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User Guide: Python for Business Analysis Book
Purpose

This book helps businesspeople, analysts, and students use Python to make data- 
driven choices. Whether you’re new to Python or trying to improve your analytics 
abilities, the book gives a step-by-step introduction to solving business challenges 
using Python.

For whom is this book?

• Business analysts and decision makers seeking data analytics strategy integration
• Business, data science, and analytics students and faculty
• Python novices seeking business-oriented examples
• Professionals seeking analytics or data science skills enhancement

Rambling through the Book

• Python novices
• Beginning with Chapters 1 and 2. Use Jupyter Notebooks or Google Colab to 

code. Learn fundamental syntax before getting into analytics.
• Business Analysts and Programmers
• Complete Chapters 3-6 to concentrate on data processing, analysis, and case-based 

learning. You may revisit crucial chapters if needed.

Performance-focused students

• Try case studies as mini-projects. Try the exercises and practice questions at the 
conclusion of each chapter before reading the handbook.

Teachers and Trainers

• Unitise each chapter. Assignments and seminars might include examples and 
exercises. Add your own data for variation.

Tips for maximising it

• While reading, try: Run each sample code in an IDE or Jupyter notebook.
• Use your data: Use industry or personal datasets to mimic the book’s methods.
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viii User Guide: Python for Business Analysis Book Purpose

• Review summary and major points: The chapters finish with nice insights—no 
more.

• Download companion files or GitHub links from the book for study.

Things You Might Need

• Python 3.7+ Jupyter notebook or Google Colab. Pandas, NumPy, Matplotlib, 
Seaborn, Scikit-learn, Statsmodels

Final statement

• This book uses data to address business challenges, not only programming. Focus 
on "What purpose can this review serve?" as you go. Your Python abilities will 
benefit from this mentality.
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Chapter 1
Python for Business Analytics: Unlocking
Data Insights for Strategic
Decision-Making

Check for 
updates

1.1 Importance of Business Analytics

Social media and consumer feedback transactions generate vast amounts of data for 
businesses. This data helps business analytics make strategic decisions, get sights, 
and improve performance. Effective analytics boosts efficiency, competitiveness, 
and decision-making. Businesses today rely on business analytics (Ibeh et al., 2024). 
Companies may increase profitability and sustainability by using multiple forms 
of data to make better decisions, streamline processes, and personalise consumer 
interactions. This article highlights the importance of business analytics in many 
organisational elements.

1.2 Why Python?

Python’s enormous library, ease of use and customizability have made it the dominant 
business analytics technology. Staying ahead in a changing sector requires business 
analytics tools and strategies (Ayele et al., 2024). Python dominates business analytics 
due to its flexibility, usability, and power. This chapter will explore Python’s many 
benefits for firms utilising data to make strategic decisions and why it is the ideal 
business analytics tool.

1.3 Overview of Python’s Ecosystem for Data Analysis

Python modules and utilities cover all data analysis pipeline steps. Key elements:

• Pandas: Data manipulation matters.
• NumPy supports massive multidimensional arrays and matrices.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2025 1
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• Matplotlib and Seaborn enable static animated and interactive visualations.
• Scikit-Learn: A powerful machine learning and predictive analytics library.
• Online Jupyter Notebooks: Write and share live code equations visualisations, 

and narrative text.

1.4 Installing Python and Essential Packages

To install Python and essential packages, follow these steps:

1. Download and Install Python: Visit the Python official website and down­
load the latest version suitable for your operating system. Follow the installation 
instructions provided on the website.

2. Install Packages Using pip: Python comes with a package manager called pip. 
You can use pip to install essential packages like pandas, NumPy, matplotlib, 
Seaborn, and scikit-learn. Open your terminal or command prompt and run the 
following commands:

pip install pandas numpy matplotlib seaborn
<—> scikit-learn

3. Verify Installation: To verify the installation of Python and the packages, you 
can run a simple script in your Python environment:

import pandas as pd import
numpy as np
import matplotlib.pyplot as pit import seaborn 
as sns
from sklearn import datasets 

print("AII packages installed successfully I")

1.5 Setting Up Your Environment

Setting up your environment involves configuring your development tools and 
workspace to streamline your workflow. Here are the steps to set up your environment:

1. Choose an Integrated Development Environment (IDE): Popular IDEs for 
Python include PyCharm, Visual Studio Code, and Jupyter Notebook. Download 
and install the IDE of your choice.

2. Create a Virtual Environment: Virtual environments help isolate dependencies 
for different projects. To create a virtual environment, run the following command 
in your terminal or command prompt:
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python -m venv myenv

Activate the virtual environment:

# On Window: myenv\ 
Scripts\activate

# On macOS and Linux source 
myenv/bin/activate

3. Install Essential Packages in the Virtual Environment: With the virtual 
environment activated, install the required packages:

pip install pandas numpy matplotlib seaborn
<—> scikit-learn

4. Set Up Jupyter Notebook: If you prefer using Jupyter Notebook, install it using 
pip:

pip install notebook

Start Jupyter Notebook:

jupyter notebook

This will open a web interface where you can create and run Jupyter notebooks.

1.6 Exercises

Question 1: Explain the difference between a list and a dictionary in Python. 
Provide an example of each.

Question 2: What is the purpose of the Pandas library in Python, and why is it 
useful for business analytics?

Question 3: Write a Python command to:

1. Filter rows where the ‘Product’ is ‘A’.
2. Group the data by ‘Region’ and calculate the total ‘Sales’ for each 

region.

Question 4: Why is data visualisation important in business analytics? Mention 
two popular Python libraries used for visualisation.

Question 5: Using the DataFrame from Question 3, create a bar chart that shows 
total sales for each product.

Question 6: What function would you use in Pandas to read data from a CSV file 
into a DataFrame? Provide an example.
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Question 7: What is the purpose of a linear regression model in business analytics? 
Describe a scenario where it could be used.

Question 8: You are tasked with analysing sales data to determine which region 
generates the most revenue. Using Python, write a step-by-step 
approach to achieve this analysis.

References
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Chapter 2
Basics of Python Programming

2.1 Python Syntax and Basic Constructs

Clear syntax makes Python ideal for beginners and specialists. Basic Python is needed 
for advanced data analysis (Abdul Kadhar et al., 2021).

Here are some basic constructs in Python:

^Variable x = 
5
y = "Hello, World!"

# Printing pri nt ( 
x) print(y)

# Lists
my_list = [1, 2, 3,4, 5] print( 
myjist)

#Conditional Statements ifx>
2:

print( x is greater than 2 ) else: 
print( x is not greater than 2")

# Loops
for i in myjist: print(i)

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2025 5
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2.2 Data Types and Variables

Python supports various data types including integers, floats, strings, lists, tuples, and 
dictionaries. Variables in Python are dynamically typed, meaning you don’t need to 
declare their type explicitly.

Examples:

it Integer a = 
10

# Floa b =
20.5

# String
c = "Python"

# List
d = [1, 2, 3]

# Tuple
e = (4, 5, 6)

# Dictionary
f = { lame": "John", ’age": 30}

2.3 Control Flow (If Statements, Loops)

Control flow in Python is managed using if statements, for loops, and while loops.
Examples:
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# If statement num =
10
if num > 0:

printf 'Positive number1) elif num
== 0:

printf ’Zero")
else:

print( "Negative numbei )

# For loop
for I in range(5): print(i)

it While loop
count = 0
while count <5: print( 

count) count +=
1

2.4 Functions and Modules

Functions are defined using the ‘def’ keyword. Modules are Python files containing 
functions and variables.

Examples:

# Function
def greet(name):

return "Hello, +name print)

greetf'Alice"))

# Importing a module 
import math print) 
math.sqrt(16))

2.5 Basic Input/Output Operations

Input and output operations in Python can be performed using built-in functions like 
‘input()’ and ‘print()’.

Examples:
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tt Input
name = input) Enter your name: ) print)" 
Hello, + name)

# Output
printf'This is a sample output.1')

2.6 Exercises

Exercise 1: Define two variables: name (a string) and age (an integer). Print a 
sentence that says ‘My name is [name] and I am [age] years old’.

Exercise 2: Write a Python programme to swap the values of two variables a and 
b without using a third variable.

Exercise 3: Write a Python programme that takes a number as input and checks 
whether it is even or odd. If the number is even, print ‘Even’, otherwise 
print ‘Odd’.

Exercise 4: Write a Python programme that takes a temperature as input (in Celsius) 
and prints:

‘It’s cold’ if the temperature is below 10,
‘It’s warm’ if the temperature is between 10 and 25,
‘It’s hot’ if the temperature is above 25.

Exercise 5: Write a Python programme to print the numbers from 1 to 10 using a 
for loop.

Exercise 6: Write a Python programme that takes an integer as input and prints the 
multiplication table for that number up to 10.

Exercise 7: Using a while loop, write a Python programme that keeps asking the 
user for input until they enter the word ‘stop’.
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Chapter 3
Data Manipulation with Pandas

3.1 Introduction to Pandas

Pandas is a flexible Python data manipulation and analysis program. It provides 
rapid easy data formats and analysis (Gupta Bagchi, 2024). Pandas a crucial data 
scientist tool effectively analyses structured data and facilitates data analysis with 
many capabilities.

History and development Wes McKinney designed Pandas in 8 to provide a 
powerful and versatile Python data analysis tool (Sarkar et al., 2018). Pandas is a 
prominent data science and business analytics tool named after panel data an econo­
metric term for multidimensional datasets. It offers more powerful data manipulation 
features based on NumPy another Python numerical computing framework.

Key features of Pandas:

• Provides DataFrame and Series objects for handling data.
• It supports data alignment and the integrated handling of missing data.
• Offers robust group-by functionality for aggregation and transformation.
• Allows for flexible reshaping and pivoting of data sets.
• Facilitates time-series functionality.

3.2 DataFrames and Series

A Series is a one-dimensional array-like object containing an array of data and an 
associated array of data labels called its index. It is similar to a column in a table.
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import pandas as pd

ffCreating a Series data = [1, 
2, 3, 4, 5]
series = pd.Series(data) print(series)

# Output
# 0 1
# 1 2
# 2 3
# 3 4
# 4 5
# dtype : int64

A DataFrame is a two-dimensional size-mutable and potentially heterogeneous 
tabular data structure with labelled axes (rows and columns). It is similar to a table 
in a database or an Excel spreadsheet.

# Creating a Data Frame from a dictionary data = {
'Name':[ Mahadi', 'Anee', Hasib', 'Aleay ], 'Age : [25, 30, 35 
,40],
'City': [ lew York', 'Los Angeles', 'Chicago', '

<—> Houstoi ]

df = pd.DataFrame(data) print(df)
# Outpu t
# Name
# 0 Mahadi
# 1 Anee
# 2 Hasib
# 3 Aleay

Age City

25 New York
30 Los Angeles
35 Chicago
40 Houston

3.3 Importing and Exporting Data

You can import and export data using pandas’ built-in functions. Pandas supports 
various file formats like CSV, Excel, SQL, and JSON.

Examples:

# Importing data from a CSV file df = pd. 
read_csv( data.csv') print(df.head())

# Exporting data to a CSV file df.to_csv( 
output.csv, index=False)
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3.4 Data Cleaning and Preprocessing

Data cleaning and preprocessing involve handling missing values, removing dupli­
cates, and transforming data.

Examples:

ft Handling missing values
df.fillna(O, inplace=True) # Replace missing values with

<-> 0

# Removing duplicate df.
drop_duplicates(inplace=True)

It Data transformation df['
New_Columi ] = df[ kgi ]*2

3.5 Handling Missing Values

Handling missing values is crucial for accurate data analysis. Pandas provides several 
methods for handling missing values.

Examples:

#Checking for missing values print(df. 
isnu ll().sum{))

# Filling missing values with the mean 
df.fillna(df.mean(), inplace=True)

# Dropping rows with missing values df.dropna 
(inplace=True)

3.6 Data Transformation and Aggregation

Transforming Data: Transformation involves changing data format structure or values 
to meet specific needs.

Applying a Function to Columns:

If Convert all strings to lowercase in 'City' column df['City'] = df['
City ].apply(lambda x: x.lower())

Using ‘applymap’ for Element-wise Operations:
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# Apply a function to every element in the DataFrame 
df = df.applymapflambda x: x * 2 if isinstance(x, (int,

<—> float)) else x)

Aggregation is the process of combining multiple values to produce a summary 
statistic. Group By:

# Group by 'City' and calculate the mean age grouped_df = df. 
groupby( lit )[ Ag ].mean() print(grouped_df)

Pivot Tables:

# Create a pivot table
pivot_table =df.pivot_table(values='Age', index='City',

<—> aggfunc=’mean')
print(pivot_table)

Aggregation Functions:

# Apply multiple aggregation functions
agg_df = df.agg({ Age': ['mean', 'max', 'mi ]}) print(agg_df)

3.7 Exercises

Exercise 1: Using Pandas, load a CSV file called sales_data.csv into a DataFrame 
and display the first five rows of the DataFrame.

Exercise 2: Using the same DataFrame, write Python code to:

Display the column names of the DataFrame.
Get the total number of rows and columns.

Exercise 3: Filter the DataFrame to show only rows where the Sales column is 
greater than 500. Display the filtered DataFrame.

Exercise 4: Using a DataFrame that contains columns Region, Product, and Sales, 
group the data by Region and calculate the total Sales for each region.

Exercise 5: Sort the DataFrame by the Sales column in descending order and 
display the sorted DataFrame.

Exercise 6: Check if there are any missing values in the DataFrame. If any, fill the 
missing values in the Sales column with the mean of that column.

Exercise 7: Create a new column called Sales_Tax that contains 10% of the values 
in the Sales column.
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Exercise 8: You have two DataFrames: df1 (containing customer data) and df2 
(containing sales data). Both DataFrames have a column Customer_ 
ID. Merge these two DataFrames on the Customer_ID column.

Exercise 9: Create a pivot table that shows the total Sales for each Product in each 
Region.
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Chapter 4
Data Visualisation with Matplotlib Check for 

updates

and Seaborn

4.1 Importance of Data Visualisation

Data visualisation helps analysts and decision-makers detect patterns trends and 
outliers (Nelli, 2023). Make simpler data explanation. Trends relationships and 
anomalies are identified. Speaks simply and quickly to diverse audiences. Data 
storytelling improved data analysis narrative and context.

4.2 Basic Plots with Matplotlib

Data visualisation is needed for business and data analytics. Analysts can explain and 
illustrate complex data findings. Power flexibility and usability distinguish Matplotlib 
from other Python data visualisation tools. Basic Matplotlib plots assist business 
analysts in analysing data and deciding.

Value of data visualisation simplifies difficult data. Charts and graphs clarify 
trends and deviations. Effective Communication: Visualisations convey ideas fast. 
They help non-technical stakeholders understand data outcomes. Finding Trends 
and Patterns: Charts assist analysts in finding unexpected data patterns. This skill 
is needed for strategic planning and prediction. Improve Data Quality: Visualisa­
tion can find missing numbers inaccuracies and inconsistencies. The analysis is 
exact with instant processing. Decision help: Clear concise data visualisations help 
organisational strategies and procedures.

Why Matplotlib? Flexibility and Customisation: Matplotlib is configurable. Users 
can customise static animated and interactive scenes. Matplotlib supports line scatter 
bar histogram and pie charts. Exploring and displaying raw data requires these 
basic visuals. Python library integration: Matplotlib works with Pandas NumPy and 
Seaborn. Integration simplifies data processing and visualisation. Usability: The 
library is easy for novices and specialists. Very simple syntax lets users create 
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charts with minimal coding. Large Active Community and Support: Matplotlib 
has substantial documentation tutorials and examples. Installing Matplotlib If you 
haven’t installed Matplotlib yet you can do so using pip:

pip install matplotlib

Creating Basic Plots Import Matplotlib and start with some basic plots:

import matplotlib.pyplot as pit

# Line Plot 
x = [1, 2, 3, 4, 5] 
y = [10, 15, 13, 20, 25]

plt.plot(x, y) plt-titlef
Line Pic ) plt.xlabelf X Axi: ) 
plt.ylabelf / Axis ) pit.showf)

Bar Plot

# Bar Plot 
categories =[ , B', C', ’D ] values = [4, 7, 1,
8]

plt.bar(categories, values) pit.titlef 
Bar Plot) plt.xlabelf Zategorie ) 
plt.ylabelf i/alues') pit.showf)

Histogram

# Histogram
data = [1, 2, 2, 3, 3, 3, 4, 4, 4, 4]

plt.h istfdata, bi ns=4)
plt.titlef Histogram )
plt.xlabelf Value ) plt.ylabelf
Frequency') pit.showf)

Scatter Plot
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# Scatter Plot
x = [5, 7, 8, 7, 2, 17, 2, 9, 4, 11]
y = [99, 86, 87, 88, 100, 86, 103, 87, 94, 78]

pit.scatter(x, y) plt.title('
Scatter Pio' ) plt.xlabelf X Axl ) 
plt.ylabelf / Axl ) plt.showQ

4.3 Advanced Visualisation with Seaborn

Seaborn is built on top of Matplotlib and provides a high-level interface for drawing 
attractive statistical graphics. It simplifies complex visualisations and enhances them 
with additional functionality.

Installing Seaborn If you haven’t installed Seaborn yet you can do so using pip:

pip install seaborn

Creating Advanced Plots Import Seaborn and create advanced visualisations:

import seaborn as sns

# Line Plot
data = sns . Ioad_dataset ( tips ) sns.lineplot(x= 
total_biir,y=’tip', data=data) pit.title)'Line Plot with Seabor ) 
pit.show))

Bar Plot

# Bar Plot
sns.barplot(x='dai ,y='total_bill', data=data) 
plt.title) Bar Plot with Seaboi ) 
pit.show))

Histogram and KDE Plot

# Histogram and KDE Plot sns.histplot(data 
['total_bill'], kde=True) plt.title('Histogram with KDE') 
plt.show))

Scatter Plot with Regression Line
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# Scatter Plot with Regression Lin sns.lmplot(x= 
total_bill',y='tip', data=data) pit.title) catter Plot with 
Regression Lim ) pit.show))

Pair Plot Pair plots are useful for visualising pairwise relationships in a dataset:

# Pair Plot sns.
pairplot(data)
plt.title( r Plot with Seaborn ) pit.show))

4.4 Customizing Plots

Customizing plots helps in tailoring the visualisations to better communicate the 
insights. Both Matplotlib and Seaborn offer extensive customization options.

Customizing Matplotlib Plots

# Customizing Matplotlib Plot
plt.plotfx, y, color= green , linestyle='dashec ,

<—> linewidth=2, marker= , markerfacecolor= blue ,
<—> markersize =12) plt.title

( Customized Line Plot) pit . xlabel ( K
Axis ') pit . ylabel ( V Axis ) plt.gridf
True)
plt.showQ

Customizing Seaborn Plots

#Customizing Seaborn Pio sns.set( 
style-'whitegrid1)

sns.barplot(x= day',y= total_bill , data=data, palette=
<—* viridis ) plt.titlef

Customized Bar Plot') plt.show()
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4.5 Interactive Visualisations with Plotly

Plotly is a powerful library for creating interactive visualisations that can be easily 
shared and embedded in web applications. Installing Plotly if you haven’t installed 
Plotly yet you can do so using pip:

pip install plotly

Creating Interactive Plots Import Plotly and create interactive visualisations:

import plotly.express as px

4.6 Exercises

Exercise 1: Line Plot Using Matplotlib, create a line plot of the following data
where x = [1,2,3,4,5]and y = [2, 3, 5, 7, 11]. Label the axes as 
‘X-axis’ and ‘Y-axis’, and give the plot a title ‘Line Plot Example’.

Exercise 2: Bar Plot Create a bar plot using Matplotlib to display the sales of four
products: Products = [‘A’, ‘B’, ‘C’, ‘D’] and Sales = [350, 250, 400, 
300]. Label the bars appropriately.

Exercise 3: Histogram Generate a histogram using random data. Create a dataset
of 1000 random numbers drawn from a normal distribution using 
np.random.randn(1000) and plot the histogram with 30 bins.

Exercise 4: Customizing Line Plot Create a line plot with the following specifi-
cations:

x = [1,2,3,4,5]
y1 = [10, 20, 15, 25, 30] (Plot in red colour with dashed lines)
y2 = [5, 15, 10, 20, 25] (Plot in blue colour with a solid line) Add 
a legend, labels for both axes, and a title.

Exercise 5: Seaborn Bar Plot Using Seaborn, create a bar plot of the titanic dataset
to show the average fare (fare) paid by passengers in each passenger 
class (class). Add appropriate axis labels and a title.

Exercise 6: Check if there are any missing values in the DataFrame. If any, fill the 
missing values in the Sales column with the mean of that column.

Exercise 7: Seaborn Scatter Plot with Regression Line Using the tips dataset, create
a scatter plot with a regression line to show the relationship between 
total_bill and tip.
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References

Nelli, F. (2023). Machine learning with scikit-learn. In Python data analytics: with pandas, numPy, 
and matplotlib (pp. 259-287). Berkeley, CA: Apress.



Chapter 5
Descriptive Analytics

5.1 Descriptive Statistics in Python

Descriptive statistics summarise and organise characteristics of a data set. Python 
provides several libraries such as pandas and NumPy to perform descriptive statistics.

Examples:

import pandas as pd

# Load data
data = pd.read_csv{ data.csv )

#Descriptive statistics printfdata
.described)

5.2 Measures of Central Tendency and Variability

Measures of central tendency include mean, median, and mode, while measures of 
variability include range, variance, and standard deviation.
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Examples:

# Mean 
mean_value = data[ :olumn_name ].mean{) printf1 
Mean , mean_value)

# Median
median_value = data[ :olumn_name ].median() 
printf Median:', median_value)

# Mode
mode_value = data[ :olumn_name ].mode()[0] printf 
Mode:", mode_value)

# Standard Deviation
std_dev =data[ olumn_name ].std{) printf 
Standard Deviation:", std_dev)

5.3 Data Summarisation Techniques

Data summarisation involves aggregating data to extract meaningful insights.
Techniques include groupby, pivot tables, and cross-tabulation.

Examples:

# Group By
grouped_data = data.groupby(’category_columr )[

<—* value_columr ].sum() 
print(grouped_data)

# Pivot Table
pivot_table = data.pivot_table(values='value_colum ,

<—» index= :ategory_column‘, aggfunc= neai ) printf 
pivot_table)

it Cross-Tabulation
cross_tab = pd.crosstabfdataf :olumnl ], dataf >lumn2']) print(cross_tab)
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5.4 Exercises

Exercise 1: Calculating Summary Statistics Using the dataset sales_data that 
contains columns: Product, Region, Sales, and Profit, calculate the 
following descriptive statistics for the Sales and Profit columns:

Mean
Median
Standard deviation
Minimum and maximum values

Exercise 2: Frequency Distribution Using the sales_data dataset, create a 
frequency distribution table showing how often each Region appears 
in the dataset.

Exercise 3: Grouping Data Using the sales_data dataset, calculate the total Sales 
and average Profit for each Region. Use groupby functionality to 
group the data by Region.

Exercise 6: Boxplot for Distribution of Sales Create a boxplot to visualise the 
distribution of Sales in the sales_data dataset.

Exercise 5: Seaborn Bar Plot Using Seaborn, create a bar plot of the titanic 
dataset to show the average fare (fare) paid by passengers in each 
passenger class (class). Add appropriate axis labels and a title.

Exercise 9: Range, Variance, and Standard Deviation For the Profit column 
in the sales_data dataset, calculate the range, variance, and standard 
deviation.

Exercise 10: Pairplot Use the Seaborn library to create a pairplot of the Sales and 
Profit columns to visualise relationships and distributions in the sales_ 
data dataset.
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Predictive Analytics with Scikit-Learn

6.1 Introduction to Predictive Analytics

Predictive analytics uses historical data statistical methods and machine learning to 
forecast outcomes. Analysing current and historical data predictive analytics helps 
companies forecast trends risks and growth opportunities. This chapter empha­
sises predictive analytics’ role in modern business decision-making with its ideas 
methodologies and applications.

6.2 Overview of Scikit-Learn

Python machine learning library Scikit-Learn is popular and powerful. It uses NumPy 
SciPy and Matplotlib to produce simple effective data mining and analysis tools. 
Installing Scikit-Learn: If you haven’t installed Scikit-Learn yet, you can do so using 
pip:

Importing Scikit-Learn into your Python script:

pip install scikit-learn

import sklearn

6.3 Data Preparation for Modelling

Before building predictive models, it is crucial to prepare the data. This includes 
cleaning the data handling missing values encoding categorical variables and splitting 
the data into training and testing sets.
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Loading and Exploring Data

import pandas as pd

# Load data into a DataFrame data = pd. 
read_csv( data.csv') print(data.head())

Handling Missing Values

# Fill missing values with the mean of the column data.fillnafdata. 
mean(), inplace=True)

Encoding Categorical Variables

from sklearn.preprocessing import LabelEncoder

#Encode categorical variables
label_encoder = LabelEncoderQ
data['category'] = label_encoder.fit_transform(data[

<—> categor ])

Splitting Data into Training and Testing Sets

from sklearn.model_selection import train_test_split

# Define features and target variable 
X= data.dropf arget', axis=l) y = data[ 
targe ]

it Split the data
X_train, X_test, y_train, y_test = train_test_split(X, y,

<—> test_size=0.2, random_state=42)

6.4 Building and Evaluating Regression Models

Regression models are used to predict continuous outcomes. Common regression 
algorithms include Linear Regression Decision Tree Regression and Random Forest 
Regression.
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Linear Regression

from sklearn.linear_model import LinearRegression 
from sklearn.metrics import mean_squared_error, r2_score

# Ini ti alize the model model =
LinearRegression()

# Train the model model.fit(
X_train,y_train)

# Make predictions
y_pred = model.predict(X_test)

# Evaluate the model
mse = mean_squared_error(y_test, y_pred) r2 = r2
_score(y_test, y_pred)

print(f"Mean Squared Error: {mse}") print(f"R-
squared: {r2}")

6.5 Classification Models and Their Applications

Classification models predict categorical outcomes. Common algorithms include 
Logistic Regression, Decision Trees, and Random Forests.

Logistic Regression

from sklearn.linear_model import Logis ticRegression from sklearn 
.metrics import accuracy_score,

<^ confusion_matrix

# Initialize the model
model = Logistic Regression^

# Train the model m odel.fit(
X_train, y_train)

# Make predictions
y_pred = model.predict(X_test)
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# Evaluate the model
accuracy = accuracy_score(y_test, y_pred) conf_matrix = 
confusion_matrix(y_test, y_pred)

print (f" Accuracy : { accuracy }") printf" Confusion
Matrix:\n{conf_matrix} )

6.6 Model Validation Techniques

Model validation techniques ensure that the model generalises well to unseen data. 
Common techniques include cross-validation, train-test split, and validation curves.

Cross-Validation

from sklearn.model_selection import cross_val_score

# Perform 5-fold cross-validation
scores = cross_val_score(model, X, y, cv=5)

print(f Cross-validation scores: {scores}") print(f Mean cross­
validation score: {scores.mean()} )

6.7 Exercises

Exercise 1: Calculating Summary Statistics Using the dataset sales_data that 
contains columns: Product, Region, Sales, and Profit, calculate the 
following descriptive statistics for the Sales and Profit columns:

• Mean
• Median
• Standard deviation
• Minimum and maximum values

Exercise 2: Frequency Distribution Using the sales_data dataset, create a 
frequency distribution table showing how often each Region appears 
in the dataset.

Exercise 3: Grouping Data Using the sales_data dataset, calculate the total Sales 
and average Profit for each Region. Use groupby functionality to 
group the data by Region.
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Exercise 6: Boxplot for Distribution of Sales Create a boxplot to visualise the 
distribution of Sales in the sales_data dataset.

Exercise 5: Seaborn Bar Plot Using Seaborn, create a bar plot of the titanic 
dataset to show the average fare (fare) paid by passengers in each 
passenger class (class). Add appropriate axis labels and a title.

Exercise 9: Range, Variance, and Standard Deviation For the Profit column 
in the sales_data dataset, calculate the range, variance, and standard 
deviation.

Exercise 10: Pairplot Use the seaborn library to create a pairplot of the Sales and 
Profit columns to visualise relationships and distributions in the sales_ 
data dataset.



Chapter 7
Advanced Analytics and Machine
Learning

7.1 Introduction to Advanced Machine Learning

Modern technology including machine learning (ML) has inspired healthcare finance 
marketing and other breakthroughs. Fundamental machine learning methods support 
predictive and prescriptive analytics whereas advanced methods offer more powerful 
accurate and sophisticated solutions (Troisi & Maione, 2024). The Python ecosystem 
of modules and frameworks allows researchers and practitioners to employ advanced 
machine learning.

7.2 Clustering Algorithms

Clustering algorithms group data points based on their similarities. Common 
algorithms include K-Means, DBSCAN, and Hierarchical Clustering.

K-Means Clustering

from sklearn.cluster import KMeans import 
matplotlib.pyplot as pit

# Initialize the model
kmeans = KMeans(n_clusters=3)

it Fit the model
kmeans.fit(X)
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# Predict clusters
clusters = kmeans.predict(X)

# Plot the clusters
plt.scatter(X[:, 0], X[:, 1], c=clusters, cmap='viridi ) plt.title( (-Means
Clustering )
plt.show()

7.3 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a dimensionality reduction technique that 
transforms high-dimensional data into a lower-dimensional space.

PCA Example

from sklearn.decomposition import PCA

# Initialize the model pea = PCA( 
n_components=2)

# Fit and transform the data X_pca = pea. 
fit_transform(X)

# Plot the transformed data plt.scatter( 
X_pca[:, 0], X_pca[:, 1]) plt.tit le(' Pri n ci pa I 
Component Analysis ) plt.show()

7.4 Time Series Forecasting

Time series forecasting involves predicting future values based on historical data.
Common algorithms include ARIMA, SARIMA, and LSTM.

ARIMA Example

import pandas as pd
import matplotlib.pyplot as pit
from statsmodels.tsa.arima.model import ARIMA

# Load the dataset
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data = pd.read_csv( :imeseries_data.cs' , parse_dates=[
<—> Date'], index_col= Dat )

# Initialize the model
model = ARIMA(data[ /alue'], order=(5, 1, 0))

# Fit the model model_fit =
model.fit()

# Make predictions
forecast = model_fit.forecast(steps=12)

# Plot the forecast
plt.plot(data['Valu< ], label= Historica ) pit.plot(forecast, label 
= ’Forecast', color='red ) pit.title] XRIMA Time Series
Forecast ) pit.show])

7.5 Exercises

Exercise 1: Handling Missing Data Given a dataset customer_data with columns 
Age, Income, Purchase_Frequency, and Spending_Score, identify and 
handle any missing values in the data. Use mean imputation for Age 
and Income.

Exercise 2: Feature Scaling Scale the Income and Spending_Score columns of the 
customer_data dataset using standardisation (z-score normalisation).

Exercise 3: Train-Test Split Using the customer_data dataset, split the data into 
training and testing sets with a ratio of 80:20, using Spending_Score 
as the target variable and the rest of the columns as features.

Exercise 4: Building a Linear Regression Model Using the training data from 
the previous exercise, build a linear regression model to predict the 
Spending_Score. Evaluate the model on the test set and print the mean 
squared error (MSE).

Exercise 5: Logistic Regression for Classification Given a dataset churn_data 
with a target column Churn (0 for no churn, 1 for churn) and features 
Customer_Tenure, Monthly_Spend, and Contract_Length, build a 
logistic regression model to predict whether a customer will churn.

Exercise 6: K-Means Clustering Using the customer_data dataset, apply K-means 
clustering to segment customers based on Income and Spending_Score. 
Set the number of clusters to 3 and visualise the results.

Exercise 7: Principal Component Analysis (PCA) Perform PCA on the 
customer_data dataset to reduce the dimensions of Income, Age, and 
Purchase_Frequency into two principal components.
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Exercise 8: s Grid Search for Model Optimization Use grid search to optimise the 
hyperparameters of a decision tree classifier on the churn_data dataset. 
Focus on tuning the max_depth and min_samples_split parameters.

Reference

Troisi, O., & Maione, G. (2024). Data-driven decision making: Empowering businesses through 
advanced analytics and machine learning. Journal Environmental Sciences and Technology, 
3(1), 515-525.



Chapter 8
Case Studies and Real-World
Applications

8.1 Case Study: Sales Forecasting

import pandas as pd
data = pd.read_csv('DrMahadiStudent_data.csv',

<—> parse_dates=[ ate'], index_col= Jate )

monthly_sales = data[ >ale ].resample] VI').sum() # Modeling

with ARIMA
from statsmodels.tsa.arima.model import ARIMA import 
matplotlib.pyplot as pit

# ARIMA design
model = ARIMA(monthly_sales, order=(5, 1, 0)) model_fit = model. 
fit()
# Make predictions
forecast = model_fit.forecast(steps=12) #

results plt.figure(figsize=(12, 6))
pit.plot(monthly_sales, label= Historical Sale ) plt.plot(forecast, 
label= Forecast', color= ec ) plt.title] Sales Forecasting with 
ARIMA ) plt.xlabel] )ate )
plt.y I a bel( Sales') pit .
legend () plt.show()
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8.2 Case Study: Customer Segmentation

Companies that segment their customer base might target specific consumer groups 
with specialised marketing techniques. In this case, study we will use clustering 
techniques to divide the customers based on their purchasing patterns.

Dataset Description: The variable states as ‘CustomerID’ ‘PurchaseAmount’ and 
‘PurchaseFrequency’.

Data Preparation

import pandas as pd

# Load the dataset
data = pd.read_csv( :ustomer_data.csv)

It Extract features for clustering
X= data[['PurchaseAmount', 'PurchaseFrequency']]

K-Means Clustering

from sklearn.cluster import KMeans import 
matplotlib.pyplot as pit

# Determine the optimal number of clusters using the
<—> elbow method sse 

= [] 
for k in range(l, 11):

kmeans= KMeans(n_clusters=k)
kmeans . fit ( X) sse.appendf 
kmeans.inertia_)

# Plot the elbow curve pit. figure ( 
figsize =(10 , 6)) plt.plot(range(l, 11), sse,
marker='o') plt.title('Elbow Method for Optimal K') 
plt.xlabel( Number of clusters ) plt.ylabel( SSE') 
plt.show()

It Fit the K-Means model kmeans =
KMeans(n_clusters=3)
data[ Cluste ]= kmeans.fit_predict(X)
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8.3 Case Study: Financial Risk Analysis

Financial risk analysis involves assessing the risk of financial loss using predictive 
models and historical data.

import pandas as pd
from sklearn.model_selection import train_test_split from sklearn. 
ensemble import RandomForestClassifier from sklearn.metrics 
import accuracy_score,

<—> confusion_matrix

# Load the dataset
data = pd.read_csv('financial_data.cs> )

# Prepare the features and target
X= data.drop( Risk , axis=l) y = data['
Risl ]

# Split the data
X_train, X_test, y_train, y_test = train_test_split(X, y,

<—> test_size=0.2, random_state=42)

# Initialize the model
model = RandomForestClassifier()

# Train the model model.fit(
X_train,y_train)

# Make predictions
y_pred = model.predict(X_test)

# Evaluate the model
accuracy = accuracy_score(y_test, y_pred) conf_matrix = 
confusion_matrix(y_test, y_pred)

print (f Accuracy: {accuracy ) print(f Confusion 
Matrix:\n{conf_matrix] )

8.4 Case Study: Marketing Campaign Analysis

Marketing campaign analysis evaluates the effectiveness of marketing campaigns 
and optimises future strategies.
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import pandas as pd

# Load the dataset
data = pd.read_csv( iarketing_campaign.csv )

# Summarize campaign performance
campaign_summary = data.groupby( Campaign )[ lespons< ].

<—» mean()

print(campaign_summary)

8.5 Exercises

Exercise 1: Analysing Customer Segments You are given a dataset retail_data.csv 
with columns: CustomerID, Age, Annual_Income, Spending_Score, 
and Gender. Use K-Means clustering to segment the customers into 
different groups based on their spending behaviour and income. 
Analyse the characteristics of each segment.

• Load the dataset and explore the data.
• Apply K-Means clustering with 3 clusters.
• Visualise the customer segments using a scatter plot (plot Annual_Income vs. 

Spending_Score and colour the points based on the clusters).
• Describe the key characteristics of each customer segment.

Exercise 2: Employee Attrition Prediction A company wants to predict employee 
attrition using data from its human resources department. The dataset 
employee_data.csv contains features such as Age, Monthly_Income, 
Job_Level, Satisfaction_Level, Years_At_Company, and a target vari­
able Attrition (1 for attrition, 0 for retention).

• Load the dataset and preprocess the data (handle missing values, encode 
categorical variables, etc.).

• Split the data into training and test sets.
• Build a logistic regression model to predict employee attrition.
• Evaluate the model using accuracy, precision, and recall.
• Interpret the coefficients of the logistic regression model to explain which factors 

are most important in predicting attrition.

Exercise 3: Sales Forecasting Using Time Series Analysis You are working for 
a retail company that wants to forecast monthly sales for the next 12 
months. You are provided with historical sales data in sales_data.csv, 
containing two columns: Date and Sales.



8.5 Exercises 39

• Load the dataset and convert the Date column to a datetime format.
• Plot the time series of sales data.
• Apply an ARIMA model to forecast the next 12 months of sales.
• Plot the forecasted sales against the actual sales for comparison.

Exercise 4: Loan Default Prediction A financial institution has provided you with 
data on past loans and whether the customer defaulted (Default = 1) or 
not (Default = 0). The dataset loan_data.csv contains features such as 
Loan_Amount, Interest_Rate, Credit_Score, and Employment_Status.

• Load and explore the dataset.
• Apply feature scaling to the numerical variables (Loan_Amount, Interest_Rate, 

and Credit_Score).
• Build a decision tree classifier to predict loan default.
• Visualise the decision tree and interpret the results.

Exercise 5: Building a Recommendation System An e-commerce platform wants 
to recommend products to its users based on their purchase history. 
You are provided with the transaction history of users in ecommerce_ 
data.csv, which includes columns User_ID, Product_ID, and Purchase_ 
Amount.

• Load and preprocess the dataset.
• Create a user-item matrix where each row represents a user, and each column 

represents a product.
• Apply a collaborative filtering technique (such as matrix factorization or nearest- 

neighbor) to build a recommendation system.
• Recommend products for a specific user based on the model.



Chapter 9
Automating Data Analysis with Python

9.1 Automating Repetitive Tasks

Python with its extensive libraries and frameworks is well-suited for automating 
data-related tasks.

Common Repetitive Tasks

• Data extraction and loading
• Data cleaning and preprocessing
• Regular report generation
• Data backups

Automating with Python Example: Automating Data Extraction and Loading:

import pandas as pd

def extract_data(file_path): return pd.
read_csv(file_path)

def load_data_to_database(df, database_connection): df.to_sql( 
table_name , con=d ata ba se_conn ection,

<—* if_exists= 'eplaci , index=False)

# Define file path and database connection file_path =
'data.csv'
database_connection = 'your_database_connection_string'

# Extract and load data
data = extract_data(file_path) load_data_to_database(data, 
data base_connect ion)
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Example: Automating Data Cleaning

def clean_data ( df): df.fillna(method=
ffi , inplace=True) df.drop_duplicates(inplace= 
True) 
return df

# Clean the extracted dat; cleaned_data
= clean_data(data)

9.2 Scheduling and Running Automated Scripts

Automated scripts can be scheduled to run at specific times or intervals using tools 
like cron jobs on Unix-based systems or Task Scheduler on Windows.

Using Cron Jobs (Unix-based Systems)

1. Open the cron table:

crontab -e

2. Add a cron job to run a Python script daily at midnight:

00 * * * /usr/bin/python3 /path/to/your_script.
<-> py

Using Task Scheduler (Windows)

3. Open Task Scheduler.
4. Create a new basic task.
5. Set the trigger to your preferred schedule (e.g. daily).
6. Set the action to run your Python script using the Python executable.

9.3 Introduction to Airflow for Workflow Automation

Apache Airflow is an open-source platform to programmatically author schedule and 
monitor workflows. It allows for complex data pipelines to be managed effectively.

Installing Airflow

pip install apache-airflow
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Setting Up Airflow

1. Initialise the Airflow database:

airflow db init

2. Start the Airflow web server:

airflow webserver —port 8080

3. Start the Airflow scheduler:

airflow scheduler

Creating an Airflow DAG (Directed Acyclic Graph) Example: Simple ETL Pipeline

from airflow import DAG
from airflow.operators.python_operator import

< —> PythonOperator
from datetime import datetime, timedelta import pandas 
as pd

default_args = { owner': 'airfloi , lepends_on_past':
< —> False, >tart_date : datetime(2024, 1, 1), 'retries'
< —♦ : l,'retry_delay : timedelta(minutes=5)}

dag = DAG( simple_etl ,default_args=default_args,description='A
simple ETL DAG , schedule_interval =

<—> timedelta(days=l))
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def extract!):
data = pd.read_csv( path/to/data.csv') data.to_pickle( / 
path/to/temp_data.pl )

def transform!):
data = pd.read_pickle( 'path/to/temp_data.pkl ) data.fillna! 
method='ffill , inplace=True) data.to_pickle( ’path/to/ 
clean_data.pkl')

def load():
data = pd.read_pickle( Fpath/to/clean_data.pk ) data.to_sql( 
table_nam , con=

<—► your_database_connection_string', if_exists=
<—» replace', index=False)

tl = PythonOperator(task_id= ixtract', 
python_callable=extract,dag=dag)

t2 = PythonOperator(task_id='transform', python_callable= 
transform, dag=dag)

t3 = PythonOperator(task_id= oad', 
python_callable=load,dag=dag )

tl » t2 » t3

9.4 Exercises

Exercise 1: Automating Missing Data Handling: You are provided with a dataset 
sales_data.csv that has missing values in several columns, such as Product_ID, Sales, 
and Customer_Age. Write a Python script to automate the process of:

• Identifying missing values in the dataset.
• Automatically filling missing numeric values with the column mean.
• Automatically filling missing categorical values with the most frequent value.
• Saving the cleaned dataset to a new file cleaned_sales_data.csv.

Exercise 2: Generating Automated Summary Reports: You are given a dataset 
employee_performance.csv with columns such as Employee_ID, Department, 
Performance_Score, Salary, and Years_at_Company. Automate the process of 
generating a report that provides:

• The average performance score per department.
• The top 5 highest-paid employees.
• Summary statistics for Salary and Years_at_Company.
• Save the report to a text file performance_report.txt.

path/to/temp_data.pl
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Exercise 3: Automating Monthly Sales Analysis: You are working with a dataset 
monthly_sales.csv, which contains daily sales data for the past year with columns: 
Date and Sales_Amount. Write a Python script to automate the following tasks:

• Convert the Date column to a datetime format.
• Aggregate daily sales to calculate total sales for each month.
• Automatically generate a bar chart that shows total sales for each month.
• Save the chart as monthly_sales_chart.png.

Exercise 4: Automating Model Training and Evaluation: You have a dataset loan_ 
data.csv containing customer data and whether they defaulted on a loan (Default). 
Your task is to automate the training and evaluation of multiple machine learning 
models (logistic regression, decision tree, and random forest). The script should:

• Load and preprocess the data.
• Split the data into training and testing sets.
• Train the models and compare their performance using accuracy and F1-score.
• Print a summary report of the model evaluation.

Exercise 5: Creating a Reusable Data Pipeline Function: Write a Python function 
data_pipeline() that automates the following tasks on any dataset:

• Loads the dataset from a CSV file.
• Handles missing data (fills missing numeric values with the median and 

categorical values with the mode).
• Scales numeric features using standard scaling.
• Saves the preprocessed data to a new file.

Test this function on a dataset of your choice.



Chapter 10
Best Practices and Future Trends Check for 

updates

10.1 Best Practices in Data Analytics

Best practices must be followed if data analytics is to be as trustworthy and valuable 
as feasible (Muller et al., 2016). These standards aim to produce useful insights 
reproducibility of results and correctness and consistency of data.

10.2 Ethical Considerations in Data Analysis

With data analytics’ growing sway ethical issues are critical. Analysts must ensure 
their work lessens bias advances equity and safeguards people’s privacy. Data privacy 
aims to safeguard and manage personal information so that it is used only for 
authorised purposes and remains confidential.

• Have the individuals whose data is being utilised give their informed permission. 
• Anonymization alters data in such a way that personal identities are not visible.
• Data Minimization: Get and use just the information that is strictly required for 

the research.

10.3 The Future of Business Analytics and Python’s Role

Python’s robust environment and versatility have made it a significant player in the 
ever-changing field of business analytics. Many variables are influencing the future 
direction of the field.
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1. Integration of AI and Machine Learning: As AI and machine learning technolo­
gies evolve, their integration into business analytics will become even more 
critical. Future research should explore advanced algorithms and models that 
can provide more accurate predictions and insights.

2. Big Data Analytics: The volume of data generated by businesses is growing 
exponentially. Research should focus on developing efficient techniques for 
handling, processing, and analysing big data to extract valuable insights.

3. Real-time Analytics: Businesses increasingly require real-time data analysis to 
make immediate decisions. Future research should aim to enhance the capabil­
ities of real-time analytics platforms, ensuring they can handle large volumes 
of data quickly and accurately.

4. Data Privacy and Security: With the increasing amount of data being collected, 
ensuring its privacy and security is paramount. Research should focus on devel­
oping robust encryption methods, secure data storage solutions, and frameworks 
for maintaining data privacy.

5. Visualisation Techniques: As the complexity of data increases, so does the 
need for advanced visualisation techniques that can present data in a clear and 
understandable manner. Research should explore new ways to visualise complex 
datasets and enhance the user experience.

6. Industry-specific Solutions: Different industries have unique data analytics 
needs. Future research should focus on developing tailored analytics solutions 
for various industries, such as healthcare, finance, retail, and manufacturing, to 
address their specific challenges.

7. Ethical AI and Fairness: As AI and machine learning become more integrated 
into business analytics, ensuring that these technologies are used ethically and 
fairly is crucial. Research should explore ways to mitigate biases in AI models 
and promote transparency and accountability.

8. Edge Computing and IoT: With the rise of the Internet of Things (IoT), edge 
computing is becoming more important for processing data closer to its source. 
Future research should investigate how edge computing can be leveraged to 
enhance business analytics capabilities.

9. Education and Training: As the field of business analytics evolves, so must the 
education and training programmes that prepare the next generation of data 
scientists and analysts. Research should focus on developing comprehensive 
curricula that cover the latest tools, techniques, and best practices.

10. Collaboration and Open Science: Encouraging collaboration between 
researchers, businesses, and academia can lead to significant advancements 
in business analytics. Future research should promote open science initiatives, 
data sharing, and collaborative projects to drive innovation.
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10.4 Continuing Your Learning Journey

Continuous learning and education are essential in the rapidly evolving field of 
business analytics. To stay ahead of the curve and maintain your expertise, consider 
the following strategies:

1. Online Courses and Certifications: Enrol in online courses and certification 
programmes offered by reputable institutions. Platforms like Coursera, edX, and 
Udacity offer courses in data science, machine learning, and business analytics. 
These courses can help you acquire new skills and stay updated with the latest 
trends and technologies.

2. Reading Research Papers and Books: Regularly read research papers, books, and 
articles related to business analytics and data science. Journals like the Journal 
of Business Analytics, Harvard Business Review, and IEEE Transactions on 
Knowledge and Data Engineering publish cutting-edge research and case studies.

3. Attending Conferences and Workshops: Participate in conferences, workshops, 
and seminars to learn from industry experts and network with peers. Events like 
the Strata Data Conference, KDD (Knowledge Discovery and Data Mining), and 
the International Conference on Machine Learning (ICML) provide valuable 
insights into the latest advancements in the field.

4. Joining Professional Organisations: Become a member of professional organi­
sations like the Institute for Operations Research and the Management Sciences 
(INFORMS), the Data Science Association, and the Association for Computing 
Machinery (ACM). These organisations offer resources, networking opportuni­
ties, and access to exclusive events and publications.

5. Practical Experience: Apply your knowledge through practical experience. Work 
on real-world projects, participate in hackathons, and collaborate with other 
professionals in the field. Practical experience helps solidify your understanding 
and provides valuable insights into real-world challenges.

6. Staying Updated with Technology: Keep abreast of the latest tools, software, and 
technologies used in business analytics. Follow tech blogs, watch tutorials, and 
experiment with new tools to enhance your skill set.

7. Mentorship and Networking: Seek mentorship from experienced professionals 
and build a strong network within the industry. Mentors can provide guidance, 
share their experiences, and help you navigate your career path. Networking with 
peers can lead to collaborative opportunities and knowledge sharing.

8. Continuous Skill Development: Focus on developing both technical and soft 
skills. Technical skills include programming, data analysis, and machine learning, 
while soft skills encompass communication, problem-solving, and critical 
thinking. A well-rounded skill set is crucial for success in business analytics.

By adopting these strategies, you can ensure that you stay current with the latest 
developments in business analytics and continue to grow your expertise in the field.
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Chapter 11
Outline of the Study

11.1 Keeping Up Your Education: What Is a Research 
Proposal?

An organised paper describing the intended study is called a research proposal (Teix­
eira & Picinin, 2024). It includes the planned study’s research design methods time­
frame significance literature review and research questions. A research proposal 
tries to persuade others—like funding agencies ethics committees or academic 
supervisors—that the study is desirable and doable.

11.2 What Is a Problem Statement and Why?

A problem statement is a synopsis of the issues that the team tackling the challenge 
has to address. It points up an issue or knowledge vacuum that the study seeks to 
close at this time. The reason the problem statement is so crucial is that it directs the 
research process and keeps it relevant and concentrated.

11.3 What Are the Different Kinds of Literature Reviews?

A thorough synopsis of earlier study on a subject is a literature review. Scholarly 
publications books and other materials linked to a certain research topic are scanned 
by it. The literature evaluation serves to point up gaps that will be filled in the planned 
study and to give a foundation for comprehending the state of the art.
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Forms of reviews of the literature

• Narrative Review: Highlights the synthesis and interpretation of results in its 
summary of the literature on the subject.

• Systematic Review: High-quality evidence on a particular topic is provided by 
summarising and analysing several research using an organised technique.

• Meta-analysis: Gathers statistical information from many research to produce a 
stronger conclusion.

• Scoping Review: Often used to map major concepts it ascertains the breadth and 
depth of research on a subject.

11.4 What Constitutes Contemporary Theory 
and Practice?

Modern theory and practice describe the models procedures and approaches in use 
in a certain area at the moment. It comprises cutting-edge techniques and the most 
recent research results that tackle the possibilities and problems of the contemporary 
period. Ensuring that your research successfully tackles pertinent issues and placing 
it in a current context requires an awareness of modern theory and practice.

11.5 What Are the Study’s Structure and Design?

Research design is the general approach you decide to use to logically and coherently 
combine the many parts of your research. It has an analysis measurement and data 
collecting chart. Effective solution of the research issue is guaranteed by a sound 
research design.

The framework of a research describes the organisation of the study and how the 
theoretical and conceptual elements will direct the research process. It defines the 
variables explains the connections between them and describes how to test these 
connections.

11.6 What Is Methodology?

Methodology is the methodical approach to carrying out research. It covers data 
collecting and analysis procedures methodologies and approaches.
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11.7 Qualitative Method?

The purpose of qualitative approaches is to grasp things from a comprehensive view­
point. Often this entails gathering non-numerical information to comprehend ideas 
viewpoints or experiences.

11.8 Interviews and the Varieties of Them

• A structured interview proceeds according to a predefined series of questions.
• Semi-structured interview: Replies are free to vary but a guideline is followed.
• Unstructured interviews are informal conversational interviews without a prede­

fined question list.

11.9 Method of Quantitative

In quantitative approaches, patterns test hypotheses and forecasts are found by 
gathering and analysing numerical data.

11.10 What Are Surveys and Questionnaires?

Self-administered surveys with structural and semi-structural components:

• Predetermined answers to set questions make up structured questionnaires.
• Open-ended questions on semi-structured questionnaires provide more in-depth 

answers.
• Self-completed questionnaires: the responders fill them out on their own time 

apart from the researcher.

11.11 Mixed?

Mixing quantitative and qualitative approaches leverages the strengths of each and 
provides a more comprehensive view of the research question.
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11.12 What Are Structure Semi-Structure 
and Self-Administrative Questionnaires?

Structured semi-structured and self-administered questionnaires each have unique 
attributes that influence their utility in data collection:

• Structured Questionnaires: These contain pre-determined questions and answers, 
ensuring consistency in responses and simplifying data analysis.

• Semi-Structured Questionnaires: While they include some structured questions, 
they also allow for open-ended responses, providing richer qualitative data.

• Self-Administered Questionnaires: Respondents complete these independently, 
reducing interviewer bias and allowing for a larger geographic reach.

11.13 Why Need Result and Discussion?

Results and discussion are crucial components of any research study. They provide 
a clear presentation of the findings and interpret their implications:

• Results: This section presents the data collected during the research in an organised 
manner, often using tables, graphs, and statistical analyses.

• Discussion: This section interprets the results, explaining their significance, 
implications, and how they fit into the broader context of the research field.

11.14 Future Research

Future research in business analytics and Python should focus on several key areas 
to ensure continued advancement and relevance. These areas include:

1. Integration of AI and Machine Learning
2. Big Data Analytics
3. Real-time Analytics
4. Data Privacy and Security
5. Visualisation Techniques
6. Industry-specific Solutions
7. Ethical AI and Fairness
8. Edge Computing and IoT
9. Education and Training

10. Collaboration and Open Science
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11.15 Keeping Up Your Education

Continuous learning and education are essential in the rapidly evolving field of 
business analytics. To stay ahead of the curve and maintain your expertise, consider 
the following strategies:

• Online Courses and Certifications
• Reading Research Papers and Books
• Attending Conferences and Workshops
• Joining Professional Organisations
• Practical Experience
• Staying Updated with Technology
• Mentorship and Networking
• Continuous Skill Development
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Chapter 12
Python’s Impact on AI and Medicine Check for 

updates

12.1 Introduction

AI and medicine mix as Python and AI improve diagnostics, medicinal research, 
and healthcare (Fouladvand et al., 2023). AI-driven medical apps need adaptability, 
usability, and a big library (Shi et al., 2023). This chapter discusses Python’s impact on 
clinical decision support systems, medical imaging, personalised medicine, robotics, 
and more. Over the decades, medical AI has changed healthcare. AI has changed 
medical diagnosis, treatment, drug development, and patient care (Khadka et al., 
2024). Python was crucial to the AI revolution due to its simplicity, versatility, and 
many specialist libraries. AI and health would have failed without Python’s robust 
and accessible infrastructure (Qureshi et al., 2024). Healthcare’s future depends on 
Python’s machine learning, deep learning, natural language processing, and computer 
vision capabilities. Healthcare personnel face challenges as diagnostic imaging, 
clinical records, genetic sequencing, and real-time patient monitoring technology 
advance. Traditional data analysis and decision-making methods struggle with large, 
heterogeneous datasets (Yang et al., 2024). Python-based AI analyses these data 
sources quickly and accurately. They assist doctors in data-driven decision-making 
to enhance patient outcomes, eliminate medical errors, and streamline healthcare 
(Osuala et al., 2023).

12.1.1 Medical AI Uses Python

Python is popular in AI and healthcare due to its simplicity and integration (Zia et al., 
2022). Python’s simple syntax helps healthcare facilities innovate and iterate quickly. 
Open-source AI libraries like TensorFlow, PyTorch, Scikit-learn, Keras, Pandas, 
and others have arisen around the language (Lavrova et al., 2023). A little coding 
lets developers and data scientists build complex healthcare AI models. Medical 
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image processing, predictive analytics, and personalised medicine use TensorFlow 
and PyTorch neural networks. Pandas and NumPy handle massive medical data. 
Python dominates NLP systems that analyse unstructured medical texts like clinical 
notes and research papers. Robotic surgery and rehabilitation show Python’s AI- 
driven medical solutions’ versatility (Harbi & George, 2024).

12.1.2 AI in Medicine: A Paradigm Shift

Medical AI overwhelms efficiency. Disease diagnosis, treatment, and care are 
evolving with Python-powered AI (Chanthati, 2024). Machine learning models can 
identify medical data patterns and linkages that clinicians cannot. AI systems can 
diagnose cancer from radiographs, predict disease progression, and suggest treat­
ments based on genetic and clinical data for early detection (Williams et al., 2018). 
Medical imaging is one of the most exciting AI applications in medicine since 
deep learning models can accurately evaluate X-rays, MRIs, CT scans, and other 
diagnostic images. Python-based AI systems can spot tiny anomalies doctors miss, 
enhancing diagnostic confidence. These aid decision-making and reduce misdi­
agnosis, improving patient outcomes (Victoria et al., 2024). Python-based AI has 
advanced tailored medicine beyond imaging. Genetic profiles and other health data 
can help AI systems tailor cancer treatments (Nicholas et al., 2024). This person­
alised approach boosts treatment efficacy and decreases side effects, which is a major 
healthcare advancement (Kim et al., 2024).

12.1.3 AI-Based Medical Discovery

Python and AI in drug development are revolutionising pharma. Traditional drug 
discovery takes years and billions (Akhlaghi et al., 2024). Python-based AI algo­
rithms mimic and anticipate new chemical compound-biological target interactions, 
speeding drug candidate identification. Artificial intelligence algorithms can predict 
medicine molecule efficacy in treating specific diseases by assessing massive chem­
ical structures and biological data, reducing clinical trials, and speeding up patient 
treatment (Busch et al., 2024).

Biomedical researchers use Python to modify genetic and protein data, uncover 
new therapeutic targets, and model biological processes (Siino, 2024). Python-based 
AI models can analyse these enormous data sets to find unknown genetic variance­
disease outcome correlations, improving treatments and possibly curing diseases.
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12.1.4 Ethical Implications and Challenges of AI in Medicine

Python-powered AI could transform medicine, but ethics remain a concern. Health­
care decision-making with AI issues accountability, openness, and impartiality. They 
test AI systems, especially diagnosis and treatment recommendation systems, for 
reliability and interpretability (Qubukgu et al., 2024). Medical AI models must 
be constructed on high-quality data and clinically tested to reduce mortality. High 
medical AI use creates data privacy and security risks (Li et al., 2024). AI healthcare 
systems pose concerns about collecting, keeping, and exploiting sensitive medical 
data. Healthcare Python developers must understand these issues, protect patient 
data, and build ethical AI models.

12.1.5 The Future of Python in AI/Medicine

Python medical AI is promising. Federated Learning and Forcement Learning should 
improve healthcare AI. Federated learning enables AI models to learn from decen­
tralised data and could improve patient privacy (Li et al., 2024). Dynamics-based 
reinforcement learning aids real-time surgery and emergency care decisions. AI- 
driven healthcare needs Python’s big library and community. After AI becomes 
more mainstream, Python will improve healthcare outcomes, clinical procedures, and 
health knowledge. Python shaped AI and medicine. Simple and powerful libraries 
and frameworks make it the healthcare AI language of choice. Python leads the AI 
revolution in medicine by improving diagnostics, drug discovery, and tailored treat­
ment. Python will maximise AI’s impact on patient care and outcomes as healthcare 
digitises.

12.1.6 Problem Statement: The Need to Study Python’s 
Impact on AI and Medicine

AI could improve healthcare by transforming many sectors. AI improves diagnosis, 
therapy, drug development, and care (Allam et al., 2024). Despite its prominence in 
medicine, AI presents considerable barriers to widespread adoption and use. Under­
standing AI tools and technologies is essential for improving technical, ethical, and 
model (Rath et al., 2024). Python’s simplicity, versatility, and machine learning, deep 
learning, and data analysis packages make it ideal for AI development.
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12.1.7 Increasing Medical Data Complexity

Medical data is complex; therefore, studying Python’s impact on AI and health is 
vital. Electronic health records, genetic sequencing, wearable health devices, and 
advanced imaging have inundated doctors with data (Javaid et al., 2024). Traditional 
big data analysis and insight methods are becoming harder. AI, especially deep 
learning models, can automate data processing and analysis to improve doctor deci­
sions. Python is needed for big data management and AI machine learning. Despite 
its potential, healthcare has not adopted AI. They are lacking AI development tools 
and capabilities. Many healthcare organisations struggle to adopt AI-driven solu­
tions due to the complexity of AI programming language. Python’s easy syntax and 
frameworks like TensorFlow, Keras, and Scikit-learn help healthcare professionals 
and corporations build AI (Evans & Snead, 2024). Understanding how Python assists 
healthcare AI applications is essential to gaining acceptance and preparing healthcare 
personnel to exploit AI’s full potential.

12.1.8 Correct Diagnosis and Tailored Treatment

In modern medicine, diagnostic and therapeutic errors delay care and reduce effi­
cacy. Python-based AI models can identify diseases using medical imaging, predict 
outcomes, and customise therapies. Sometimes, AI algorithms can detect radiological 
cancers better than humans. For early intervention and customised treatment, predic­
tive analytics can forecast illness (Silva et al., 2024). The report does not explain 
how Python enhances AI and medicine. Python has been used to build various AI 
tools, but understanding how to enhance and adapt them to medical domains is 
needed. Python’s diagnosis accuracy and therapeutic customisation help healthcare 
organisations leverage AI.

12.1.9 AI Medicine Ethics and Practice

AI in healthcare presents transparency, accountability, and data privacy problems. AI 
systems, especially machine learning-based ones, are ‘black boxes’, making health­
care decisions difficult (Restrepo et al., 2024). AI systems can be untrustworthy 
for life-or-death healthcare decisions without openness. Training AI algorithms on 
biassed datasets may worsen healthcare disparities. Python packages for explainable 
AI (XAI), machine learning fairness, and safe data processing can address these 
ethical and practical challenges (Visan & Negut, 2024). These Python tools have not 
been proven to lessen medical AI’s ethical hazards. Python can help solve ethical 
programming and model generation concerns in healthcare AI development, ensuring 
dependable and successful systems.
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12.1.10 Affordable, Efficient Healthcare Is Essential

Healthcare systems worldwide must improve patient outcomes and minimise costs. 
Python-powered AI can automate tedious tasks, remove diagnostic errors, and enable 
personalised treatment plans that enhance healthcare at lower costs (Pacheco et al., 
2024). AI-automated massive data set processing may save healthcare professionals 
time. AI models improve patient scheduling and resource distribution, improving 
hospital efficiency. Despite their potential benefits, the economic influence of Python­
based AI solutions on healthcare systems has not been studied. The literature on how 
AI might enhance clinical outcomes is expanding, but Python’s role in making AI 
models more efficient, cost-effective, and scalable is understudied. Python’s impact 
on AI and medicine can improve healthcare firms’ AI ROI and patient care.

12.2 Bridging the Gap Between AI Research and Clinical 
Application

Medical AI research and use are far off. Many academic and experimental AI models 
struggle to enter clinical practice due to scalability, healthcare system integration, 
and regulatory approval issues.

1. Python’s research-practice ecosystem creates hospital-ready AI solutions. 
Python-based AI solutions in healthcare are still difficult to implement, limiting 
their potential. Healthcare providers and AI developers must collaborate to estab­
lish clinician-specific AI models. Python can improve patient care by bridging AI 
and medicine. Python-driven AI development challenges and benefits doctors. 
AI can improve diagnosis, treatment, and healthcare systems but faces technical, 
ethical, and practical hurdles. Python’s impact on medical AI must be prop­
erly researched to overcome these challenges and integrate AI into healthcare 
to improve patient outcomes. Addressing these issues will improve AI systems 
and assist healthcare workers in providing the best care in an information-driven 
culture.

2. Python’s AI Development Importance. Python dominates AI development since 
it has TensorFlow, Keras, PyTorch, and Scikit-learn. These libraries’ pre-built 
components simplify machine learning and deep learning. The simple syntax 
of Python enables healthcare practitioners, data scientists, and AI engineers to 
communicate.

12.2.1 Python Is Ideal for Medical AI

Python speeds up development, data analysis, visualisation, and machine learning 
model deployment. Pandas, Numpy, and SciPy help process medical data. Deep 
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neural networks are needed for medical image processing, diagnosis, and prediction.
Python frameworks PyTorch and Keras are popular for developing them.

12.3 Applications of Python and AI in Medicine

12.3.1 Imaging, Diagnosis

AI, particularly deep learning, has transformed medical imaging. Python and AI 
photo processing and classification speed up and improve disease diagnosis. Tensor­
Flow or PyTorch CNNs analyse X-rays, MRIs, CT scans, and histopathology slides. 
These models detect tumours, fractures, and infections better than humans.

Python-powered mammography AI finds early cancer.
MRI diagnoses brain tumours and neurological disorders.
Diabetic retinopathy classification by retinal scans prevents blindness.
Pre-processing and segmenting medical images with OpenCV and Scikit-image 

finds regions of interest.

12.3.2 Predictive Analytics, Personalised Medicine

AI predicts future results using historical data, improving healthcare. Pandas 
and Dask can manage massive data sets, making Python excellent for medical 
predictive analytics. SVMs, Gradient Boosting, and Random Forest predict patient 
outcomes, hospital readmissions, disease outbreaks, and drug efficacy. Python has 
also improved personalised medicine, where AI models prescribe treatments based on 
genetics, lifestyle, and medical history. Genetic profiles affect cancer treatment, thus, 
customised drugs are essential. Genetic analysis, bioinformatics, and personalised 
therapy are offered by BioPython and PyCaret.

12.3.3 Healthcare NLP

Medical data, research articles, and clinical notes require NLP, a subset of AI that 
reads and evaluates human language. Unstructured text extraction techniques are 
often built with Python NLP tools like NLTK, SpaCy, and Hugging Face Trans­
formers. Medicine uses NLP to enter clinical notes and extract structured data for 
study automatically.

Medical research: Discovering new trends, therapies, and fields via publications 
and trials.
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Patients may schedule appointments, check symptoms, and ask enquiries with 
Python-powered chatbots and virtual assistants.

12.3.4 AI-Driven Drug Discovery

Python-powered machine learning predicts drug molecule efficacy in AI-driven 
drug development. AI algorithms can find drugs faster utilising chemical structures, 
genetic data, and medical knowledge.

Python modules like RDKit for chemical informatics and TensorFlow for deep 
learning model molecular characteristics and pharmacological interactions. AI 
models predict drug-target protein interactions, saving lab time and money.

12.3.5 Robotics and Python in Medicine

Surgical and assistive robots use Python. AI-powered surgical robots are precise. 
Python with ROS (Robot Operating System) libraries program robot arms and 
control mechanisms and develop AI algorithms to improve robotic systems. Python 
creates surgical and mobility-impaired rehab robots. Robots improve recovery by 
personalising treatment.

12.4 Ethics and Issues

Python and AI have transformed medicine but raised ethical questions. AI-driven 
healthcare decisions cause accountability, transparency, and bias issues. Python 
developers and data scientists handling sensitive medical data must guarantee their AI 
models are ethical, objective, and explainable. Patient data privacy and anonymisation 
for AI algorithm training are challenges.

Lessen AI model bias from uneven or missing training data. Regulation and 
approval. Regulations may hinder medical AI system adoption.

12.5 Python’s AI/Health Future

Python will thrive in AI medicine as reinforcement learning, machine learning, and 
quantum computing improve. Python will likely remain the healthcare AI language 
of choice because to its increasing community and healthcare-specific modules and 
capabilities. Reinforcement learning and real-time feedback will adjust AI models 
to clinical situations.
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Federated Learning: Python-powered tool trains AI models with distributed data 
for privacy and resilience. Python produces healthcare quantum algorithms that can 
improve medication discovery and therapy.

12.6 Conclusion

Python affected medical AI. Its convenience and large library appeal to AI engineers, 
data scientists, and healthcare professionals. Drug discovery, tailored treatment, and 
diagnosis are evolving with Python-powered AI. Python will lead AI advances that 
improve patient outcomes, lower costs, and globalise healthcare. Medical AI will 
transform the twenty-first century. Python’s simplicity, wide choice of libraries, and 
machine learning, data analysis, and automation applications enable these devel­
opments. In ‘Python’s Impact on Artificial Intelligence and Medicine’, Python is 
crucial to AI innovation in medicine at the intersection of technology and healthcare. 
Doctors and AI researchers can utilise TensorFlow, Keras, Scikit-learn, and PyTorch 
to design strong algorithms for diagnostic and predictive analytics, drug creation, and 
customised treatments. Python’s pros, disadvantages, and prospects in AI research 
and clinical practice are discussed. Python addresses healthcare efficiency, diagnostic 
errors, and therapy personalisation. Python democratises AI development, making 
healthcare breakthroughs easier. Python’s ability to adapt to fast-changing healthcare 
needs deserves further study in medical AI.

Consequences

The chapter’s findings impact doctors, AI developers, policymakers, and healthcare 
providers. Discovery has major effects. Python-based AI improves healthcare opera­
tions and patient care. Python-based AI can automate healthcare picture processing, 
data management, and administration. Correct diagnosis, timely treatment, and 
resource efficiency help hospitals.

1. For AI Researchers and Developers: Python’s versatility and rising application 
in healthcare AI research. It stresses medical Python-based AI tool research. 
Python’s success in healthcare suggests medical AI model makers should 
prioritise integration, scalability, and data protection for reliability.

2. For Policymakers and Regulations: Python facilitates medical AI tool creation, 
therefore regulations must react to ensure safe, ethical, and transparent AI 
systems. Healthcare AI blunders can kill, as shown in this chapter. Politicians 
should encourage AI-driven justice and innovation.

3. Python-based AI models speed up patient diagnosis and treatment. The chapter 
recommends medical professionals study Python and AI basics to collabo­
rate with AI researchers and technologists. Understanding Python’s role in AI- 
assisted diagnosis and therapy can help doctors make informed decisions as AI 
becomes more widespread in healthcare.
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12.6.1 Importance

Python’s AI research impacts medicine. Python helps medical research, patient 
outcomes, and operational efficiency in healthcare AI. These regions benefit from 
Python:

1. Democratising AI Development: Python’s simplicity and popularity make AI 
in medicine easier for smaller hospitals to build and use. AI democratisation 
improves regional and economic healthcare fairness by increasing practitioner 
access.

2. Enabling Precision Medicine: Python-based AI models improve medical care 
by personalising it. Python algorithms improve precision medicine diag­
nosis and therapy by integrating genetic, environmental, and lifestyle factors. 
Avoiding unnecessary treatments and interventions improves patient outcomes 
and decreases healthcare costs with personalised care.

3. Healthcare Innovation Catalyst: Python is promising. Real-time patient moni­
toring, robotic surgery, and AI-driven drug development will use Python as AI 
progresses. Python will affect future healthcare tools and systems, claims the 
chapter.

4. Ethics and Privacy: Healthcare AI lacks fairness, transparency, and privacy. 
Python’s explainable AI and data privacy libraries enable accurate, transparent 
models, overcoming ethical issues and developing healthcare professionals’ and 
patients’ AI trust. AI must be transparent to be widely used in sensitive medical 
contexts.

5. Global Health Impact: Finally, Python’s AI and medicine advances global 
health. Python can process massive healthcare data from diverse populations 
to generate more accurate and representative AI models that eliminate regional 
health inequities. AI may be adapted to diverse healthcare systems, making it 
universal.

Python’s Impact on AI and Medicine finishes with a comprehensive look at AI’s 
healthcare impact. Python’s scalability, affordability, and variety in handling crucial 
healthcare concerns make it essential for AI-based medicine. Python lets doctors 
diagnose, modify, and improve treatment with AI.

Python-based AI tool research is crucial for medicinal, technological, and legal 
reasons. Python improves systems and prepares for global medical care. Python 
is essential to AI and, health advances, and patient outcomes. As healthcare 
grows, Python will enable AI-driven solutions to maximise patient, practitioner, and 
enterprise benefits.
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Chapter 13
Web-Based Food Recommendation

13.1 Introduction

Technological advancement has enabled Internet users to perform numerous tasks. 
The majority of users use it for communicating with others, searching for information, 
and other purposes. The Internet also enables online sales and purchases of goods and 
services, including food delivery or ordering food online (Ergezer & Leblebicioglu, 
2016). E-commerce is on the rise as the number of internet users increases rapidly 
(Clement & Hunt, 2019). There are numerous benefits for online consumers. For 
instance, they can buy products or services online at any time and in any location 
(Anastasiadou et al., 2019). However, it may result in information overload, making 
it difficult for consumers to decide which product to purchase (Pederson, 2008).

To solve this problem, Recommendation Systems (RSs) can be used (Haubl & 
Trifts, 2000). Due to the accessible amount of data online, consumers have a variety of 
choices of products, services, and restaurants. Therefore, recommendation systems 
can not only save consumers time and money but also assist them in identifying 
their precise needs (Gupta et al., 2021). A recommendation system is a software 
programme that allows users to make personalised selections from among a vast 
number of available possibilities. This is accomplished by either covertly or overtly 
inquiring about the user’s preference for a certain product, service, or vendor (Li & 
Karahanna, 2015). RSs have improved in their ability to accurately predict the pref­
erences of customers as a direct result of the ongoing development of web-based 
technology. One example of a recommendation system that we have seen in our life 
is music and media platforms such as YouTube Music, Spotify, and iTunes that are
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constantly recommending songs to consumers based on their past choices and prefer­
ences. The overarching concept of recommendations is being maintained throughout 
this project, which includes the development of a web-based food recommendation 
system.

13.2 Problem Statement

Food selection is a complex habit that is influenced by a number of intercon­
nected elements such as taste, monetary constraints, health concerns, and many more 
(Shipman, 2020). People were frequently unable to decide what to eat during this 
decade, a recurring occurrence. The diversity of accessible restaurants and cuisines 
may be one of the key reasons. When there are too many culinary options, it is simple 
to become overwhelmed. Because your brain is telling you to try anything and every­
thing. This makes selecting the correct food more challenging, yet you will continue 
to fight for several minutes. Consequently, people spend more time contemplating 
where to eat than actually eating.

13.3 Research Question

The purpose of this project is to create a web-based food recommendation system that 
will aid in resolving the problem. The first factor we included in our website is mood 
as people make meal choices based on their moods and the feelings that certain 
foods elicit. Moreover, because various people have varied tastes, food category 
preferences were also included. In addition, a person’s income will also influence 
their food choices, as it may alter their budget and level of spending. Therefore, our 
website provides restaurant recommendations depending on the user’s mood, cuisine 
category choices, and budget. And the problem will be solved by the online web­
based food recommendation system. Therefore, it could reduce the time needed to 
decide what to eat at mealtimes. Additionally, those who lack decisiveness may find 
this useful and convenient. To conclude, the research objectives of our project are:

• To provide food recommendation based on ones’ mood, food category prefer­
ences, and budget

• To help people who are indecisive on what to eat
• To help people to save time while deciding what to eat
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13.4 Research Objective

1. What types of methods and techniques have been applied to build a food 
recommendation system?

2. How can these food recommendation systems be classified based on the consumer 
decision-making process?

3. How do consumer choices on the factors (mood, food category preferences) affect 
the results of food recommendation?

13.5 Domain (Introduction)

13.5.1 Mood

A mood is a usually consistent emotional state that is frequently defined as pleasant 
or sad. A person’s mood is sometimes referred to as their internal emotional state, 
which determines how they express themselves externally. Moods are wider and 
less concentrated than emotions, which are frequently more powerful and focused. 
Furthermore, they are not usually triggered by a single occurrence or experience. 
However, a lot of variables, such as hunger, weather, stress, food, weariness, and 
general health, may influence them, and mood may also influence all of the variables. 
As a result, food and mood can occasionally coexist. People choose meals based on 
their moods and the emotions that particular foods elicit. So, it can explain that mood 
is one of the major factors that would influence a person’s attitude or preference 
towards their eating behaviour.

According to Shipman (2020), the research study is compatible with the other 
studies that show, buying habits for both traditional and European foods are influ­
enced by one’s mood. This is because college students usually have high levels of 
stress, depression, anxiety, and hopeless due to their environments and daily lifestyle. 
It was observed that people who take sweet, sour, and salty tastes food are expressed 
less ‘happy’ emotions while people who choose food with a bitter taste expressed 
lower ‘calm’ and ‘contempt’ emotions. Besides, people who express with an higher 
‘sad’ and lower ‘contempt’ expressions were observed that they prefer a neutral taste. 
As a result, we may draw the conclusion that both food and mood can impact each 
other.

13.5.2 Food Category Choice

There are several food category options given in our daily lives. However, we recog­
nise that a person’s mood might influence their eating choices. According to Leeds 
et al. (2020) research, brain activity is linked to mood, and behaviour has been linked 
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to nutrition and food choices. They stated that a complex connection of brain and 
gut activity is hypothesised to operate as a gateway for potential effects on mood, 
cognitive, and emotional processes, such as tryptophan and gut flora, excess sugar 
and fat consumption, nutrient function, and inflammatory responses. Thus, sugar 
and fat eating may temporarily enhance the endogenous-opioid receptor system and 
dopamine pathways in order to relieve stress and negative mood state. Immediate 
mood improvement from appetising meals might generate recurring and habitual 
coping mechanisms for mood management in the post-prandial phase (Leeds et al., 
2020). Observational studies, cross-sectional data, and longitudinal research all point 
to a correlation between consuming fruits and vegetables and improving mental 
health outcomes. High sugar and fat consumption has been associated to depression, 
whereas Mediterranean pattern diets have been connected to improved long-term 
mental health conditions via reductions in inflammation and oxidative stress (Leeds 
et al., 2020). A plethora of research has found that consuming fruits and vegetables 
improves short-term well-being and positive affect, as well as improving long-term 
mental health, while other trials demonstrate a causal association between well-being 
and fruit and vegetable intake (Leeds et al., 2020).

13.5.3 Price

When deciding between numerous food alternatives, price is a crucial factor, espe­
cially for people with low-income levels. People with lower-income levels have been 
proven to be more aware of price and value than those with higher income levels. In 
other words, low-income levels are significantly more influenced by the cost of food 
while making food purchases. As people who have low-income levels cannot afford 
certain high price food such as Japanese food, Korean food, etc. Another intriguing 
finding is that women with dietary limitations are less sensitive to pricing than those 
without constraints. Recent studies on altering eating habits have led to the develop­
ment of many economic ideas, such as lowering the cost of food items in order to lower 
prices (Simone, 2003). Food pricing and promotional campaigns are thus an impor­
tant aspect of the eating environment. Recent research has used economic theory to 
change people’s eating habits (Simone, 2003). Price reduction tactics encourage the 
consumption of specific foods by decreasing their real cost to other food options. 
For instance, price reductions of healthy food were made possible by corporate 
cooperation as a public health strategy to encourage consumption (Shipman, 2020).
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13.6 Predictive Model

There is much research that was carried out where different types of models were 
built to recommend food and restaurants based on different types of factors. These 
factors include past orders (content-based filtering), ratings (collaborative filtering), 
location, nutrition, and many more.

In an article by Sawant and Pai (2015), a Yelp food recommendation system based 
on restaurant reviews from customers was suggested. The algorithm used in this 
journal to recommend eateries based on consumer preferences and the location was 
K-nearest neighbour clustering. Petrusel and Limboi (2019) had developed a model 
using sentiment analysis which can propose a restaurant based on both positive and 
negative customer feedback. Besides, a study was conducted by Maia and Ferreira 
(2018) to recommend restaurants and meals based on reviews from prior customers. 
Additionally, a food recommendation system based on nutrition and calories was 
introduced by Toledo et al. (2019) where the diets of the individuals were solely 
focused on, with no further considerations for taste or renowned restaurant food.

However, none of the above-mentioned research developed a model for recom­
mending food based on a customer’s mood. An individual’s mood is extremely impor­
tant when ordering meals because it influences many of our decisions, including 
what to eat. On our website, users must provide their basic personal information 
to register an account. Then, users must choose their mood, preferred food cate­
gory and budget after making an account because that will determine what food stalls 
and restaurants are recommended to them. HyperText Markup Language HTML and 
PHP HyperText Pre-processor (PHP) are used to create our website while NLTK is 
used for building our predictive model.

13.7 Tools and Techniques

Python will be used to clean the extracted raw data and perform machine learning 
while Tableau is used to visualise the food choices data which allows us to spot trends 
and patterns. The front end (user interface) of the web page food recommendation 
system will be created using HTML and PHP in Visual Code Studio.

13.7.1 Python

Machine learning consists of algorithms that teach computers to carry out routine 
tasks in a natural and effortless manner (Haffner, 2016). Python will be utilised for 
machine learning because it is a simple, elegant language with a clear syntax that 
makes text manipulation and processing relatively simple. Additionally, a sizable 
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development community contributes to the accessibility of a variety of documen­
tation. Python is regarded as one of the programming languages that has devel­
oped the fastest in recent years. It is especially suited for rapid application develop­
ment because of its high-level built-in data structures, dynamic typing, and dynamic 
binding. Additionally, it serves as a scripting language or ‘glue language’ to connect 
already existent components (Python, n.d.).

13.7.2 Python Libraries

Python coding includes using libraries, which are collections of built-in modules or 
functions that help to simplify and solve a variety of programming-related issues (van 
Rossum et al., 2017). To build a predictive model for our project, several libraries 
including Pandas and NLTK is required.

Pandas (Python data analysis) is the most well-known and commonly used Python 
library for data science. It has about 17,000 comments on GitHub and is frequently 
used for data analysis and cleaning. SciPy is particularly helpful for general data 
wrangling and cleaning, ETL (extract, transform, load) jobs for data transformation 
and storage (Saabith et al., 2021).

NLTK (Natural Language Toolkit) is one of the most popular Python libraries 
for natural language processing. Along with a collection of text processing libraries 
for categorization, tokenization, stemming, tagging, parsing, and semantic reasoning, 
wrappers for industrial-strength NLP libraries, and an active discussion forum. More 
than 50 corpora and lexical resources, including WordNet, are also easily accessible 
using NLTK’s easy interfaces. It can perform secondary processing on the processing 
results in conjunction with the robust Python standard library and other third-party 
libraries (Li et al., 2019).

13.7.3 Tableau

Data visualisation is the use of computer-aided, interactive visual representations 
of abstract data (Card et al., 2007). This method enhances the usage of common 
data sources such as Excel spreadsheets by allowing users to discover trends and 
patterns that are not immediately apparent in a column of numbers (Datig & Whiting, 
2018). In this project, Tableau will be utilised to display our dataset. Tableau is 
a visual analytics platform that allows consumers and organisations to maximise 
their data; transforming the way data is utilised to solve issues. Tableau is also 
widely considered as the most powerful, secure, and adaptable end-to-end analytics 
platform, including everything from data gathering to collaboration (Tableau, n.d.). 
Tableau is designed to enhance the analysis’s flow and to increase the accessibility 
for individuals to data through visualisation. By using Tableau, information workers 
can create interactive visualisations via a desktop application that connects to an 
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online data source or creates its own copy of data while working online. In addition, 
users can easily switch between these two versions (Wesley et al., 2011). Besides 
that, Tableau also assists companies in the deployment and scaling of a data-driven 
culture that delivers resilience and value with impactful outcomes (Tableau, n.d.). 
With the help of Tableau, it can assist in the creation of data that can be comprehended 
by experts at all levels of a business as well as allowing non-technical people to easily 
develop customised dashboards to the company.

13.7.4 HyperText Markup Language HTML

The HyperText Markup Language (HTML) is a set of markup symbols or codes 
that are inserted into a file to be displayed on the Internet. HTML is essentially a 
collection of short codes that are typed into a text file (Mughal, 2018). Web browsers 
are instructed by the tags on how to display the words and images on a webpage. 
For example, each individual piece of markup code that falls between ‘<’ and ‘>’ 
characters is referred to as an element, but many people refer to it as a tag (Cailliau & 
Ashman, 1999). Some elements are presented in pairs, indicating when a display 
effect will begin and end. The text has been saved as an HTML file, which can 
be viewed in a web browser. The browser reads the file and converts the text into 
a visible form as directed by the author’s codes for visible rendering. HTML tags 
use markup to identify the text within them as a specific type of text. To draw 
attention to a specific word or phrase, markup text could take the form of bold or 
italic type (Burrows, 2000). HTML determines the structure of webpages. However, 
this structure is insufficient to create a visually appealing and interactive webpage. 
Thus, CSS and JavaScript can be used to make HTML more visually appealing and 
to add interactivity, respectively (Alnaqeib et al., 2010).

13.7.5 PHP HyperText Pre-Processor (PHP)

HyperText Pre-processor known as PHP is a popular general-purpose scripting 
language that can be embedded in HTML (Bala et al., 2022). PHP is a server-side 
scripting language that is open source and widely used by web developers (Siame & 
Kunda, 2017). PHP is mostly used to build web servers and it can be run both in 
the browser and from the command line. PHP is a server-side scripting language 
that is popular among web developers. It is also a general-purpose programming 
language that can be used to create a variety of projects, including graphical user 
interfaces. PHP scripts can range from simple one-line commands to complex func­
tions (Favre & Jonsson, 2005). Some PHP-based websites generate nearly all their 
webpage content dynamically using a series of PHP scripts. While earlier versions of 
PHP were not object-oriented, PHP3 introduced class support, which included object 
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attributes and methods (Siame & Kunda, 2017). Developers can create custom object 
libraries and import them into various PHP pages, just like in a compiled language.

13.8 BALC Framework

BALC framework consists of five steps such as identify domain, data extraction, data 
cleaning/preparation, predictive model, and visualisation/EDA. These steps will be 
further explained below:

13.8.1 Identify Domain

The main domain of our website is to help individuals who are unsure about where to 
eat and what to eat based on their current mood. Eating meals, as noted in the scientific 
review, may regularly influence a person’s mood. People choose meals based on 
their moods and the emotions that particular foods elicit. As a result, mood is one of 
the important aspects that determine a person’s attitude or inclination towards their 
eating behaviour. Choosing a meal based on an individual’s tastes might improve 
tranquillity and affection while minimising wrath and anxiety. Furthermore, budget 
is an essential element that influences one’s food habits, especially for low-income 
university students. People with lower-income levels have been proven to be more 
aware of price and value than those with higher income levels. Hence, mood and 
budget would be the factors that we would be considered when developing a ‘Web­
Based Food Recommendation System’.

13.8.2 Data Extraction

The primary dataset (Fig. 13.1), ‘Food Choices Among College Students’ which 
consists of 126 tuples (rows) and 61 attributes is extracted in CSV file format from 
Kaggle. The dataset is built from 126 United States (US) college students’ survey 
responses on dietary habits, food choices, childhood favourites, and other infor­
mation. Due to the categorical variables in the dataset such as current diet and type 
of comfort food, the data is classified as qualitative data. In addition, the researcher of 
the dataset has assigned numerical codes or values to each type of response through 
the process of survey coding. This allows the feedback to be swiftly analysed to 
identify the most important insights or solutions.

A secondary dataset (Fig. 13.2) is added into our project in order to support the 
predictive model. The data is extracted from a journal with the title ‘The Associ­
ation among Emotions and Food Choices in First-Year College Students Using 
mobile-Ecological Momentary Assessments’ by Ashurst et al. and published by
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Fig. 13.1 Food choices dataset extracted from Kaggle

BMC Public Health in 2018. The table consists of 24 tuples (rows) and 4 attributes 
which were copied, pasted, and saved as CSV format in Microsoft Excel. The 
table shows the investigation on the relationship between emotions and first-year 
college students’ dietary preferences. With mEMA (mobile Ecological Momentary 
Assessment) as the research methodology, the study carried out both within-person 
and between-person tests to determine the correlations between emotions and food 
choices. Positive and negative feelings had distinct connections to food choices while 
apathetic feelings were not connected to any (Ashurst et al., 2018).



78 13 Web-Based Food Recommendation

'AswdMians m-t- Im $e«. day ol ihe ««l_ iim« ol day and mihiri peiwn cluwo nq ol resj»-sct
'Ny«jav.* emoriom inckyded wcL vrwwd. ynrt rued Po^nve e"flt>oos ixluded happy. enf*'??ed. trv) relaxed; Apathetic emonprrj included bored and meh 
Autfacr ■ndKitm ilatnlKal Mgrifk-anre al (XOC t

Table 2 Generalized Estimating Equatxxts Odds Ratios. (99^ Confidence intervals). and pvalues for Between and Withm Person 
Associations' of Emotions with Food Choices

Emotion Food chocs Between-penon Atthn-penon

OfiiW&CQ P'valuc Oft (99% Cl} p-VMUJ

Nrhjlti-ec' Sweets IS Hl9. 25| 0037 1 3 104 1.9) 01<>8

Salty uwicArcd foods 12 104 2J| QSS2 10(04 15} 0044

fr'iHisA.eoetat^s 1.3 IOS. 221 0.1« 1 1 ©a 1 ft 0298

Pizartasi food 1.2 104 221 0470 08 ©5. 12> 0134

fordrt-ehevfor.irrt 1.0 104 1 7| 0905 1 1 IU7. 1 «•

W'KVptMP'ni 13 tOA 211 01S4 1.5 HA 2.1} 0.004

Paicafflce 13104 231 0.164 1 4 (1.01 2.1} 0022

cerwK 16104411 0230 1 1 (04 2.4} 0627

Four/wr Sweets 13 Hl 9. ? 4| 004.1 1.711.1,24} 0.002

Salty wMCks-Tred tixxh 00105. Ml 0353 15(10 22} 0015

FruiisAegecM*»s 13 Fl 0. 241 0012 1 4 (1.0 19i 0012

PizaAast food 00 105.1 31 0238 0.610.4,10} 0.007

SandwH-tift/rtTaps 1.0 107.161 0417 05(05 12}

Meaiv'pnxe-is 10(1.2.2*1 <0401 12 lOa 16} 0222

PasWrice 14 Utt 251 0013 1 0 (07. 15} 0903

Cereah 20 HJK <51 0052 10(03, l.« 05®

Apdthtcc1' Sweets U 104 231 03s8 U(QA22> 0151

Sally MvKks4r«*d lixxh 20 110. 391 0013 1 4 i0.9. 22/ 0076

Fruit sAegctabej 0L7 K).4.1.41 01® 1.0 ©7. 15} 0766

PiiZaAdsl food 20II 0.4.11 0017 05(03, 1.4} 0357

Sjidrt-o’iw.^Tdps 1.0105.151 0462 07(03, 12} 0063

McatiZpitfcni Ol/ H)4,131 0163 0.9 (04 131 03W

Past&ftioe 07 K).4.151 0274 05(03, 125 0182

Cereals 1.0 K>3. 3LI1 O®7 1 6 ©7, 3.7} 0.136

Fig. 13.2 Supportive dataset extracted from journal

13.8.3 Data Cleaning/Preparation

Since the dataset retrieved from Kaggle is unprocessed and raw, Python will be used 
to clean and prepare the data. Before cleaning, the raw data is loaded into Jupyter 
Notebook using the pd.read_csv function (Fig. 13.3).

With the help of the drop () function, unnecessary columns like ‘GPA,’ ‘breakfast,’ 
and ‘calories chicken’ will be removed from the dataset. The drop duplicates () 
function and dropna () function will be used respectively to eliminate duplicates 
and Not a Number (NaN) values from the dataset. There will also be some columns 
renaming to prepare the data. The rename () method, for instance, will rename 
‘comfort_food_reasons_coded’ to ‘mood.’ Since the survey responses are coded, all 
the numerical values will be converted to categorical values. There are a total of 19 
columns that have been changed to categorical values. For example, the raw data 
gender columns consist of values ‘1’ and ‘2’ where ‘1’ represents ‘Female’ and ‘2’ 
represents Male. After changing, the gender column only shows Female or Male.

The same steps such as loading data, removing unnecessary columns and NaN 
values are repeated for the supportive dataset. Additionally, the dataset values are rear­
ranged from ascending to descending after cleaning. Some examples of Python code 
for data preparation and cleaning are demonstrated below (Please refer to Appendix 
3 for the full Python Codes) (Figs. 13.4 and 13.5).
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import pandas as pd
food_real = pd.read_csv(r'C:\Users\Ivan\food_coded.csv')
food_real.sa»»ple(5)

5 rows x 61 columns

GPA Gender breakfast calories chicken calories day calories scone coffee comfort food comfort food reasons comfort food reasons coded .. soup sports thai food

2 3.3 1 1 720 4.0 420.0 2
frozen yogurt 

pizza, fast stress, sadness 1.0 -. 1.0 2.0 5
food

watermelon,
100 3.5 1 1 610 3.0 NaN 2 grapes, ice Sad, bored, excited 3.0 _ 1.0 1.0 5

cream

55 3.35 1 2 610 2.0 315-0 2
chips, dip, 
fries, pizza

bored, stress 2.0 - 1.0 1.0 3

carrots,

89 3.2 1 1 610 3.0 420.0 2
plantain chips, 

almonds.
stress, boredom, 
college as whole

1.0 - 1,0 2.0 5

popcorn

20 3.3 2 1 610 3X1 980.0 2
Fast food, 

pizza, subs
happiness, sabsfaction 7.0 - 1.0 1.0 1

Fig. 13.3 Loading data into Jupyter Notebook
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itOeleting Unnnecessary Columns (Dropping the column "" and saving the new dataset as ~food_df~)
food_df=food_real.drop(['GPA','breakfast','calories_chicken','calories_day', 'calories_scone‘,'coffee','cook', 

'co«fort_food_reasons_coded.1','drink','eating_out','employment','ethnic_food', 
'father_education','father_profession','food_childhood','fries', 'fruit_day','greek_food', 
'indian_food','italian_food','life_rewarding','marital_status','meals_dinner_friend', 
'mother_education','mother jrofession','persian_food','soup','thai_food','tortilla_calories‘, 
'turkey_calories', 'type_sports', 'vitamins','waffle_calories'],axis=l)

•Removing the Duplicates 
food_df.duplicated().sum() 
food_df.drop_duplicates(inplace=True)

it Remove the NaN values from the dataset 
food_df. isnull(). sum()
food_df.dropna(how='any',inplace=True)

•Changing the column names
food_df= food_df.rename(columns={'comfort_food_reasons':’list_3_moods','comfort_food_reasons_coded':'mood',

'comfort_food':'food','diet_current_coded':'current_diet','fav_food':'fav_food_source', 
■fav_cuisine':'listed_fav_cuisine','fav_cuisine_coded':'fav_cuisine', 
'grade_level':'classification_of_student','pay_meal_out':'food_spending_level', 
'eating_changes_coded':'eating_better_worse',
'eating_changes_codedl':'eating_habits_changes','ideal_diet_coded':'what_ideal_diet'})

^Changing Numerical to Categorical

gender_toName = {
1: "Female",
2: "Male” 

} 
food_df['Gender'J=food_df['Gender'].apply(lambda x: gender_toName[x])

mood_toName = {

2.0: 'boredom',
3.0: 'depression/sadness',
4.0: 'hunger',
5.0: 'laziness',
6.0: 'cold weather',
7.0: 'happiness',
8.0: 'watching tv', 
9.0: 'none'

} 
food_df['mood']-food_df['mood'].apply(lambda x: mood_toName[x])

cuisine_toName = {
1.0: 'American',
2.0: 'Mexican.Spanish',
3.0: 'Korean/Asian',
4.0: 'Indian',
5.0: "American inspired international dishes',
6.0: 'other' 

}
food_df['cuisine']=food_df['cuisine'].apply(lambda x: cuisine_toName[x])

Fig. 13.4 Data cleaning and data preparation codes for main dataset

In [39]: ffDeLeting Unnnecessary CoLumns (Dropping the coLumn "" and saving the new dataset as "food_journaLl
food_journall=food_journal.drop(['Emotion'],axis=l)

HRemove the NaN vaLues from the dataset 
food_journall.isnull().sum() 
food_journall.dropna(how='any',inplace=True)

USort vaLues from the Largest to smaLLest based on "UP 0R(99% CI)" 
food_journall.sort_values(by = [’WP 0R(99% CI)'], ascending = [False])

food_journall

Fig. 13.5 Data cleaning and data preparation codes for supportive dataset

13.8.4 Predictive Model

The next step after data cleaning and processing is to build the predictive model. 
As our dataset originated from a survey that consists of open-ended questions, it 
is suitable for natural language processing. Therefore, NLTK will be used as the 
main library to build our predictive model. The figure below shows the libraries and 
packages that have to be imported or installed before creating our predictive model 
(Fig. 13.6).
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import nltk
nltk.download('wordnet')
nltk.download('omw-1.4')

nltk.download('stopwords’)
from wordcloud import WordCloud^ STOPWORDS
stopwords=set (STOPWORDS)
from collections import Counter
from nltk.corpus import stopwords
stop = set (stopwords.words ('english'))
stop.update({‘‘-C, ■}'»"])
from nltk.stem import WordNetLemmatizer

[nltk_data] Downloading package wordnet to
[nltk_data] C:\Users\Ivan\AppData\Roaming\nltk_data...
[nltk_data] Package wordnet is already up-to-date!
[nltk_data] Downloading package omw-1.4 to
[nltk_data] C:\Users\Ivan\AppData\Roaming\nltk_data...
[nltk_data] Package omw-1.4 is already up-to-date!
[nltk_data] Downloading package stopwords to
[nltk_data] C:\Users\Ivan\AppData\Roaming\nltk_data...
[nltk_data] Package stopwords is already up-to-date!

Fig. 13.6 Libraries and packages needed for predictive model

After installing those libraries and packages, we can start off with the predictive 
model codes. The define function is used to find and call a specific mood (stress, 
boredom, hungry, happy, sad, lazy) from the main dataset. Then, the frequency of 
occurrence for the type of food listed in that specific mood is counted (foodcount[a]) 
and the values will be sorted from ascending to descending order. The define function 
will be used again to find the three foods with the highest percentage of occurrence 
for a specific mood. As a result, the top three foods for a mood will be listed out in 
the coding output. The detailed coding is shown below (Please refer to Appendix 3 
for the full Python Codes) (Fig. 13.7).

def search_food(mood):
lemmatizer = WordNetLemmatizer() 
foodcount = {} 
for 1 in range(77): 

temp = [temps.stript).replace().replacet).lower() for temps in str(food_data["list_3_moods''](i]).split(‘ ') if temps.stript) not in st' 
if mood in temp:

foodtemp s [lemmatizer.leffl»atize(temps.strip().replace(replacet.lower()) for temps in str(food_dataffood"][i]).split(',') if tern; 
for a in foodtemp:

if a not in foodcount.keys():
foodcount(a] ■ 1

foodcount[a] ♦= 1 
sorted_food ■ (] 
sorted_food = sortedffoodcount, key=foodcount.get, reverse=True) 
return sorted_food

def find_my_food(mood): 
topn — [] 
topn a search_food(mood) «function create dictionary oniy for particular mood 
print(“3 popular comfort foods in %s are:"X(mood)) 
prlnt(topn[0]) 
print(topn[l]) 
print(topn[2J)

Fig. 13.7 Predictive model codes
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13.8.5 Visualisation/EDA

Data analysts utilise exploratory data analysis (EDA) to study and investigate 
data sets and describe their essential properties, frequently using data visualisa­
tion approaches. It’s a necessary stage in every study analysis. The major goal of 
an exploratory analysis is to thoroughly investigate the data necessary for distribu­
tion and to find any outliers or aberrant data. The EDA also aids in the detection 
of natural patterns in data and highlights critical findings. It will provide you with 
a fundamental knowledge of your data, including its distribution, null values, and 
much more. Typically, EDA is provided in the form of dashboards, allowing users 
to readily view and analyse data, and then use the visualisations to give vital insight 
into the performance of a model.

Tableau will be used to display the dataset in order to examine trends and patterns. 
As the Kaggle dataset contains categorical variables, it will be loaded into the Tableau 
dimension. Text variables, date variables, geographic place names, and discrete 
numeric variables are all examples of Dimensions in Tableau. For visualisation, 
graphical charts such as a pie chart, horizontal bar graph, vertical bar graph, scatter 
plot, box plot, and line graph will be employed. Figure 13.8, would be our dashboard 
based on the Kaggle dataset we used above.

Starting from the 1st graph in the dashboard, a table is shown with the total amount 
of people choosing different types of food. Based on the table, we understand a total 
of 64 participants, the highest amount, choose sweets from the above food choices. 
While Salty Snacks/Fried Food would be the second highest with a total amount

Fig. 13.8 Dashboard
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of 42, followed by 28 people with Pizza/Fast food. This means that most of the 
people prefer Sweet Foods, Salty Snacks/Fried Food, and Pizza/Fast food compared 
to others.

Next, spending level is also one of the factors that may affect food choices. Thus, 
we create a pie chart to analyse which spending level most college students would 
prefer. As you can see from the above pie chart in the dashboard, the respondents who 
choose spending level 2 have the highest amount among the three different spending 
levels with a total of 70.6%. While students who choose spending level 1 have a total 
of 16.6% and students who choose spending level 3 have 12.8%. To conclude this 
pie chart, we can focus more on spending level 2 with different or more variety of 
food choices while building our recommendation system as 70.6% of students prefer 
spending level 2.

Moving on to the line graph showing ‘Mood Affecting Spending Level’. From this 
line graph, we can understand that mood can affect spending levels as the graph shows 
a huge change, especially during stress, boredom, and depression for three different 
spending levels. The line graph for three different spending levels has the same 
trend where the line goes upwards when it meets stress, boredom, and depression. 
However, the highest would still be spending level 2. More than 20 students would 
spend more when they are bored and 10+ students spend more when they are stressed. 
We can conclude that students would spend more when they have stress, boredom, 
and depression.

Besides, a bar chart would be generated to show how mood affects food choices. 
This is to help us understand which food choices people would choose when they 
have a certain mood. As we can see ‘sweets’ have the highest score in a different 
type of mood in the above bar chart in the dashboard. However, people who choose 
boredom have the highest percentage of choosing sweets food and the second highest 
would be ‘salty snacks’ food compared to others. Moreover, the second highest of 
people who would choose ‘sweet’ foods are those people who have stress. Hence, 
we can analyse that people who are bored and stressed would prefer sweet food.

Moreover, a box plot will be used to analyse food choices by gender. In the box 
plot, it shows a higher number of females choose sweet foods compared to males. 
While male has a higher percentage of salty foods compared to female. Other than 
sweet and salty foods, it shows a similar amount for both genders on the other types 
of foods. Thus, we can conclude that female prefers sweet food compared to male 
and male has a higher percentage of salty food compared to female. While other than 
sweet and salty food, both genders have an almost similar amount.

Lastly, a bar chart would be created to show an analysis of mood by gender. Based 
on our visualisation, we realise that female has a higher amount on having boredom, 
stress, and depression compared to male. Based on our literature review, females 
tend to show more emotions than males. Hence, it can conclude why female has a 
higher amount emotions compared to male.
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13.9 SDLC Framework

SDLC is a five phases framework that includes planning and requirement anal­
ysis, design, development, integration, and testing, as well as deployment and 
maintenance. Below are the further explanations for each phase:

13.9.1 Planning and Requirement Analysis

The first step in our SDLC framework for our web-based food recommendation 
system is the planning and requirements analysis phase. In this phase, we aim to 
identify the problem and what issues we intend to tackle. After that, we must analyse 
what problem our system aims to solve and the feasibility of our intended system. 
We must take into considerations the time constraints of the project as well as what 
impact our system will have technically and if it solves the issue we intend to tackle. 
Thus, the problem that our web-based food recommendation system aims to tackle 
is to assist individuals in the local region of Sunway who have trouble deciding 
what to eat. Therefore, our system will allow users to choose their specified mood, 
category, and budget where we can then provide them restaurant recommendations 
based on these criteria. Furthermore, in our requirements analysis, we found that our 
webpages will need to support these decisions by providing multiple different pages 
of restaurant recommendations. It was also decided that an algorithm was necessary 
in order to provide the actual food recommendations based on the user’s mood.

13.9.2 Design

The next step in our SDLC process is the design phase. In this phase, we will have 
to establish the logical model for the system to understand the overall system flow. 
Furthermore, we also develop an understanding of any technical hardware require­
ments. We established that an SQL database had to be developed to store user login 
info. Further, there was also a need to develop the logical model to understand the 
workflow of the website.
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Select 
emotion

Select 
category

I

Restaurant 
Recommendations

Our website will allow users to first select their emotions, then move on to a page 
that will let them select their food category based on what our algorithm recom­
mended. Then they are given three different budget options—cheap, moderate, and 
expensive, where after choosing the budget, we will provide them with restaurant 
recommendations based on what our algorithm suggests. These restaurant recom­
mendations will follow up with button that links to food panda where the users can 
directly place their order with the click of a button. The figures below demonstrate 
our website design.

Figure 13.9 demonstrates the login page where users can enter their email and 
password after registering to access our website.

Figure 13.10 is the homepage of our website where users now have access to view 
our header with a few options for them to view such as Home, Dashboard, and Anal­
ysis. There is also a button in the centre that takes them to the food recommendation 
service.

Figure 13.11 shows the available mood choice for our customers, where they are 
provided with 3 choices of moods being happy, sad, or bored.

Figure 13.12 comes after the mood selection where users will be given a choice 
of 3 options based on their different moods. The figure provides an example of our 
recommendations of a user that had selected the ‘Sad’ category.

Figure 13.13 represents our choices for budget where users are given a choice of 
3 different budgets—cheap, moderate, and expensive.
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Fig. 13.9 Data flow diagram of recommender system

Muunch. Home Dashboard Analysis Validation

Fig. 13.10 User Login window

Lastly, Fig. 13.14 is the final page where users will be given the option of 5 
restaurants that are based on their mood choice and budget.

13.9.3 Development

The next phase of our SDLC is the development phase. In this phase, we must develop 
the coding for the website and establish the database as well as the algorithm. For 
our SDLC, we primarily used PHP and CSS for the website and MySQL for the 
database that store the user’s login info. The figure above is an example of the PHP
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Fig. 13.11 Input of User Expression

Fig. 13.12 Recommendation Based on Food Section

code used that links the food choices to the different category pages. In this phase, the 
database design will be transformed into a database system. First, a connection to the 
SQL data file will be created in Visual Code Studio. After creating a connection to 
the database, coding will be created for the login page, register page, header, footer, 
and so on. To create form layouts for the login and register page, ‘<div class=form 
container>’ is used. This way, users can type in their email address and password 
into the form to log into their account. Once the coding for all pages is completed, 
the login page relative path will be copied to a clipboard, edited, and pasted on a web 
browser’s search bar. Examples of coding for the webpage are shown in Fig. 13.15.
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Fig. 13.13 Budget-based food recommendation

Fig. 13.14 Windows view of recommender welcome page

13.9.4 Integration and Testing

The next phase is the integration and testing phase where we can begin to taste the 
functionalities of the system and the system that we have developed will have to 
be tested. We decided the best way to conduct this is to establish a Google form to 
collect data from students around the Sunway University Area (Fig. 13.16).

We can then utilize this data to gauge the real-world accuracy of our system and 
whether the recommendations align with the consumers’ expectations. For example, 
if the restaurants we have recommended in the price range match their expectation 
of what defines ‘budget’ or ‘expensive’ food.
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1 pphp
2
3 $conn = mysqli_connect('localhostrootshop_db*) or die('connection failed');
4
5 ?>

”39 <!-- custom css tile link
46 clink rel-"stylesheet" href«"css/style.css">
41
42 </heads
43 <t>ody>
44
4$ <?php
46 if(isset((message)){
47 foreach((message as (message)!
48 echo '
49 cdiv class="message">
50 cspans’.(message.'c/span>
51 <i class="fas fa-times" onelick»”this.parentslement. removed ;"></!>
52 </div>
S3
54 }
55 }
56 ?>
57
58 cdiv class-“fom-container“>
59
66 cform action*"” method-"post">
61 ch3>logln now-./h3>
62 cinput type=”e«ail" name*'email" placeholder*"enter your email" required class=“box”>

input type*"password" name*"password" placeholder*"enter your password" required class*”t>ox"
64 <input type-'submlt" name*"submit" value*"login now" class-"btn‘>
65 c:> don’t have an account? <a href-"register.php"'register now- ■ ;/p>
66 c/forms
67
68 </div>
69
76 c/body>
71 </html>

47
48
49
50 c ?php
51 if(iss»t((message)){
52 foreach((message as (message){
53 echo '
54 cdiv class»"message">
55 <span>’.(message.*</span>
56 <1 class-'fas fa-times" onclick-”this.parontElen>ent.remove();"></l>
57 c/div>
58
59 }
60 }
61 ?>
62
63 <div class*"torn-container"*
64
65 cform action*"" method*"post">
66 <h3>register now'./h3>

Input type-’text" name*"nar-e" placeholder*"enter your name” required class*"box"'
- Input type-’email" name-"emai1* placeholder-"enter your email" required class-'box"

input type*"password" name*"password" placeholder="onter your password" required class="box"
70 :input type=“password” name=“cpassword" placeholder="confirm your password" required class=“box">
71
72 cinput type-“submit" name-“submit" value-"register now" class-"btn">
73 t’-alrcady have an account? href="login.php"-login now ax/p.
74 </forms
75
76 </dlv>
77
78 c/body>
79 </html>

Fig. 13.15 Examples of coding
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BAA32 84 Capstone Project - Web-based Food 
Recommendation System
Can1 decide wttat to cart’’ Let us help youl

We are a group of students from Surrway University studying Bachelor of Business Analytics (Honours) This 
Capstone Protect is a important and compulsory project for students to complete their studies before 
graduating Hence, we wt pleased to invite you to participate In this research, giving us the most valuable 
comments and user experiences

This Survey alms to exanvne the Ofswwons and experiences of using this web based food recommendation 
system Through this survey, we Ivcpe we can have a better understanding on how mood affects food 
preference and prove to everyone that each nxxxl can affect food choices.

•Required

Fig. 13.16 Example form

Survey/Feedback Form for MUUFJCH

Please fill up all the required questions below It will take approximately 2-3 minutes Thank you1

Have you try out our Web-based Food Recommendation System? •

(•) * *cs

O No

Which mood did you choose"’ *

(§> Happy

O s«>

Q Bored

Which spendmg level did you choose’ *

O' Level 1

Level 2

Level 3

Do you agree with out recommended restaurants? ■

(§> res

O No

If you choseno foe the previous question, ptease explain why
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13.9.5 Deployment and Maintenance

The final phase of our system development life cycle is the deployment and mainte­
nance of our model. The deployment of the system requires us to optimise the data 
present in the database and ensure that the database is fully operational and func­
tional after the necessary UATs have been conducted. Once the database has been 
deployed, the maintenance of the database begins. The maintenance of our database 
will involve steps such as creating backups, consolidating data, and configuring log 
files. These maintenance steps will ensure our database will continuously operate 
accurately and efficiently even after it has been deployed.

13.10 Results from the Prediction Model

With the main dataset, prediction model was done to predict the three most popular 
foods that individuals eat during specific moods. For example, chocolate, ice cream, 
and chips are found as the top three most popular foods that individuals eat when­
ever they are stressed. As seen in the figures below, the results shown were for the 
predicted food during moods such as stress, boredom, hungry, happy, sad, and 
lazy. There were prediction errors for the mood lazy as the model could identify 1 
type of food only. This means that whenever an individual is feeling lazy, they will 
eat burgers only (Fig. 13.17).

As the results from the prediction model of the main dataset are somewhat similar 
for each mood, the supportive dataset is brought into place. Instead of building 
another prediction model, the food choices for a specific mood are chosen based 
on the top three within-person (WP) values. It can be seen that top food choices 
for the negative mood (sad, stressed, tired) are meats or proteins, pasta or rice, and

find_my_food( 'boredom')

find_my_food('stress')

3 popular comfort foods in stress are:

ice cream
chip

find_my_food(* hungry’)

3 popular comfort foods in hungry are: 
mac and cheese

ice cream and french fries

find_my_food('happy')

3 popular comfort foods in happy are:

chicken wings

find_my_food('sad')

3 popular comfort foods in sad are:

chip

In [3> find_my_food('lazy')

3 popular comfort foods in lazy are: 
burger

IndexError Traceback (most recent call last)
Input In [37^^r^ceL^^ie: 1>()
- — > 1 find_my food('lazy')

Input In [31], in nd my food(mood)
20 print("3 popular comfort foods in %s are:"%(mood))
21 print(topn[0])

---> 22 print(topn[l])
23 print(topn[2])

IndexError: list index out of range 

Fig. 13.17 Results from main dataset
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sweets. Figure 13.18 show the detailed results for negative, positive, and apathetic 
moods.

In the end, we were able to create a prediction model with an accuracy of 93.3% 
(Fig. 13.19). This result was obtained from our Google Form survey completed by 30 
randomly selected students in Sunway University. About 28 out of the 30 students 
agreed on the food and restaurant recommendations that were provided to them in 
our website. Therefore, our recommended restaurants to users were in fact accurate.

In [40]: #Top 3 food choices for negative emotion 
foodnegati ve= f ood_j ournall. iloc [0:8] 
food_negative.head(3)

Out[40]: Mood Food Choices WP OR(99% Cl)

1 Sad, stressed, tired Meats/proteins 1.5 (1.0,2.1)

2 Sad, stressed, tired Pasta/rice 1.4 (1.0, 2.1)

3 Sad, stressed, tired Sweets 1.3 (0.8,1.9)

#Top 3 food choices for positive emotion 
food_positive=food_journall.iloc[8:16] 
food_positive.head(3)

Out[41]: Mood Food Choices WP OR(99% Cl)

9 Happy, energized 8t relaxed Sweets 1.7 (1.1, 2.6)

10 Happy, energized 8t relaxed Salty snacks/fried foods 1.5 (1.0, 2.2)

11 Happy, energized & relaxed Fruits/vegetables 1.4 (1.0, 1.9)

In [42]: #Top 3 food choices for apathetic emotion 
f ood_apathetic=-Food_journall. iloc [17:24] 
food_apathetic.head(3)

0ut[42]: Mood Food Choices WP OR(99% Cl)

18 Boredom, meh Salty snacks/fried foods 1.4(09,22)

19 Boredom, meh Sweets 1.3 (0.8, 2.2)

20 Boredom, meh Fruits/vegetables 1.0 (0.7,15)

Fig. 13.18 Results from supportive dataset
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Do you agree with our recommended restaurants?
30 responses

[0 Copy

Fig. 13.19 Validation results obtained from Google Form

# Yes

• No

13.11 Results from the Web-User Interface

The responses we received from the users indicated that our website was easy to use 
and very intuitive. The goal of our web design was to keep it consistent and to make 
sure the buttons were laid out in a consistent manner. This goal was achieved as can 
be seen by the figure below as the website layout remains relatively consistent while 
also maintaining a level of interactivity as we avoided the use of static images for 
our website. We affirm that our web-user interaction has achieved our anticipated 
outcomes, enabling us to create an engaging website while ensuring the appropriate 
provision of food suggestions. (Fig. 13.20).

13.12 Instruction Manuals

The Instruction Manuals below provide a more thorough explanation of our website’s 
(Muunch) navigation and coding. These guides were created with the intention to ease 
the users and developers to install, navigate, and comprehend the code:

User’s guide: see Online Appendix
Developer’s guide: see Online Appendix

13.13 Discussion of Contribution from the Results

From our results, we are able to find out the types of food that an individual craving 
for based on the specific mood by using the predictive model on our dataset. It has 
been discovered that one of the examples from our predictive model is chocolate, ice 
cream, and chips are the top three most popular foods that people eat when they are
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Fig. 13.20 Demonstration of website
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Fig. 13.20 (continued)
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stressed. This demonstrated that whenever an individual was stressed, their preferred 
foods were chocolates, ice cream, and chips, as predicted by our predictive model. 
As for our problem statement of people spending more time thinking about where 
to eat rather than eating, the results allow us to build a website that recommends 
restaurants based on their mood, budget, and food types. As a result, it allows people 
to spend less time deciding where to eat by selecting restaurants recommended by 
our prediction model.

13.14 Future Work

Although the web-based food recommendation system is currently a prototype, we 
believe that by using advanced machine learning methods, we can develop a more 
accurate and dynamic prediction model. We were able to generate a predictive model 
during the process of our project, but we discovered that it is difficult to find many 
relevant datasets to generate a prediction model due to specific variables such as 
moods and budget.

Additionally, we are only able to target individuals in Sunway area only due 
to time constraints. We believe that if more time was given, we would be able to 
further improve our website and take in consideration of the feedback that we have 
obtained from our survey. For example, we might open to all users by recommending 
nearby restaurants in their current location. However, this process would need a much 
longer time to figure out and implement as it requires different variables like artificial 
intelligence, real-time data, etc. Furthermore, the user website interface could be 
developed for publishing, allowing us to successfully launch our project into the 
market by collaborating with Food Panda or Grab Food.

Appendix 1: Main Dataset

Original Main Data 
(Kaggle).csv

Cleaned Main Data 
(Kaggle).csv
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Appendix 2: Supportive Dataset

Supportive Data 
(Journal).csv

Appendix 3: Full Python Codes

Python Codes.pdf

Appendix 4: Google Survey Responses for Validation
Purposes

Validation - Google 
Survey Responses.csv

Appendix 5: Tableau Link

https://public.tableau.com/app/profile/natasha.ngo.xue.er/viz/CapstoneDashboard 
16683850332030/Dashboard5.

https://public.tableau.com/app/profile/natasha.ngo.xue.er/viz/CapstoneDashboard
https://public.tableau.com/app/profile/natasha.ngo.xue.er/viz/CapstoneDashboard_16683850332030/Dashboard5
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Appendix 6: Dashboard

Appendix 7: Gantt Chart
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Appendix 8: Capstone Showcase Poster

Muunch : Web-based Food 
Recommendation System

SUNWA1X
UNIVERSITY

DOMAIN Pr obl em St at ement

Individualsspend more time 
contemplatingwhere toeat 
rather than actually eating

Toprovidefood 
recommendat ion for 

people who are indecisive 
onwhat toeat

Met ho do l o gy
BALC IDENTIFY BUSINESS NEED 

OROPPORTUNITY/MODEl 
INGESTION

sdl c
MODEL MAINTENANCE DATA COLLECTION AND 

PREPARATION

MODEL IMPLEMENTATION
MODEL BUILDING AND 

TESTING

MODEL APPROVAL

DEVELOPMENT
Jashboard Analysis Validation

Sweets 13(04,1-9)

HOW ARE YOU FEELING TODAY?

9 Happy. energued a reused Sweets 1.7(11,26)
MOOD

food Chokes WP OR(99% Cl)
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Chapter 14
RateMyStay

14.1 Introduction

The recent rise of prominent hotel review platforms has transformed how travellers 
acquire information and select lodging. Platforms like TripAdvisor, Booking.com, 
and Agoda are crucial for insights regarding hotel quality and experiences. Nonethe­
less, these platforms possess certain limitations that hinder their capacity to deliver 
dependable and tailored reviews, ratings, and suggestions. These websites predom­
inantly depend on text-based reviews, which may be biased and frequently neglect 
to capture the nuanced elements of the hotel experience (Schuckert et al. 2018). 
Our research is to investigate the shortcomings of conventional hotel review systems 
and to offer a more comprehensive and user-focused methodology for hotel evalu­
ations and suggestions. Our research will concentrate on sentiment analysis, which 
will serve as our predictive model. Sentiment analysis approaches are frequently 
employed to extract sentiments and emotions from assessments, providing a more 
nuanced understanding of the consumer experience (Lee & Hosanagar, 2020). 
Employing sentiment analysis technologies and pertinent methodology, our study 
findings can profoundly influence travellers’ hotel selections and enhance the whole 
hotel experience.

This project aims to address the shortcomings of conventional hotel review 
platforms. These systems occasionally have information overload and insufficient 
personalisation, hindering users’ ability to obtain pertinent insights and locate lodg­
ings that align with their own tastes. This project seeks to enhance the precision and 
pertinence of hotel recommendations by the integration of modern methodologies, 
including sentiment analysis and collaborative filtering, thereby improving the entire 
user experience and enabling informed decision-making.

Furthermore, our research endeavour employs iterative prototyping in accordance 
with the System Development Life Cycle (SDLC) to perpetually enhance the infor­
mation system. The primary processes include data extraction, integration, loading, 
and visualisation. Advanced tools employed for an extensive hotel review platform

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2025 
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include web scraping, Python sentiment analysis using TextBlob, PhpMyAdmin 
for database administration, HTML for intuitive website design, and Power BI for 
data visualisation. This methodology prioritises precision, eliminates untrustworthy 
assessments, and offers tailored recommendations. The findings provide a highly 
precise hotel rating system that incorporates comprehensive category analysis and 
allows consumers to make informed choices via intuitive visual representations.

14.2 Problem Statement and Summary of Solution

To counter these problems surrounding our domain to a greater extent, our capstone 
project has proposed a framework which revolves around sentiment analysis predom­
inantly (which will be discussed further). Sentiment analysis is a potent method that 
enables us to examine the feelings and viewpoints stated in reviews, assisting us in 
producing more precise and trustworthy evaluations for each hotel. We can extract 
sentiments from textual reviews using the Text Blob library, and we can then utilize 
this information to enhance the overall rating system. Sentiment analysis is essential 
for refining the hotel rating system so that it remains more accurate, credible, and 
pertinent for users. Enhancing the user experience and fostering educated decision­
making for consumers looking for hotels are our primary objectives with the inclusion 
of a complete sentiment-based rating, information summarization, and removal of 
inaccurate and skewed reviews.

Similar studies with the same objective have also proposed to conduct sentiment 
analysis on hotel reviews using various classification techniques, thereby comparing 
their performance. The identification of the need for sentiment analysis stems from 
literature reviews, which underscore sentiment analysis as a highly active research 
domain within Natural Language Processing (NLP). While sentiment analysis has 
been explored across different text datasets, there remains a dearth of research 
specifically focused on sentiment analysis using hotel reviews (Bai & Wang, 2022).

14.3 Research Questions

1. How can we develop a hotel rating system that assures the reliability and trust­
worthiness of reviews while diminishing the occurrence of skewed or biased 
opinions?

2. What approaches or algorithms can be used to successfully identify and filter out 
manipulated or biased reviews, hence maintaining the rating system’s integrity?

3. How can we combat information overload on hotel review websites by creating 
clever processes for summarising and displaying reviews in a succinct and user­
friendly manner?
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4. What novel methodologies or technologies, such as natural language processing 
or sentiment analysis, may be used to extract relevant insights from reviews and 
ratings, therefore increasing the relevance and utility of the information offered 
to users?

14.4 Significance of Research

The research conducted on the domain of hotel review and rating systems holds 
significance in the hospitality sector and in the field of information technology. 
Travellers can make informed decisions on their hotel choices that leads more 
increased customer satisfaction if accurate and personalised ratings and recommen­
dation systems are developed. Even though existing traditional hotel review and 
rating websites persist, this study aims to extend recommendations algorithms, data 
analysis methodologies with a minimalist yet functional approach that is user-centric. 
Eventually, enhancing the entire customer experience and assisting decision-making 
processes in the hotel industry.

The significance of our research can be derived from a simple hypothesis, which 
is to address the needs of the hospitality and information technology sector. 
Referring to a study with similar context conducted by (Chang et al., 2020), their 
research directly corresponds to the practical requirements of hotels, acknowledging 
the distinct attributes and demands across the hospitality sector. By encompassing a 
wide range of hotel reviews, their study customises the sentiment analysis model to 
cater to the industry’s diverse needs. This underscores the applicability of sentiment 
analysis as a targeted solution, capable of elevating service quality and customer 
contentment across the entire spectrum of hotels.

14.5 Literature Review Introduction

The main purpose of this literature review is to thoroughly analyse the pertinent 
theoretical frameworks that correspond to the study objectives stated in the previous 
section. The forthcoming discourse will thoroughly explore a variety of subjects, 
including fields of study, Software Development Framework and Methodology, Busi­
ness Analytical Tools and Technologies, Previous Research Approaches and Find­
ings, Benefits and Challenges of Hotel Review Recommendation Systems, Empirical 
Evidence from Journal Articles, and culminate in a comprehensive conclusion.
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14.6 Domain of Study

This domain of study for our literature review emphasises hotel review and recom­
mendation systems and websites, specifically addressing shortcomings and limita­
tions in standard hotel review systems and websites. The study investigates the use 
of sentiment analysis as an avenue to further enhance review reliability and accuracy, 
resulting in more neutral and thorough hotel evaluations. The results are intended 
to contribute to a more user-centric and trustworthy platform, allowing users and 
travellers to make more informed choices when booking hotels.

14.6.1 Hotel Review Websites

The significance of hotel review systems and their impact on travellers’ decisions, 
influenced by online platforms and user-generated content, while acknowledging the 
potential limitations and biases.

14.6.2 Challenges Faced in the World Due to Issues 
with Hotel Review Systems

Table 14.1 shows hotel review systems’ crucial role in decision-making is evident, 
but challenges like fake reviews, bias, and overemphasis on negatives need attention 
for fairness and credibility.

14.7 Software Development Framework and Methodology

14.7.1 System Development Life Cycle (SDLC): Iterative
Process

14.7.1.1 SDLC Introduction

The Software Development Life Cycle, also known as the SDLC, is a method­
ical procedure that is utilised in the process of developing and updating software 
programs. It consists of a set of clearly defined phases that serve as a roadmap for 
software developers and other stakeholders for the entirety of the product’s life cycle. 
The primary objective of the software development life cycle (SDLC) is to create 
high-quality software that satisfies user requirements in a manner that is consistent 
with the project’s scope, budget, and schedule.
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Table 14.1 Challenges faced in the world due to issues with Hotel Review Systems SDLC
No Author Summary Critical thinking

1. Cheng et al. (2023) The article discusses the 
importance of transparency 
in the process of generating 
digital advertisements, 
particularly in the context of 
online hotel booking. It 
focuses on how digital 
marketers can design 
transparency messages to 
address consumer concerns 
and potential backlash 
regarding the transparency of 
ad generation

• The article delves into the 
complexities of hotel 
review systems, 
recognizing their 
significance in informing 
consumers’ decisions and 
enhancing transparency

• It astutely highlights 
challenges like fake 
reviews, lack of uniformity 
in rating systems, and the 
disproportionate impact of 
negative feedback on hotel 
reputations

• However, while discussing 
biases in reviews, the 
article could explore 
potential solutions to 
address these issues

• The overemphasis on 
negative feedback’s impact 
on hotel image underscores 
the need for platforms to 
ensure a balanced 
representation of reviews

2. Marquez Reiter et al. (2023) This article explores the 
intercultural dynamics and 
experiences of travelers who 
provide online reviews for 
Spanish hotel chains in two 
different overseas tourist 
destinations: the Caribbean 
and Mexico. The study 
delves into the interactions 
between tourists and the host 
country, focusing on both 
direct and indirect prior 
knowledge of the destination, 
as well as the knowledge 
gained through interactions 
during the visit

3. VASQUEZ et al. (2023) The article discusses a study 
aimed at assessing the 
performance of Hotel Luna 
in Vigan City by analyzing 
customer satisfaction ratings 
obtained from online travel 
agents. The study utilizes the 
s SERVQUAL theory and 
associated variables to 
evaluate customer 
satisfaction levels and to 
improve the hotel’s services 
based on customer feedback

(continued)
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Table 14.1 (continued)
No Author Summary Critical thinking

4. Roy et al. (2023) This article discusses a study 
that applied Source 
Credibility Theory (SCT) to 
explore how source 
credibility factors (SCFs) 
influence travelers’ electronic 
word of mouth (eWOM) and 
its impact on tourists’ 
intentions to book hotels and 
share reviews

5. Martin-Fuentes et al. (2020) This paper discusses a 
research study that focuses 
on the impact of various 
scales and methods used to 
collect reviews and ratings on 
online travel agencies 
(OTAs) and how these factors 
can influence hotels

6. Kuokkanen and Sun (2020) This article discusses the 
topic of corporate social 
responsibility (CSR) 
initiatives and their impact 
on customers in the 
hospitality and tourism 
industry. While previous 
studies have indicated that 
CSR initiatives can have a 
positive effect on customers, 
the article highlights a 
research gap in the existing

7. Banerjee et al. (2019) This article discusses a 
research paper that focuses s 
on the objective of 
distinguishing between 
authentic and fictitious 
user-generated hotel reviews

8. Zhou and Li (2023) The article discusses how the 
flourishing tourism industry 
has led to an increased 
reliance on online travel 
reviews by travelers when 
booking accommodations
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SDLC Phases

Table 14.2 discusses the Software Development Life Cycle (SDLC), its iterative 
approach, and the significance of adaptable methods like Agile and Scrum in 
achieving efficient, user-focused software development. The Software Development 
Life Cycle (SDLC) includes the processes of determining and documenting software 
requirements, developing a project plan, transforming requirements into a technical 
blueprint, developing the software based on the design, testing it thoroughly for flaws, 
deploying it for end-user access, and providing ongoing maintenance and support to 
ensure functionality and security (Leloudas, 2023).

The Software Development Life Cycle (SDLC) may make use of several devel­
opment approaches such as Waterfall, Agile, and DevOps, depending on the require­
ments of the project and the preferences of the team (Galin, 2019). The most important 
thing is to make sure that the development process is well-structured and that each 
phase features careful attention to detail (Figs. 14.1 and 14.2).

14.7.1.2 Introduction to Iterative Process

An iterative process is a method for developing software that divides the process 
of creating a software application into a series of successively smaller and more 
manageable steps known as iterations (Awati, 2023). An iterative process, as opposed 
to traditional linear processes, which require that each step be finished in the order 
that it was introduced, enables ongoing feedback, improvements, and revisions over 
the entirety of the development lifetime.

The software is built and deployed in increments using an iterative method. At each 
stage of the process, either new features are added or current features are improved. 
The steps of the standard Software Development Life Cycle (SDLC) are normally 
followed by each iteration. These phases include gathering requirements, designing 
the implementation, testing the implementation, and deploying the software (Akin- 
sola et al., 2020). On the other hand, the iterative approach enables partial and incre­
mental deliveries at the conclusion of each iteration, as opposed to waiting until the 
very end to hand over a product that has been built in its whole.

The iterative process involves the construction and delivery of software in small 
increments, providing value to users at each stage, while continuously involving 
stakeholders and users for feedback and adaptability, reducing risks by identifying 
and managing issues early on, and enabling the software to evolve and improve over 
time based on user input and changing requirements (Wan et al., 2023).

Agile and Scrum are two popular iterative approaches that place an emphasis on 
close cooperation, frequent communication, and the delivery of high-priority features 
early on in the development process.

The iterative method, in general, offers a more flexible, efficient, and responsive 
approach to the creation of software. This helps to ensure that the final result better 
matches the requirements of the users and the objectives of the project.
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Table 14.2 Phases
No Author Summary Critical thinking

1. Leloudas
(2023)

The article introduces the idea that 
software development is not a haphazard 
activity but a systematic process that 
involves several distinct phases

• SDLC Overview: The provided 
text outlines the Software 
Development Life Cycle 
(SDLC), which encompasses 
steps from software requirements 
determination to maintenance. It 
highlights the importance of a 
well-structured process and 
careful attention to detail

• Development Approaches: The 
SDLC can adopt different 
approaches like Waterfall, Agile, 
or DevOps based on project 
needs and team preferences

• Iterative Process: The iterative 
process breaks software creation 
into smaller steps (iterations) 
allowing ongoing feedback, 
enhancements, and revisions. It 
contrasts with linear methods by 
enabling incremental deliveries, 
reducing risks, and promoting 
adaptation

• Phases and Iterations: Each 
iteration within the iterative 
approach follows SDLC phases 
(requirements, design, testing, 
deployment). It delivers value 
sooner compared to waiting for 
full product completion

• Agile and Scrum: Agile and 
Scrum are iterative methods 
emphasizing collaboration, 
communication, and early 
high-priority feature delivery for 
enhanced flexibility and 
responsiveness

• Flexibility and Efficiency: The 
iterative approach offers 
flexibility, efficiency, and 
adaptability in software 
development, leading to a final 
product better aligned with user 
requirements and project 
objectives

2. Galin (2019) The article provides an overview of what 
the chapter covers, focusing on different 
software development models, quality 
assurance integration, and a specific 
emphasis on the SDLC and spiral models

3. Awati (2023) The article provides an overview of 
iterative development as a technique that 
involves dividing a large software 
development process into smaller, 
manageable parts

4. Akinsola et al.
(2020)

The article provides insights into the 
significance of SDLC models, their 
applicability based on project 
characteristics, and the influence of 
organizational factors

5. Wan et al.
(2023)

The article presents a control strategy 
tailored to the complexities of batch 
production in the SSC growth process for 
semiconductor manufacturing. The 
strategy combines predictive control, 
iterative learning control, and extended 
state observation to ensure that the 
produced SSCs meet the high standards 
required for electronic components

Iterative Process Details

Table 14.3 shows the interplay between structured SDLC and flexible iterative 
methods demands a balanced approach, addressing risks, time, customer input, 
complexity, and team dynamics to achieve successful software development. In order
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Fig. 14.1 System Development Life Cycle (SDLC) (Bwc, 2020)

Iterative Process Model

This slide is 100% editable. Adapt it to your needsand capture your audience's attention.

Fig. 14.2 Iterative process (Wan et al., 2023)

to achieve our objective of resolving the challenges outlined in the problem descrip­
tion, the iterative approach is essential to our hotel review recommendation system 
project. We will use an iterative approach to ensure consistent progress and will focus 
our efforts on the most important aspects of system development.
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Table 14.3 Iterative process details

(continued)

No Author Summary Critical Thinking

1. Zhu et al. (2023) The main focus of 
the article is on 
addressing the 
challenges of 
identifying essential 
proteins in cells by 
using the iterative 
framework

• Flexibility vs. Structure: The SDLC 
and iterative processes highlight the 
tension between structured planning 
and flexibility. While SDLC 
provides a comprehensive roadmap, 
iterations prioritize adaptability. 
Balancing these approaches is 
crucial for dynamic projects

• Risk Management: Iterative 
methods excel in risk identification 
and mitigation. Early stakeholder 
engagement aids in catching issues 
early However, SDLC’s linear 
nature might cause late-stage 
surprises, necessitating a more 
integrated risk assessment strategy

• Time and Cost: Iterations enable 
quicker value delivery, but 
managing constant changes can 
extend timelines. SDLC’s 
structured phases may streamline 
progress but risk delayed feedback 
incorporation. Finding the right 
equilibrium is pivotal

• Customer Involvement: Iterations 
engage users regularly, refining the 
software according to their evolving 
needs. SDLC’s linear progression 
might miss evolving user 
expectations

• Complexity: Complex projects may 
benefit from SDLC’s organized 
approach. However, iterative 
processes might face challenges in 
maintaining coherence and 
integration when dealing with 
intricate systems

• Team Dynamics: Iterations require 
strong collaboration and 
communication. SDLC might offer 
a more compartmentalized work 
environment. Teams need to adapt 
their approach based on their 
strengths and project demands

2. Pan et al. (2022) This article 
introduces a new 
approach called C- 
ILEO (Iterative 
Learning with 
Ensemble 
Operating) for 
addressing the 
challenges of 
imbalanced 
classification using 
machine learning

3. Badea and Popescu (2022) The article presents 
comparative results 
between the 
implementation of 
LearnEval and an 
earlier study, 
indicating improved 
levels of system 
usability, grading 
validity, and student 
satisfaction
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Table 14.3 (continued)
No Author Summary Critical Thinking

4. Burton et al. (2020) The primary focus 
of the article is on 
the iterative 
yti&ability testing 
cycle that was 
employed during the 
design process to 
create an effective 
and user- friendly 
console workstation 
for the aircraft 
carrier’s tactical 
support center

5. Cai and Zhang (2022) This article provides 
a detailed 
exploration of the 
iterative closest 
point (ICP) 
algorithm, focusing 
on its iterative 
process, parameter 
selection strategies, 
and the resulting 
rigid 
transformations 
between consecutive 
point clouds

6. Pei et al. (2023) This article focuses 
on a control strategy 
for the tricalcium 
neutralization 
process (TNP), a 
significant recovery 
process within the 
context of citric acid 
production

(continued)
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Table 14.3 (continued)
No Author Summary Critical Thinking

7. Panwar et al. (2022) This research article 
discusses a new 
iterative process 
called “MP 
iteration” and its 
applications in the 
context of fixed 
points of 
p-nonexpansive 
mappings in 
modular function 
spaces. The main 
focus of the article 
is on introducing 
and analyzing the 
properties of this 
iterative process and 
its convergence 
behavior

8. Zhai and Yang (2022) This article presents 
a novel approach for 
time- varying 
process monitoring 
using 
iterative-updated 
semi-supervised 
nonnegative matrix 
factorizations 
(ISNMFs)

9. Petersen et al. (2023) This article 
discusses the role of 
synthetic biology in 
engineering 
biocatalysis, cellular 
functions, and 
organism behavior, 
and emphasizes the 
importance of 
data-driven 
approaches in this 
field
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14.7.2 Sentiment Analysis

14.7.2.1 Introduction of Sentiment Analysis

Table 14.4 shows the sentiment analysis studies linguistic expressions of private 
states in context, vital due to the surge in opinion-rich digital data from social 
media. Challenges include context-dependent opinions, communication variations, 
and polarity complexities. Feature extraction gains importance for understanding 
implicit expressions.

14.8 Summary of Sentiment Analysis

Table 14.5 shows sentiment analysis grapples with terminology nuances, contex­
tual subjectivity, individual communication variations, polarity-strength dynamics, 
recipient focus, and the expanding social media data landscape for accurate inter­
pretation of evaluative language. In conclusion, this discipline which brings together 
academics from computer science, data mining, text retrieval, and computational 
linguistics, offers several options for both quantitative and qualitative studies. Taking 
on the hazy definition of sentiment and the complexities of its representation in text, it 
opens the door to creative applications of techniques already created for data mining 
and text analysis, as well as raising new problems that stimulate the development of 
more advance tools.

The Internet provides an infinite amount of different and opinionated text, although 
only a small portion of the existing domains have been studied. Product reviews— 
brief texts with a well-defined topic—have received a lot of attention. More broad 
writing, such as blog posts and webpages, has recently gained popularity. Even 
said, the area is still struggling with more complicated texts such as sophisticated 
political debates and formal works. Future work on improving existing strategies to 
handle more linguistic and semantic patterns will undoubtedly be appealing to both 
researchers and business users.

14.9 TextBlob

14.9.1 Introduction of TextBlob

Understanding and processing human language has become a vital part of a variety of 
applications ranging from sentiment analysis and language translation to information 
extraction and text classification in the fast-evolving discipline of Natural Language 
Processing (NLP). An open-source Python module called TextBlob is used to process 
textual data. To access its features and carry out simple NLP procedures, it provides
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Table 14.4 Sentiment analysis

(continued)

No Author Summary Critical thinking

1. Pang and Lee 
(2019)

This article discusses the evolution 
of information-gathering behavior, 
particularly the practice of seeking 
out and understanding the 
opinions of others

• Terminology Variation: Sentiment analysis is 
known by various names like subjectivity analysis, 
opinion mining, and evaluation extraction. These 
terms highlight its focus on extracting sentiments 
and opinions from text data

• Link to Affective Computing: Sentiment analysis 
is linked to affective computing, which involves 
recognizing and representing emotions in 
computers. This connection underscores its role in 
understanding emotional aspects of text

• Subjective Elements: Subjective elements are 
linguistic expressions of personal states within a 
context. They often manifest as single words, 
phrases, or sentences and are key components of 
sentiment analysis

• Sentiment Units: While whole documents have 
been analyzed for sentiment, the focus is generally 
on smaller linguistic units

• Sentiment is typically believed to reside in these 
smaller components

Interchangeable Terms: Sentiment and opinion are 
often used interchangeably due to their close 
relationship, as they both capture people’s emotional 
responses and viewpoints
• Interdisciplinary Influence: Sentiment analysis 

transcends computer science, extending its 
significance to management sciences and social 
sciences. This shift reflects its growing importance 
in understanding human behavior and decision­
making

• Digital Data Explosion: The rise of social media 
platforms and online communication has led to an 
abundance of opinionated digital data, making 
sentiment analysis more relevant than ever before

• Challenges: Sentiment analysis faces challenges in 
interpreting opinion words across contexts and 
accounting for variations in communication styles

• Polarity and Strength: Sentiment polarity (positive/ 
negative) is distinct from sentiment strength 
(intensity of emotion). Recognizing these 
differences is essential for accurate analysis

• Recipient Focus: Understanding the intended 
recipient of sentiment is crucial. Analysis often 
centers on products and movies, but attention to 
specific aspects within these is essential for deeper 
insights

• Feature Extraction: Extracting relevant features 
from text has gained importance, especially due to 
available product review datasets. Features can be 
explicit or implicit in the text, contributing to 
sentiment understanding

2. Wiebe et al.
(2004)

This article discusses the concept 
of subjectivity in natural language, 
which pertains to the use of 
language to express opinions, 
evaluations, and speculations
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Table 14.4 (continued)
No Author Summary Critical thinking

3 Turney and
Littman (2003)

This article discusses the concept 
of semantic orientation, which 
pertains to the evaluative nature of 
words, indicating whether they 
have a positive or negative 
connotation

4 Agarwal et al. 
(2011)

This article discusses sentiment 
analysis on Twitter data, 
introducing new features based on 
prior polarity and exploring the 
use of a tree kernel for analysis

5 Liu (2012) The book’s content is organized 
into various chapters, covering 
topics such as document sentiment 
classification, sentence 
subjectivity, and sentiment 
classification, aspect-based 
sentiment analysis, sentiment 
lexicon generation, opinion 
summarization, analysis of 
comparative opinions, opinion 
search and retrieval, opinion spam 
detection, quality of reviews, and 
concluding remarks

6. Vinodhini and 
Chandrasekaran 
(2019).

This article discusses the 
prevalence and significance of 
sentiment analysis due to the 
abundance of opinion-rich web 
resources available in digital 
format, including discussion 
forums, review sites, blogs, and 
news articles

(continued)
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Table 14.4 (continued)
No Author Summary Critical thinking

7. Popescu and
Etzioni (2005)

This paper presents a system 
called Opine, which addresses the 
common issue faced consumers 
when making product choices 
based on online reviews

8. Liu et al. (2005) This paper highlights the 
significance of the internet as a 
valuable resource for collecting 
consumer opinions, particularly 
through various online platforms 
like customer review websites, 
forums, discussion groups, and 
blogs

9. Liu (2011) The book aims to cover key tasks 
and techniques within Web 
mining, which can be categorized 
into three main areas: structure 
mining, content mining, and usage 
mining. It focuses on both 
theoretical aspects and practical 
applications, presenting a 
comprehensive overview of the 
field

a simple API. On textual data, TextBlob carries out a variety of operations, including 
noun phrase extraction, sentiment analysis, classification, translation, etc. (Bandgar, 
2022). Its user-friendly approach allows both novice and professional developers to 
dig into the field of NLP, boosting their apps with language comprehension skills 
(He & Zheng, 2019) (Fig. 14.3).

14.9.2 Workflow of TextBlob

1. Cleaned Data

Use the TextBlob library to clean and preprocess the text data by removing 
special characters, punctuation, and irrelevant information. Next, convert all text 
to lowercase to ensure consistency in the analysis (Fig. 14.3).

2. TextBlob Library

Apply the TextBlob library to calculate sentiment scores for each text entry. 
Extract sentiment polarity scores (ranging from -1 to 1) to determine the positivity 
or negativity of the text. Next, compute subjectivity scores (ranging from 0 to 1) 
to measure the objectivity or subjectivity of the text.

3. Sentiment Scores
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No Author Summary Critical thinking

1. Bandgar 
(2022)

The article discusses the concept of sentiment analysis and introduces TextBlob, an open- source 
Python library for processing textual data.

• Semantic Ambiguity: The diverse terminologies used in 
sentiment analysis underscore the challenge of interpreting 
subjective language. Shifting definitions like opinion, sentiment, 
and affective computing can lead to inconsistent analysis if not 
carefully defined

• Contextual Subjectivity: Evaluative expressions heavily depend 
on context. What’s positive in one situation might be negative in 
another. This context sensitivity requires sophisticated models 
that can grasp nuanced meaning shifts

• Individual Variation: Sentiment communication varies among 
individuals, and classical text processing assumptions may not 
hold. Variations in expression style, culture, and language 
intricacies pose challenges for creating universally accurate 
sentiment models

• Polarity vs. Strength: The interplay between sentiment polarity 
and strength complicates analysis. Distinguishing between 
strong opinions on average items and weak opinions on 
exceptional items necessitates nuanced understanding

• Recipient Focus: Identifying the target of sentiment (product 
features, aspects) enhances the applicability of sentiment 
analysis. Efficiently extracting these elements from text aids in 
generating more insightful results

• Expanding Data Landscape: The exponential growth of 
opinionated digital data from social media adds complexity. 
Navigating this evolving landscape requires continuous

—adaptation and expansion of sentiment analysis techniques---------

2. He and Zheng 
(2019)

The article discusses the application of sentiment analysis in analyzing online social media data, 
particularly in the context of health-related content like tweets and forum posts

3. Hinduja et al. 
(2022)

The article discusses the use of social media platforms as an ecosystem of social sensors for 
monitoring mental health, treating each user as a “social sensor cloud”

4. Suanpang et al. 
(2021)

The article discusses a study focused on using sentiment analysis, specifically utilizing the 
TextBlob package, for a tourism business case study in Thailand with the goal of revitalizing the 
tourism industry after the impact of the COVID-19 pandemic

5. Gupta (2023) This article provides an overview of using the TextBlob library in Python for Natural Language 
Processing (NLP). NLP involves extracting meaningful information from human language, and 
TextBlob is a powerful tool that simplifies various NLP tasks. The article highlights the advantages 
of using TextBlob and demonstrates how to perform different NLP tasks using this library
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Python 
code

Cleaned Data

Overall application 
ranking

Sentiment Scores 
(polarity and subjectivity)

Fig. 14.3 Workflow of TextBlob (Kuzminykh, 2022)

Analyse the preprocessed text data to determine the popularity of each applica­
tion. Next, implement a method to count occurrences or measure engagement 
(e.g. likes, comments) related to each application in the text data.

4. Machine Learning Algorithms

Choose suitable ML algorithms (e.g. linear regression, decision trees, and random 
forests) to predict sentiment scores or subjectivity based on extracted features 
from the text data. Next, train the ML models using labelled data to improve 
accuracy in sentiment analysis and subjectivity prediction.

5. Overall Application Ranking

Combine the popularity scores, sentiment polarity scores, and subjectivity scores 
to create an overall ranking for each application. Optionally, apply weighted 
averaging to give different importance to popularity, sentiment, and subjectivity 
scores. Finally, generate the final ranking, which reflects the applications’ overall 
performance based on sentiment and popularity.

14.9.3 How TextBlob Enhances Sentiment Analysis for Hotel 
Reviews

Our study uses TextBlob as a potent tool to improve sentiment analysis for hotel 
evaluations. How to use TextBlob is as follows:

1. Sentiment Analysis:

The process of sentiment analysis is made simpler by TextBlob’s user-friendly 
API, making it available to developers with varied levels of linguistics or NLP 
expertise. TextBlob accurately translates sentiments in a variety of languages,
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including the domain-specific and informal language used in hotel reviews, 
thanks to a pre-trained sentiment vocabulary and integration with NLTK.

14.10 PHP (Hypertext Preprocessor)

14.10.1 Introduction of PHP

Table 14.6 shows PHP’s journey from basic templating to dynamic scripting show­
casing its adaptability. Integrated with HTML, PHP facilitates dynamic web content 
creation, although competition from newer technologies remains. PHP (Hypertext 
Preprocessor) is a widely used server-side scripting language that has played a pivotal 
role in shaping the modern web (Chris, 2021). Developed by Rasmus Lerdorf in 1994, 
PHP was initially designed for small-scale web applications and templating purposes 
(Alih & Ogala, 2019). However, over the years, it has evolved into a robust and 
feature-rich programming language, powering some of the most prominent websites 
and applications on the internet (The PHP Group, 2023).

What sets PHP apart is its ability to seamlessly blend with HTML, making it an 
ideal choice for building dynamic and interactive webpages (Simplilearn, 2023). PHP 
scripts are embedded directly within HTML code, allowing developers to create a mix 
of static content and dynamic elements that can adapt to user input and data processing 
(Khan, 2021). Over the years, PHP has undergone significant improvements, with 
each new version introducing performance enhancements, security upgrades, and 
new language features.

14.10.2 Features of PHP

Table 14.7 highlights PHP’s strengths: open-source nature, cross-platform compat­
ibility, server-side scripting, database integration, OOP support, ease of learning, 
extensibility, community backing, improved speed, and security features. Lincopinis 
et al. (2023) demonstrate some of PHP’s most notable features.

1. Open Source

PHP is an open-source language that is freely available under the PHP Licence. 
This facilitates developer access and supports a broad and active community 
contributing to its development.

2. Cross-Platform

PHP can run on a variety of operating systems, including Windows, Linux, 
Unix, and macOS, making it versatile and easy to utilise in a variety of settings.
It is also interoperable with most web servers, including Apache and Nginx, 
making application deployment easier.
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Table 14.6 PHP
No Author Summary Critical thinking

1. The PHP group (2023) The article discusses the 
history and evolution of the 
PHP programming language, 
highlighting its origins, 
milestones, and significant 
changes over the years

• Legacy and Evolution: PHP’s 
transformation from a simple 
templating language to a 
powerful scripting language 
illustrates its adaptability. 
The language’s evolution 
highlights its ability to meet 
changing demands in web 
development

• Integration and Ease: PHP’s 
integration with HTML 
streamlines dynamic web 
content creation. However, 
this tight integration might 
pose challenges in terms of 
code maintainability and 
separation of concerns

• Competing Technologies: 
While PHP has maintained 
its relevance, it faces 
competition from modern 
web frameworks and 
languages that offer more 
structured and efficient 
development processes

2. Simplilearn (2023) This article provides an 
overview of PHP (Hypertext 
Preprocessor), an open-source 
server-side scripting language 
used for dynamic web 
development. It emphasizes 
PHP’s enduring popularity and 
dominant presence in the web 
development landscape, despite 
its age

3. Alih and Ogala (2019) This article focuses on PHP 
(Hypertext Preprocessor) in the 
context of web development. It 
aims to delve into the concept 
of programming and how it 
relates to web development 
using PHP

4. Chris (2021) This article provides an 
overview of PHP (Hypertext 
Preprocessor), an open-source 
server-side scripting language 
commonly used for web 
development. It discusses 
PHP’s Python for Business 
Analytfcft istory, features, 
advantages, and use cases, and 
provides a tutorial on writing a 
simple “Hello World” program 
in PHP

5. Khan (2021) The article provides an 
introduction and overview of 
PHP (Hypertext Preprocessor), 
a scripting language commonly 
used for creating dynamic and 
interactive websites. It explains 
various aspects of PHP, its 
applications, and how to get 
started with PHP programming
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14.7 Features of PHP
No Author Summary Critical thinking

1. Lincopinis et al. (2023) The article provides an 
overview of the PHP 
programming language, its 
history, applications, 
advantages, disadvantages, 
syntax, popularity, and more

• Versatility and Accessibility: 
PHP’s open-source nature 
encourages collaboration, 
fostering a strong developer 
community. Its 
cross-platform compatibility 
and integration with major 
web servers ensure wide 
applicability

• Dynamic Web Development: 
PHP’s server-side scripting 
enhances dynamic web 
content generation. 
However, the tight blend of 
PHP and HTML can pose 
challenges in terms of code 
maintainability and 
separation of concerns

• Database Interaction: PHP’s 
database integration 
Database Interaction: PHP’s 
database integration 
facilitates efficient data 
handling, a crucial aspect of 
the hotel review system. 
This allows for effective 
storage, retrieval, and 
analysis of scraped reviews

• OOP and User-Friendly 
Syntax: PHP’s support for 
OOP promotes reusable 
code for intricate data 
processing logic. Its 
user-friendly syntax C-based 
languages, simplifies 
development without 
compromising effectiveness

• Extensibility and 
Community: PHP’s 
extensibility via third-party 
libraries and the vast 
developer community aids 
in streamlining processes 
and problem-solving, 
ensuring ongoing language 
development

2. Siame and Kunda (2019) The article provides a review 
of research work conducted on 
the evolution of PHP 
applications that have gained 
widespread use over time

3. Crettenand (2019) This book is designed to help 
PHP developers improve their 
code quality, testability, and 
readability by incorporating 
modern functional 
programming techniques. It 
aims to provide a solid 
foundation in functional 
programming concepts and 
methodologies, guiding 
readers step-by-step to 
architect more robust and 
maintainable code

4. Jevremovic (2019) The article discusses the issue 
of protecting PHP scripts from 
unauthorized use, copying, 
and modifications. It 
highlights that current flython 
for Business AnaWssolutions 
primarily involve obfuscators 
working at the source code 
level, but they often lack 
substantial protection

5. Letarte et al. (2019) This article discusses the 
dynamic nature of websites, 
which often consist of a 
combination of static content 
and programs that interact 
with relational databases as a 
backend
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3. Server-side Scripting

PHP executes code on the server side rather than the client side, where 
the browser is located. The server can now generate HTML output, which 
improves the production of dynamic webpages, form processing, and database 
interactions.

4. Database Integration

As a server-side scripting language, PHP allows developers to interface with 
databases, save and retrieve data, and conduct operations such as table creation 
and data modification.

5. Object-Oriented Programming (OOP)

PHP supports object-oriented programming (OOP), which allows developers to 
construct reusable and maintainable code. Inheritance and polymorphism are 
OOP concepts that improve code organisation and readability (Siame & Kunda, 
2019).

6. Easy to Learn

PHP is well-known for its user-friendliness, despite its strict language. Its syntax 
is comparable to C, making it easier to learn for developers who have prior 
experience with C-based languages (Crettenand, 2019).

7. Extensibility

PHP can be extended using third-party libraries and extensions, increasing the 
language’s functionality. This enables developers to reuse existing code and 
quickly solve common problems (Prokofyeva & Boltunova, 2017).

8. Large Community

PHP has a huge and active developer community that provides access to help, 
tools, and support when needed.

9 Speed

After the release of version 7.x, PHP’s processing speed improved significantly, 
making it faster than many other programming languages. This is critical for 
critical web applications requiring great performance.

10. Security

PHP includes several pre-defined functions for data encryption and security. The 
language is intended to be more secure, and developers can supplement secu­
rity using third-party apps (Jevremovic, 2019). Changes in security attributes, 
such as access control privileges, may be tracked by watching and analysing 
differences in security models retrieved from various versions of an application 
(Letarte et al., 2019).



14.10 PHP (Hypertext Preprocessor) 125

14.10.3 How PHP Enhances Dynamic Web Development 
and Data Processing in Our System

Our hotel review recommendation system relies heavily on PHP (Hypertext Prepro­
cessor), which helps with dynamic web creation and effective data processing. The 
use of PHP is explained in the following:

1. Server-Side Scripting: PHP performs code execution on the server before trans­
mitting the HTML output to the client’s browser. This is known as server­
side scripting. As a result, the system can successfully handle hotel reviews 
by generating dynamic webpages, processing form data, and interacting with 
databases.

2. HTML Integration: PHP integrates well with HTML, enabling programmers 
to include PHP scripts directly in HTML code. With the help of this integra­
tion, dynamic and interactive webpages may be made, allowing PHP code to 
effectively change data and adapt to user input.

3. Database Integration: PHP, a server-side programming language, provides 
database interaction, including data storing and retrieval. This capability is crucial 
for handling and analysing the hotel reviews that have been scraped in order to 
produce insights for users and company owners.

4. Object-Oriented Programming (OOP): Thanks to PHP’s support for OOP, 
programmers may create reusable, maintainable code. This arrangement 
improves the readability of the code and makes it simpler to handle the intricate 
logic needed for data processing and analysis.

5. User-Friendliness: PHP’s syntax is simple and simple to learn, especially for 
programmers who are accustomed to C-based languages. The development team 
can create system-specific code that is effective and efficient because of its 
simplicity.

6. Extensibility: PHP’s extensibility helps to improve the functioning of the system. 
Developers can use a wide selection of tools to streamline procedures and address 
typical problems in data processing and web development by integrating third- 
party libraries and extensions.

7. Large Community Support: PHP enjoys the backing of a sizable and vibrant 
developer community, which offers helpful materials, tools, and support. This 
community-driven methodology guarantees PHP’s ongoing development and 
progress as a dependable web development language.
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14.11 Summary for PHP

In summary, PHP is open-source, cross-platform, server-side scripting, database inte­
gration, support for object-oriented programming, ease of learning, extensibility 
with third-party libraries, a big community, speed, and built-in security mecha­
nisms. These characteristics all contribute to PHP’s popularity and efficiency as 
a programming language for web development.

14.12 Power BI

14.12.1 Introduction of Power BI

Table 14.8 shows that Power BI’s transformative influence on business intelligence is 
evident through improved decision-making. Its ongoing evolution and AI integration 
underline its role in reshaping data utilisation for businesses. Power BI, a ground­
breaking product of Microsoft, has significantly revolutionised business analytics 
since its introduction in 2014. It offers a suite of business analytics tools that allow 
users to visualise data and share insights across an organisation or embed them in an 
application or a website (Becker & Gould, 2019). This cloud-based tool has reshaped 
how businesses approach data-driven decision-making.

Power BI emerged as a self-service business intelligence tool when Microsoft 
first introduced it as an add-in for Office 365 in 2014. The launch was a response 
to the need for intuitive tools that could facilitate data analysis for decision-makers 
with limited technical skills Becker and Gould (2019). The standalone, cloud-based 
version, known as Power BI Services, and the desktop application, Power BI Desktop, 
were introduced a year later in 2015.

14.12.2 How Power BI Empowers Data Visualisation 
and Decision-Making

In our hotel review recommendation system, Power BI is crucial in enabling data visu­
alisation and data-driven decision-making. Here are some examples of how Power 
BI is used:

1. Interactive Visualisations: Power BI provides interactive visualisations that 
make it easy for users to explore and engage with data. Users may build 
meaningful reports and dashboards with little technical assistance thanks to 
drag-and-drop features and dynamic filters.

2. Data Integration: Power BI makes it easy to combine data from several sources, 
like as databases, spreadsheets, and cloud services. This thorough data gathering
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Table 14.8 Power BI
No Author Summary Critical thinking

1. Becker and
Gould (2019)

The article talk about introduces 
Microsoft’s Power BI software and 
associated functionality built into 
recent versions of Microsoft’s Excel

• Enhanced Decision-Making: 
Power BI’s impact lies in its 
role in data-driven 
decision-making. Its evolving 
features and AI integration 
broaden its potential

• Dependency and Adaptation: 
Businesses relying heavily on 
Power BI must adapt to its 
updates. Its transformative 
power hinges on effective 
integration and user proficiency

2. Becker, L. T., & 
Gould, E. M.
(2019)

The article talk about use Power BI 
to combine, analyze, visualize, and 
share data from the wide variety of 
data sources encountered in library 
operations

3. Kim (1982) The article talk about nesting of 
query blocks to an arbitrary depth

4. Chaudhuri et al. 
(2011)

The article talk about Business 
Intelligence (BI) is a collection of 
decision support technologies for 
the enterprise aimed at enabling 
knowledge workers

5. Ding (2023) The article talk about Power BI is a 
suite of business analytics tools to 
analyze data and share insights. 
Monitor your business and get 
answers quickly with rich 
dashboards available on every 
device

procedure makes sure that all pertinent facts are accessible for analysis and 
decision-making.

3. Data Transformation and Modelling: Power BI’s data analysts can shape, 
clean, and transform input data into structured models using tools like Power 
Query and DAX functions. These data models provide the framework for creating 
engaging dashboards and producing insightful data.

4. Collaboration and Sharing: Users can publish and distribute reports and dash­
boards with coworkers and stakeholders using Power BI’s cloud-based service. 
Through collaboration, the organisation’s many divisions and levels can make 
decisions based on data.

5. Scheduled Data Refresh: Power BI offers options for scheduled data refresh to 
guarantee data accuracy and freshness. Decision-makers will always have access 
to the most recent data using this functionality for analysis and reporting.
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14.13 Web Scraper

14.13.1 Introduction of Web Scraper

Table 14.9 shows the web scraping’s evolution, challenges with dynamic websites, 
standardisation, ethics, and AI advancements collectively influence its role in data 
extraction and insights generation from the expanding online data landscape. Looking 
forward, advancements in artificial intelligence and machine learning are poised to 
shape the future of web scraping technologies. These technologies could facilitate 
more sophisticated data extraction processes, streamline data analysis, and enhance 
prediction models. The result would be a more nuanced and insightful understanding 
of available data (Zhai & Liu, 2020)]. Furthermore, as online data continues to grow 
exponentially, web scraping technologies’ importance and application scope are also 
expected to expand (Vargiu & Urru, 2019).

14.13.2 The Challenges and Ethical Concerns in Web 
Scraping

Table 14.10 shows the web scraping’s challenges span dynamic websites, standard­
isation, ethics, and technical complexity. It enables a hotel recommendation system 
by collecting, preprocessing, and generating insights from diverse review sources.

14.13.3 How Web Scraper Enables Data Extraction 
and Analysis

Our hotel review recommendation system relies heavily on web scraping, which 
makes it possible to efficiently extract and analyse data from numerous sources. The 
use of web scraping is described in the following:

1. Data Collection: Web scraping is an effective method for obtaining copious 
amounts of data from review websites for hotels like Agoda, TripAdvisor, and 

. We ensure that the system has access to a wide variety of hotel 
evaluations by methodically collecting data from these sources.
Booking.com

2. Data Preprocessing: In order to organise and clean up the retrieved data for 
analysis, preprocessing is frequently necessary. Using web scraping, we can 
eliminate extraneous details, special characters, and inconsistencies to produce 
accurate data that is ready for further analysis.

3. Insights Generation: Web scraping makes it possible to extract insightful infor­
mation from the gathered hotel evaluations. The system may discover trends,

Booking.com


Table 14.9 Web scraper (introduction)
No Author Summary Critical thinking

1. Fkih and Omri 
(2020)

The article talks about the standards of the "semantic web" which allows the data to be 
shared and reused between several applications, it became necessary to model web text 
documents with a vision based on the concepts and exploit available linguistic resources

• Evolution from Internet Growth: Web scraping’s evolution is intertwined 
with the internet’s complexity and data explosion. It emerged as a 
solution to effectively extract and manipulate vast online information

• Enhancing Techniques: Various techniques like APIs, DOM parsing, 
and regular expressions have been developed to enhance web scraping’s 
effectiveness and efficiency, catering to diverse navigation and 
extraction needs

• Dynamic Website Challenges: The changing structures of dynamic 
websites pose obstacles in consistent scraping. Management strategies 
are essential to handle data volume and maintain usability

• Standardization Issues: Lack of uniformity in web pages demands 
scraping tools to accurately interpret unique elements and structures, 
contributing to technical complexities

• Ethical and Privacy Concerns: Bulk data extraction raises ethical 
questions around user privacy and data misuse, emphasizing responsible 
scraping practices

• Ethical and Privacy Concerns: Bulk data extraction raises ethical 
questions around user privacy and data misuse, emphasizing responsible 
scraping practices

• Al and ML’s Influence: Al and ML advancements hold potential to 
elevate scraping processes, enhancing extraction, analysis, and 
predictive capabilities

• Growing Significance: The exponential growth of online data 
underscores web scraping’s importance, with its scope expected to

—expand alongside data proliferation-------------------------------------------------

2. Kinne and
Axenbeck (2019)

The article talks about apply this tool in a large-scale pilot study to provide information 
on the data source

3. Saurkar et al. 
(2019)

This article talks about web scraping is very imperative technique which is used to 
generate structured data based on available unstructured data on the web

4. Ferrara et al. 
(2019)

This article talks about providing a structured and comprehensive overview of the 
literature in the field of Web Data Extraction

5. Ipeirotis et al. 
(2019)

This article talks about present algorithms that improve the existing state-of-the-art 
techniques, enabling the separation of bias and error

14.13 
W

eb Scraper
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Table 4.10 Web scraper (summary)
No Author Summary Critical thinking

1 Weiss et al. (2019) This article study about provides an 
authoritative, comprehensive survey 
of the concepts, principles, and 
methods of text mining

• Dynamic Website 
Challenges: Navigating 
evolving website structures 
presents hurdles for 
consistent web scraping. 
Effective strategies are 
essential for managing the 
overwhelming volume of 
data

• Standardization and 
Technical Complexity: Lack 
of uniformity in web pages 
complicates scraping. 
Diverse website elements 
require accurate 
interpretation, contributing 
to technical intricacies.

• Ethical Concerns: Bulk data 
extraction raises ethical 
questions about privacy and 
misuse. Responsible 
practices are crucial to 
address user concerns and 
data security

• AI and ML Potential: 
Advancements in AI and ML 
promise to refine web 
scraping processes, 
enhancing extraction, 
analysis, and prediction 
capabilities for more 
insightful data 
understanding.

• Hotel Recommendation 
System: Web scraping is 
pivotal in data extraction for 
the hotel recommendation 
system. It enables diverse 
data

• Data Variety and Accuracy: 
Scraping from multiple 
sources diversifies hotel 
review data, enhancing the 
system’s capacity to provide 
comprehensive and objective 
recommendations

2 Khder (2021) This article study about web 
scrapping is a technology that allow 
us to extract structured data from 
text such as HTML

3 Zhai and Liu 
(2020)

This article study about studies the 
problem of extracting data from a 
web page that contains several 
structured data records.

4 Vargiu and Urru 
(2019)

This article study about web 
scraping is the set of techniques used 
to automatically get some 
information from a website instead 
of manually copying it

5 Marlina and
Purwandari (2019)

This article study about It was 
further analysed to develop 
strategies to implement RDM 
services in Indonesia, which suggest 
provision of national policy and IT/ 
IS infrastructure, as well as 
improvement of research data 
awereness among reseachers
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patterns, and feelings that assist in suggesting appropriate hotels and giving feed­
back to business owners by analysing sentiments, ratings, and feedback offered 
by users.

4. Real-Time Data Updates: The system makes sure that the suggestions and 
insights are based on the most recent and up-to-date information by routinely 
updating the scraped data (every two weeks or monthly), which increases the 
relevance and accuracy of the recommendations.

5. Data Diversity: Web scraping enables us to collect information from a variety 
of hotel review websites, broadening the range of reviews and comments that are 
available for study. This variety improves the system’s capacity to offer thorough 
and objective recommendations.

14.13.4 Summary for Web Scrapper

Web scraping has become an indispensable tool in today’s data-driven world, 
enabling individuals and businesses to make sense of the vast and complex digital 
landscape. However, as it continues to evolve and become more sophisticated, the 
challenges and ethical implications it presents need to be adequately addressed to 
harness its full potential effectively and responsibly.

14.14 Visual Studio

14.14.1 Introduction of Visual Studio

Table 14.11 shows Visual Studio’s growth into a powerful IDE for web develop­
ment is evident through its integration of HTML, JavaScript, and Bootstrap, offering 
comprehensive features and collaboration with JavaScript libraries, propelling effi­
cient and streamlined development processes. Microsoft’s Visual Studio, a compre­
hensive Integrated Development Environment (IDE), has been a game-changer in 
the field of web development. With robust support for key web technologies like 
HTML, JavaScript, and Bootstrap, it has become a one-stop solution for developers 
worldwide. This literature review aims to delve into Visual Studio’s evolution in web 
development, its functionality, the challenges it faces, and future prospects.

Visual Studio’s journey began with its launch in 1997, and it has since matured into 
a powerful tool in web development, thanks to its robust support for web technologies 
such as HTML, JavaScript, and later, Bootstrap (Dumas et al., 2019). Its integrative 
capabilities, combined with its intuitiveness and advanced debugging features, have 
redefined the landscape of web development, making the process more efficient and 
streamlined (Amann et al., 2019).

HTML, the fundamental building block of webpages, provides the necessary 
structure, while JavaScript, a scripting language, adds interactivity to these pages
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Table 14.11 Visual studio
No Author Summary Critical thinking

1. Dumas et al. (2019) This book offers a 
comprehensive introduction 
to the fundamental structures 
and applications of a wide 
range of contemporary 
coding operations

• Evolution and Integration: 
Visual Studio’s inception in 
1997 marked the beginning 
of its journey towards 
becoming a robust IDE for 
web development. Its 
integration of HTML, 
JavaScript, and Bootstrap 
showcases its adaptability 
and relevance

• Comprehensive Toolset: 
Visual Studio’s support for 
essential web technologies 
empowers developers with 
a consolidated solution. Its 
rich features, from syntax 
highlighting to advanced 
debugging, enhance 
efficiency.

• Efficiency and 
Streamlining: Visual 
Studio’s intuitive interface 
and debugging capabilities 
redefine web development, 
making it more efficient and 
user-friendly, potentially 
reducing development time.

• JavaScript’s Role: The 
seamless integration of 
JavaScript libraries and 
frameworks accentuates 
Visual Studio’s potential. 
Pre-built code aids 
interactive feature 
development and enhances 
productivity

• Future Outlook: The 
ongoing evolution of Visual 
Studio is expected to align 
with emerging web 
technologies, expanding its 
capabilities and influence in 
shaping web development 
landscapes

2. Amann et al. (2019) This books talks about 
Integrated Development 
Environments (IDEs) provide 
a convenient standalone 
solution that supports 
developers during various 
phases of software 
development

3. Alonso et al. (2003) emphasis on what could be 
done with Web services in the 
future often makes us lose 
track of what can be really 
done with Web services today 
and in the short term

4. Wilton and McPeak (2020) This book talks about shows 
you how to work effectively 
with JavaScript frameworks, 
functions, and modern 
browsers, and teaches more 
effective coding practices 
using HTML

5. Negrino and Smith (2020) This research paper talks 
about a static program 
analysis infrastructure that 
can infer detailed and sound 
type information for 
JavaScript programs using 
abstract interpretation
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(Alonso et al., 2003). Visual Studio offers an extensive range of features for these 
technologies, including syntax highlighting, auto-completion, and integrated debug­
ging, which significantly simplify the web development process (Wilton & McPeak, 
2020).

The power of Visual Studio in web development is further amplified by its collab­
oration with JavaScript libraries and frameworks, which offer pre-written JavaScript 
code to support the development of interactive features (Negrino & Smith, 2020).

14.14.2 Incorporating Bootstrap: Mobile-First, Responsive 
Design

Table 14.12 shows Visual Studio’s integration of Bootstrap, coupled with challenges 
like learning curve and resource usage, is balanced by its adaptability, continuous 
development, and potential to align with emerging web trends.

The integration of Bootstrap, a popular open-source CSS framework, into Visual 
Studio marked a significant turning point. Bootstrap, which offers HTML and CSS­
based design templates and optional JavaScript extensions, facilitates the creation of 
mobile-first, responsive web designs (Collins, 2019). The integration of this frame­
work with Visual Studio has extended the IDE’s capabilities, allowing developers 
to create modern and aesthetically pleasing web designs with relative ease (Frain, 
2019).

Despite the advantages that Visual Studio offers, it is not without its chal­
lenges. The learning curve can be steep for beginners due to its extensive features 
and complex, integrated environment (Halvorson, 2019). Moreover, compared to 
lightweight IDEs, Visual Studio can be resource-intensive, affecting performance on 
lower-end hardware (Larsen, 2019).

Emerging trends in web development present new opportunities for Visual Studio. 
As JavaScript frameworks like React and Vue.js gain popularity, improving Visual 
Studio’s support and integration with these technologies could further cement its 
position as a leading tool in web development (Sells & Flanders, 2020).

Microsoft’s continuous updates to Visual Studio, including the launch of Visual 
Studio Code and Visual Studio 2019, reflect the company’s commitment to adapting 
to developers’ evolving needs. This active development ensures that Visual Studio 
remains relevant and well-equipped to meet future web development challenges 
(Suryanarayana et al., 2022).
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Table 14.12 Incorporating bootstrap: Mobile-first, responsive design
No Author Summary Critical thinking

1 Collins (2019) Learn to use JavaScript to 
create web applications that 
are dynamic and interactive, 
and add advanced features, 
including audio, video, SVG, 
and drag and drop 
capabilities

• Bootstrap Integration: 
Visual Studio’s inclusion of 
Bootstrap enhances its 
capabilities, allowing 
developers to create 
responsive, mobile-first 
designs with ease.

• Learning Curve and 
Resource Intensiveness: 
Visual Studio’s extensive 
features pose a steep 
learning curve for 
beginners, and its 
resource-intensive nature 
may affect performance on 
lower-end hardware.

• Adapting to Trends: The 
rising popularity of 
JavaScript frameworks like 
React and Vue.js presents 
opportunities for Visual 
Studio to strengthen its 
support and integration, 
ensuring its relevance.

• Active Development: 
Microsoft’s updates, 
including Visual Studio 
Code and Visual Studio 
2019, showcase its 
commitment to addressing 
evolving developer needs 
and equipping the IDE for 
future challenges

2 Frain (2019) A responsive web design, 
built with HTML5 and 
CSS3, allows a website to 
’just work’ across multiple 
devices and screens

3 Halvorson (2019) Teach yourself the essential 
tools and techniques for 
Visual Basic 2010-one step 
at a time

4 Larsen (2019) HTML and CSS are the two 
core programming languages 
that you need to know in 
order to build web pages, and 
this beginner book introduces 
you to both. Providing 
step-by-step guidance on 
best practices and techniques

5 Sells and Flanders (2020) To experience the full 
spectrum of functionality and 
extensibility, Mastering 
Visual Studio .NET provides 
you with the practical depth 
and detail needed to best 
put—features to work

6 Suryanarayana et al. (2022) Helps developers or software 
engineers understand 
mistakes made while 
designing, what design 
principles were overlooked 
or misapplied, and what 
principles need to be applied 
properly to address those 
smells through refactoring
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14.15 Methodology

14.15.1 Introduction of Methodology

In this chapter, the methodologies of the research project will be defined and discussed 
in depth. The tools used in this project will also be discuss, including a description 
of the applied framework and a concise examination of the results and analysis.

14.16 Framework

14.16.1 Information Gathering

In this stage is where we had started brainstorming and gathering information with 
team members to start our project. The goal of this stage is to identify which direction 
we should take, and which step we need to take to proceed. After discussion, we have 
identified few factors that we will address:

1. Challenges faced by hotel customers
2. The hotel review system issues
3. Objective of study

After gathering the information needed for our project, we identified that many 
consumers have encountered difficulties in making informed decisions about hotels 
due to the abundance of fake and unreliable reviews. As a result, user trust in online 
hotel reviews has been compromised.

14.16.1.1 To Tackle This Issue

We developed the following solutions to address the issues faced by hotel guests and 
enhance the reliability of our hotel review recommendation system:

1. Sentiment Analysis: We used sentiment analysis to identify and filter out fraud­
ulent, untrustworthy, or altered reviews from the scraped reviews. We can 
determine the validity and legitimacy of any review by analysing its emotion.

2. Data Cleaning and Preprocessing: To remove any irrelevant or duplicated reviews 
from the dataset, we used data cleaning techniques. In addition, we standardised 
the review structure to improve the accuracy of sentiment analysis (Figs. , 

, and ).
 14.4

14.5  14.6

Data Cleaning and Preprocessing
Sample Data
Clean Data
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In |11: 
import pandas as pd

# read data

reviews.df = pd.read_csv("../input/Hotel_Reviews.csv")
# append the positive and negative text reviews

reviews_df["review"] = reviews.df["Negative.Review"] + reviews.df["Positive.Review"] 
# create the label

reviews.df[“is_bad_review"] = reviews.df["Reviewer.Score"].apply(lambda x: 1 if x < 5 else 0) 
# select only relevant columns 

reviews.df = reviews_df[("review", "is_bad_review"]] 
reviews.df.head()

OutllJ:

review is_bad_review

0 I am so angry that i made this post available... 1

1 No Negative No real complaints the hotel was g... 0

2 Rooms are nice but for elderly a bit difficul... 0

3 My room was dirty and I was afraid to walk ba... 1

4 You When I booked with your company on line y... 0

Fig. 14 .4 Data cleaning and preprocessing

reviews.df = reviews.df.sample(frac = 0.1, replace = False, random_state=42)

Fig. 14 .5 Text preprocessing with NLTK (Natural Language Toolkit) in Python

‘No Negative’ will show up in our data if the person doesn’t leave any negative 
feedback. This is also true for the ‘No Positive’ default setting for positive comments. 
These parts have to be taken out of our books.

The Next Step is to Clean up the Text Data Using Different Steps
In the process of cleaning up textual data, we utilize a specialised ’clean_text’ 

function that performs several essential tasks. Firstly, the text is converted to lower­
case to ensure uniformity. Next, the function tokenizes the text, breaking it down into 
individual words while removing punctuation marks. Words that are not pertinent to 
the analysis and contain numbers are filtered out, along with common stop words 
such as ‘the’, ‘a’, and ‘this’. Additionally, parts of speech (POS) tags are assigned to 
each word using the WordNet collection of words, providing valuable insights into 
the grammatical structure. Lastly, the function employs lemmatization to transform 
words into their root form, enabling a more meaningful representation of the data 
(Fig. 14.7 and 14.8).

# remove 'No Negative' or 'No Positive' from text

reviews_df["review"] = reviews_df["review"].apply(lambda x: x.replace("No Negative", replace( No 

Positive", ""))

Fig. 14 .6 NLTK-based Python script for text cleaning and POS tagging 
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it return the wordnet object value corresponding to the POS tag 

from nltk.corpus import wordnet

def get^wordnetpos(pps^tgg) :

if ' J ‘):
return wo^driet^AJJJ 

elif- ’ V ’ ) :
I return wo^dneX^VERB 

elif ’ N ’ ) :

return wqrdneXJNQU^ 

eliX £-£X§&Wfe( ’ R ’ ) •

return woj^dneX^Apy 

else :

return wprdneXXiSy^l

import string

from nltk import pp-S—tag

from nltk.qprpus import .stopwpjnds

from nltk^xSdSJlSIliS^ import WhXt^XR^XSXsKSJliXSX 

from nlXk^stem imPort Wgrd.NgXU^IH-^XX^X.-

def clgan^text(text): 
# lower text 

text, = ()
# tokenize text and remove puricutation^

text = [ ^or word in tex t... split ( " ” ) J
# remove words that contain numbers 

text = [word for word in text if not any (c^isdXgjXC ) ^or c word)] 
# remove stop words 

stop = stgpword^A^words( * engli^h' )

Fig. 14 .7 Snippet for text preprocessing using NLTK, including POS tagging, stopword removal, 
tokenization, and lemmatization

14.16.2 Data Storage

- The cleansed data has been stored in Excel, which functions as the project’s 
database.

- As additional reviews are gathered over time, the system may append new data to 
the current Excel file.

- After storing our cleaned data in Excel, we utilised PHPMyAdmin to manage our 
database, storing pertinent information about hotels and their reviews.
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•text = (x for x in text if x not in stop] 

# remove empty tokens 

text = [t for t in text if len(t) » 0] 

# pos tag text

= pos taq( text) 

# lemmatize text

tdgxt- = [ Wo rdNet Lemma t izer ( ) . lemmatize (t [ 0 ] , get wo rdnet pos ( t [ 1 ] ) ) for

t in Rss^xaasJ
# remove words with only one letter 

text = [t for t in text if leg (t) =* 1 ] 

# join all 

text = " ".join(text) 

return(text)

# clean text data

r.dyi.evys„df [ " r.e.yie1 enajpL" ] = . reviews^df [ " review" ] . apply ( lambda x :

c le.an _ t e x.t ( x)

Fig. 14.8 Visualization source code

14.17 Dataset Page

Figures 14.9 and 14.10 is the page which shows the data of RateMyStay.
Lastly, by clicking the dataset it will navigate us to a new page. In this page, the 

side navigation bar contains home, dashboard, hotel reviews data entry, hotel review 
data entry with multiple tables and hotel data file upload.

Fig. 14.9 Visual representations via a pie chart and line graph
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Fig. 14.10 Web application interface

14.18 Future Work

A partnership with Tourism Malaysia would encourage a win-win situation. Our 
project can help Tourism Malaysia make educated decisions about tourism planning 
and promotion by delivering important predictive analytics and insights. This data- 
driven strategy would aid in the optimization of marketing campaigns, the efficient 
allocation of resources, and the enhancement of the overall tourism experience for 
visitors. We would follow stringent data privacy and security measures to safeguard 
the confidentiality of sensitive information in order to ensure the success of this 
relationship. We recognise the importance of data integrity and protecting the privacy 
rights of both hoteliers and travellers. As we progress with this joint initiative, we 
hope that our prediction model will become a vital element of Tourism Malaysia’s 
decision-making processes. We can help to more efficient resource management and 
better respond to the demands of tourists by precisely anticipating hotel occupancy 
during different seasons, thereby promoting Malaysia as a favoured destination for 
travellers globally.

Finally, future collaboration with Tourism Malaysia to get hotel occupancy data 
would considerably improve our project’s predictive power. We hope to create a 
robust tool that benefits both the tourist sector and travellers by combining sentiment 
analysis of hotel reviews with occupancy statistics. As we strive for excellence and 
innovation, our collaboration has the potential to transform how tourism is managed 
and promoted in Malaysia, producing a win-win situation for all stakeholders.
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Chapter 15
Integration of AI and Machine Learning Check for 

updates

15.1 Introduction

The junction of artificial intelligence (AI) with machine learning (Jayakody et al.) is 
one of the major technological revolutions transforming industries all around (Adel, 
2023). Artificial intelligence—which entails machines copying human thinking 
processes—and machine learning, a subset of artificial intelligence targeted at devel­
oping algorithms enabling computers to learn from data and provide predictions 
based on data—have been the sources of individual innovation across sectors.

15.1.1 Problem Statement

AI and ML present opportunities and challenges. Integration is difficult, but these 
technologies boost operational efficiency, decision-making, and innovation (Anaba 
et al., 2024). Large datasets, scalability issues, AI-ML system setup and maintenance, 
and ethical issues, including algorithmic bias and data privacy, are major issues. The 
research lacks best practices for merging ethics and innovation with these technolo­
gies (Tariq et al., 2021). This study addresses these concerns by studying AI/ML 
integration implementation variables and sectoral effects.

15.2 Literature Review

Many sectors are studying and using AI-ML. AI can perform human tasks, including 
visual perception, speech recognition, decision-making, and translation (ZainEldin 
et al., 2024). AI subset machine learning (Jayakody et al.) lets computers learn from 
data and improve without scripting. Healthcare, finance, manufacturing, and others 
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benefit from this technology. This literature review covers AI-ML integration’s uses, 
problems, and effects. Early computer science and AI developments inspired AI- 
machine learning integration. Early AI systems were logical. The inability to learn 
from new data hindered these systems. A significant change came with the introduc­
tion of machine learning algorithms in the 1980s and 1990s, which let systems evolve. 
More complex artificial intelligence systems capable of learning from vast volumes 
of data have been made possible by major developments in neural networks, support 
vector machines, and decision trees. Artificial intelligence and machine learning inte­
gration have sped in recent years thanks to developments in large data availability 
and processing capability.

They researched distributed machine learning systems that underlined the need for 
scalable solutions to meet the growing computing requirements of AI-ML integra­
tion (Aminizadeh et al., 2024). Businesses, society, and the economy depend greatly 
on how artificial intelligence and machine learning are combined. Integrating artifi­
cial intelligence and machine learning can inspire creativity, increase efficiency, and 
generate fresh income sources for companies. Organisations must also embrace new 
business models, reskill their employees, and invest in new technologies. Companies 
that effectively combine artificial intelligence and machine learning can increase 
production and profitability, according to a 2018 study by Bughin et al.; yet, the 
advantages are not shared equally; early adopters get a competitive advantage. From 
a societal standpoint, the combination of artificial intelligence and machine learning 
could help to solve major issues such as poverty, climate change, and access to health­
care. Still, it also brings social and ethical questions like employment displacement, 
privacy, and prejudice (Nazeer, 2024). According to the literature, stakeholders and 
legislators should cooperate to create systems guaranteeing the fair and responsible 
application of artificial intelligence and machine learning (Butt, 2024). Economically, 
combining artificial intelligence and machine learning is projected to be very impor­
tant for the increase in world GDP. Rising consumer demand and increasing produc­
tivity are driving development. However, the advantages of artificial intelligence­
machine learning integration will rely on how successfully nations and businesses 
embrace these technologies. Integration of artificial intelligence-machine learning is 
revolutionising sectors, driving creativity, and generating fresh prospects. On data 
management, system complexity, and ethical issues, it does, however, also present 
major difficulties. Review of the literature emphasises the requirement of companies 
implementing best practices for AI-ML integration with an eye towards scalability, 
openness, and ethical responsibility. Future business, society, and the economy will 
be shaped by their integration as artificial intelligence and machine learning develop. 
More studies are required to investigate the long-term effects of artificial intelligence­
machine learning integration and create structures that guarantee these technologies’ 
responsible and fair application.
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15.2.1 Theoretical Framework

Several theoretical models help one to grasp the confluence of artificial intelligence 
and machine learning:

TAM: Technology Acceptance Model: This paradigm clarifies user acceptance 
and technology usage. This implies that the two main elements influencing a 
person’s choice to accept a new technology are perceived usefulness and perceived 
simplicity. Within the framework of artificial intelligence and machine learning inte­
gration, TAM can help one comprehend the elements influencing acceptance and 
implementation in companies.

Everett Rogers developed the Diffusion of Innovations (DOI) Theory, which clar­
ifies why, how, and how fast new ideas and technology spread over civilisations. 
Comparative benefits, interoperability, complexity, trialability, and observability 
help one to grasp the dissemination of artificial intelligence and machine learning 
technologies across sectors and the elements influencing their acceptance. RBV: 
Resource-Based View This structure emphasises the tools and resources companies 
need to reach a competitive advantage. The integration of artificial intelligence and 
machine learning can be considered a strategic resource that can improve a company’s 
capacity and generate a lasting competitive advantage.

Theory of socio-technical systems: This paradigm stresses the interdependence of 
technical and social elements in organisations. This is especially true for AI and ML 
integration since it emphasises the importance of considering both technology (such 
as system design and functionality) and human components (such as user training and 
organisational culture) to guarantee successful implementation. Based on theories, 
literature review, and problem, this study constructs the theoretical framework of this 
study.

15.3 Methodology

This work investigates artificial intelligence and machine learning integration using 
a mixed-method approach. In the quantitative phase, 200 professionals from manu­
facturing, finance, healthcare, retail, and other fields analyse their AI and machine 
learning integration skills (Gurcan et al., 2023). The poll examines the pros, cons, 
and AI/ML integration’s impact on company performance. Twenty AI and machine 
learning experts are interviewed in the qualitative phase to identify integration best 
practices, problems, and solutions. An online survey platform collects quantita­
tive data from intentionally sampled participants to ensure sector and role diver­
sity. AI and machine learning integration experts are chosen for qualitative video 
interviews. Descriptive statistics, correlation, regression, and other quantitative data 
analysis tools uncover AI-ML integration variables. The thematic analysis finds 
integration-related qualitative issues.
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15.4 Discussion

AI and ML improve operational efficiency, predictive analytics, and customer experi­
ence. Companies using these technologies report improved decision-making, process 
automation, and data-driven insights. Data privacy, algorithmic bias, huge data sets, 
AI and machine learning difficulty, and data privacy are also covered. Theoretical 
frameworks yield debate results. TAM encourages the adoption of AI and machine 
learning by emphasising usefulness and simplicity. The diffusion of innovation (DOI) 
theory explains how these technologies spread across industries and their benefits 
and compatibility with existing systems. The paper discusses AI and ML ethics 
and advises companies to plan for algorithmic discrimination, data privacy, and job 
automation. Sociotechnical systems theory promotes technology-human integration 
to integrate AI and machine learning.

15.5 Conclusion

Artificial intelligence and machine learning can change industries. To determine how 
integration influences execution, this study explores its merits, cons, and effects. The 
report recommends strategic planning, lifelong learning, and ethical AI methods 
to maximise AI and ML integration. Companies using AI and ML will increase 
efficiency, decision-making, and innovation. Data management, system complexity, 
and ethics must be handled for these benefits. Future studies should address AI and 
machine learning integration best practices, long-term consequences, and ethics.
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Chapter 16
Automotive Prices Analytics

16.1 Introduction

The primary concern of sellers overcharging is immediately addressed by our concen­
tration on predictive technologies. Our system seeks to recommend fair and reason­
able prices by means of a methodical study of large datasets and pattern recognition, 
thereby serving as a defence against potential exploitation. Another challenge in 
the used car market is the abundance of choices provided by these existing systems. 
While variety of suggestions can be beneficial, an excessive number of options might 
lead to indecision or dissatisfaction, making it challenging for users to navigate and 
compare effectively. Our proposed system aims to reduce the number of recommen­
dations by suggesting the top 5 cars with the lowest mileage and the best condition. 
This research as an anticipatory reaction to the problems facing the used automobile 
industry. The used automobile market by contributing to the larger conversation about 
enhancing transaction fairness and transparency through the integration of machine 
learning, data analysis, and consumer-centric design.

16.1.1 Problem Statement

The problem here is that customers do not have easy access to full information about 
the factors that affect used car prices. Customers frequently do not know how impor­
tant these factors should be when making judgements about what to buy. To lessen 
this, the system can include an instructional element that provides information on the 
variables influencing used car costs, enabling consumers to make better decisions. 
This problem statement emphasises how the used automobile market lacks a system­
atic and cohesive system, which causes uncertainty among consumers and impedes 
a smooth buying process. One way to solve this problem is to provide a centralised, 
organised, and user-friendly platform that makes it easier to search for, assess, and 
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buy second-hand cars. This methodical approach makes the market more reliable and 
effective. Making educated selections regarding purchasing used automobiles can 
be difficult for consumers, especially when taking their preferences and budget into 
account. Creating an intuitive interface that streamlines the decision-making process 
is one way to find a solution. Interactive tools, distinct choice classification, and 
tailored recommendations based on personal preferences and financial constraints 
are a few examples of this.

16.1.2 Research Objectives

Customers may, for instance, enter their budget, desired features, and other specifi­
cations, and the system would suggest cars that fit those specifications. The system 
could also be used to provide consumers with information about the market value of 
a vehicle. This information could help consumers negotiate a fair price with sellers. 
The project’s objectives can be surmised as:

The primary objective of this project is to build a predictive pricing model that 
considers all relevant measurable variables to estimate the prices of used cars accu­
rately (James & Smith, 2019). This enables customers to have a better understanding 
of the fair market value for a given vehicle. The recommendation algorithm of DriveS­
mart puts the needs of its users first by grouping and filtering results according to two 
important criteria: the lowest mileage and the best condition of the car. This deliberate 
focus guarantees that consumers obtain succinct and customised recommendations 
that tackle typical issues encountered on alternative platforms. DriveSmart provides 
consumers with a top 5 recommendation list and simplifies the decision-making 
process by emphasising longevity and high standards. This strategy highlights the 
platform’s dedication to offering useful and reliable recommendations in the used 
automobile market while also saving time and improving the customer experience 
overall.

In addition to the predictive model, a user-friendly interface be developed for 
customers to interact with the system (Chen & Wang, 2018). This interface allows 
users to input their car’s details and receive an estimated price, making the pricing 
information easily accessible. Historical data on used car sales be collected, organ­
ised, and stored for analysis (Johnson & White, 2020). This data serves as the founda­
tion for training the predictive model and determining coefficients and intercepts for 
the pricing algorithm. The pricing algorithm be based on linear regression, providing 
transparency and clarity in how car prices are calculated (Lee & Kim, 2017). The 
algorithm be explained to users, making it comprehensible and trustable.
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16.2 Literature Review

According to Dairu and Shilong (2021), XGBoost, recognised as an ensemble 
learning technique, has garnered substantial attention due to its efficacy and supe­
rior performance across diverse machine learning tasks, particularly in regression 
and classification problem domains. The investigation accentuates its noteworthy 
computational advantages, demonstrating a comparative computational efficiency 
approximately ten times faster than alternative ensemble learning methodologies, 
concurrently requiring reduced computational resources. This efficiency bears signif­
icance, particularly in the handling of expansive datasets or intricate models, as it 
accelerates both the training and prediction procedures, thereby diminishing compu­
tational time and associated expenses. Furthermore, empirical findings within the 
study assert XGBoost’s proficiency in augmenting the pace of model execution along­
side bolstering predictive accuracy. Empirical results and experimentation within the 
study corroborate the assertion that the proposed sales forecasting model, rooted 
in the principles of XGBoost, evidence substantial enhancements in computational 
efficiency and prediction accuracy when juxtaposed with alternative methodologies. 
This amalgamation of heightened computational efficiency and elevated predictive 
accuracy renders XGBoost an enticing prospect across varied domains, notably in 
circumstances necessitating rapid model deployment and precise predictions, exem­
plified in applications like retail sales forecasting, financial prognostication, and 
analogous domains.

In order to achieve better performance for the prediction model, a study conducted 
by Cui et al. (2022) found that combining two machine learning algorithms, XGBoost 
and LightGBM, has helped improve the accuracy of existing deep learning models. 
The XGBoost algorithm has been developed to operate with big and complex datasets 
and can be applied to both regression and classification tasks. LightGBM is a 
distributed high-performance framework for classification, regression, and ranking 
applications using decision trees which is similar to XGBoost. Cui et al. (2022) 
have further stated that following the addition of XGBoost + LightGBM iterative 
process, the effects of the random forest, XGBoost model, LightGBM model, and 
depth residual network have significantly improved by over 12%. This demonstrates 
that the algorithm framework is universal and generalisable, and that the iterative 
process suggested in this literature may be applied to other models to significantly 
improve the prediction performance of other models.

Author Summary Critical thoughts
Hamunen (2016)
Challenges in Adopting a 
DevOps Approach to Software 
Development and Operations

The author discusses several 
challenges in the traditional 
agile development framework 
and how DevOps overcomes 
these problems

The DevOps approach may be 
suitable to be implemented 
into our project as it solves 
most of the challenges 
possessed by the traditional 
agile development method

(continued)
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(continued)
Author Summary Critical thoughts
Akbar et al. (2022)
Towards Successful DevOps:
A Decision-Making
Framework

A new software development 
approach called DevOps 
emphasises cooperation 
between the teams working on 
development and operations to 
create a shared set of 
objectives, procedures, and 
resources. Experts in the 
software industry view 
DevOps as a cultural 
movement that supports the 
development environment in 
terms of efficient control, 
responsibility, and 
communication

Agile software development is 
improved by the DevOps 
methodology, which blends 
development and operations

Hamunen (2016) has discussed the challenges in a traditional agile develop­
ment framework and how the DevOps framework overcomes these challenges. The 
DevOps approach may be suitable to be implemented into our project as it solves 
most of the challenges possessed by the traditional agile development method.

Akbar et al. (2022) stated that DevOps is a contemporary method in software 
development that highlights teamwork between development and operations teams. 
The goal is to create shared objectives, practices, and tools. It’s seen as a cultural shift 
in the software industry, promoting better organisation, accountability, and commu­
nication among developers. This approach improves Agile software development by 
smoothly combining development and operations, making workflows more efficient 
overall.

16.3 Research Methodology

The table below illustrates the overview of Drive Smart’s intended system function­
alities and the individual purposes of each of these. The functions summarised in 
this table include the home page, car recommendation quiz, car price calculator, and 
the analysis (dashboard) page.

Functions Purpose
Home page Provides an interactive and visually appealing webpage that is user-friendly
Car Recommender
Quiz

Connects to machine learning model to generate top 5 best car 
recommendations (using lowest mileage and best condition) based on the 
keyed in user preferences

(continued)
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(continued)
Functions Purpose
Car Price 
Calculator

Connects to machine learning model to accurately generate the predicted 
car price based on the type of car and its specific conditions keyed in by the 
user

Analysis 
(Dashboard)

Showcases the real-time and interactive PowerBI dashboard for a 
comprehensive overview of how the data is visualised and utilised with the 
most significant parameters

The DriveSmart online application can be accessed through the home page. The 
home page is the first intended system function; it aims to provide a visually appealing 
and dynamic interface for users. The home page is a smooth introduction to the 
platform’s capabilities and sets the tone for a positive user experience. It is designed 
to be both efficient and engaging.

A crucial function that improves the user’s experience is the Car Recommender 
Quiz, which links to an advanced machine learning model. Using the user’s prefer­
ences as a basis, this model prioritises cars in the top five best conditions and with 
the lowest mileage. The quiz makes sure that consumers obtain data-driven, person­
alised recommendations for vehicles that are catered to their individual needs and 
preferences by utilising sophisticated algorithms.

Another function is the second quiz. This tool works with the machine learning 
model to provide precise price estimates for cars based on user input conditions 
in the Car Price Calculator. The calculator offers consumers insightful information 
about the projected price range by considering a number of parameters, including 
the type of car and its particular circumstances. This helps users make well-informed 
decisions during the car-buying process.

Lastly, the final function would be the dynamic, real-time PowerBI dashboard 
included in the Analysis area to give customers a thorough understanding of how 
data is displayed and used across the platform. Important factors are displayed in this 
interactive dashboard, giving customers insights into price dynamics, market trends, 
and other pertinent data. The dashboard is a useful tool for data-driven decision­
making in addition to increasing user engagement.

16.3.1 Data Visualisation

The provided table details the visual representation methods adopted for this project. 
In particular, bar charts have been chosen to display rankings, and pie charts are 
utilised to depict overall percentages. These visualisations are employed to offer a 
straightforward snapshot of the dataset, facilitating a more accessible understanding 
of the information presented.

In contrast, the pie chart is harnessed for presenting percentages holistically. 
This visualisation method proves particularly effective in providing a comprehensive 
overview of the dataset. By visually conveying proportions and distributions, the pie 
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chart aids in offering a holistic understanding of the composition of data categories. 
This visual representation is invaluable for determining the relative importance of 
different components within the dataset, fostering a straightforward and intuitive 
understanding of the overall data structure. Therefore, the integration of bar charts 
and pie charts provides a strong and adaptable method for visualising and analysing 
data within the system.

16.3.2 Pre-Development Preparations

Prior to commencing the development process, it is essential to undertake several 
crucial preparation measures. First and foremost, it is crucial to clearly state and 
describe the project objectives, clarifying the precise goals and desired results that 
the system aims to achieve. This initial phase guarantees that the team’s actions and 
goals are in line with the intended objectives throughout the development process. 
Moreover, implementing a performance evaluation workflow that clearly outlines 
the order of events and interactions inside the system enhances the effectiveness and 
efficiency of the appraisal process.

Furthermore, it is essential to have a thorough comprehension and mastery of the 
specific tools and procedures designated for the development process. This involves 
a comprehensive examination and proficiency in the tools to be used, guaranteeing 
that the team is well-prepared for smooth implementation.

Moreover, it is crucial to create prototypes for the user interface (UI) to offer 
stakeholders an initial focus of the system’s layout, features, and operations. These 
prototypes allow stakeholders to assess the system’s capabilities and provide valuable 
input. The iterative feedback process aims to detect and correct any defects in the UI 
design and improve the system’s usability, accessibility, and overall user experience.

Thorough planning and preparation are essential for building a website focused 
on price prediction and car recommendation. They provide a dependable basis for 
its establishment. This approach ensures that the resulting system aligns with and 
surpasses the expectations of stakeholders.

16.3.3 Design

The data flow diagram (DFD) depicts the complex operation of the recommender 
and predictor system for the price of second-hand cars. The data transmission is initi­
ated when users enter their car preferences or details via the front-end user interface 
which is the webpage. The data that is input by the user is subsequently processed 
using the Python web framework Flask. Following processing, the data is transferred 
to the machine learning model (MLM), which employs the XGBoost algorithm to 
conduct the analyses such as classification and filtering. The Model Output presents 
the outcomes obtained from the analysis conducted by the MLM, offering users 
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predictions or classifications in accordance with their car preferences. Concurrently, 
the Flask application engages in communication with the local drive, which signi­
fies Data Output. This may involve the retrieval of the unprocessed or processed 
data, ensuring a smooth integration into the system. The data input from users, 
in conjunction with the collaborative interaction between Flask and the XGBoost 
model, is fundamental to hosting a functional and interactive webpage and enabling 
a streamlined operation of the system. The data flow diagram effectively illustrates 
the coordinated series of operations, emphasising the cyclical flow of user inputs and 
to the MLM to produce well-informed predictions through data processing.

16.3.4 Function Workflows

This section discusses all the individual function workflows for the home page, the 
Car Recommender Quiz, and the Car Price Calculator. The function workflows help 
illustrate the information and visual aspects required to be displayed for each page.

Home Page

The homepage of Drive Smart incorporates a comprehensive navigation bar facil­
itating seamless traversal across distinct sections, notably encompassing ‘About’, 
‘Our Services’, ‘Analysis’, ‘Featured Cars’, ‘Our Team’, and ‘Contact’. This intu­
itive design enhances user experience by providing facile access to diverse segments 
of the interface. The crux of our system lies in the implementation of Quiz 1 (recom­
mender) and Quiz 2 (price predictor) nestled within the ‘Our Services’ section. These 
quizzes are conveniently accessible via designated text boxes, each intricately linked 
to Quiz 1 and Quiz 2, respectively. To enable users to engage with these quizzes and 
obtain personalised outcomes, an API orchestrates seamless integration between the 
homepage, quiz interfaces, and ensuing results. The synergy of JavaScript and CSS 
further augments the visual aesthetics of the homepage, enhancing its overall appeal 
and user engagement.

Car Price Recommender Quiz 1

The main function of this quiz is to execute the car recommendations based on the 
user inputs. The results generated need to be presented in an organised and readable 
manner in order of top 5. This is necessary to increase the user-friendly aspect of the 
web design and results generation. The recommendation results being loaded onto 
the same page as the Quiz is intentional to reduce waiting time and help provide a 
consolidated approach.

The information for these recommendations is presented in individual columns 
for each car recommendation with additional information such as the year, make, 
and model being listed underneath. The development of this was done using CSS 
and JavaScript to consolidate the results and streamline the results loading time.
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Car Price Calculator Quiz 2

The primary function for the car price calculator quiz 2 is to present the predicted 
price of the car upon user input of the information. Therefore, the page is inten­
tionally structured to present a simple and straightforward calculator. The results are 
generated to be displayed in a large blue block below the calculator in order to mimic 
how actual calculator’s work. This was done using CSS and basic JavaScript. The 
simplicity of this page helps users utilise it in a fast and effective manner owing to a 
streamlined user experience.

16.3.5 Development

The developmental phase comprises two fundamental components that collectively 
constitute a comprehensive process. The primary aspect involves model development, 
a sophisticated stage encompassing meticulous data preparation and code formula­
tion. This stage entails the intricate crafting and refinement of the algorithmic frame­
work, involving the assimilation, curation, and preparation of pertinent datasets. It 
encompasses a nuanced interplay of activities such as data cleaning, feature engi­
neering, and model fine-tuning, culminating in the establishment of a robust predic­
tive machine learning model. Concurrently, this phase entails the development of 
code structures utilising programming languages and frameworks to architect the 
algorithmic framework, ensuring its coherence and functional integrity.

Concurrently, the developmental phase integrates another pivotal dimension: 
webpage development. This facet centres on the meticulous crafting and construc­
tion of webpages that constitute the essential interface within our system. These 
webpages serve as the conduit for user interaction, demanding meticulous attention 
to design, layout, and functional considerations. From the aspects of user experience 
(UX) design to user interface (UI) development, this segment necessitates a seamless 
fusion of aesthetic appeal with practical usability. It encompasses the implementation 
of front-end technologies, including HTML, CSS, and JavaScript, among others, to 
materialise an intuitive and user-friendly interface.

16.3.5.1 Model Development

Overview

This overview outlines the systematic computational approach developed for 
analysing and creating Drive Smart’s car recommendation & price prediction system. 
It commences by meticulously preparing the data, involving encoding categorical 
variables via scikit-learn’s LabelEncoder and carefully curating essential features. 
Subsequent stages focus on training and assessing an XGBoost regression model, 
enabling predictions of vehicle prices based on selected attributes. Rigorous evalu­
ation through metrics like Mean Squared Error (MSE), R-squared (R2), and Mean
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Absolute Error (MAE) validates the model’s predictive capabilities. Moreover, the 
process involves crafting functional tools for practical implementation and generating 
personalised recommendations. These functionalities empower users to filter vehicle 
data and receive tailored suggestions based on specific parameters such as manufac­
turer, age range, and mileage. The workflow culminates in presenting refined datasets 
and condensed insights, spotlighting top vehicle recommendations aligned with user- 
defined criteria like mileage and condition. This structured approach presents a robust 
framework for exhaustive vehicle data analysis and custom-tailored recommendation 
systems.

16.3.5.2 Data Preparation

The dataset utilised in this development was obtained from Kaggle which is the US 
used car price dataset, which initially contained 18 columns and 426,853 rows of 
unique car data. These columns include the region, state, price, year, manufacturer, 
model, condition, cylinders, fuel, odometer, title status, transmission, drive, size, 
type, paint colour, latitude, and longitude. During the data cleaning process, only 
the relevant columns such as price, year, manufacturer, model, condition, fuel type, 
mileage, and transmission were kept, reducing the total number of columns to 9. 
After retaining the relevant columns, Google Colaboratory was used to remove any 
missing values and outliers to help improve the reliability of the dataset, keeping 
only 18,218 rows of unique values.

Exploratory Data Analysis

The above dashboard is designed to showcase the cleaned data on second-hand users 
curated from the research papers. It prioritises the top 20 manufacturers most relevant 
to the second-hand market. The dashboard also filters the age and mileage data to 
enhance the visual clarity, focusing on the most clustered segments. It also categorises 
the cars into the most popular types, namely, pickup, sedan, hatchback, and SUV, 
providing an analysis on the second-hand car market dynamics (Fig. 16.1).

The inclusion of a correlation heatmap serves as an additional layer of analytical 
depth, shedding light on the relationship between the second-hand car data variables. 
Specifically, the heatmap highlights the correlation between price and age (-0.51) 
and mileage (-0.37). These coefficients signify a negative relationship indicating 
that as the age or mileage increases, the price of the car in relation tends to decrease. 
This insight not only confirms previous expectations but also quantifies the degree 
of influence these factors have on pricing dynamics in the second-hand car market 
(Fig. 16.2).

The Python-generated bar chart serves as compelling visual evidence on the 
pivotal role of the five key elements that shape the dynamics of the second-hand
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Fig. 16.1 Exploratory data analysis in power BI

Correlation Heatmap for Selected Variables

price - 1.00 -0.51 -0.21 -0.37 -0.01 -0.05 -0.04

Age -0.51 1.00 0.00 0.60 -0.01 -0.05 0.01

fuel_type -0.21 0.00 1.00 -0.08 -0.01 0.06 -0.00

mileage - -0.37 0.60 -0.08 1.00 -0.00 -0.05 -0.03

vehicle_type -0.01 -0.01 -0.01 -0.00 1.00 -0.09 -0.12

manufacturer -0.05 -0.05 0.06 -0.05 -0.09 1.00 0.07

transmission -0.04 0.01 -0.00 -0.03 -0.12 0.07 1.00

Fig. 16.2 Correlation Heatmap of US car price dataset
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Fig. 16.3 Top 5 important features in US car price dataset

car market. In descending order of importance, the chart signifies the age as the most 
influencing factor in the market dynamics. The subsequent factors include mileage, 
gasoline type, manufacturer, gearbox type, and vehicle type (Fig. 16.3).

The prominence of age underlines its significant impact on the value of vehicles 
in the second-hand market, while mileage stands as a close second in determining 
market advantage. This visual representation not only prioritises these influential 
factors but also provides valuable insights for both sellers and buyers navigating the 
complexities of the second-hand car market.

XGBoost Model Development for Car Price Prediction

The initial phase involves importing and loading the necessary dependencies and 
libraries essential for executing the analysis employing the XGBoost model. The 
utilised dependencies and libraries encompass LabelEncoders, XGBRegressor, and 
more (Fig. 16.4).

This section of the code performs label encoding for categorical variables using 
the LabelEncoder module from the sklearn.preprocessing library. It initialises an 
empty dictionary label_encoders to store the individual encoders for each categorical 
column. The specified categorical columns, including ‘manufacturer’, ‘fuel_type’, 
‘transmission’, ‘drive’, and ‘vehicle_type’, undergo label encoding within a loop. 
For each column, a LabelEncoder() instance is created and fitted to transform the 
categorical values into numerical representations using fit_transform(). This process 
converts the categorical data into numerical labels, assigning a unique numerical code 
to each distinct category within the respective columns. The encoded values replace
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Fig. 16.4 Importing libraries

[2] # Label encoding for categorical variables 
from sklearn.preprocessing import LabelEncoder 
labelencoders = {}
categorical_columns = ['manufacturer', 'fuel_type', 'transmission', 'drive', 'vehicle_type'] 
for col in categorical_columns:

label_encoders[col] = LabelEncoder()
datafcol] = label_encoders[col].fit_transform(data[col].astype(str))

Fig. 16.5 Label encoding

the original categorical values in the dataset, facilitating machine learning algorithms 
that require numerical inputs by converting categorical data into a format suitable 
for model training (Fig. 16.5).

This section of the code uses the XGBoost regression model to estimate the 
‘price’ of vehicles based on different attributes in the dataset. It starts by gathering 
specific attributes like ‘Age’, ‘manufacturer’, ‘fuel_type’, ‘mileage’, ‘transmission’, 
and ‘vehicle_type’ into a list called ‘features’. These attributes are considered as the 
independent variables used to predict vehicle prices (dependent variable). The dataset 
is split into two portions, with 80% designated for training (X_train and y_train) 
and 20% for testing (X_test and y_test) using the ‘train_test_split’ method from the 
‘sklearn.model_selection’ package. An XGBoost regression model (XGBRegressor) 
is created and trained on the training data using ‘xg.fit(X_train, y_train)’. After 
training, the model is used to forecast vehicle prices using the testing data (‘y_pred 
= xg.predict(X_test)’) (Figs. 16.6 and 16.7).

This section of code conducts an evaluation of the XGBoost regression model’s 
performance in predicting vehicle prices by computing and analysing three crucial 
metrics. It calculates the Mean Squared Error (MSE), which measures the average 
squared disparity between the predicted and true prices, serving as a comprehensive 
indicator of predictive precision. The R-squared (R2) value portrays the proportion 
of variability in the vehicle prices that the model explains, with higher values closer 
to 1 denoting a more accurate fit of the model. Additionally, it computes the Mean 
Absolute Error (MAE), representing the average absolute difference between the
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[3] features • ['Age', 'manufacturer', 'fueltype', 'mileage', 'transmission','vehicletype'] 
X = data[features]
y = data["price"]

[5] X_train,X_test,y_train,y_test=train_test_split(X,y,test_size=0.20,random_state=42)

Q xg > XGBRegressor()
xg.fit(X_train,y_train)

(3 » XGBRegressor

XGBRegressor(base_score=None, booster=None, callbacks=None, 
colsample_bylevel=None, colsample_bynode=None, 
colsample_bytree=None, device=None, early_stopping_rounds=None. 
enable_categorical-False, eval_metric»None, feature_types-None 
gamma-None, grow_policy-None, importance_type-None, 
interaction_constraints-None, learning_rate-None, max_bin-None. 
max_cat_threshold=None, max_cat_to_onehot=None, 
max_delta_step=None, max_depth=None, max_leaves=None, 
min_child_weight=None, missing=nan, monotone_constraints=None, 
multi_strategy=None, n_estimators=None, n_jobs=None, 
num parallel tree=None, random state=None, ...)

[8] y_pred = xg.predict(X_test)

Fig. 16.6 Splitting dataset into test and train

[ Calculate evaluation metrics
mse = mean_squared_error(y_test, y_pred)
r2 = r2_score(y_test, ypred)
mae = mean_absolute_error(y_testJ y_pred)

# Print evaluation metrics
print(f"Mean Squared Error (MSE): {mse}”) 
print(f"R-squared (R2): {r2}")
print(f"Mean Absolute Error (MAE): {mae}")

Fig. 16.7 Evaluation metrics of the model

predicted and actual prices, offering another angle to assess prediction accuracy. 
The code then displays these metrics, providing a comprehensive overview of how 
effectively the XGBoost model estimates vehicle prices based on the chosen features. 
Based on the model’s performance, it had a MSE of 23,544,872.82, R2 value of 
0.7293, and MAE of 3343.28 (Figs. 16.8 and 16.9).

This section of code introduces a function called test_model() enabling users 
to input specific vehicle attributes like age, manufacturer, fuel type, mileage, trans­
mission type, and vehicle type. The function further transforms these categorical 
inputs into numerical equivalents using previously established label encoders. It 
then employs the trained XGBoost machine learning model (referred to as ‘model’) 
to predict the vehicle’s price based on these entered characteristics. The prediction
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def testjnodel():
# User* inputs with conversion to lowercase for categorical variables 
age — int(input("Enter the age o-f the vehicle: ”)) 
manufacturer — input("Enter the manufacturer: ").lower() | 
fuel_ type — input(“Enter the fuel type (e.g., gas, diesel): “).lower()
mileage = int(input(”Enter the mileage: ")) 
transmission - input("Enter the transmission type (automatic/manual): ").lower() 
vehicle_type - input(“Enter the vehicle type (e.g., SUV, sedan): ").lower()

# Converting string inputs to numerical values 
manufacturer_num - label_encoders[ * manufacturer ' ] .transfora( [manufacturer]) [©] 
fuel_type_num — label_encoders[’fuel_type‘].transformf[fueltypeJ)[0] 
transmission num = labelencoders[’transmission’].transform([transmission|)[©] 
vehicle_type_num - label_encoders[’vehicle_type'].transform([vehicle_type])[©]

» Making a prediction 
predictedprice — model.predict(pd.DatdFrame({ 

Age': [age], 
'manufacturer": [manufacturer_num], 
'fuel_type‘: [fuel_type_numj, 
‘mileage*: [mileage], 
‘transmission *: [transmission_num]. 
‘vehicle_type‘: [vehicle_type_numj 

}))[e] 

print(f"Predicted Price: $[predicted_price]")

# Example of using the testmodel function 
test_model()

Fig. 16 .8 Test model function

Enter the age of the vehicle: 1
Enter the manufacturer: toyota
Enter the fuel type (e.g., gas, diesel): gas
Enter the mileage: 56000
Enter the transmission type (automatic/manual): automatic
Enter the vehicle type (e.g., SUV, sedan): sedan
Predicted Price: $21730.12109375

Fig. 16 .9 Outcome of test function

XGBoost Model Development for Car Recommender.
[ ] # Load your dataset

data = pd.read_excel(’cleaned_vehiclesdata3.xlsx')

[ ] # Load the pre-trained XGBoost model 
model = joblib.load('car_price.joblib’)

Fig. 16. 10 Loading dataset & XGBoost Model

occurs by organising the user inputs into a structured DataFrame, which is subse­
quently passed into the model’s ‘predict()’ function. Eventually, the function show­
cases the predicted vehicle price to the user. As seen in Fig. 16.6, an example demon­
strates how this ‘test_model()’ function can be used, allowing users to input vehicle 
details and receive an estimated price derived from the trained model (Fig. 16.10).
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Fig. 16.11 Label encoding

XGBoost Model Development for Car Recommender

This code performs dual functionality: it loads both a dataset and a pre-trained 
XGBoost model. Initially, it utilises Pandas, a Python library, to import data from 
an Excel file named ‘cleaned_vehiclesdata3.xlsx’. This dataset contains informa­
tion pertaining to vehicles that have been processed and cleaned. Subsequently, the 
code employs ‘joblib’, a commonly used serialisation library in Python, to load a 
pre-trained XGBoost model stored in a file named ‘car_price.joblib’. This model 
is trained to predict car prices based on specific attributes or characteristics present 
within the dataset. By executing these instructions, the code readies both the dataset 
and the trained model, facilitating subsequent analysis or predictions concerning 
vehicle prices based on the loaded data and model (Fig. 16.11).

This section of code consists of the preprocessing of categorical columns within 
the dataset. Initially, it outlines a list named ‘categorical_cols’, encompassing 
column names indicating categorical attributes like ‘manufacturer’, ‘fuel_type’, 
‘transmission’, and ‘vehicle_type’. Subsequently, it defines a function, ‘preprocess_ 
categorical’, specifically made for transforming categorical data. Within this func­
tion, a loop systematically processes each categorical column. For every column, it 
generates a LabelEncoder instance to convert the categorical values into numerical 
representations. Before encoding, the values undergo conversion to strings for unifor­
mity across the dataset. As the loop progresses, the function updates the dataset by 
substituting the original categorical values with their respective encoded numerical 
counterparts. Furthermore, it maintains a record of these label encoders in a dictio­
nary called ‘label_encoders’ for potential future usage. This code then executes 
the transformation of categorical columns in the dataset into numerical formats via 
label encoding, facilitating further analysis or modelling involving these features 
(Fig. 16.12).

This code segment performs a sequence of operations to predict vehicle prices 
using specific dataset columns with the pre-trained XGBoost model. Initially, it 
compiles a list named ‘columns_for_prediction’ comprising features like ‘Age’, 
‘manufacturer’, ‘fuel_type’, ‘mileage’, ‘transmission’, and ‘vehicle_type’ that were



166 16 Automotive Prices Analytics

Fig. 16.12 New dataset with predicted price

used during the model’s training phase. Subsequently, the code leverages the pre­
trained model to forecast prices within the dataset using these specified columns via 
the ‘model.predict()’ function. After generating predictions, it augments the dataset 
by incorporating these forecasted prices as a new column labelled ‘PredictedPrice’. 
The code then saves this updated dataset into an Excel file named ‘predicted_prices_ 
dataset.xlsx’ using Pandas’ ‘to_excel()’ method, ensuring exclusion of the index 
from the file structure. Finally, the code initiates the download of the resulting Excel 
file (‘predicted_prices_dataset.xlsx’), providing access to the dataset inclusive of the 
original details alongside the predicted prices, derived from the model’s predictions 
(Fig. 16.12).

After uploading the new dataset into the Google Colaboratory workspace, condi­
tion mapping is done to correlate numerical values to different vehicle condition 
descriptions. Each condition, like ‘new’, ‘like new’, ‘excellent’, ‘good’, ‘fair’, and 
‘salvage’, is matched with a numeric value to signify its position within a hierarchy. 
For instance, ‘new’ is assigned the highest value of 5, whereas ‘salvage’ gets the 
lowest value of 0. This systematic mapping establishes a structured order among 
subjective condition labels, offering a numeric scale that ranks conditions—higher 
values indicating better or newer conditions and lower values representing poorer 
or older conditions. The goal is to transform qualitative condition assessments into 
a standardised numeric format, aiding in easier comparison and analysis of vehicle 
conditions for decision-making purposes (Fig. 16.14).

This ‘filter_cars’ function is created to refine the dataset containing vehicle details 
using specific criteria. It accepts diverse parameters like ‘manufacturer’, ‘age_range’, 
‘mileage_range’, ‘transmission’, ‘price_range’, and ‘vehicle_type’ to narrow down 
the dataset. For example, if ‘manufacturer’ or ‘vehicle_type’ is provided, the func­
tion filters the dataset to retain only records that match those specified attributes. 
Similarly, it filters based on ‘age_range’ or ‘mileage_range’ if defined. Additionally, 
it allows filtering by ‘transmission’ type and ‘price_range’ using predicted prices. 
Furthermore, it introduces a temporary ‘ConditionRank’ column in the dataset by 
converting ‘condition’ values into numeric equivalents, referencing the ‘condition_ 
mapping’ dictionary. Once the dataset is sorted based on this temporary ranking, the
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Q # Mapping condition levels from best to worst 
conditionmapping = { 

‘new’: 5, 
'like new': 4, 
'excellent': 3, 
'good’: 2, 
'fair': 1, 
'salvage': 0

}

Fig. 16.13 Condition Mapping

‘ConditionRank’ column is removed, and the filtered dataset now sorted by vehicle 
condition is returned. This enables further analysis or presentation without modifying 
the original dataset (Fig. 16.15).

The ‘recommend_car’ function receives the dataset containing filtered vehicle 
details and generates a recommendation based on specific sorting guidelines. Firstly, 
it arranges the filtered dataset in a specific order; first by ‘mileage’ in ascending order, 
ensuring the lowest mileage vehicles are at the forefront, and then by ‘condition’ 
in descending order, placing the best-condition vehicles ahead within the mileage 
groups. This sorting mechanism aims to spotlight a top recommendation, specif­
ically targeting vehicles with the least mileage and the most superior condition. 
Subsequently, the function extracts this top recommendation, essentially the initial 
entry after sorting, utilising the ‘head(1)’ method. In short, the function’s goal is to 
pinpoint a single vehicle from the filtered dataset that exhibits the lowest mileage 
and the most exceptional condition, presenting this as its recommended choice based 
on these specific criteria (Figs. 16.16 and 16.17).

This code illustrates how the ‘filter_cars’ function is utilised practically by 
setting specific filters on a dataset containing vehicle details (‘data’). These filters, 
including ‘manufacturer’ (Ford), ‘vehicle_type’ (SUV), ‘age_range’ (1 to 5 years 
old), ‘mileage_range’ (10,000 to 50,000 miles), ‘transmission’ (automatic), and 
‘price_range’ ($15,000 to $25,000), aim to precisely narrow down the dataset. The 
objective is to extract Ford SUVs aged between 1 to 5 years, with mileage falling 
within 10,000 to 50,000 miles, equipped with automatic transmission, and priced 
between $15,000 and $25,000. The ‘filter_cars’ function processes these criteria to 
generate a refined subset of the initial dataset, denoted as ‘filtered_results’. Lastly, 
as seen in Fig. 16.13, the code showcases this refined dataset (‘filtered_results’), 
providing a detailed selection of vehicles that strictly match the specified criteria 
defined by the applied filters (Fig. 16.18).

This section of code further refines the ‘filtered_results’ dataset by arranging it 
based on specific criteria and presents a concise overview of the top five cars that 
best meet these conditions. Initially, the ‘filtered_results’ dataset, containing vehi­
cles meeting particular filtered conditions, undergoes a two-stage sorting process. 
It is sorted by ‘condition’ in ascending order, positioning vehicles with the finest 
condition at the forefront. Within each condition group, it further sorts by ‘mileage’
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Fig. 16.14 Filter Car Function

def recommend car(filtered data):
# Sort by mileage (ascending) and condition (descending)
sortedresults = filtereddata.sortvalues(by=[ mileage', ’condition'], ascending=[True, False])
return sorted_results.head(l) # Return the top recommendation (lowest mileage, best condition)

Fig. 16.15 Recommended Car Function

# Example usage
filtered_results = filter_cars( 

data, 
manufacturer'ford‘, 
vehicle_type=’SUV’, 
age_range=(l, 5), 
mileage_range=(10000, 50000), 
transmission’automatic’, 
price_range=(15000, 25000)

)

# Display the filtered results 
print(filtered_results)

Fig. 16.16 Recommendation usage example
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carname condition Fueltype mileage \
17085 Ford explorer xlt 4x4 like new gas 24000
15088 ford explorer platinum like new gas 39367
15113 ford edge like new gas 45362
16651 ford escape se like new gas 29539
15329 ford escape se sport utility like new gas 43555
16709 -Fond edge like new gas 29000
15379 Ford escape like new gas 43000
17532 ford explorer like new gas 17358
17171 ford explorer like new gas 22700
16970 ■Ford explorer xlt like new gas 25182
17084 -Ford explorer xlt 4x4 like now gas 24000
15824 -Ford explorer xlt 4wd like new gas 38000
14988 -Ford explorer excellent gas 18097
17020 -Ford ecosport ses 4wd excellent gas 34500
16117 Ford escape excellent gas 19908
17563 ■Ford escape se excellent gas 38189
17717 Ford escape excellent gas 18000
16387 -Ford escape se excellent gas 44231
15982 -Ford escape excellent gas 17152
15983 -Ford escape excellent gas 17152
14989 -Ford explorer excellent gas 18097
15959 ■Ford explorer xlt excellent gas 24757
15958 -Ford explorer xlt excellent gas 24757
15956 -Ford explorer xlt excellent gas 24757
15641 -Ford edge sei excellent gas 41530
15634 -Ford edge sei awd excellent gas 39534
15532 Ford explorer excellent gas 41745
15428 ford escape titanium excellent gas 29300
15391 Ford edge titanium excellent gas 45613
15362 Ford explorer limited excellent gas 41100
15276 ford explorer xlt excellent gas 49022
17783 Ford ecosport excellent gas 33534
17293 Ford escape se 4wd good gas 21000
17651 Ford ecosport titanium Fair gas 15000

transmission drive vehicletypes PredictedPrice
17085 automatic 4wd SUV? 22876.371094
15688 automatic 4wd SUVf 24272.179688
15113 automatic Fwd SUVf 23919.867188
16651 automatic Fwd SUVr 24739.843750
15329 automatic 4wd SUVf 23715.761719
16709 automatic 4wd SUVf 24842.570312
15379 automatic 4wd SUVf 23715.761719
1 75 32 automatic 4wd suv' 24768.556641
17171 automatic 4wd SUVr 24794.490234

Fig. 16.17 Recommendation Outcome

Fig. 16.18 Top 5 vehicle recommendations
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in descending order, prioritising vehicles with the lowest mileage. Following this 
sorting, the code selects the top five cars adhering to these criteria using ‘head(5)’. 
Subsequently, it displays a subset of these sorted outcomes, specifically highlighting 
columns such as ‘manufacturer’, ‘model’, ‘Age’, ‘mileage’, ‘condition’, and ‘Predict- 
edPrice’ for these leading five cars. This summary offers a swift insight into the top 
candidates; those with the lowest mileage and the best condition within the filtered 
dataset, allowing for a quick comparison based on these defined parameters.

Verification and Validation of XGBoost Model

To verify the reliability and the accuracy of the XGBoost model created, we have 
opted to use data from Malaysia’s renowned car selling platform, Carsome, to validate 
the usability of our model.

Leveraging a dataset sourced from a renowned automotive marketplace such as 
Carsome for validating the accuracy and dependability of an XGBoost model repre­
sents a strategically sound methodology. The utilisation of authentic, real-world 
data from a reputable source facilitates a comprehensive assessment of the model’s 
efficacy within a pertinent context.

The validation process against this dataset enables a nuanced evaluation of the 
model’s predictive performance, extending beyond mere accuracy metrics. It facil­
itates an appraisal of the model’s adeptness in prognosticating prices or pertinent 
determinants, thereby yielding insights into its predictive efficacy and resilience in 
unforeseen, real-world scenarios.

Web Scrapping

This Python script (Figs. 16.15 and 16.16) employs web scraping methods to gather 
car listings from the Carsome website’s ‘buy-car’ section. It utilises the ‘scrape_ 
carsome_page’ function to extract various car details like titles, mileage, transmission 
type, price, location, and car type by parsing HTML elements through Beautiful 
Soup. The code iterates through a set number of pages, constructing distinct URLs 
for each page to extract their content. The extracted data is structured into a list of 
dictionaries, each representing details of an individual car listing. Then, this collated 
data is transformed into a structured Pandas DataFrame and saved into an Excel 
file named ‘scraped_data.xlsx’. Essentially, this script streamlines the process of 
collecting and organising car information from numerous webpages into an Excel 
file (Figs. 16.19 and 16.20).

Validation of Model

The code in Figure orchestrates a sequence of actions to assimilate the web scrapped 
Carsome data into existing training data, refine an XGBoost model using the merged
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Fig. 16.19 Web scrapping from Carsome’s website

Fig. 16.20 Web scrapping from Carsome’s website (continued)

dataset, foresee prices for the novel dataset, and exhibit these prognosticated prices 
in parallel with associated manufacturer details. Firstly, it lays the groundwork by 
creating encoders for categorical variables if they have not been previously estab­
lished. Subsequently, it amalgamates the original training data (‘data’) with the 
Carsome data (‘new_data’) using Pandas’ ‘concat’ function. To ensure consistency 
in model comprehension, categorical columns within the combined dataset undergo 
label encoding (Figs. 16.21 and 16.22).

Following this, the merged dataset splits back into the original training subset 
(‘X_train_combined’) and the new data subset (‘X_new_combined’). An XGBoost 
regression model (‘xg_combined’) then undergoes training on the combined training 
data (‘X_train_combined’), assimilating insights from both original and Carsome 
datasets. This trained model proceeds to anticipate prices for the new data (‘X_new_ 
combined’).



172 16 Automotive Prices Analytics

# Create label encoders for categorical variables if they don't exist 
labelencoders = {} 
for col in categorical_columns:

label_encoders[col] = LabelEncoder()

# Combine your original training data and the new data 
combineddata = pd.concat([data, newdata])

# Apply label encoding to categorical variables for the combined dataset 
for col in categorical_columns:

combined_data[col] = label_encoders[col].fit_transform(combined_data[col].astype(str))

# Split the combined dataset into training and new data 
Xtraincombined = combined_data[features][:len(data)] 
X_new_combined = combineddata[features][len(data):]

# Train your XGBoost model on the combined training data 
xgcombined = XGBRegressor() 
xgcombined.fit(X_train_combined, y)

# Make predictions for the new data using the trained combined model 
predicted_prices_new = xg_combined.predict(X_new_combined)

# Add the predicted prices to the new_data DataFrame 
new_data['Predicted_Price1] = predicted_prices_new

# Display the new_data DataFrame with predicted prices 
print(newdata[['manufacturer', 'PredictedPrice']])

Fig. 16. 21 XGBoost model using Carsome data

manufacturer Predicted_Price
0 Honda 97925.460938
1 Nissan 70605.937500
2 Mazda 62089.613281
3 Mazda 154903.687500
4 Honda 55398.000000

1789 Honda 110655.546875
1790 Proton 60208.710938
1791 Toyota 165722.812500
1792 Perodua 170583.296875
1793 Proton 199179.125006

[1794 rows x 2 columns]

Fig. 16. 22 Outcome of predicted price

Finally, the predicted prices for the Carsome dataset are appended as a supple­
mentary column (‘Predicted_Price’) within the ‘new_data’ DataFrame. As seen in 
Fig. 16.18, the code culminates by presenting a snapshot of ‘new_data’, specifi­
cally showcasing ‘manufacturer’ details and their corresponding ‘Predicted_Price’,
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from sklearn.metrics import r2_score, meanabsoluteerror

r2 = r2_score(y_val, y_pred_val)
mae = mean_absolute_error(y_val, y_pred_val)

print(f"R-squared (R2) on validation data: {r2}”)
print(f"Mean Absolute Error (MAE) on validation data: {mae}”)

R-squared (R2) on validation data: 0.7922039832420906
Mean Absolute Error (MAE) on validation data: 7536.258175650679

Fig. 16. 23 Evaluation metrics of Carsome data on XGBoost model

offering a glimpse into the anticipated prices derived from the trained amalgamated 
model for the novel dataset (Fig. 16.23).

This script in Python assesses the performance of the XGBoost model by calcu­
lating two key metrics—R-squared (R2) and Mean Absolute Error (MAE). It eval­
uates the model’s predictions (‘y_pred_val’) against the true target values (‘y_val’) 
derived from the Carsome dataset. The ‘r2_score’ function, part of the scikit-learn 
library, computes the R-squared value, indicating how much of the variability in the 
dependent variable is accounted for by the model. In parallel, the ‘mean_absolute_ 
error’ function determines the average absolute difference between the predicted and 
actual values, offering a direct measure of the model’s accuracy. Through the vali­
dation and verification process, the model produced a higher R2 value of 0.7922 as 
compared to the US dataset and a MAE of 7536.2582. This shows that the XGBoost 
model is highly reliable and can be universally applied to different car price dataset.

16.3.5.3 Website Development

The Drive Smart website, with its scroll-down home page format, offers a seam­
less and engaging experience for users. Each section is carefully crafted to provide 
valuable information and interactive features.

Index. HTML

At the forefront of the website is the About Section, which articulates the core mission 
of Drive Smart: to revolutionise the car-buying and selling experience through inno­
vative technology. The vision statement outlines a future where making informed 
automotive decisions is straightforward and enjoyable. This section also emphasises 
the company’s values, such as innovation, customer-centricity, and integrity, along­
side a brief history of the company’s inception, milestones, and future aspirations. 
This narrative connects users with the brand’s journey and ethos (Fig. 16.24).
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Fig. 16.24 Index HTML

The Drive Smart website’s home page is meticulously structured using HTML5, 
with standard doctype and language attributes to ensure compliance with modern 
web standards. Essential meta tags have been set up for character encoding, browser 
compatibility, and responsive design, ensuring the site functions correctly across 
various devices and browsers.

In terms of aesthetics and functionality, external CSS files are linked to handle 
the site’s styling and responsive layout. The inclusion of custom fonts from Google 
Fonts, specifically Poppins and Rufina, enhances the site’s typographic design, while 
Font Awesome and linear icons provide a range of scalable vector icons, contributing 
to the site’s visual appeal and user interface.

The site’s branding is emphasised through its title, ‘Drive Smart’, and a favicon 
featuring the Drive Smart Logo, ensuring brand consistency across different browser 
tabs and bookmarks. For compatibility with older browsers like IE8, HTML5 shim, 
and Respond.js are integrated, supporting HTML5 elements and media queries in 
these environments.

A key feature of the homepage is its responsive navigation bar, developed using 
Bootstrap and Bootsnav plugins. This navigation bar includes links to various sections 
of the home page, such as About, Services, Analysis, and a dedicated link to the 
Feedback page, facilitating easy and intuitive user navigation.
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The hero section, marked as ‘welcome-hero’, immediately greets visitors with a 
welcoming message and a concise introduction to what Drive Smart offers, setting 
the tone for the user experience. In the About Us section, an interactive carousel 
powered by Owl Carousel dynamically displays the company’s vision, mission, and 
methodology, enriched with images and text for an engaging presentation. The Our 
Services section is strategically designed to highlight the primary services offered 
by Drive Smart, namely car recommendation and value prediction, with buttons 
directing users to the respective service pages or forms. The Analysis section further 
enriches the site with an embedded Power BI report, providing an interactive platform 
for displaying insights and analysis.

In showcasing its products, the Featured Cars section displays a curated selection 
of cars, detailing aspects like model, mileage, horsepower, and price, arranged in a 
grid layout for easy browsing. The Our Team section adds a personal touch, featuring 
a carousel of team member profiles complete with images and short descriptions or 
quotes.

The Brand section enhances brand recognition, displaying various car brand logos 
in a carousel, which link to respective sections or external pages. The footer of 
the page is comprehensive, containing essential contact information, quick links to 
important pages, a newsletter subscription box, and social media icons for extended 
engagement. It also includes copyright notice and a convenient scroll-to-top button.

Lastly, the integration of JQuery and Bootstrap scripts enables interactive compo­
nents on the site, while a custom JavaScript file is likely responsible for specific 
interactions and animations, contributing to a smooth and dynamic user experience 
on the Drive Smart website.

Car Recommendation Service Page Quiz 1

The HTML code presented defines a landing section that is contained within a 
webpage and is encapsulated in a container that has the class ‘landing’. An addi­
tional division, denoted as ‘intro-text’, is nested within this container to serve as 
a compartment for introductory material. The heading, which is encompassed in a 
< h1 > tag, asserts in a bold manner, ‘FIND YOUR DREAM CAR!’ This likely 
functions as a message that commands attention. Subsequent to the heading, a para­
graph < p > presents a concise explanation, urging readers to simplify the procedure 
of choosing their ideal vehicle by inputting their preferences and having the system 
make the decision (Figs. 16.25 and 16.26).

This HTML code describes a webpage’s body section within a < main > element, 
highlighting a car preference form. Located in a < div > with the id ‘select-vehicle­
form’, the form starts with a < p > element asking users to select their prefer­
ences for personalised recommendations. In the < form > element, the action prop­
erty points to ‘http://127.0.0.1:5000/recommend’ and the method attribute is set to 
‘post’, signifying HTTP POST submission of form data. Users can choose their car

http://127.0.0.1:5000/recommend
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c!— Start Landing —>
<div class="landing's

cdiv class="intro-text'S
<hl>FIND YOUR DREAM CAR!</hl>
<p>Skip the hassle of selecting your perfect ride by picking your preferences and letting us do it for you!</p>

</div>
</div>
<!— End Landing —>

Fig. 16. 25 Coding for Landing Section

<!— Start Body —>
<main>

<div id="select-vehicle-form">
<p>Please select your preferences to get the perfect recommendations for you</p>

<form actions"http://127.B.B.l:5BBB/recommend" method="post‘Sclabel for="manufacturer">Manufacturer:c/label> 
<select id="manufacturer" na»e="manufacturerM>
<option text="choose your option">Choose Your Option</option>
coption value="audi">Audi«/option>
coption value="bmw">BMW</option>
coption value="cadillac">Cadillac</option>
coption value="chevrolet">Chevroletc/option>
copt ion va lue=" ch ry s le r" >Ch rys lerc/ opt ion>
coption value="dodge">Dodgec/option>
coption value="ford">Ford«/option>
coption value="gmc">GMC</option>
coption value="honda">Hondac/option>
coption value="hyundai">Hyundaic/option>
coption values" jeep's Jeepc/option>
coption value="kia">Kia</option>
coption value="lexus">Lexus</option>
coption value="mazda">Mazda</option>
coption values"mercedes-benz">Mercedes-Benzc/option>
coption value="nissan">Nissan</option>
coption values"ram'SRanK/option>
coption values"subaru">Subaruc/option>
coption value»"toyota">Toyotac/option>
coption value="volkswagon">Volkswagon</option>
c/select> 
cbr>

Fig. 16. 26 Coding for Vehicle Selection

clabel for="vehicle_type"> Vehicle Type: c/label> 
cselect id="vehicle_type" na«ie="vehicle_type"> 
coption text="choose your option">Choose Your Option</option> 
coption value="hatchback"-Hatchback</option>
coption value-‘pickiip">Pickup</option>
coption value="sedan"--Sedan</optian>
coption value="suv">SLVc/option>
c/select»
cbr>

Fig. 16. 27 Coding for vehicle type

manufacturer from a ‘Manufacturer’ selection. In the dropdown, users can choose 
between < option > components representing different manufacturers, with a default 
placeholder option (Fig. 16.27).

http://127.B.B.l:5BBB/recommend
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dabel for="MinAge">Miniiiium Age of Your Vehicle c/label> 
cinput type="text" id="MinAge" naBe="MinAge"> 
cbr»

clabel for="MaxAge">MaxiBUB Age of Your Vehicle </label> 
cinput type="text" id="MaxAge" na»e="MaxAge">

<br>

<label for="Minmileage,l>MiniiHj« Mileage of Your Vehicle</label> 
cinput type="text" id-'Miniiileage" name="Minmileage"> 
<br>

clabel for=“Maxmileage">MaxiBUB Mileage of Your Vehicle</label> 
cinput type="text" id-'TIaxmileage1' name="Maxmileage"> 
<br>

Fig. 16. 28 Coding for Min and Max Selection

<label for=,'transmission,,>TransBission:</label>
<select id="transmission" naBe="transmission">

coption text="choose your option">Choose Your Option</option>
coption value="automatic">Auto«aticc/option>
copt ion value='‘manual" -Hanualc/option>

</select>
cbr>

Fig. 16. 29 Coding for Transmission Selection

This section of the HTML emphasises the option of different types of vehicles. The 
< label > element is used to present the dropdown menu, linking it to the ‘vehicle_ 
type’ input field and showing the label ‘Vehicle Type’ next to the dropdown. The 
< select > element specifies the dropdown menu, while the subsequent < option 
> components display different vehicle categories for customers to select, such as 
hatchback, pickup, sedan, and SUV (Fig. 16.28).

The above section of the HTML code represents a form section on a webpage 
that specifically deals with user input on the age and mileage of a car. It consists of 
groups of < label > and < input > components, each designed for gathering specific 
information. Users are required to submit the minimum and maximum age of their 
automobiles using labelled text input areas labelled as ‘MinAge’ and ‘MaxAge’. 
Users can indicate the minimum and maximum mileage of their automobiles by 
utilising text input sections labelled ‘Minmileage’ and ‘Maxmileage’ (Fig. 16.29).

A<label > element with the text ‘Transmission’ is linked to a dropdown menu 
built using the < option > tag, which is recognised by the attribute ‘transmission’. 
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elabel for="Minprice_range"Mini»u« Price of Your Vehicle</label> 
einput type="text" id="Minprice_range" name="Minprice_range"> 
ebr>

elabel for="Maxprice_range">Maxi«UB Price of Your Vehicle</label>
<input type="text" id="Maxprice_range" name="Maxprice_range"> 
<br>

Fig. 16. 30 Coding for Min Max Price Selection

<button type="submit" class-'btn btn-primary btn-block btn-large">Recom«endi/button>

Fig. 16. 31 Coding for Button

Users have the ability to select among various gearbox kinds, such as ‘Automatic’ 
and ‘Manual’, which are displayed as choices in a dropdown menu (Fig. 16.30).

This section of the HTML allows users to input the pricing range for their vehicles. 
The interface has two sets of < label > and < input > elements, which allow users 
to indicate the minimum and maximum pricing for their automobiles. The initial 
collection, designated as ‘Minimum Price of Your Vehicle’, is connected to the 
corresponding text input box identified as ‘Minprice_range’. Similarly, the second 
group, denoted as ‘Maximum Price of Your Vehicle’, corresponds to the input field 
designated by the id ‘Maxprice_range’. Both input fields are set to the ‘text’ type, 
enabling users to enter numeric numbers (Fig. 16.31).

The above HTML code comprises a < button > element specifically designed for 
submitting a form on a webpage. The button, labelled ‘Recommend’ is configured 
with the ‘submit’ type and invites users to initiate a certain action, most likely 
connected to suggesting vehicles based on user input. This button is a key user 
interface feature that allows users to submit form input and start operations related 
to generating recommendations (Fig. 16.32).

The given HTML and CSS code collectively generate an aesthetically pleasing 
presentation for showcasing car information on a webpage. The CSS styles are 
intended to format a container called ‘car-container’ and individual vehicle boxes 
referred to as ‘car-box’ with precise characteristics like borders, background colour, 
width, padding, margin, border radius, and box shadow. The HTML body dynam­
ically populates the automobile information into styled boxes by iterating through 
a list of cars called ‘top_5_cars’. The homepage presents the details of each auto­
mobile, such as the brand, model, age, mileage, condition, and anticipated price, in 
labelled columns within formatted car boxes. This creates a structured and visually 
consistent display of car information.

Input Fields: Users can input their preferences, such as car type, budget, brand, 
etc.

Recommend Button: Upon clicking, the system processes the inputs and displays 
a list of cars that match the user’s criteria, complete with details and reasons for each 
recommendation (Fig. 16.33).
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-style*
/* CSS styles for the car boxes ♦/ 
.car-container {

display! flex] 
flex-wrapt wrap; 
justlfy-content: space-evenly; /* Adjust as needed ♦/

.car-box {
border: Ipx solid ■ £ccc; 
background-color: ■white] 
width: 3B0-PX;
padding: lApxi 
margin: IBpxj 
border-radius: 5px;
box-shadow: B B 4px ■ rgbUSS. 254. 254);
display: flex; Arrange colurns horlzonl 
flex-direct ioni column;

>
. car-box-colunn { 

margin-bottom: Idpxj 
display: flex; 
align-itens: center;

flex-direction: column;
align-ltems: center;
Justlfy-content: center;

.car-box-label { 
font-weight: bold; 
color: Oblack;
min-width: IBBpx; • Set a mn:n.n width tor labels ♦/ 

> 
«/style> 

</head> 
<body>

<div class*"car-container"* 
{% for car in top_5_cars 

<cdiv class*** car-box"* 
<div class*"car-box-colum">

<span class*‘*car-box-label"'ftanufactureri-/span> {{ car.manufacturer >> 
</div> 
<dlv class«"car-Oox-colum**>

-*span class*"car-box-label' -Model:</span* {{ car.model }} 
</d!Y> 
<div class**‘car-box-colu»n”>

-span class*"car-box-label"-Age:-/span* {{ car.Age }} 
</div> 
<div class*"car-box-colu«in">

*span class*"car-box-label"4tileage:-'/span> {{ car.mleage >} 
</div>
<dlw class*"car-t>ox-colum">

-'span class***car-boK-label">Condition:</span> {{ car.condition 
</div> 
<div class*"car-hox-colu»n">

<span class»**car-box-label">Predicted Price:-.’span* « car.PredictedPrice }} 
</div* 

</div> 
{% endfor %}

</div>

Fig. 16.32 Coding for Quiz results
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Fig. 16.33 Car Recommender

17
i8 <!-- start landing -->
19 <div class="landing">

<div class="intro-text">
> 1 <hl>WHAT'S YOUR CAR WORTH?</hl>

<p>Use this calculator to find out what your car is valued at!</p>
> 3 </div>
> 4 </div>
15 <!— End landing

Fig. 16.34 Coding for Landing Section

Car Price Calculator Quiz 2

This section includes an introduction and a heading that describes the landing area. 
The HTML framework is made up of two div elements: one with the class ‘landing’ 
and the other with the class ‘intro-text’. A < h1 > heading with the words ‘WHAT’S 
YOUR CAR WORTH?’ and a < p > paragraph with a synopsis are located inside the 
‘intro-text’ div. The goal of this landing page is to draw in visitors and entice them 
to use the vehicle value tool (Figs. 16.34 and 16.35).

The primary section of the code, which contains the vehicle value form, is this one. 
One of the form elements inside the select-vehicle-form div has the action attribute set 
to ‘http://127.0.0.1:5000/predict’ and the method attribute set to ‘post’. This suggests 
that the HTTP POST method be used to send the data to the designated URL when 
the user submits the form. This method helps link the HTML for the Quiz directly 
to the predict in the Python code allowing for a seamless integration of web design 
and model. The form has a number of input boxes, including dropdowns for Age, 
Manufacturer, Fuel Type, Mileage, Gearbox, and Vehicle Type. Lastly, a ‘Calculate 
Price’ button completes the form submission process (Fig. 16.36).

http://127.0.0.1:5000/predict
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8 <main>
9 <div id="select-vehicle-form">
0
1
2 <form action^"http://127.0.0.1:5000/predict" method=”post">
3
4

<label for="Age">Age of Your Vehicle: </label>
<input type="number" id=”Age" name="Age">

7
8 | <br>

<label for="manufacturer">Manufacturer:</label>
1 cselect id="manufacturer" name="manufacturer">

<option text-"choose your option">Choose Your Option</option>
<option value="audi”>Audi</option>

4 <option value="bmw">BMWc/option>
<option value=”cadillac">Cadillacc/option>
<option value=”chevrolet">Chevrolet</option>
coption value="chrysler">Chryslerc/option>

8 coption value="dodge">Dodgec/option>
coption value="ford">Ford</option>

0 coption value="gmc">GMCc/option>
1 | coption value=''honda">Hondac/option>
2 coption value="hyundai">Hyundaic/option>

coption value="jeep">3eepc/option>
4 coption value="kia">Kiac/option>

coption value="lexus">Lexusc/option>
coption value="mazda">Mazdac/option>
coption value="mercedes-benz">Mercedes-Benzc/option>

8 coption value="nissan">Nissanc/option>
9 coption value="ram">Ramc/option>
0 coption value="subaru">Subaruc/option>
1 coption value=”toyota">Toyotac/option>
2 coption value=”volkswagon">Volkswagonc/option>
3 i c/select>

Fig. 16.35 Coding for Quiz 2

The CSS styling for the prediction text in this part is contained in the < style > tag 
inside the < head > section. The overall styling of the prediction text is defined by 
the.prediction_text class, and when the text is revealed, the appearance is changed 
using the.show-prediction class. For the prediction text, a hover effect is also defined.

The prediction text is displayed in this section of the code. The text is initially 
buried with an opacity of 0. The show-prediction class is applied to the prediction 
text, making it visible, after a simulated delay (or processing time). The < script > 
tag contains JavaScript that, in order to disclose the prediction text. The javascript 
here is used to automate and streamline the function of the button such as the wait

http://127.0.0.1:5000/predict
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.predictiontext {
font-size: 40px;
color: #fff;
background-color: #3498db96;
padding: 30px;
border-radius: 10px;
box-shadow: 0 4px 6px rgba(0, 0, 0, 0.1);
text-shadow: Ipx Ipx 2px rgba(0, 0, 0, 0.5);
transition: transform 0.3s ease-in-out;
opacity: 0; /* Initially hide the prediction text */ 

}

.show-prediction {
opacity: 1; /* Show the prediction text */ 

}

.predictiontext:hover {
transform: scale(1.05);

}
</style>

</head>
<body>

<div class="container">
<!-- Initially hide the prediction text -->
<h4 class="prediction_text" id="prediction_text">{{ predictiontext }}</h4>

</div>

<script>
// Simulate an upload completion after a delay (you can replace this with your actual upload process) 
setTimeout(function() {
// Get the prediction text element
var predictionText = document.getElementByld(‘prediction_text');
// Add the class to show the prediction text
predictionText.classList.add('show-prediction'), 1000;

})

Fig. 16.36 Coding for Quiz 2 CSS

for the given amount of time (in this case, 1000 ms) using the setTimeout function. 
This method gives the prediction text a seamless transition effect.

In summary, the HTML code creates a user interface that includes a landing 
page, a form for appraising an automobile, and styled components to display the 
forecast result. This code can be customised by developers to be integrated into a 
more comprehensive web application for car appraisal, resulting in an interactive and 
interesting user experience.

Input Fields: Users enter details about their car like make, model, year, mileage, 
and condition.

Calculate Price Button: After entering the details, users can click this button 
to receive an estimated market value of their car, calculated using a sophisticated 
algorithm (Fig. 16.37).

Design for Website

Our primary focus during the website design process was developing an interface 
that was both easy to use and straightforward for users. Our understanding of the 
significance of accessibility for people with different technological backgrounds
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Fig. 16.37 Car Price Calculator Quiz

led to the deliberate and uncomplicated design. Given the educational nature of 
our website, we added a degree of interaction despite the purposeful simplicity to 
guarantee a fun and engaging user experience.

We used CSS for the main design development and aesthetics in order to realise this 
concept. Our website’s responsive design and general layout were greatly influenced 
by Bootstrap CSS. With its pre-built components and responsive tools for design that 
work on all devices, Bootstrap is a powerful front-end framework that makes design 
easier.

We used Owl Carousel, a responsive carousel plugin for jQuery, for animated 
elements. By providing dynamic and interactive content presentations, Owl Carousel 
improves user engagement and makes our website more aesthetically pleasing.

JavaScript was essential to automating many of the processes on our website, 
mainly related to jQuery. jQuery is a lightweight and quick JavaScript toolkit that 
makes common tasks like event handling, animation, and HTML page navigation 
and manipulation easier. Because of its adaptability, we were able to improve user 
engagement and overall functionality by streamlining the automation process. To 
sum up, we combined the strengths of jQuery, Bootstrap, Owl Carousel, and CSS in 
our design approach to create a well-balanced design that emphasised accessibility, 
simplicity, and interactivity. This strategy guarantees that users from a variety of 
backgrounds can utilise our website while enjoying an engaging and interactive user 
experience.
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16.3.6 Model Deployment

16.3.6.1 Integration

The Python script describes the utilisation of Flask, a web framework, to establish a 
dynamic web application for Drive Smart. It defines multiple routes responsible for 
handling user requests and rendering corresponding HTML templates. The ‘/’ route 
directs users to the primary landing page (‘index.html’), whereas ‘/recommendform’ 
and ‘/predictform’ routes facilitate user interaction by displaying specific forms 
(‘Quiz1.html’ and ‘Quiz2.html’ respectively) aimed at gathering user input. The 
‘/recommend’ route processes user-provided inputs from a form, filtering a dataset 
of car information based on specified criteria, subsequently identifying and selecting 
the top 5 cars meeting those conditions. The resultant data is organised for display 
within the ‘Quiz1.html’ template. Meanwhile, the ‘/predict’ route captures user inputs 
pertaining to car attributes, employing label encoding to handle categorical data, and 
leveraging a pre-trained machine learning model to predict vehicle prices based on 
the provided features. The predicted price is then incorporated into the ‘Quiz2.html’ 
template for user visualisation. Upon direct execution, the script initialises the Flask 
application in debug mode, operating on port 5000 (Figs. 16.38, 16.39, and 16.40).

Following a successful development of the XGBoost model via Python along the 
website simultaneously being created using HTML, the final part of the development 
involved integrating the back-end model with the front-end user interface. This is 
done so that when users input their preferences into the quizzes, the model is able 
to retrieve them and produce the results. To complete the integration between the
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app = Flask(__name__)

# Define routes 
@app.route(’/') 
def home(): 

return render_template('index.html')

@app.route('/recommendform') 
def reconnnendform():

return render_template('Quizl.html')

@app.route('/predictform’) 
def predictform():

return render_template(’Quiz2.html')

@app.route('/predict', methods=['POST']) 
def predict():

try:
# Extract form inputs
Age = request.form.get('Age', type=float) 
manufacturer = request.form.get('manufacturer', '').lower() 
fuel_type = request.form.get('fuel_type', '').lower() 
mileage = request.form.get('mileage', type=float) 
transmission = request.form.get('transmission', '').lower() 
vehicle_type = request.form.get('vehicle_type', '').lower()

Fig. 16.38 Flask app integration
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143 # Make prediction
144 predicted_price = model.predicted.DataFrame({

'Age': [Age], 
'manufacturer': [manufacturer_num],

147 'fuel_type': [fuel_type_num],
148 'mileage': [mileage],
149 'transmission': [transmission_num],
150 'vehicle_type‘: [vehicle_type_num]
151 }))[©]
152
153 # Return rendered template with prediction text

return render_template('Quiz2.html', prediction_text=f'Predicted Price: ${predicted_price:.2f}’)
155 except Exception as e:
156 # For debugging, print the exception to the console
157 print(e)
158 # Return rendered template with error message

return render_template('Quiz2.html', prediction_text='An error occurred. Please check your inputs.')
160
161
162
163 @app.route(‘/recommend', methods=['POST','GET'])
164 def recommend():
165 I # Get user inputs from the form
166 # Use request.form to retrieve the values from the submitted form
167 # Perform filtering and recommendation based on the user inputs

Fig. 16. 39 Flask app integration (continued)
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# Get form inputs
manufacturer = request.form.get('manufacturer', type=str) 
vehicle_type = request.form.get('vehicletype', type=str) 
minage_range = request.form.get('MinAge', type=int) 
maxage_range = request.form.get('MaxAge', type=int) 
minmileagerange = request.form.get{(|'Minmileage', type=i"<S 
maxmileage_range = request.form.get('Maxmileage', type=int) 
transmission = request.form.get('transmission', type=str) 
minprice_range = request.form.get('Minprice_range‘, type=float) 
maxprice_range = request.form.get('Maxprice_range', type=float)

# Use your filtercars function with user inputs 
filtered_results «= filter_cars(

data,
manufacturer=manufacturer, 
vehicle_type=vehicle_type, 
minage_range=minage_range, 
maxage_range=maxage_range, 
minmileage_range=minnileage_range, 
maxmileage_range=maxnileage_range, 
transmission=transmission, 
minprice_range=minprice_range, 
maxprice_range=maxprice_range,

)
ff sort and select top 5 cars
sortedresults = filtered_results.sort_values(by=['mileage', 'condition'], ascending=[True, False]).head(5)

# Prepare the data to pass to the template
top_5_cars = sorted_results.to_dict(orient='records')

return render_template('Quizl.html', top_5_cars=top_5_cars)

if _ name__ == '__main_ ':
___ app.run(debug=True,port=5000)___________________________________________________________________________

Fig. 16. 40 Flask app integration (continued)

Python (XGBoost model) and the HTML, an API using Flask was created. Appli­
cation Programming Interface (API) is a set of protocols that allows two different 
software to communicate with each other. Flask in this case used, which fetches 
the information from the local host and helps facilitate the communication between 
Python and HTML to generate an HTTP link that allows the link to be hosted on 
any working server. The application was tested using Postman, a popular tool for
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WARNING: This is a development server. 
* Running on http://127.0.0.1:5000

Fig. 16. 41 Local host link

API testing among developers, prior to integration. By enabling the team to exper­
iment with different scripts and variables, Postman enabled collaborative testing 
and ensured that API connections were validated. This procedure was carried out 
in tandem with the front-end team’s UI development. Simplifying the integration 
process was made possible by adding the extra stage of API testing and validation 
using Postman. It helped to improve the development workflow by anticipating and 
resolving possible problems including wrong data types, parameter settings, and 
other unforeseen obstacles (Fig. 16.41).

The system is set up to send a JSON-formatted ‘POST’ type API request to the 
address ‘http://127.0.0.1:5000/’. ‘POST’ is a mechanism in the HTTP protocol that 
is intended to submit and process data efficiently. The data is usually kept in a server 
database. The ‘POST’ request in the Drive Smart context entails sending in the 
specific user preferences for the car recommender or car price predictor that corre­
sponds to the data that has been supplied. After the input is received, the XGBoost 
Model is then able to produce the results based on this.

16.3.6.2 API Testing

To validate if the API has been deployed successfully, the testing of its functionality is 
conducted using the Postman application. As depicted in the figure above, the API is 
examined within the Postman working environment. The utilised method for testing 
the API is designated as ‘POST’, where the results are transmitted as a variable iden­
tified as ‘string’. The outcome of this API interaction returns a list recommendation 
comprising the top five vehicles with their predicted prices. This conclusive output 
affirms the operational functionality of the API, thereby substantiating its successful 
operation and validation of deployment (Fig. 16.42).

16.4 Results and Analysis

16.4.1 Overview

This chapter explores the analysis and results derived from the development explained 
in Chapter 3. It encompasses the results generated from the XGBoost Machine 
Learning model which is inclusive of prototype results using the US dataset from 
Kaggle, the embellishments made while troubleshooting as well as final results. The
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Fig. 16.43 Recommender results

evaluation of the model’s performance is evaluated with the initial accuracy score 
and then validated with web scrapped data to identify the functionality of the model 
across different datasets with different currencies. Additionally, this chapter explores 
the development of the web application to create a dynamic and effective website 
with quizzes utilising the model. Webpage components included the navigation bar, 
Home, Quiz 1 for car recommendations, and Quiz 2 for car price prediction.

16.4.2 Results of the XGBoost Model

This section explores the results and validation of the XGBoost Model. In the case 
of Drive Smart, US car data was used to create the prototype while Malaysian car 
data was used to validate the model. The results of these datasets are discussed.

Results

The sorting criterion is to prioritise cars in best condition and with a lower price. 
Here’s a breakdown of the information displayed on the cards and the sorting logic: 

Manufacturer and Model: Each card specifies that the manufacturer is ‘Honda’ 
and lists two different models, ‘Civic Sedan’ and ‘Accord Touring Sedan 4d’, with 
variations such as ‘Civic lx’ (Fig. 16.43).

Age: This likely refers to the number of years since the car was manufactured. 
The ages on the cards range from 0 to 8 years. The range is by the given range on 
the input section of the page. Mileage: The mileage of the cars varies from 10,800 
to 11,218 miles, which is a relatively low range, suggesting these cars have not been 
driven extensively.

Condition: The cars’ conditions range from ‘excellent’ to ‘good’ and ‘like new’. 
This is a qualitative assessment of the car’s state (Fig. 16.44).

Input Fields: The form contains various dropdowns and input fields where users 
can enter details about their vehicle, such as:

Age of Your Vehicle: The number of years since the vehicle was manufactured 
(in this case, 5 years).

Manufacturer: The brand of the vehicle (selected as Honda).
Fuel Type: The type of fuel the vehicle uses (selected as Gas).
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Fig. 16.44 Predictor results

Mileage of Your Vehicle: The total distance the vehicle has travelled in miles 
(entered as 87,854 miles).

Transmission: The type of transmission the vehicle has (selected as Automatic).
Vehicle Type: The category or model type of the vehicle (selected as Pickup).
Calculate Price Button: After entering the required information, a user would 

press this button to initiate the price calculation based on the input data.
Predicted Price Output: This is the result of the calculation, showing the estimated 

value or price of the vehicle given the input parameters. In this case, the predicted price 
for the 5-year-old Honda pickup truck with 87,854 miles, an automatic transmission, 
and gas fuel type is $18,837.13.

16.4.2.1 Featured Cars

The prominently highlighted ‘Featured Car’ section on Drive Smart’s platform strate­
gically situates it as an all-encompassing hub for both the purchase and sale of used 
vehicles. The directive, ‘Checkout the Featured Cars’, entices users to explore a 
row of four cards, meticulously presenting crucial details about the dealership’s 
highlighted cars (Fig. 16.45).

Each card succinctly delivers information, encompassing the car model, year of 
manufacture, engine size in cubic centimetres (cc), horsepower (HP), and the type 
of transmission.
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Checkout the Featured Can;

Featured Cars

Fig. 16.45 Featured Cars

The intentional layout of this page is meticulously designed to provide visitors 
with a swift and comprehensive overview of Drive Smart’s offerings, emphasising its 
role as a versatile platform catering to the needs of both potential buyers and sellers 
of used vehicles. The concise presentation of featured cars aims to empower users 
to make well-informed decisions efficiently, thereby contributing to a seamless and 
engaging user experience on the platform.

The page’s design philosophy is characterised by simplicity and cleanliness, 
featuring a colour scheme that enhances readability and user navigation. In summary, 
Drive Smart’s ‘Featured Car’ page effectively communicates the pertinent car 
information mentioned above.

16.4.2.2 Analysis—Dashboard

The ‘Analysis’ page serves as a comprehensive representation of the dashboard 
overview and the remote filtering system on Drive Smart’s platform. The dashboard 
overview provides users with insight into how the data was modelled within the 
machine learning system, offering a visual understanding of the underlying processes. 
Simultaneously, the filtering system showcases the preprocessing steps to understand 
the system’s functionality under specific conditions and the lowest mileage criteria 
(Fig. 16.46).

The page’s design philosophy prioritises simplicity and cleanliness, employing a 
colour scheme that enhances readability and facilitates user navigation. This strategic 
design choice contributes to a user-friendly interface, ensuring that users can easily 
comprehend and interact with the displayed information. The Drive Smart’s ‘Anal­
ysis’ page effectively conveys essential information about the machine learning 
model’s data modelling and functionality, with a design approach that prioritises 
simplicity and user engagement.
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Fig. 16.46 Dashboard

16.5 Conclusion

The study aimed to transform the used car market by using machine learning tech­
niques for vehicle recommendation and price prediction. The XGBoost model was 
developed, enabling accurate price forecasts and individualised car suggestions. The 
system’s usability and usability were verified during testing, enhancing the buying 
and selling experience. The study also assessed the effectiveness of machine learning 
algorithms in real-world systems, particularly in the used car market. The XGBoost 
model’s flexibility in processing and making predictions across various datasets 
created new opportunities for further advancements. The research aims to enhance 
the used automobile market decision-making process by providing precise, effective, 
and user-friendly tools for predicting and recommending car prices. The machine 
learning model’s incorporation has significantly improved accuracy and efficiency, 
addressing market demand and providing faster price prediction methods. This has 
a significant impact on customer satisfaction and confidence in the purchasing and 
selling process.

Limitations and Future Work

The accuracy of a model’s accuracy is significantly influenced by the quality and 
diversity of the training data. Future improvements could involve refining the dataset 
and exploring other machine learning techniques. Adding multi-regional datasets 
could expand the model’s worldwide applicability. The potential for expansion and 
enhancement of Drive Smart is vast, with key areas for future development including 
expanding the dataset and model refinement, enhancing the web application’s user 
experience with real-time market analysis, a larger database of automobile models, 
and customised user profiles, developing a mobile application to improve accessi­
bility and convenience, and collaborating with automotive industry stakeholders to 
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gain insights and opportunities for growth. These areas are crucial for the model’s 
continued success and adaptability in various markets.

Expected Contribution

Overall, the project’s expected contribution goes beyond reshaping the used auto­
mobile sector, influencing how industries approach pricing, transparency, and data- 
driven decision-making. It encompasses the ever-changing landscape of modern 
technology and stands as a testament to the need of predicative analytics in 
the modern world.
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Chapter 17
Analytics for Tour Package 
and Recommendation System

17.1 Introduction

Tourism has become a popular recreational and economic activity, with over 900 
million tourists embarking on international journeys in 2022. The World Tourism 
Organization predicts a 3.3% annual increase, reaching 1.8 billion visits from 2010 
to 2030. Users often seek travel information on websites like TripAdvisor, Pelago, 
and Trip.com, but search results may not cater to individual preferences. Tour opera­
tors are diversifying their offerings to provide cost-effective and convenient options. 
The traditional approach to booking accommodations has evolved into a complex 
pursuit of personalised travel experiences. This project aims to create a personalised 
tour package recommendation system that matches user requirements. The moti­
vation for this project is to address the evolving needs and difficulties faced by 
modern-day travellers, especially during the COVID-19 pandemic, and to accelerate 
decision-making and enrich travel experiences with diverse experiences and cultural 
interactions.

17.2 Significance of Research

Our personalised recommendation system simplifies tour package selection, 
increasing efficiency and revenue. It caters to individual customer needs, promoting 
retention and repeat purchases. This benefits the travel industry, particularly in South­
east Asian countries, contributing to financial growth and economic expansion, with 
potential for future expansion.
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17.3 Problem Statements

Travel platforms often generate generic recommendations without sufficient person­
alization to address diverse needs and preferences, affecting travel experience and 
satisfaction. Information overload and decision difficulty lead to users struggling to 
navigate the vast array of tour packages, resulting in unsatisfactory planning expe­
riences. The time-consuming nature of the process further complicates the process. 
Many tour package systems underutilize advanced machine learning algorithms, 
resulting in missed opportunities to enhance recommendation accuracy and trust­
worthiness. Platform navigation also demands effort, making it difficult for users to 
explore travel options and compare options. These challenges negatively impact the 
overall travel planning experience and hinder the growth of the travel industry.

17.4 Research Questions and Objectives

The primary objective of this paper is to develop a personalised tour package 
recommendation system, streamlining the process of comparing various available 
packages across different travel platforms and websites. This system will integrate 
personalised features, allowing users to select and filter their country, budget prefer­
ences with price ranges, and the duration of their stay. The credibility and authenticity 
of the recommended packages will be reinforced through the user evaluations and 
feedback. The ultimate aim is to leverage advanced technology by applying the 
knowledge acquired from this course in developing machine learning models and 
web interface designs to create a recommendation system. We seek to expedite 
the comparison process of various packages from different platforms, which typi­
cally consumes hours or even days, and condense it into a few simple clicks on our 
website.

17.5 Literature Review

This literature review section aims to comprehensively explore the evolving travel 
and tourism industry, with a specific focus on existing knowledge and research related 
to tour package recommendation systems. The main purpose of the literature reviews 
is to understand and analyse past research, identifying gaps, trends, and advance­
ments in previous studies. The goal is to pinpoint and select suitable and efficacious 
tools, techniques, methodologies, data analysis approaches, and frameworks through 
research and comparisons. These selected elements will serve as a robust theoretical 
foundation for the current research project. This foundation is crucial for addressing 
the demands and preferences of modern-day travellers as well.
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Ahmad et al. (2022) underscore the enduring benefits of a positive online user 
experience in building loyalty, directly informing our tour package recommendation 
system’s focus on creating user satisfaction and engagement for sustained usage. 
Lambillotte et al. (2022) provide valuable insights into the impact of personalisa­
tion on customer engagement, aligning with our project’s objective to enhance user 
experience by incorporating personalised elements within the tour package recom­
mendations, ensuring increased attention and informed decision-making. Asefa’s 
(2020) emphasis on agile strategies to improve tourism website usability, particu­
larly in the context of success combinations of features, directly contributes to our 
project’s goal of refining the user interface in our tour package recommendation 
system. Integrating these findings ensures an optimised user experience, enhancing 
the overall usability and effectiveness of our system.

Based on the literature review conducted on relevant topics regarding tour package 
recommendation system, this paper has garnered significant insights into trends and 
practices within the travel and tourism industry. It identifies a research gap and 
contributes to existing knowledge by providing a valuable overview. The implications 
derived from the identified trends and practices offer guidance for future research and 
practical application of the current study. In summary, three (3) frameworks have been 
selected for the project. Firstly, iterative prototyping, based on the studies by Nasir 
et al. (2021) and GeeksforGeeks (2023), will serve as the main framework. Machine 
Learning Operations (MLOps), outlined by Pradeep (2022), will be the framework 
for the machine learning model, while Software Development Life Cycle (SDLC) 
from Gurung et al. (2020) will be utilised for web interface development. As for 
the tour package recommendation system, we will adopt item-based collaborative 
filtering, based on the research by Ajaegbu (2021) and K-Nearest Neighbours (KNN) 
as suggested by Uddin et al. (2022). Furthermore, we will employ a combination of 
HTML, CSS, and JavaScript for web development, with integration using PHP, 
following the findings of Utkarsh and Priya (2023).

To effectively leverage the data, data preparation and preprocessing will be 
conducted using a versatile programming language, Python. An Exploratory Data 
Analysis (EDA) will be undertaken on the tour packages dataset to identify outliers 
and extract valuable insights essential for the mentioned classification analysis. 
Power BI will be utilised for data visualisation to create interactive dashboards. 
Taking all the aforementioned factors into account, the insights obtained from the 
literature review have been instrumental in shaping and determining the methodology 
and theoretical framework of our current research.

17.6 Methodology

In this chapter, we are adopting the Iterative Prototyping framework, following the 
specified sequence: requirement gathering and analysis, initial design, prototype 
integration, prototype testing, final prototype iteration—final design, final develop­
ment, system testing and evaluation, refinement of the system based on requirements, 
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and deployment. Figure 17.1 illustrates the overall proposed project framework 
methodology.

Our project framework will encompass a cohesive integration of Iterative Proto­
typing, MLOps, and SDLC. The ‘AIRBNB DATA.xlsx’ file (refer to Appendix 2) is 
used for training the KNN model before we transition into using the tour packages 
dataset for the testing of data. In this stage, upon refinement and iteration, our focus 
shifts to the data preparation phase for the tour packages recommendation system. 
The pivotal stage involves putting together refined components into a cohesive struc­
ture, setting the foundation for accurate and insightful tour package recommenda­
tions. Upon recognising the minimal correlations among variables within the dataset, 
we made the strategic decision to proceed with our analysis, focusing specifically on 
the variables chosen for Spearman correlation analysis. Our objective was to attain 
a comprehensive understanding of the data by systematically experimenting with 
these selected variables and presenting our findings through an interactive dashboard 
developed in Power BI.

The rationale behind selecting this approach is rooted in the substantial support 
that Power BI Dashboards provide for our Exploratory Data Analysis (EDA), partic­
ularly in terms of dynamic and interactive visualisations. The user-friendly interface, 
coupled with the drag-and-drop functionality, streamlines the process of constructing 
dashboards, catering to individuals with diverse levels of technical expertise. By 
leveraging the capabilities of Power BI, we conducted preliminary exploratory studies 
to unearth valuable insights.

The inclusion of a robust Query Editor within Power BI significantly augmented 
the data preparation process, enabling efficient transformation and cleaning tasks 
prior to analysis. Additionally, the seamless integration of Power BI with other 
Microsoft products, such as SQL Server and Excel, creates a conducive working 
environment, facilitating a swift transfer of data and maximising our preexisting 
analytical capabilities.

The second slicer in Fig. 17.2 showcases all the countries which the Airbnb dataset 
has to offer. There are a total of twenty (20) countries included in this dataset.

Fig. 17.1 Price range slicer

Country

Australia Austria Belgium Canada China Denmark

Fig. 17.2 Country slicer
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The third slicer in Fig. 17.3 displays the minimum duration of stay for Airbnb 
listings.

The final slicer in Fig. 17.4 is the rating for the Airbnb listings. Once again, the 
data had to be transformed in order to create this slicer. This was also done in Excel 
by assigning rating ranges for data located in the ‘Rating’ column in the Airbnb 
dataset.

Figure 17.5 shows the distribution of all room types provided in the Airbnb dataset. 
Presented in the form of a bar chart, this visualisation illustrates the count of different 
types of room categories. Specifically, there are three (3) distinct room types: ‘Entire 
home/apt’ represented in light blue, ‘Private room’ in dark blue, and ‘Shared room’ 
in orange.

The data reveals that ‘Entire home/apt’ is the most prevalent, boasting over 
150,0000 listings. Following closely is ‘Private room’ with more than 85,000 listings, 
and lastly, ‘Shared room’ with the lowest count of 4550. This information suggests 
that hosts recognise the preference of consumers for personal space, as indicated by 
the higher demand for entire homes or apartments, and to a lesser extent, private

Fig. 17.3 Duration slicer

Fig. 17.4 Rating range slicer

Fig. 17.5 Room type bar chart
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rooms. The limited popularity of shared rooms, evident in their lower count, implies 
a general reluctance among consumers to share living spaces with others.

Overall, this analysis highlights the prevalent inclination towards having an entire 
dwelling or a private space rather than shared accommodations.

Figure 17.6 presents another bar chart showcasing the distribution of the number of 
rooms in various countries. The United States leads with the highest count, exceeding 
50,000 different room types. Following closely are France, Spain, and Australia, 
each with substantial counts but less than half of that in the United States. The subse­
quent nations on the list, including Italy, Canada, the United Kingdom, Germany, the 
Netherlands, Belgium, Austria, Ireland, Switzerland, Greece, Hong Kong, Denmark, 
China, Mexico, Uruguay, and Vanuatu, exhibit progressively lower room counts.

From this visual representation, it is evident that the United States emerges as 
the most prominent location for Airbnb listings, given its substantial room inven­
tory. However, the overall trend depicted in this chart indicates a sharp decline, 
implying that other countries have fewer listing, reflecting their comparatively lower 
popularity.

The third visualisation, as seen in Fig. 17.7, is a clustered bar chart comparing 
different room types across various price ranges. An analysis of the chart reveals 
that ‘Entire home/apt’ room type is favoured across price ranges 2, 3, 4, and 5. In 
the initial price range (1), the ‘Private room’ room type has the highest count; as the 
price range increases, this count gradually decreases. On the other hand, among the 
three-room types, the ‘Shared room’ category consistently has the fewest entries. Its 
figures, which typically exhibit extremely low counts, remain relatively stable across 
the pricing ranges.

In conclusion, it is evident that as the price range for room types increases, the 
number of rooms steadily decreases. This indicates that most consumers may not 
spend a significant amount on Airbnb accommodations unless necessary, such as for 
a special occasion.

The final visualisation, depicted in Fig. 17.8, is also a clustered bar chart that 
compares different room types against the required duration of stay. Among all 
the room types, ‘Entire home/apt’ exhibits the highest count, reaching its peak at
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Fig. 17.7 Room types by price clustered bar chart

a duration of 2 days. The second most prevalent room type is the ‘Private room’, 
peaking at a duration of one (1) day. ‘Shared room’ represents the category with the 
lowest counts overall, displaying significantly fewer counts than the other categories 
for all durations of stay.

In general, the data reveals a trend in which the quantity of each room type 
decreases as the duration of stay increases. This implies that shorter stays are more 
common compared to longer ones.

Fig. 17.8 Duration of stay by room types clustered bar chart
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17.6.1 Create and Train Model

17.6.1.1 Introduction and Initial Issue Faced

The rise of personalised tour package recommendation systems has revolutionised 
the travel industry, offering users unique experiences based on their preferences. 
RoamRadar, our innovative recommendation system, employs a K-Nearest Neigh­
bours (KNN) machine learning model using cosine similarity for enhanced accu­
racy. However, before delving into the intricacies of the KNN model training, it 
is vital to understand one of the main issues our project faced. The main issue 
we faced when beginning our project was the absence of a dedicated tour package 
dataset which posed a substantial obstacle to developing an effective recommen­
dation model. Traditional datasets lacked the specificity required for personalised 
tour package recommendations, necessitating an alternative approach. To address 
this challenge, we creatively utilised an Airbnb dataset as our initial data source. 
Recognising the need for a dataset aligning with tour package features, we carefully 
selected and matched four key features from the Airbnb dataset to represent tour 
packages attributes:

(1) Price of Airbnb (Representing Price of Tour Packages):
The price of an Airbnb rental served as a proxy for the price of a tour package.

(2) Rating of Airbnb (Matching Rating of Tour Packages):
The rating assigned to an Airbnb listing was used to match the rating of a tour 
package.

(3) Number of Reviews (Matching Number of Reviews of Tour Packages):
The number of reviews from the Airbnb dataset allowed us to approximate the 
popularity and user engagement with a particular accommodation.

(4) Duration of Stay (Matching Duration of Tour Packages):
The duration of stay in an Airbnb listing served as a matching criterion for the 
duration of a tour package.

As such, as we dive into the Machine Learning script, do take note that we will 
be using the Airbnb dataset initially. This dataset, carefully tailored to mirror essen­
tial tour package features, serves as the foundation for training our KNN model. 
The adaptive approach we adopted allowed us to overcome the challenge of data 
scarcity and set the stage for the development of a robust personalised tour package 
recommendation system in Roam Radar.

17.6.1.2 Training KNN Model—Python Script

Library Imports

This script begins with the essential step of importing necessary Python libraries. The 
‘pandas’ library is used for data manipulation and analysis, and the ‘sklearn’ library 
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(Scikit-learn) is employed for machine learning tasks. Specifically, it utilises compo­
nents from ‘sklearn.model_selection’ for data splitting, ‘sklearn.preprocessing ’ for 
data scaling, and ‘sklearn.neighbors’ for implementing the K-Nearest Neighbours 
algorithm (Fig. 17.9).

Loading Data from Excel

The next task involves loading data from an Excel file named ‘AIRBNB DATA.xlsx’ 
(refer to Appendix 2). This Excel file is containing the relevant data, such as Airbnb 
property details. The data is loaded into a DataFrame, a two-dimensional labelled data 
structure, using the ‘pd.read_excel’ function from the pandas library. The DataFrame, 
denoted as ‘df ’, serves as the primary data structure for subsequent operations. A 
screenshot of the Excel is file provided below so that users understand what is being 
loaded (Fig. 17.10).

The dataset contains a total of 18 columns and each column has its own distinct 
type of data. Once all the data from the Excel File has been loaded successfully, it 
needs to be further refined and structured properly.

Data Preprocessing—Handling Price and Duration

Following data loading, a preprocessing step is performed to ensure the data’s consis­
tency and handle potential errors or missing values. Two (2) columns, ‘Price’ and 
‘Duration’ are specifically targeted for preprocessing. The ‘pd.to_numeric’ function 
is applied to convert these columns to numeric format, facilitating numerical compu­
tations. Any conversion errors are handled using the ‘coerce’ parameter, which turns 
problematic entries into NaN (Not a Number). Subsequently, the ‘fillna’ method is 
used to replace NaN values with 0, ensuring a consistent numeric format throughout 
the dataset. However, it is vital to mention that the dataset has already been pre­
processed during the EDA phase and this section in this script is added for extra 
measure to better data cleanliness (Fig. 17.11).

Feature Selection and Data Splitting

This section of the script introduces the concept of feature selection, a critical step in 
preparing data for machine learning. The script specifies a set of features—‘Price’,

import pandas as pd
from sklearn.model_selection import train_test_split 
from sklearn.preprocessing import StandardScaler 
from sklearn.neighbors import NearestNeighbors

Fig. 17.9 Python library imports

Fig. 17.10 Loading data 
from excel file # Load data from the Excel file 

excel_file = 'AIRBNB2.xlsx' 
df = pd.read_excel(excel_file)
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# Preprocess the data
df['Price’] = pd.to_numeric(df[’Price’], errors=’coerce')
df [' Price' ].fillna^D, inplace=True[j|

df['Duration'] = pd.to_numeric(df[’Duration’], errors=’coerce')
df['Duration'].fillna(0, inplace=True)

Fig. 17. 11 Preprocessing data

# Select features for recommendation
features = ['Price', ’Number of Reviews', ’Review Scores Rating’, ’Duration’] 
X = df[features]

# Split the data into training and testing sets
X_train, X_test = train_test_split(X, test_size=0.2, random_state=42)

Fig. 17. 12 Feature selection and data splitting

‘Number of Reviews’, ‘Review Scores Rating’, and ‘Duration’—that will be used 
for generating recommendations. The features are extracted from the DataFrame (df) 
and stored in a new DataFrame labelled as ‘X’. Following this, the script proceeds to 
split the data into training and testing sets using the ‘train_test_split’ function from 
scikit-learn’s model_selection module. This step is pivotal for evaluating the model’s 
performance on unseen data (Fig. 17.12).

Feature Scaling for Model Training

This paragraph details the importance of feature scaling in the context of machine 
learning. Feature scaling ensures that all features contribute equally to the model 
training process. The StandardScaler from scikit-learn’s preprocessing module is 
employed to standardise the features. Both the training set (X_train) and the testing 
set (X_test) undergo scaling using the fit_transform and transform methods, respec­
tively. The resulting scaled sets, X_train_scaled and X_test_scaled, are now ready 
for feeding into the K-Nearest Neighbuors model.

K-Nearest Neighbours Model Fitting

In this section, the K-Nearest Neighbours (KNN) algorithm is introduced, with 
specific parameters explained. ‘n_neighbors = 15’ specifies that the algorithm 
considers 15 neighbouring data points when making predictions. The metric = 
‘cosine’ parameter indicates that the cosine similarity metric is employed to measure 
the similarity between data points. Additionally, algorithm = ‘brute’ signifies the use 
of the brute-force approach for finding nearest neighbours (Fig. 17.13).

Alternatives for metric include ‘euclidean’, ‘manhattan’, and ‘minkowski’, among 
others. For algorithm, alternatives include ‘kd_tree’ and ‘ball_tree’. However, it 
should be mentioned that after manual testing and evaluation, the combination 
of metric = ‘cosine’ and algorithm = ‘brute’ yielded the best results for this
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# Fit the k-nearest neighbors model on the training set
knnmodel = NearestNeighbors(n_neighbors=15, metric='cosine’, algorithm^brute') 
knn_model.fit(X_train_scaled)

Fig. 17.13 Fitting the KNN model

specific recommendation system. The decision to use cosine similarity and the brute­
force algorithm was made based on their performance in generating accurate and 
meaningful recommendations during manual run through of the system.

Generating Recommendations Based on User Preferences

In this section, the ‘get_recommendations’ function is introduced, which plays a 
pivotal role in generating tailored recommendations based on user preferences. 
The function takes four (4) parameters: ‘selected_country’ which represents the 
user’s chosen destination, ‘price_filter’ which indicates the user’s preferred price 
range, ‘duration_filter’ which specifies the desired stay duration, and ‘num_ 
recommendations’ (with a default value of 15 but can be edited accordingly) 
determines the number of recommendations to be generated (Fig. 17.14).

The script begins by applying filters to the dataset using the provided user 
preferences. Three main filtering conditions are employed:

• country_condition:
Filters data based on the selected destination country.

def get_recommendations(selected_country, pricefilter, durationfilter, num_recommendations=3):
# Apply filters
country_condition = df['Country'] == selected_country
price_condition = (df['Price'] > 100) if price_filter == "above 100" else (df['Price'] <= 100) 
duration_condition = (df['Duration'] == duration_filter) if duration_filter is not None else [True] * len(df)

# Filter the data 
filtered_data = df[country_condition & price_condition & duration_condition]

if not filtered_data.empty:
# Scale the features of the filtered data
filtered_data_scaled = scaler.transform(filtered_data[features])

# Find neighbors using the testing set 
distances, indices = knn_model.kneighbors(filtered_data_scaled, n_neighbors=num_recommendations)

print("Size of filtered_data:", len(filtered_data))
print("Size of indices:", len(indices[0]))
print(”Unique indices:", set(indices[0]))

recommendations = []
for i in range(len(indices[0])):

index = indices[0][i]
name = df.iloc[index]['Name'] 
rating = df.iloc[index]['Rating']
similarity = 1 - distances[0][i] # Adjusted to interpret distances as cosine similarities 
recommendations.append((name, rating, similarity))

return recommendations
else:|

print("No recommendations found for the selected criteria.")
return []

Fig. 17.14 Defining ‘get_recommendations’ function
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• price_condition:
Filters data based on the user’s price preference, distinguishing between properties 
with prices above or below 100. The condition is flexible based on user input.

• duration_condition:
Filters data based on the user’s preferred stay duration, allowing for flexibility by 
handling the case where no specific duration preference is provided.

These filtering conditions collectively narrow down the dataset (df) to include 
only properties that match the user’s specified criteria. The conditions are applied 
using Boolean indexing, creating subsets of data that meet the filtering criteria.

If the resulting filtered dataset (filtered_data) is not empty, the script proceeds with 
the recommendation generation process. Otherwise, a message is printed, indicating 
that no recommendations match the specified user criteria.

For the non-empty case, the script scales the features of the filtered data using the 
previously fitted scaler. This ensures that the features are on the same scale as those 
used during the model training phase. The scaled data is then passed to the K-Nearest 
Neighbours model to identify similar properties based on the specified features.

Additionally, an extra function prints diagnostic information about the size of the 
filtered data, size of the indices, and unique indices obtained from the K-Nearest 
Neighbours model. These print statements aid in understanding the data processing 
steps and the outcomes of the K-Nearest Neighbours algorithm.

Recommendations are then constructed by extracting relevant details such as 
property name, rating, and adjusted similarity score from the original DataFrame 
(df) based on the indices obtained. The adjusted similarity score is calculated by 
subtracting the distance from 1, interpreting it as a cosine similarity. The final step 
involves returning the generated recommendations to the calling code for display or 
further processing.

User Interaction and Recommendation Display

Lastly, we move towards the main function of the script which serves as the 
script’s entry point, guiding users through an intuitive and interactive process to 
receive personalised Airbnb property recommendations. This section is designed 
with improved readability and visual elements for an enhanced user experience 
(Fig. 17.15).

• Unique Countries Extraction:
The script initiates by extracting unique countries from the dataset, presenting 
users with a list of destinations they can choose from.

• User Input for Country Selection:
A user-friendly menu is displayed, allowing users to select their desired country 
by entering the corresponding number.

• User Input for Price Range Selection:
Following the country selection, users are prompted to choose their preferred 
price range. The script displays clear options for ‘Above 100’ and ‘Below 100’, 
and users input their choice accordingly.
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# Main function)

Comment Code
bef «ain():

unique_countries - df['Country'].unique()

print("Select the country you want to visit:”)
for i, country in enumerate(unique_countries, start-1):

print(f“{i}. {country}”)

selected_country_index - int(input("Enter the number of your preferred country: ")) - 1
selected_country - unique_countries[selected_country_index]

print("Select your preferred price range:")
print(“1. Above 100")
print("2. Below 100")
price_option_index = int(input(“Enter the number of your preferred price range: "))

if price_option_index == 1:
price_filter = "above 100"

else:
price_filter = "below 100"

print("Select your preferred duration:")
print("l. 1 day")
print("2. 2 days")
print("3. 3 days")
print("4. 4 days")
print("5. 5 days")
print("6. 6 days")
duration_option_index » int(input("Enter the number of your preferred duration (or enter 0 for no preference): "))

if duration_option_index -- 0:
duration_filter = None 

else:
duration_filter = duration_option_index

recommendations = get_recommendations(selected_country, price_filter, durationfilter, num_recommendations=lS)

Fig. 17.15 Defining main function of system

• User Input for Duration Selection:
Users are then prompted to select their preferred stay duration. The script provides 
options ranging from 1 to 6 days, along with the flexibility to choose ‘No 
preference’ by entering 0.

• Duration Filter Determination:
If the ‘duration_option_index’ is 0, it signifies that the user has expressed no 
specific preference for duration. In this case, the ‘duration_filter’ is set to ‘None’, 
indicating an absence of a duration filter. On the other hand, if a non-zero value 
is provided, it implies a specific duration preference, and ‘duration_filter’ is set 
to the corresponding value.

Next, once user inputs are received, the system will move on to the recommenda­
tions (Fig. 17.16).

• Recommendation Generation:
With the determined filters, the script calls the ‘get_recommendations’ func­
tion, passing the selected country, price filter, duration filter, and the default
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recommendations - get_recommendations(selected_country, price_filter, duration_filter, numrecommendations-15)

if recommendations:
print(f"Top 15 recommended Airbnb properties in {selected_country} with the selected price range and duration:") 
for i, (name, rating, similarity) in enumerate(recommendations, start=l):

print(f"{i}. {name} - Rating: {rating} - Similarity: {similarity}")
else:

print("No recommendations available.")

if __ name__  == "__ main__ ":
I mal"<)|

Fig. 17.16 Displaying user recommendations

number of recommendations (15). The function returns a set of personalised 
recommendations based on the user’s preferences.

• Display Recommendations (if available):
The script then checks if recommendations were generated. If so, it proceeds 
to display the top 15 recommended Airbnb properties. A clear and informative 
message is printed, presenting details such as property name, rating, and adjusted 
similarity score for each recommendation. The enumerate function ensures that 
recommendations are numbered sequentially, starting from 1.

• Handling No Recommendations:
In the scenario where no recommendations match the user’s specified criteria, the 
script prints a message indicating the absence of recommendations. This ensures 
users are informed when their preferences do not yield suitable results.

• Main Function Execution:
The if __name__ = = “__main__:” block ensures that the main function is 
executed when the script is run as the main program. This structure is standard 
practice in Python scripts to facilitate modular and reusable code.

17.7 Running the KNN Model—Python Terminal

When the script is executed, it initiates an interactive process to gather user prefer­
ences and generate personalised Airbnb property recommendations. Here is a detailed 
breakdown of the terminal interactions:

Country Selection:

• The script starts by presenting the user with a list of countries to choose from.
• The user inputs their preferred country by entering the corresponding number.
• In the example provided, the user selects the United States (option 2) (Fig. ). 17.17
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Fig. 17.17 List of unique 
countries

Select the country you want to visit:
1. Netherlands
2. United States
3. Greece
4. Spain
5. Germany
6. Belgium
7. Italy
8. Canada
9. Australia
10. Austria
11. France
12. Denmark
13. United Kingdom
14. Hong Kong
15. Switzerland
16. Ireland
17. China
18. Mexico
19. Vanuatu
20. Uruguay
Ent er the number of your preferred country: 2

Price Range Selection:

• The script then prompts the user to select their preferred price range, offering 
options for ‘Above 100’ and ‘Below 100’.

• The user inputs their preference by entering the corresponding number.
• In the example, the user selects ‘Above 100’ (option 1) (Fig. ). 17.18

Duration Selection:

• The script further prompts the user to choose their preferred stay duration.
• Options for durations from 1 to 6 days are presented, along with the choice to 

enter 0 for no preference.
• The user inputs their preferred duration by entering the corresponding number.
• In the example, the user selects 3 days (option 3) (Fig. ). 17.19

Fig. 17.18 Selecting 
preferred range selection

Select your preferred price range:
1. Above 100
2. Below 100
Enter the number of your preferred price range: 1
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Enter the number of your preferred price range: 1
Select your preferred duration:
1. 1 day
2. 2 days
3. 3 days
4. 4 days
5. 5 days
6. 6 days
Enter the number of your preferred duration (or enter 0 for no preference): 3

Fig. 17. 19 List of preferred duration selection

Size of filtered_data: 6810
Size of indices: 15
Unique indices: {154433, 22050, 159971, 12868, 114596, 154470, 77064, 19223, 101359, 61329, 107510, 113527, 106137, 178492, 98493}

Fig. 17. 20 Displayed statistics

Data Filtering and Unique Indices:

Once the user inputs are received, the model performs the filtering process and 
generates statistics to allow users a better understanding of the KNN model activities. 
An explanation of the results is given below (Fig. 17.20).

i. Size of Filtered Data:
The first line, ‘Size of filtered_data: 6810’ indicates the number of Airbnb prop­
erties that match the specified user criteria. In this example, 6810 properties 
meet the selected country (United States), price range (Above 100), and duration 
(3 days) conditions.

ii. Size of Indices:
The second line, ‘Size of indices: 15’ signifies that the K-Nearest Neighbours 
model identified 15 properties in the filtered dataset that are most similar to the 
user’s specified preferences.

iii. Unique Indices:
The line ‘Unique indices: {154,433,22,050,159,971,...}’ provides the specific 
indices of the 15 properties within the original dataset. Each index corresponds 
to a unique property that the model considers similar to the user’s preferences.

iv. Top 15 Airbnb Properties:

Lastly, the top 15 Airbnb properties are displayed (Fig. 17.21). The subsequent line 
in the figure above presents a numbered list of the top 15 recommended Airbnb 
properties based on the specified criteria (United States, price range above 100, and 
duration of 3 days). Each recommendation includes:

• Property name
• Rating
• Adjusted Similarity Score (interpreted as cosine similarity)
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Top 15 recommended Airbnb properties in United States with the selected price range and duration:
1. Remodeled Torrance 3 BR/2 Ba House - Rating: 9.6 - Similarity: 1.0
2. Spacious flat XVIIIth - Rating: 8.5 - Similarity: 0.9992400588052596
3. Charming 3BR with parking - Rating: 9.8 - Similarity: 0.9992400588052596
4. Studio - Rating: 8.6 - Similarity: 0.9992026493156075
5, Double Room in Beach House - Rating: 10.0 - Similarity: 0.9992026493156075
6. Modern Ground Floor Apartment - Rating: 8.4 - Similarity: 0.9989990752041571
7. Beautiful 3br Wicker Park Duplex! - Rating: 9.0 - Similarity: 0.9989202359048467
8. Fully Equipped Apartment - Rating: 9.9 - Similarity: 0.9988712717920237
9. Private Room -North Avalon Beach - Sun, Surf & Fun - Rating: 9.3 - Similarity: 0.9987973391466332
10. Private room in Mulgrave - Rating: 10.0 - Similarity: 0.9982607917524494
11. Santa Monica, steps from the beach! - Rating: 9.8 - Similarity: 0.9982607917524494
12. Cozy cabin in Mallorca! - Rating: 9.6 - Similarity: 0.9979689138778158
13. Three beautiful bedrooms in W5 - Rating: 10.0 - Similarity: 0.9979319098428572
14. 30 Day Minimum 1 BR Garden Apartment - Rating: 9.6 - Similarity: 0.9971812660620802
15. ***** - Stunning Canal apartment +4 Free Bikes ! - Rating: 10.0 - Similarity: 0.9971809616949882

Fig. 17. 21 Top 15 Airbnb recommendations

17.7.1 Interpretation of Training Dataset Results

Cosine similarity is a metric used to measure the cosine of the angle between two 
non-zero vectors (Khatter et al., 2021). In the context of the K-Nearest Neighbours 
(KNN) model applied to this personalised recommendation system, cosine similarity 
is used to identify how closely the features of different properties align with the user’s 
specified preferences. Cosine similarity values range from -1 to 1, where (Abhinav & 
Sujatha, 2023):

• 1 indicates perfect similarity
• 0 indicates no similarity
• -1 indicates perfect dissimilarity

In the context of this script, a cosine similarity close to 1 suggests a high degree of 
similarity between the recommended property and the user’s specified preferences. 
Conversely, values closer to 0 indicate lower similarity.

Hence, achieving cosine similarity scores close to 1 for the top recommendations 
implies that the KNN model is effectively identifying properties that align well with 
the user’s criteria. This high similarity suggests that the recommended properties 
share key features, such as pricing, and duration making them strong candidates for 
the user’s preferences.

The fact that the first recommendation has a cosine similarity score of 1 indicates 
an exact match with the user’s criteria, signifying that the KNN model has identified a 
property identical to the specified preferences. Also, the remaining recommendations 
all had scores close to 1 with the 15th having a score of 0.9972. This consistency 
across the top 15 recommendations underscores the robustness and reliability of 
the KNN model in capturing nuanced patterns within the vast Airbnb dataset. The 
closeness of these scores to 1 reinforces the effectiveness of the model in discerning 
properties that align comprehensively with the user’s stated criteria, providing a set of 
recommendations that closely resonate with the desired features and characteristics.

However, it is important to mention that the success of the KNN model in providing 
accurate recommendations is influenced by the substantial size of the Airbnb dataset, 
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which contains up to three hundred thousand rows. A larger dataset enables the model 
to better capture patterns and relationships, leading to more reliable recommendations 
with higher similarity scores. Hence, the efficacy of the model may vary when applied 
to datasets of different sizes. For instance, if the script were to be applied to our 
web scrapped tour packages dataset with only one thousand five hundred rows, the 
results might not be as accurate due to the smaller dataset size. The model’s ability 
to generalise patterns and provide accurate recommendations may be impacted, and 
similarity scores may differ accordingly.

In summary, the interpretation of cosine similarity scores reflects the degree of 
alignment between recommended properties and user preferences. The success of 
the KNN model in providing accurate recommendations is underscored by the high 
similarity scores, while considerations for dataset size emphasise the need for caution 
when applying the model to datasets of varying sizes.

17.7.2 Test Model

17.7.2.1 Modifications for Tour Packages Dataset

Now that a working recommendation model has been created for the Airbnb dataset, 
it is time to modify the script to better align with tour package recommendations 
which is the main goal of RoamRadar. This adaptation involves refining specific 
elements of the code to suit the unique characteristics of tour packages (Fig. 17.22).

Essentially, the ‘get_recommendations’ function has been modified to better suit 
the characteristics of tour packages. Firstly, the country selection process has been

def get_recommendations(selected_country, price_filter, duration_filter, num_recommendations=15): 
# Apply filters
country_condition = df['Country'] == selected_country

if price_filter == "budget":
price_condition = (df[*Price'] <= 300)

elif price_filter == "standard":
price_condition = ((300 < df['Price']) & (df ['Price'] <= 900))

elif price_filter == "luxury":
price_condition - (df[*Price'] > 900) 

else:
raise ValueError("Invalid price filter")

if duration_filter == "half_day":
duration_condition = (df['Duration'] <= 8)

elif duration_filter == "full_day":
duration_condition - (df['Duration'] > 8)

else:
raise ValueError[(]"Invalid duration filter"[)]

# Filter the data
filtered_data = df[country_condition & price_condition & duration_condition]

Fig. 17. 22 Defining get_recommendations for tour packages 
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refined to focus on four (4) specific countries: Malaysia, Thailand, Indonesia, and the 
Philippines, as these four (4) countries will be the main focus of RoamRadar. This 
adjustment ensures that the recommendations align with the desired geographical 
preferences for tour offerings.

Secondly, the price filter has undergone significant changes to accommodate the 
diverse budget considerations associated with tour packages. The filter now distin­
guishes between three (3) categories: budget, standard, and luxury. Each category 
is defined by specific price ranges to with ‘budget’ being 300 and below, ‘standard’ 
being more than 300 and less than 900, and ‘luxuries’ being any tour packages more 
than 900. These changes provide users with tailored recommendations based on their 
financial preferences for tour experiences.

Additionally, the duration filter has been adapted to better reflect the nature of tour 
packages. Instead of selecting the number of days, users can now choose between 
half-day and full-day options. This adjustment caters to the varying time commit­
ments associated with different tour packages, allowing users to specify whether they 
prefer shorter or longer-duration tours.

These modifications enhance the versatility of the recommendation system, 
making it more adept at suggesting tour packages that align with user preferences in 
terms of destination, budget, and duration. The refined filters provide a more defined 
and personalised user experience, ensuring that the recommended tour packages meet 
the specific criteria set by the user.

Importantly, it is worth noting that the remaining portions of the script, including 
data loading, preprocessing, and the core recommendation algorithm, remain 
unchanged. These modifications serve to augment the script’s versatility, allowing it 
to seamlessly transition from recommending Airbnb properties to providing tailored 
suggestions for diverse tour packages.

17.8 SDLC Framework

We have meticulously identified and structured crucial steps drawn from previous 
research employing SDLC frameworks. This systematic approach enabled us to 
develop a strategic framework closely aligned with RoamRadar’s requirements, 
meeting specific needs.

17.8.1 Overview of SDLC

Software Development Life Cycle (SDLC) is a structured process followed in 
software organisations, providing a clear roadmap for developing, maintaining, 
enhancing, and modifying specific software to improve software quality and the 
development process. We align our web interface framework flow with Hossain’s 
(2023) research on SDLC methodologies. This framework defines comprehensive
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Fig. 17.23 RoamRadar’s SDLC Framework

life-cycle processes for software, aiming to encompass all essential tasks for software 
development and maintenance.

Figure 17.23 illustrates the stages required for RoamRadar’s web development and 
demonstrates how the website for RoamRadar’s tour package recommender system 
is developed using the Software Development Life Cycle (SDLC) workflow.

By adopting this framework, we aim to meet expectations within defined timelines 
and cost estimates, outlining specific tasks at each development stage. This mirrors 
our project’s need to complete multiple components and tasks within a set timeframe.

17.8.2 Requirement Planning and Analysis

In the planning phase, our main objective is to align project goals with research 
question 3: ‘What input and output do users experience when utilising the web inter­
face integrated with the machine learning model?’ (as mentioned in Table 1). This 
alignment focuses on delivering personalised tour recommendations based on user 
preferences and constraints. This involves gathering and analysing user input param­
eters like budget filters, stay duration, and country preferences. Furthermore, we 
define the desired user experience and set scalability and performance expectations 
for the website interface system.

17.8.3 Defining

In the defining phase, we outline user cases and user stories to grasp users’ interactions 
with the web application. This aids in shaping the web interface’s responses across 
diverse scenarios, ensuring it meets users’ needs and expectations. Additionally, we 
drafted a data flow diagram (DFD) to visually represent the functionality and data
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User Input
• Country
• Price Range
• Duration

Web interface Tour Packages 
Database

Fig. 17.24 DFD for web interface

flow of the web interface. This diagram serves as a guide to the subsequent stages of 
the design process as we construct the web interface.

DFD Diagram of Web Interface

The Data Flow Diagram (DFD) in Fig. 17.24 for the web interface is primarily divided 
into three (3) stages. In the first stage, users obtain recommended tour packages by 
providing input such as country, duration, and price range through our specially 
designed ‘RoamRadar’ website. Moving on to the second stage, the website receives 
the information entered by the user and translates it into the tour packages database. In 
the final stage, the system filters and presents the top fifteen (15) closest matching tour 
packages on the website. Users can navigate to the third-party websites to continue 
the tour package booking.

17.8.4 Designing

We create an initial mock-up design using Canva, a graphical design tool, to visually 
depict preliminary design concepts. This mock-up acts as a blueprint for subsequent 
design iterations, enabling early visualisation and feedback. Concurrently, we focus 
on architecture design, outlining the high-level structure and component interactions. 
We prioritise UI/UX design to enhance the interface’s appeal and user-friendliness, 
ultimately improving user experience and accessibility during preference input and 
tour recommendation access.

a . External Interface Mock-up (User Interface Design)
For the initial mock-up for our user interface design, we will be using ‘Canva’ 

for the sketching. The below figures show a rough outline of our website interface 
initial design and the main flow users will experience.

b . Functional Design (Process Flow for User Interface)

• Consumer’s Request:
The customer submits a request to start the procedure. The customer is 
probably expressing interest in tour packages throughout this exchange.

• Website:
The website being RoamRadar receives the request from the user. In a process 
flow diagram, this is symbolised by a diamond shape, which denotes a 
branching point.
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• Tour Packages Database:
The website and the ‘Tour Packages Database’ are linked via a bidirectional 
arrow. This means that in order to obtain information on tour packages, the 
website would have to communicate with this database.

• Search for the Best Options Using Personalised Recommender System: 
After the website processes the user’s request and looks through the ‘Tour 
Packages Database’, a customised recommender system which uses the KNN 
Machine Learning Model looks through the available tour package possibili­
ties. This is a critical step since it allows the search results to be customised 
to the user’s preferences.

• Consumer Selects the Best Package:
Following the top 15 tour packages provided by the recommender system, 
the customer makes a decision and chooses the package that best suits their 
requirements.

• Conclusion of Contract:
This is the last stage of the procedure, where the customer usually has to 
accept the terms and conditions of the tour packages and pay to complete the 
reservation.

17.8.5 Coding and Development

The code and development phase involving the utilisation of web development tools 
(HTML, PHP, CSS, JS, and SQL) in creating RoamRadar website, integrated with 
our machine learning model for a tour packages recommender system to display to 
users, is explained in the 12 sections outlined below:

1. Registration Page
2. Login & Logout Page
3. Navigation Menu
4. Homepage
5. About Us Page
6. Tour Packages Recommender Page
7. Business Visualisation—Data Entry Page
8. Why RoamRadar?—User Visualisation Page
9. Travel Blog Tips Page

10. Contact Page
11. Feedback Pop-Up Form
12. Website Footer 

1. Registration Page

To begin using the RoamRadar website, users must first register by completing the 
registration process. This registration page is designed to allow users to register 
independently and obtain access to our system. This involves providing personal 
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information such as name and email. Additionally, users are required to confirm their 
password by entering it again to ensure accuracy. After successfully completing the 
registration process, users can proceed to the login page.

Figure 17.25 shows the registration page interface of RoamRadar’s website.
In this registration page, users can register by entering their name, email, and 

password.

• User Registration:

The system securely stores user details in the database for login authentication and 
enhances security by hashing and hiding user passwords.

Figure 17.26 shows the PHP code for saving hashed passwords.
When a user enters their password, this PHP code securely transforms it into a 

highly protected format using a strong hashing algorithm, ensuring the confidentiality

Fig. 17.25 Registration 
page interface

// Set parameters

$param_password = password_hash($password, PASSWORDDEFAULT )} // Creates a password hash

Fig. 17.26 PHP code for saving hashed passwords
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Fig. 17.27 JavaScript code 
for hide password 
functionality

js > JS passwordtoggle.js > ...

1 (function($) {
2

"use strict";
4

$(".toggle-password").click(function() {
6

$(this).toggleClass("fa-eye fa-eye-slash");
var input = $($(this).attr("toggle"));
if (input.attr("type") == "password") { 

input.attr("type", "text");
11 | } else {

input.attr("type", "password");
13 }
14 });
15
16 })(jQuery);

and integrity of user credentials in applications or websites. The resulting hashed 
password is then commonly stored for authentication purposes.

Figure 17.27 shows the JavaScript code for the hide password functionality.
When a user interacts with an element marked as ‘toggle-password’, such as an 

‘eye-shaped’ icon next to a password field, this code enables a visual toggle between 
hiding and revealing the entered password. Clicking the icon changes the password 
input from obscured (asterisks) to plain text, providing users with the flexibility to 
preview or obscure their password as they type. It also dynamically updates to reflect 
the current state, enhancing the user experience by offering a clear and intuitive 
password visibility control.

2. Login & Logout Page

After user registration is completed, the login page functions as the initial gateway 
for users to enter the website. It enables users to access the website by entering 
their authentication credentials, such as email and password in this case. This 
process helps the website in verifying user identity, ensuring the monitoring of autho­
rised users to access the website’s data and features. This is particularly crucial for 
safeguarding sensitive or private information.

Figure 17.28 shows the login page interface of RoamRadar’s website.
In this login page, users can login by entering their email address and password.

• User Login:
Registered users can log in by entering their email address and password on 
the login page. The system verifies the entered credentials by comparing the 
information with the data previously stored during the registration process in the 
database.

• Authentication Status:
After a login attempt is made, the submitted login form containing user informa­
tion undergoes authentication. Upon successful authentication, the user is granted 
access to the ‘Homepage’.
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Fig. 17.28 Login page interface

• Web Sessions:
A web session is activated when users log in. During this time frame, users are 
logged into the website and can freely browse its content. However, there is no 
limit to this session in our website. Any interactions that users engage in with the 
website are recorded as part of the web session within the website’s domain.

Figure 17.29 shows the ‘Homepage’ interface that appears when users success­
fully log in.

Fig. 17.29 Homepage interface upon successful login
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However, in the event of a failed login attempt, caused by an incorrect email 
address or password, the user is promptly notified of the failure, as illustrated in 
Fig. 17.30.

Users can click on the ‘Logout’ button icon beside their username, shown on the 
navigation bar, to log out of their user account and end their web session.

Figure 17.31 shows the logout button icon next to the users’ username.
Figure 17.32 shows the logout PHP code, which is designed to end the session 

and redirect users to the login page when they log out of their accounts.

Fig. 17.30 Incorrect email 
or password prompt interface

Fig. 17.31 Logout button icon placement
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// Destroy the session. 
session_destroy();

// Redirect to login page 
header("location: login.php"); 
exit;
?>

Fig. 17.32 Logout PHP code for session termination and user redirect

When a user logs out of a website, this PHP code ensures that their session is 
securely terminated, clearing any personal information. After logging out, the user 
is automatically redirected to the login page.

3. Navigation Menu

The website’s navigation menu comprises a list of links leading to various pages 
(internal pages), displayed at the top of the webpage as page headers. This design 
facilitates swift and convenient access to information that users may seek, 
offering an overview of RoamRadar’s website content. Examples of such pages 
include ‘Home’, ‘About Us’, and ‘Tour Packages’.

Figure 17.33 shows the navigation menu layout at the top of each webpage.
Figure 17.34 shows the ‘menu.php’ code, which generates a responsive navigation 

menu for the website by incorporating all the website pages.

• Active Page Interaction:

Fig. 17.33 Top-header navigation menu interface on webpages

Fig. 17.34 Responsive navigation menu creation in menu.php
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The system dynamically updates the active page as users navigate through 
different webpages.

• Visual Cue:
The webpage name in the navigation menu header is highlighted in a lighter 
colour, and when scrolled up, it changes to orange-red. This serves as a visual 
indicator of the currently active page.

• User Login:
Users can view their name and a logout option if they are logged in; otherwise, 
they will see a login page.

As users interact with different pages, the active page changes according to the 
webpage they click into. The webpage name in the navigation menu header will be 
highlighted in a lighter shade and orange-red colour when scrolled up to indicate the 
active page the users are currently on. If logged in, users will observe their name 
along with a logout option; otherwise, they will be prompted to log in.

4. Homepage

The primary function of this homepage is to serve as the filtering mechanism 
for users to select their preferences in terms of ‘country’, ‘duration’, and ‘price 
range’ for tour package recommendations. These filtering parameters represent 
the initial steps that users must undertake to obtain their own personalised tour 
recommendations from our system.

Figure 17.35 shows the filter parameters on the ‘Homepage’, allowing users to 
select options based on their preferences.

On this page, users can choose filter parameters, including subcategories, which 
are listed below:

(a) Country

(i) Malaysia
(ii) Philippines

(iii) Thailand
(iv) Indonesia

(b) Duration

(i) Half-day: 1-8 h
(ii) Full-day: 9-24 h

(c) Price Range

(i) Budget: < RM300
(ii) Standard: RM 301 - 900

(iii) Luxurious: > RM 901

Figure 17.36 shows the code outlining the user’s input for filter parameter 
specifications for ‘Country’ in generating tour package recommendations.
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Fig. 17.36 Code for filter parameter specifications for ‘country’, ‘duration’, and ‘price range’

• Filter Options:
Dropdown menus in the form allow users to filter tour package selections based 
on country, duration, and price range preferences.

• Submission Handling:
The form is configured to submit user selections to a server-side script 
(“‘tourpackages.php’) using the POST method. In this script, it is expected to 
process the user input and generate relevant tour package recommendations on 
the ‘Tour Packages’ page.

Once the user selects their preferences and clicks on the ‘Search’ button, the form 
is submitted to a server-side script (‘tourpackages.php’). This script is responsible for 
processing the user’s input and presenting relevant tour package recommendations, 
incorporating scroll-based animations such as column and heading text animations.

Figure 17.37 shows the three (3) travel platforms included in the tour package 
recommendations generated by our system.

The three (3) travel platforms included are:

1. Klook

•J* klOOk ®Tripadvisor Trip COOfl
• o o

Fig. 17.37 Key travel platforms interface
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<!-- ======= Travel Platforms Section ======= -->
<section id="platforms" class="platforms">

<div class="container" style="padding-top: 30px;">

<div class="platforms-slider swiper-container">
<div class="swiper-wrapper align-items-center">

<div class="swiper-slide"ximg src="images/platforms/klook.png" class="img-fluid" alt=""x/div>
<div class="swiper-slide"ximg src="images/platforms/tripadvisor.png" class="img-fluid" alt=""x/div>
<div class="swiper-slide"ximg src="images/platforms/tripdotcom.png" class="img-fluid" alt=""x/div>

</div>
<div class="swiper-pagination"x/div>

</div>

</div>
</section>
<!-- End of Travel Platforms Section -->

Fig. 17.38 Travel platforms with interactive slider animation using PHP code

2. TripAdvisor
3. Trip.com

Figure 17.38 shows how the presentation of the three (3) travel platforms through 
an engaging interactive slider animation through PHP code.

• Platform Slider:
Swiper library to showcase the travel platforms—Klook, TripAdvisor, and 
Trip.com logos, offering a visually appealing and navigable display within a 
webpage section.

Users can explore the travel platforms associated with their desired tour 
package recommendations on the ‘Tour Packages’ page, showcased through an 
automated slider animation.

Figure shows some fun facts about RoamRadar’s website. 17. 39 
This section presents several fun facts about RoamRadar, as listed below:

1. The number of travel platforms
2. The total count of included tourist packages
3. The overall number of collected ratings

Some fun facts

3 1,500 1,760 60
Travel Platforms Tourist Packages Ratings Collected Recommended Blogs

Fig. 17.39 RoamRadar’s fun facts interface

Trip.com
Trip.com
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4. The total count of recommended blogs

Figure  shows the PHP code in creating the counter animation, dynamically 
displaying the numbers associated with each fun fact.

 17. 40

Users can explore entertaining facts about RoamRadar by viewing animated 
numbers that represent key statistics of website information, providing a quick and 
engaging overview.

Figure shows a similar slider animation utilised to showcase the travel 
platforms, as seen in the previous section. This functionality is also incorporated in 
the testimonies section of our project journey, where our team shares experiences 
with RoamRadar.

 17. 41 

Our team members, who have shared their testimonial experiences with Roam­
Radar, include:

<!-- Fun Facts Section —>
<section class="ftco-section ftco-counter img“ id="section-counter" style="background-image: url(images/bg_l.jpg);">

<div class=”container">
<div class=“row justify-content-center mb-5 pb-3">

<div class="col-md-7 text-center heading-section heading-section-white ftco-animate”>
<h2 class="mb-4’>Some fun facts</h2>

</div>
</div>

<div class="row justify-content-center“>
<div class="col-md-10">

<div class="row">
<div class="col-md-3 d-flex justify-content-center counter-wrap ftco-animate">

<div class="block-18 text-center">
<div class="text">

<strong class«"number” data-number=“3">0</strong>
<span>Travel Platforms</span>

</div>
</div>

</div>
<div class=“col-nid-3 d-flex justify-content-center counter-wrap ftco-animate">

<div class=nblock-18 text-center">
<div class=“text">

cstrong class="number” data-number="1500”>0</strong>
<span>Tourist Packages</span>

</div>
</div>

</div>
<div class»"col-md-3 d-flex justify-content-center counter-wrap ftco-animate">

<div class«"block-18 text-center">
<div class="text">

<strong class=”number" data-number="1760“>0</strong>
<span>Ratings Collected./span>

</div>
</div>

</div>
<div class=”col-nid-3 d-flex justify-content-center counter-wrap ftco-animate">

<div class»"block-18 text-center“>
<div class-"text">

cstrong class“"number” data-number="60">0</strong>
<span>Recoimnended Blogs</span>

</div>
</div>

</div>
</div>

</div>
</div>
</div>

</section>
<!-- End of Fun Facts Section -->

Fig. 17.40 PHP code for counter animation in displaying fun fact numbers
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Fig. 17.41 Slider animation in testimonies interface

1. Alicia Liew, RoamRadar’s Team Member
2. Koo Zhi Yan, RoamRadar’s Team Member
3. Darsshan, RoamRadar’s Team Member
4. Joshua, RoamRadar’s Team Member
5. Hayley Woon, RoamRadar’s Team Leader

Figure 17.42 shows the PHP code to generate the slider animation in the testimony 
section.

Users can access testimonials written by others who have experienced and enjoyed 
RoamRadar’s system on the website. This helps build trust and interest, motivating 
users to explore the platform further for their travel needs.

4. About Us Page

In the ‘About Us’ page, users can peruse and gain insights into RoamRadar and its 
system’s operations. Figure 17.43 shows the various information sections available 
on the ‘About Us’ page with tabbed navigation. This page includes the following key 
sections:

Fig. 17.42 PHP code for testimony section slider animation
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Fig. 17.43 Tabbed navigation interface with different information sections

1. What We Do
2. Our Mission
3. Our Vision
4. Frequently Asked Questions (FAQs)

On this page, users can click on ‘What We Do’, ‘Our Mission’, or ‘Our Vision’ 
to navigate through various information sections.

• Tabbed Navigation:

The content is organised through tabbed navigation, allowing users to easily switch 
between different sections of information.

Figure 17.44 shows the PHP code to generate the tabbed navigation.

Cdiv class="col-md-12 nav-link-wrap mb-5">
cdiv class="nav ftco-animate nav-pills" id="v-pills-tab" role="tablist" aria-orientation="vertical">

ca class-"nav-link active" id«"v pills whatwedo tab" data-toggle-"pill" href-’dv pills whatwedo" role-"tab" aria-controls-”v pills whatwedo" aria-selected“"tcue">what We Do</a>

ca class="nav-link" id="v-pills-mission-tab” data-toggle-"pil1" href="#v-pilIs-mission" role-"tab” aria-controls="v-pills-mission“ aria-selected="false"X)ur Missionc/a>

ca class="nav-link" id="v-pills-goal-tab" data-toggle="pi11" href="#v-pills-goal" r*ole="tab" aria-controls="v-pills-goal" aria-selected="false">Our visionc/a>

cdiv class="col-mdl2 d-flex align-items-center")

cdiv class="tab-content ftco-animate" id-"v-pills-tabContent">

<div class""tab-pane fade show active" id-"v-pills-whatwedo" role="tabpanel” aria-labelledby-"v-pillswhatwedotab">

<h2 dass=~mb 4 pt 4”>streamline Your Travel Planningc/h2>
cp class="textjustify">Taking days or weeks to choose your ideal tour package for your holiday? Look no further! we are your one-stop travel package recommendation website.-
cp class="textjustify“>At our core, we simplify travel planning by leveraging a cutting-edge machine learning model. Our platform assists users in finding their perfect trar

cdiv class=“tab-pane fade" id="v-pills-mission" role="tabpanel" aria-labelledby="v-pills-mission-tab">

<h2 class-"mb-4 pt-4">Transform Your Travel Experiencesc/h2>
<p class="textjustify">To revolutionise the tourism industry by providing a reliable online platform that enhances the travel experience for consumers. Through the implement;
<p class="textjustify">By empowering our users with the ability to effortlessly compare prices and find the best travel package that suits their preferences, we strive to ma!

cdiv class-"tab-pane fade" id=”v-pills-goal" role»"tabpanel” aria-labelledby»"v-pills-goal-tab”>

<h2 dass="mb 4 pt 4">Revolutionise Your Travel 3ourneys</h2>
cp>As we move forward, our vision is to establish RoamRadar as the go-to destination for travellers seeking personalised recommended tour packages, we envision a future when 
cpSThrough continuous improvement, user-centric design, embracing the latest updates in technology, we aspire to be the catalyst for positive change in the way people plan ar
■'di

Fig. 17.44 PHP code for tabbed navigation
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Users can view the description after clicking on each tab. This feature helps users 
understand RoamRadar’s overall vision and mission.

On the same page, there is a Frequently Asked Questions (FAQ) section which 
is shown in Fig. 17.45 to provide users with the quick answers to common ques­
tions. This is designed to improve the customer experience by addressing anticipated 
questions without necessitating users to make additional inquiries. There are five (5) 
main questions listed that users may pose when visiting our website.

The PHP code of the first question is displayed in Fig. 17.46 as an example.
In the FAQ section, users are required to click on the ‘ + ’ button to reveal the 

provided answer below the questions. Conversely, users can click the ‘-’ button to 
conceal the answers.

6. Tour Packages Recommender Page

The ‘Tour Packages’ page will serve as the output page which displaying the top 15 
tour packages based on user input preferences (country, duration, and price range).

FAQs

Frequently Asked Questions

How does your platform recommend travel 

packages?

Our platform utilises an advanced rule-based filtering machine 

learning model. This model analyses your preferences and compares 

them with extensive tourism package data from various websites. The 

recommendations are personalised, ensuring you get tour packages 

that best fit your requirements.

Can I trust the prices listed on your platform? O

What makes your platform different from other 

travel websites?

How can I contact customer support if I have any 

issues or questions?

Can I book a travel package directly on your 

platform?

Is my personal information secure on your 

platform?

Fig. 17.45 Frequently asked questions interface

csection class="ftco-section bg-light">
<div class=”container">

<div class="row justify-content-start mb-5 pb-3">
<div class=“col-md-7 heading-section ftco-animate">

<span class="subheading">FAQs</span>
<h2 class="mb-4”xstrong>Frequently</strong> Asked Questions</h2>

<div class=“card">
<div class=”card-header">

<a class-"card-link" data-toggle-"collapse" href-"«menuone" aria-expanded-"true" aria-controls-"menuone">How does your platform recommend travel packages?
<span class="collapsed"xi class="icon-plus-circle“x/ix/spanxspan class=”expanded"xi class=-icon-minus-circle"x/ix/spanx/a>

<div id*"menuone" class>"collapse show">
<div class="card-body">

<p class-”textjustify”>Our platform utilises an advanced <b>rule-based filtering machine learning model</b>.
This model analyses your preferences and compares them with extensive tourism package data from various websites.
The recommendations are personalised, ensuring you get tour packages that best fit your requirements.;/p>

</div>
</div>

</div>

Fig. 17.46 PHP code for FAQ questions
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Fig. 17.47 Interface overview of ‘tour packages’

The recommended packages are filtered using a K-Nearest Neighbours (KNN) model 
that incorporates data from three platforms (Klook, TripAdvisor, and Trip.com).

Figure 17.47 shows the overall functions of the Tour Packages page that enable 
users to filter options and select their desired tour packages.

The sidebar filter on the left enables users to customise their preferences and 
then the recommended top 15 tour packages will be displayed on the right side. The 
comprehensive functions are listed below:

• Sidebar Filter:
The functions allow users to filter the user preferences (country, duration, price 
range, and star rating) by clicking the radio buttons and clicking the ‘Search’ 
button to execute the package search.

• Magnifying Glass:
When the cursor is pointing on the tour image, the magnifying glass will appear, 
and it serves as a clickable icon that will navigate users to the third-party website 
after clicking on it.

• Discover Button:
This button has the same functionality as the magnifying glass that will navigate 
users to the third-party website.

Trip.com
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<?php session_start(); ?>

<?php

require_once "db.php";

{country =
{duration =
{price =
{star5 = {star4 = {star3 = {star2 = {starl =

{sCountry =
{sduration =
{sPrice =
{sStar =

if(isset({_POST["country"])) {country = {_POST["country"];
if(isset({_POST["duration"])) {duration = {_POST["duration"];
if(isset({_POST["price"])) {price = {_POST["price"];
if(isset({_POST["starl"])) {starl = {_POST["starl"];
if(isset({_P0ST["star2"])) {star2 = {_P0ST["star2"];
if(isset({_POST["star3"])) {star3 = {_POST["star3"];
if(isset({_P0ST["star4"])) {star4 = {_P0ST["star4"];
if(isset({_P0ST["star5"])) {star5 = {_P0ST["star5"];

Fig. 17.48 PHP code for database connection

Figure 17.48 illustrates the code of how we link the tour packages database in the 
phpMyAdmin into ‘Tour Packages’ page.

The purpose of these codes is to handle the user input and store the input in 
variables for further processing. After linking the database, we can start to match the 
variables with the filter options in sidebar filter (country, duration, price range, and 
star rating) as shown in Fig. 17.49.

These codes include the functions for users to select their preferences in the sidebar 
filter:

• Dropdown List:
Users can select their country preferences from the dropdown list by clicking the 
downward arrow.

• Radio Buttons:
For duration and price range, users can choose a single option by clicking the 
corresponding button.

• Checkboxes:
For star rating, users have the flexibility to select multiple options.

• Submit:
After users have selected their preferred options, they can click on ‘Submit’ button.
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I cdiv class-"form-group">
cdiv class-"select-wrap one-third")
<div class-"icon">cspan class-"ion ios arrow down">c/span>c/div>
cselect name-"country" id-"country" class-"form-control" placeholder-"Keyword search")
coption value-"">Countryc/option>
coption value="Malaysia" c?php if(tcountry=="Malaysia") echo " selected" ?>>Halaysiac/option>
coption value="Philippines" cfphp if($country—"Philippines") echo " selected" ?>>Phllippines</option>
coption value-"ihalland" c?php if($country--"lhalland") echo " selected" ?>>Thailandc/optlon>

I coption value-'indonesia” c?php iffjcountry—"Indonesia") echo " selected" ?>>lndonesiac/option>
c/select>

c/div>
c/div>

ch3 class>~heading mb-4">durationc/h3>
cinput type="radio" id="l Shours" na«ie="duration" value-"l-8 hours" cfphp if($duration—"l-8 hours") echo ” checked" !»

I clabel for-"18hours">l-8 hoursc/label>cbr>
cinput type-’radio" id-”9-24hours” name-"duration" value="9-24 hours" c?php if(lduration--"9-24 hours") echo ” checked" ?»
clabel for="9-?4hours">9-24 hoursc / label >cbr>

c/div>
<hr>
<div>

ch3 class-"hcading mb 4">Price Rangc</h3>
cinput type-'radio" id-"pricel" name-"price" value="pricel” c?php i f (Jprice—"pricel") echo " checked" ?»
clabel for*”pricel"><RM3O0</label>cbr>
cinput type=“radio" id="price2" name="price" values"price?" cfphp if($price="price2“) echo " checked" 2>>
clabel for="price2">RM30i-RM900</labelxbr>
cinput type-"radio" id-"price3" na»e-"price" value-"price3" cfphp if($price--"price3") echo " checked" ?»
clabel for="price3">>RM901c/labcl>cbr>

ch3 class-"heading mb-4">star Ratingc/h3>
cform aethod="post" class=“slar-rating"> 

cdiv class="fora-check">
cinput type-”checkbox" class-"for»-check-input" id-"stars" name-'starS" c?php if(tstarS) echo ” checked" ?»
clabel class-"forn check label" for-"stars")

cp class-"rate">cspanxi class-"icon-star">c/ixi class-"icon-star">c/i>ci class-"icon star"x/i>ci class-"icon-star">c/ixi class-"icon-star">c/i>c/spanx/p> 
c/label)

cdiv class-"form-check")
cinput type-"checkbox" class-"form-check-input" ld-"star4" name-"star4"c’php if($star4) echo " checked" ?»
clabel class-'form check label" for-"star4">

cp class-"rate">cspan>ci class»"icon-star”>c/i>ci class»"icon-star">c/i>ci class»"icon-star">c/i>ci class*”icon-star">c/i>ci class*"icon-star-o">c/ix/span>c/p> 
c/label>

c/div>
cdiv class-"form-group“)

cinput type-”submit" value-"Search” class-"btr> btn-primary py-3 px-5">

Fig. 17.49 PHP code for sidebar filter

The code shown in Fig. 17.50 is the MySQL query to retrieve tour packages data 
from a database based on various filtering criteria such as country, price, duration, 
and star rating.

The data is retrieved from a database named ‘knn_tourpackages’. We filtered the 
country criteria, switched the statement of the duration into two categories (half­
day and full-day) and price into three categories (budget, standard, and luxury), and 
created star rating conditions. After that, we combined all the conditions to handle 
different scenarios where users may select one or more filters such as country, price 
range, duration, and star rating.

The following step is shown in Fig. 17.51 to display the results, which is the top 
15 tour packages.

The purpose of this code is to fetch the tour package information from the database 
based on the user selected filters and display on the page. If the initial database query 
fails, it will show an error message with details about the failure.

Moving to the localhost side, Fig. 17.52 shows where our database query (knn_ 
tourpackages) stored in the phpMyAdmin.

The database can be accessed in the localhost by importing ‘knn_ 
tourpackages.sql’ into ‘travel2’ database.

7. Business Visualisation—Data Entry Page

This Data Entry Page is designed for business users to upload their tour pack­
ages data with the CRUD functions (create, read, update, and delete), as shown in 
Fig. 17.53. By uploading their data, they are able to add their tour packages data 
into the ‘Tour Packages’ page. The Create function initiates when a new CSV file
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<?php
(sql = “SELECT id, price, country, tourname, tourtype, duration, tourlocation, totalreview, averagerating, toururl, imageurl, source 

FROM knn_tourpackages “j
//echo (sql;

// WHERE ;
if((country <>"”)

(sCountry = country'(country

switch((duration)
{

case "1-8 hours":
(sduration = ” duration_category=’Half-Day'"; 
break;

case “9-24 hours";
(sduration = " duration_category='Full Day'"; 
break;

case 
(sduration .= 
break;

}

switch((price)
{

case "pricel”:
(sPrice - " price_category-'Budget’"; 
break;

if((starl)
{

(sStar .= " (averagerating>=l and averagerating<2) ";
}
if((star2)
{

if((sstar<>“") (sStar.=" or ";
(sStar .= " (averagerating>=2 and averagerating<3) ";

}
if ((sstaro"") (sStar = " (“. (sStar. “ ) ";
//echo (sStar;

(sql2 =
if ((sCountryo"" || (sPriceo"" || (sdurationo”" || (sStaro"")
s

(sql .= " where ";
if ((sCountryo"") 

(sql2 = (scountry;

if ((sPriceo" ")
{

if ((sql2<>-) 
{

(sql2 .=" and "; 
}

(sql2 .= (sPrice;
| }

Fig. 17.50 PHP code for display tour package information

is uploaded, leading to the creation of a new database. The Read function serves to 
retrieve existing data from the database. The Update function allows for the editing 
of existing data, while the Delete function facilitates the removal of unwanted data 
from the database.

On this page, the ‘Upload File’ section allows users to upload their data in 
csv.format and the data will be displayed in the ‘Uploaded Data Table’. The users 
can edit or delete the data by clicking on the ‘Edit’ and ‘Delete’ button within the 
table.

Figure 17.54 illustrates that once users upload their data from csv. file, the data 
will concurrently be displayed in the phpMyAdmin database. After any edit or delete 
action is done by users, the latest data will also be updated in the database.
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Fig. 17.51 PHP code for display tour package results

Fig. 17.52 Tour packages database in phpMyAdmin
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Fig. 17.53 Data entry page interface

8. Why RoamRadar?—User Visualisation Page

When users click into ‘Visualisation’ page, they will see RoamRadar Exploratory 
Data Analysis Report through Power BI visualisation providing a concise informa­
tion of the advantages RoamRadar offers over other tour packages websites and 
its brief functionality. These visualisations offer users to understand our system’s 
functionalities and benefits. Figure 17.55 serves as the first page that showcases 
the reasons for choosing RoamRadar. This content is generated from the results of 
the USE Questionnaire conducted during the testing phase, which comprehensively 
assesses RoamRadar’s usability, user satisfaction, and ease of use. This survey is 
accompanied by charts illustrating that most respondents agreed that our system is 
user-friendly, time-saving, and reliable.

Figure 17.56 is the second page of the report that indicates the overall functionality 
of RoamRadar. Three slicers positioned at the top represent the three user inputs, 
while a bar chart below showcases the total number of tour packages offered based 
on the user’s inputs. In short, RoamRadar offers the top 15 tour packages that closely 
align with the user preferences by using KNN model.

In Fig. 17.57, the code represents how we insert an embedded Power BI link to 
make it visible in the ‘Visualisation’ page.

9. Travel Blog Tips Page

In the case of users are not familiar with Malaysia and want to find out the famous 
places to visit, they can derive insights from various travel blogs accessible on the 
‘Blogs’ page. These blogs offer essential details and itineraries for user reference. 
Upon selecting any particular blog, users will be redirected to a third-party navigation 
site.



Fig. 17.54 Interface of new database created in phpMyAdmin
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Easy to use

RoamRadar Exploratory Data Analysis Report

Why use RoamRadar?

Saves time Reliable
Satisfaction Test

The majority of users navigating RoamRadar are satisfied with its Users save much more time when using RoamRadar, with the 
intuitive interface, user-friendly design, and visually appealing majority discovering suitable tour packages within a day or less,

layout, as it ensures that the information on diverse tour package In contrast, when using other tour package websites, most users
options is presented with clarity and comprehensibility, would typically spend more than a day. and even up to a week,

eliminating the necessity for additional guidance. to find options aligning with their preferences

Users are able to receive tour packages which best meets their 
preference through our website, making RoamRadar a trusted 

and effective choice for those seeking personalized and reliable 
travel experiences.

MKrotolt Power Bl

Fig. 17.55 1 st page of power BI visualisation
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RoamRadar Exploratory Data Analysis Report

How does RoamRadar work?
price label country

0
We've got your tour customization covered with three filter options in the following aspects:

(1) Price: From budget-friendly to luxury, your wallet calls the shots.
(2) Country: Pick your playground! We've got the globe at your fingertips.

(3) Duration: Quick getaway or epic journey? Your call!

Let your travel dreams run wild with RoamRadar's personalized touch!

Amount of tours by countries

country •Malaysia 

60

Malaysia

Share your dream adventure details, and our system becomes 
your personal tour packages matchmaker! We sift through 
countless options to bring you the TOP 15 packages best 

suited to your preferences.

country

Fig. 17.56 Second page of Power BI Visualisation

Your ideal adventure is just a few clicks away — we're here to 
make it effortlessly awesome!
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<!-- Start of PowerBI EDA Report-->
<html>
<body>

<h? style="text-align: center; padding: 20px 20px"xstrong>RoamRadar Exploratory Data Analysis Report</strongx/h2>
ciframe title="Report Section" width="600" height="373.5“

src="https://app■powerbi■ com/view?r=eyjrl joiY2I4HTQ5ZDAtNzkwHCB0OTdmLWFiYTctN jUwHDE0NmZhNzH5IiwidCI6I jUzN2MyYmUxLWZ jZDQtNDVhOS04M2IzLTY2NTNlYWN jNTA3HCIsImMiOjEwfQX3D%3D"
frameborder="0" allowFullScreen="true">

</iframe>
</body>
</html>
<!-- End of PowerBI EDA Report--)

Fig. 17.57 Code for embedded link of power BI

Figure 17.58 is the code of the first blog as an example. The code shows the 
insertion of the image, title, author, number of comments, and a hyperlink to the 
respective blog post.

10. Contact Page

After users have completed their use of RoamRadar, they can conveniently reach 
out to us by obtaining our contact information on the ‘Contact’ page without 
leaving the browser. We have furnished three crucial pieces of information for users 
to communicate with us, as depicted in Fig. 17.59.

Fig. 17.58 Travel blogs interface

I — Blogs Section--)
csection class-'ftco-section bg-light">

<div class="container")
<div class="row d-flex")
I <div class=”col-md-3 d-flex ftco-animate">
| <div class-"blog-entry align-self-stretch">

<a href»"https://www.goatsontheroad.com/things-to-do-in-kuala-lumpur/" target="_blank" class®"block-20" style9”background-image: url('images/blogs/blogl.jpg');">
</a>
<div class-'text p-4 d-block">

<h3 class="heading nt-3'xa href=*https://www.goatsontheroad.com/things-to-do-in-kuala-lumpur/" target="_blank">21 Best Things To Do in Kuala Lumpur, Malaysia</ax/h;
<div class’"meta mb-3”)

cdivxa href = "https://wBW.goatsontheroad.com/author/sasha-savinov/" target=" blank">By Sasha savinov</ax/divxbr>
cdivxa href="https://www.goatsontheroad.com/thlngs-to-do-in-kuala-lunipur/" target " blank" class-"meta-chat"xspan class-"icon-chat"x/span> 4 </ax/div>

</div>
</div>

I </div>
I </div>

Fig. 17.59 Code of travel blogs

https://app%25e2%2596%25a0powerbi%25e2%2596%25a0_com/view?r=eyjrl_joiY2I4HTQ5ZDAtNzkwHCB0OTdmLWFiYTctN_jUwHDE0NmZhNzH5IiwidCI6I_jUzN2MyYmUxLWZ_jZDQtNDVhOS04M2IzLTY2NTNlYWN_jNTA3HCIsImMiOjEwfQX3D%253D
https://www.goatsontheroad.com/things-to-do-in-kuala-lumpur/
https://www.goatsontheroad.com/things-to-do-in-kuala-lumpur/
https://wBW.goatsontheroad.com/author/sasha-savinov/
https://www.goatsontheroad.com/thlngs-to-do-in-kuala-lunipur/
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Contact Information section that becomes visible when users navigate to the 
‘Contact’ page. This section provides details such as our address, phone number, 
email address, and official website. This section presents details such as our address, 
phone number, email address, and official website. The text in red is clickable and 
will direct users to the specified links or pages.

The first question applies the Net Promoter Score (NPS) scale to measure customer 
experience on a scale from 0 to 5. The second question employs radio buttons for users 
to select the page they believe RoamRadar can further improve. The last question 
utilises a textbox which allows users to type in their feedback. The code provided in 
Fig. 17.60 outlines the application of various elements in the feedback form. These 
elements include:

• Net Promoter Scale (NPS):
This scale is a straightforward and user-friendly method for users to assess their 
experience and for developers to monitor user satisfaction scores. The scale range 
can be customised by developers based on their requirements.

• Radio Buttons:
The buttons offer a list of page options and allow users to select only one option 
by clicking on the button.

<div class="feedback-form">

<div class=”feedback-content">
<label for="feedback-checkbox" class="close-button">X(/label>
<h2>Your feedback is invaluable to usl</h2>

(pxstrong>Please rate your experience on a scale from 0 (Very Dissatisfied) to 5 (Very Satisfied). (/strongx/p>
<div class="nps-scale">

(input type="radio" name="nps" id="nps0" value="0">
(label for="nps6">0(/label>
(input type="radio" name=’*nps” id="npsl" value="l">
(label for="npsl">l(/label>
(input type="radio" name="nps" id="nps2" value="2">
(label for="nps2">2</label>
(input type="radio" name="nps" id="nps3" value="3“>
(label for="nps3">3(/label>
(input type="radio" name="nps" id="nps4" value="4">
(label for="nps4“>4(/label>
(input typa="radio" name="nps" id="nps5" value="5">
(label for="nps5">5(/label>

(/div>
(div>

<p><strong> Where do you believe we can enhance your experience on our website?(/strongx/p>

(input type="radio" id="home" name="navigationsection" value="Home">
(label for="home”>Home(/label>
(input type="radio" id="aboutus" name="navigationsection" value2*'About Us">
(label for="aboutus">About us(/label>
(input type="radio" id="tourpackages" name="navigationsection" value="Tour Packages")
(label for="tourpackages">Tour Packagesc/label)
(input type="radio" id="visualisation" name="navigationsection" value="Visualisation">
(label for="visualisation">Visualisation(/label>

(input type="radio" id="blog" name=”navigationsection" value="Blog">
(label for="blog">Blogs(/label>
(input type="radio" id="contactus" name="navigationsection" value="Contact Us">
(label for="contactus">Contact(/label>

| </div>

(textarea class="custom-textarea">Do share your feedback with us to help improve our website.(/textarea)
(button type="submit">Submit< button)

Fig. 17.60 Code of questions of the feedback form
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RoamRadar

DISCOVER the perfect travel 
package in Southeast Asia, Just 
for You!

Information

About

Best Price Guarantee

Customer Support

FAQ

Booking Tips

Contact Us

Have any Questions?

9 5, Jalan Universiti, Bandar
Sunway, 47500 Petaling 
Jaya, Selangor

03-7491 8622

f © S irilo^Jioanirudur.corri

Copyright ©2023 All rights reserved by RoamRadar

Fig. 17.61 Website footer interface

• Textbox:
Users can provide feedback by typing within the textbox, in addition to clicking 
on the buttons. There are no limitations on users’ ability to comment.

• Submit Button:
After users have completed the form, they can click the ‘Submit’ button to submit 
it.

11. Website Footer

Figure 17.61 shows the interface of foster section that users will encounter when 
scrolling to the end of every page. In the footer section, users can glean insight 
into RoamRadar’s purpose and seamlessly access our contact information. The 
content within the footer holds paramount significance in augmenting user experi­
ence, serving multifarious functional and informational objectives. The text contains 
clickable links that will direct users to the specified pages, excluding the brief 
introduction. This footer encompasses essential details:

1. Brief Introduction
2. Information
3. Customer Support
4. Contact Information
5. Social Media Icons

Figure 17.62 illustrates the code of footer which contains clickable text to navigate 
users to the assigned links or pages and animations for social media icons. For 
example, when users click on ‘Best Price Guarantee’, they will be directed to ‘Tour 
Packages’ page to find their tour packages.

17.8.5.1 Web Prototype Integration

In the process of integrating the Machine Learning KNN model with cosine simi­
larity into the RoamRadar web interface, several considerations and challenges were 
encountered. Initially, Application Programming Interface (API) usage such as Flask 
was explored as a potential solution to seamlessly connect the model with Roam­
Radar. However, this approach proved to be complex due to the generation of new
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:footer class-"ftco-footer ftco-bg-dark ftco-section“>
<div class’"containcr">

cdiv class="row mb-5"> 
cdiv class=“col-»d"> 
| <div class-'ftco-footer-widget mb-4”> 

ch2 class-"ftco-heading 2">Roa»Radar</h2> 
cp>DISCOVER the perfect travel package in Southeast Asia, lust for Youl</p> 
<ul class=“ftco-footer-social list-unstyled float-nd-left float-lft mt-5"> 

<li class’”ftco-animate”>ca href-"<"xspan class’"icon-twitter">c/spanx/a>c/li> 
cli class="ftco aniaate'xa href’"»"xspan class’"icon facehook">c/span>c/a>c/li> 
cli class=”ftco-aninate”> <a href=”«”xspan class="icon-instagrai»“>c/spanx/a>c/li> 

c/ul>
c/div>

</div>
<div dass="col-«d">

<div dass="ftco-footer-widget mb-4 Bl-md-s"> 
<h2 class="ftco-heading-2">Infornationc/h2> 
cul class-"list unstylcd")

clixa href="about.php" class="py-2 d-block">About</ax/li>
clixa href-"tourpackages.php" class-"py 2 d-block">Best Price Guarantee</ax/li> 

</ul>
c/div> 

c/div> 
<div class="col-«d">

<div class="ftco-footer-widget mb-4">
<h2 class-”ftco heading 2”>custoner support</h?>
<ul class’"list-unstyled">

clixa href=“about.php” class=“py-2 d-block“>FAQ</ax/li>
clixa href="blogs.php" class="py-2 d-block">Booking Tips</a>c/li> 
clixa href-"contact.php" class-"py 2 d block”>contact us</ax/li> 

</ul>
</div>

</div>
cdiv class»"col-md">

cdiv class="ftco-footer-widget mb-4“> 
ch2 ciass-“ftco-heading-2">Have any Questions?c/h2> 
cdiv class«"block-23 «b-3">

cul>
clixspan class-"icon icon-map-marker“x/spanxa href-"https://www.google.coa/maps/dir/3.0639853,101.6044125/Sunway+University/@3.0647595,101.6020168,It 
clixa href= "tel ://037491 8622"xspan class=”icon icon-phone"x/spanxspan class’"text ">03-7491 8622c/spanx/ax/li>
clixa href="mai Ito: info@roaaradar.co«"xspan class="icon icon-envelope"x/spanxspan class="text " 'info£roanradar.coac/spanx/ax/l i > 

c/ul> 
c/div> 

c/div>

cdiv class-”row"> 
| cdiv class="col-md-12 text-center”>

<p>Copyright &copy;cscripl>docuaent.write(new Date().getFullYear());c/script> All rights reserved by RoaaRadar</ax/p> 
c/div>

c/div>

Fig. 17.62 Code for website footer section

indices by the machine learning model that did not align with the indices in the Roam­
Radar phpMyAdmin database. Additionally, time constraints and the use of different 
programming languages for model development (Python) and web development 
(PHP or HTML) further complicated the API integration process.

To overcome these challenges, a more manual alternative was implemented. This 
alternative involved systematically running through all possible user input scenarios 
and recording the corresponding recommendations in a separate Excel sheet. Subse­
quently, this Excel sheet was uploaded into RoamRadar’s phpMyAdmin database 
using the following steps (Fig. 17.63).

(1) Accessing phpMyAdmin:

• Navigate to phpMyAdmin and select the appropriate database (in this case, 
‘travel2’).

(2) Importing CSV File:

• Click on the ‘Import’ tab and select the option to upload a CSV file.

(3) Listing Variables:

• During the import process, phpMyAdmin will prompt you to map the 
columns from the CSV file to the corresponding variables in the database 
table.

https://www.google.coa/maps/di


# Name Type Collation Attributes Null Default Comments Extra Action

□ 1 id int(11) No None AUTOJNCREMENT aZ Change 3 Drop More

□ 2 sequence int(3) Yes NULL Change Drop More

□ 3 tourname varchar(155) utf8_general_ci Yes NULL Change Q Drop More

□ 4 tourtype varchar(15) utf8_general_ci Yes NULL Change Drop More

□ 5 price decimal(6,2) Yes NULL *Z Change Q Drop More

□ 6 price_category varchar(8) utf8_general_ci Yes NULL Change Drop More

□ 7 duration int(2) Yes NULL aZ Change @ Drop More

□ 8 duration_category varchar(8) utf8_general_ci Yes NULL Change Q Drop More

□ 9 tourlocation varchar(405) utf8_general_ci Yes NULL *Z Change Q Drop More

□ 10 totalreview int(4) Yes NULL Change Drop More

□ 11 averagerating decimal(2,1) Yes NULL ^Z Change Q Drop More

□ 12 toururl varchar(160) utf8_general_ci Yes NULL Change Q Drop More

□ 13 imageurl varchar(229) utf8_general_ci Yes NULL *Z Change Q Drop More

□ 14 country varchar(11) utf8_general_ci Yes NULL & ' Change Drop More

□ 15 source varchar(11) utf8_general_ci Yes NULL iZ Change 9 Drop More

Fig. 17.63 Screenshot of adding excel file to phpMyAdmin
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• Define the variables such as ‘Name’, ‘Rating’, ‘Similarity’, and any other 
relevant fields. Assign the appropriate data types, such as VARCHAR for 
names and DECIMAL for ratings.

(4) Defining Table Structure:

• Specify additional details such as whether a field can be NULL or if it should 
auto-increment.

This method ensures that the RoamRadar database aligns with the output gener­
ated by the machine learning model, overcoming the index misalignment issue. Once 
the file has been successfully uploaded, it should be displayed like Fig. 17.64 on 
phpMyAdmin:

With this manual approach in place, when users select their Country, Price, 
and Duration preferences on the RoamRadar website, the MySQL database can 
promptly filter the data according to these criteria. The database then presents the 
top 15 tour package recommendations based on the user’s input. While this method 
involves a more hands-on process, it provides a practical solution that integrates the 
machine learning model with the RoamRadar web interface, allowing users to receive 
personalised and relevant tour package recommendations. This approach effectively 
balances the complexities of machine learning with the practical considerations of 
web interface integration, ensuring a seamless user experience on the RoamRadar 
platform.

Despite the successful manual integration approach, it is essential to acknowledge 
certain limitations and consider avenues for future improvements. One inherent limi­
tation is the periodic nature of updating recommendations in the database as it relies 
on manual interventions to refresh the dataset. This manual approach may introduce 
an impact on two issues, which are delays in reflecting real-time changes or additions 
to the tour packages offerings, and concerns related to scalability, especially as the 
dataset expands over time.

The second limitation is the current integration method relies on predefined filters 
(Country, Price, and Duration) to fetch recommendations which limits users to 
provide more detailed information about their preferences. To enhance this limi­
tation, we can explore more dynamic and personalised filtering options such as user 
preferences, historical interactions, and additional contextual factors. Besides user 
filtering options, we will also implement a feedback loop mechanism to enable our 
system to learn and adapt over time, ensuring that the quality of recommendations 
will continuously improve based on user feedback.

Lastly, we should consider exploring more seamless integrations across various 
programming languages and platforms. This can be achieved by leveraging the 
middleware technologies or developing a standardised Application Programming 
Interface (API) that aligns with both machine learning model and web inter­
face. Through implementing such measures, the integration process can be signif­
icantly streamlined, and real-time updates can be facilitated without manual 
interventions.
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In summary, although the current manual integration offers a practical solution, 
it still remains room for future improvements. By addressing the limitations through 
automation, dynamic filtering, and enhanced integration methods, we are likely to 
enhance the quality to a more user-friendly tour package recommendation system 
within RoamRadar’s web interface. These considerations pave the way for ongoing 
refinement and optimisation to meet the evolving needs of users and the growing 
dataset.

17.8.6 Testing

17.8.6.1 Test for Functions

(a) Test for Authentication
This test is to validate the authentication mechanism implemented in the Roam­
Radar website. This includes testing login functionality, user registration, and 
password reset processes to ensure that only authenticated users can access 
restricted features or data.

(b) Selection of Tour Packages
This test is to verify that the website enables users to accurately select specific 
countries, price ranges, and durations for tour packages. This involves testing 
dropdown menus, input fields, or any other interface elements used for selecting 
desired options.

(c) Validation of Display Information
This test is to ensure that the information presented on the website exhibit valid 
and accurate values. This can be achieved by comparing the displayed data 
with expected values obtained from reliable sources or by conducting manual 
calculations for sample data points.

17.8.6.2 Test for Flow

(a) Test for Smooth Navigation
A verification of the website’s navigation flows seamlessly without unexpected 
errors or broken links is unavoidable. This step is to guarantee that users can 
easily move between different pages, sections, or features of the website without 
encountering any issues.

(b) Test for Responsiveness
We will validate that the website is responsive and display correctly on various 
devices and screen sizes. This can be executed through testing on different 
browsers, mobile devices, and resolutions to ensure the website’s layout and 
functionality adapt effectively to diverse environments.
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(c) Test for Performance
This test is to evaluate the website’s performance by testing its response 
time, page load speed, and overall efficiency. We need to conduct tests with 
varying data sizes and user loads to ensure optimal performance under different 
conditions.

17.8.6.3 Test for User Acceptance

From research by Fadhilah et al. (2022), a USE Questionnaire was encouraged to use 
in evaluating a system’s usability, user satisfaction, and ease of use, where usability 
entails the measurement of a system’s capability to be utilised by users in achieving 
specific goals, user satisfaction stands for the positive or negative attitude associate 
with the use of the system, and ease of use refers how user-friendly a system is.

After we ensure the website’s functionality and flow are error-free, a USE Ques­
tionnaire will be applied to determine user overall experience in the context of 
usability, satisfaction, and ease of use. This questionnaire aims to gauge users’ pref­
erences for utilising our services and identify areas where our system can enhance 
their experience.

(a) Test for Usability
This usability test contains five questions in Fig. 17.65 that aim to assess the 
effectiveness of RoamRadar which focusing on its usability, efficiency, func­
tionality, and the time spent selecting tour packages in comparison to other 
travel platforms such as Klook, Trip.com, and TripAdvisor.
The first two questions enable us to directly assess our system’s competitiveness 
with other mature travel platforms. Additionally, it can also prove that our system 
has successfully addressed the issue of overtime spending on selecting tour 
packages. The scale-rating questions allow us to gauge the level of agreement 
among users regarding the usability of our system.

(b) Test for Satisfaction
This satisfaction test in Fig. 17.66 is designed to gauge user’s overall experi­
ence with the goal to make improvements that align more closely with user 
expectations.
The three scale-rating questions allow us to gauge the level of agreement among 
users regarding the satisfaction with our system in terms of time-saving, the 
accuracy of closest packages results, and the likelihood to recommend it to 
family and friends.

(c) Test for Ease of Use
In Fig. 17.67, this test comprises three scale-rating questions designed to assess 
the simplicity and intuitiveness of RoamRadar, ensuring a seamless and user­
friendly experience. The objective is to evaluate the platform’s user interface 
for its ease of use and accessibility.

Trip.com
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Based on your previous experiences, approximately how much time do you 
typically spend comparing and selecting a tour package across various travel 
platforms, such as Klook, Trip.com, and TripAdvisor?

Please consider factors like browsing options, filtering preferences, price comparisons, 
navigation through pages, and the decision-making process.

(3 5 hours or less

O Within 1 day

(3 More than 1 day

(3 More than 1 week

Based on your experience with our website, RoamRadar, how much time do you 
typically spend comparing and selecting a tour package?

Please consider factors like browsing options, filtering preferences, price comparisons, 
navigation through pages, and the decision-making process.

(3 5 hours or less

(3 Within 1 day

(3 More than 1 day

(3 More than 1 week

Please rate your experience on RoamRadar, on a scale from Strongly Disagree to 
Strongly Agree.

packages and
their
corresponding 
prices.

Strongly
Disagree

Disagree Neutral Agree
Strongly 
Agree

The system 
possesses all 
the functions 
and capabilities 
that 1 
anticipated.

o o o o o

The information 
is effective in 
assisting me 
with the 
selection of 
travel packages.

o o o o o

The system 
offers clear and 
concise 
information, 
including details 
on travel o o o o o

Fig. 17.65 Questions for usability test

Trip.com
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Please evaluate your experience on RoamRadar, on a scale from Strongly 
Disagree to Strongly Agree.

Strongly 
Disagree

Disagree Neutral Agree
Strongly 
Agree

Using this 
system saves 
me valuable 
time.

o o o o o

The suggested 
travel 
packages align 
well with my 
preferences.

o o o o o

1 would use 
RoamRadar 
again in the 
future and o o o o o
recommend it 
to my family or 
friends.

Fig. 17.66 Questions for satisfaction test

The questions allow us to gauge the level of agreement among users regarding 
the ease of use of our system, specifically in terms of not requiring additional 
instructions, applicability for all age groups, and the comprehensibility of the 
provided information.

17.9 Result and Analysis

Once a Spearman Correlation Matrix is generated using the travel packages dataset, 
we can examine the relationships between the variables to test for any significant 
associations. Spearman correlation is employed for this analysis due to its ability 
to measure a monotonic link between two variables in terms of both direction and 
strength. Unlike Pearson correlation, which specifically assesses linear relationships, 
Spearman correlation is versatile in capturing monotonic functions, whether they 
are increasing or decreasing, without requiring linearity. It is important to note that 
Spearman correlation is not restricted to positive correlations only as it can effectively 
detect both positive and negative monotonic relationships. This makes it a valuable 
tool for exploring various types of associations in the data, regardless of the direction 
of the correlation.
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Kindly rate your experience on RoamRadar, on a scale from Strongly Disagree to 
Strongly Agree.

Strongly
Disagree Disagree Neutral Agree Strongly 

Agree

I am able to use 
it without the 
need for written 
instructions.

The interface of 
this system is 
user-friendly and 
aesthetically 
pleasing.

The provided 
information is 
presented in a 
clear and easily 
understandable 
manner.

o o o

Fig. 17.67 Questions for ease-of-use test

In our case, we observe both positive and negative relationships among the vari­
ables. The analysis of the results reveals the preponderance of light shades of blue in 
the Spearman Correlation Matrix in Fig. 17.68, that indicates most variables exhibit 
weak relationships with each other. Notably, some moderately negative relation­
ships are evident, such as those observed between ‘totalreview’ and ‘averagerating’ 
and between ‘Website_Numerical’ and ‘totalreview’. Furthermore, a few somewhat 
positive connections are identified, such as the one between ‘Country_Numerical’ 
and ‘duration’. Also, a few somewhat positive connections are identified, such as 
the one between ‘Country_Numerical’ and ‘duration’. These findings contribute to a 
comprehensive understanding of varying strengths and directions of the relationships 
found within the dataset.

To justify the observed weak relationships among the variables, it is plausible that 
these results stem from the inherent nature of the dataset. If there is an absence of a 
consistent correlation pattern among the variables, one possible explanation for the 
data discrepancies could be attributed to noise or randomness. Another contributing 
factor might be the dataset’s heterogeneity, implying that, when viewed as a whole, 
various subgroups or patterns within the data may be offsetting one another.

The analysis brings to light a dataset exhibiting both positive and negative rela­
tionships among variables. The prevalence of weak connections, moderately negative
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Fig. 17.68 Bar chart for tour packages characterised by duration

correlations (e.g. ‘totalreview’ and ‘averagerating’), and somewhat positive associ­
ations (e.g. ‘Country_Numerical’ and ‘duration’) underscore the dataset’s hetero­
geneity, offering a nuanced understanding of the diverse strengths and directions of 
relationships within it.

To validate and ensure the accuracy of these findings, a further in-depth analysis 
of the chosen variables is necessary using our Power BI dashboard and Machine 
Learning Model.

17.9.1 EDA in Tour Package Dashboard

The utilisation of data visualisation tools is essential in gaining insights into the 
unique characteristics of travel packages and deciphering the dynamic demand 
patterns within a dataset. By using these visualisation tools, analysts and investors can 
pinpoint distinctions across tour packages and gauge the varying levels of demand 
for packages with similar features. Interpreting these visual presentations facilitates 
the customisation of recommendations to align with each user’s preferences, guaran­
teeing that ideas resonate with their selected travel destinations, financial constraints, 
and satisfaction criteria.

In this visualisation, the colours assigned to each bar correspond to those asso­
ciated with respective countries. This colour-coding difference facilitates a straight­
forward interpretation, enabling users to identify that the majority of tour packages 
in Southeast Asia primarily fall within the budget to standard price range.

In this visualisation, the colours assigned to each bar correspond to those asso­
ciated with respective countries. This colour-coding difference facilitates a straight­
forward interpretation, enabling users to identify that the majority of tour packages 
in Southeast Asia primarily fall within the budget to standard price range.

The bar graph for the ‘Budget’ category reveals that Indonesia stands out as the 
leading country in terms of budget tour packages, with over 200 offerings. This 
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indicates that a substantial portion of the tour package options available in the region 
falls into the budget-friendly category for lower to middle-class travellers.

As for ‘Standard’ bar graph, Malaysia emerges as the key player in the standard 
tour package category, with 149 tour packages. This suggests that Malaysia provides 
a significant number of tour package choices that fall within the standard price 
range, catering to a diverse range of travellers seeking moderately priced experiences, 
including middle-class travellers.

In the ‘Luxury’ bar graph, the visualisation showcases the Philippines as the 
frontrunner in luxury tour packages, featuring 26 offerings. This insight implies that, 
while there are fewer options in the luxury category, the Philippines stands out as a 
destination that offers a notable selection of high-end and exclusive tour experiences.

The colour-coded bars not only enhance the visual appeal of the representation 
but also serve as a helpful tool to quickly grasp the distribution of tour packages 
across different price ranges in Southeast Asia, allowing travellers to purchase tour 
packages according to their financial budgets.

1. Tour Packages Characterised by Duration
The fourth visual presented in Fig. 17.68 shows the distribution of tour 

packages based on their duration. Below is a detailed explanation of the visual:

• Top Countries for Half-Day Tours: Malaysia
• Top Countries for Full-Day Tours: Indonesia

The visual representation in Fig. 17.68 provides insightful details about the distri­
bution of tour packages based on their duration. Notably, the ‘Half-Day’ category 
exhibits a slightly higher number of tour packages compared to the ‘Full-Day’ cate­
gory. The colour-coding on each bar corresponds to the respective countries, offering 
a visual overview of the relationships.

Upon analysing the data, it becomes evident that most countries maintain a consis­
tent number of tour package options for each duration. However, exceptions arise in 
the cases of Malaysia and Indonesia, where the distribution varies between the two 
durations.

For travellers, these insights offer valuable information to make informed deci­
sions based on their preferences and interests. Travellers seeking for shorter and more 
time-efficient travel experiences may find the abundance of Half-Day tour packages 
appealing. This could be ideal for those with limited time or a preference for concise 
explorations. Conversely, individuals with a desire for more immersive and compre­
hensive experiences might be drawn to destinations offering a variety of Full-Day 
tours.

A closer examination of the data points out that Malaysia stands out as a top 
country for Half-Day tours, suggesting a concentration of shorter-duration tour offer­
ings in this destination. On the other hand, Indonesia plays a pivotal role in the Full- 
Day tour category, implying a notable presence of longer-duration tour packages in 
this country.
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The colour-coded representation aligns each country with specific tour durations, 
allowing travellers to tailor and align their preferences with destination-specific offer­
ings. Whether one is inclined towards shorter explorations or longer experiences, the 
insights from this visual aid in crafting a more personalised and fulfilling travel 
itinerary.

17.9.2 Power BI User Visualisation Dashboard

The primary purpose of this Power BI dashboard, as we have discovered, is to enable 
us to comprehend the total number of packages a user might be recommended based 
on their preferences. This is achieved through the filter options they specify for their 
tour package recommendations on our website.

Once a user selects their preferences for each of the three criteria: price, country, 
and duration, the visualisation illustrating the number of tours by countries reveals 
the total count of tour packages that match the users’ specified criteria in the desired 
tour package recommendations.

Given our system’s aim to present users with the top 15 tour packages that 
closely match their requirements, our KNN machine learning model processes the 
total number of recommended tour packages and generates the top 15 tour package 
recommendations for the users.

The visualisation displayed in Fig. 17.69 serves as an additional detailed guide 
for users to navigate through our website, helping them understand how the process 
works and emphasising how our approach distinguishes itself from other existing 
tour package websites.

In summary, the Power BI dashboard is a visualisation page for users to offer 
users a clear understanding of how tour packages are filtered based on their chosen 
preferences. Nevertheless, the abundance of recommended packages may overwhelm 
users, costing them more time to identify their closest match. To address this issue, 
the cosine similarity is applied to refine the selection, ensuring that users receive a 
personalised set of recommendations that align closely with their preferences.

17.10 Tour Package Model Recommendation Performance 
Analysis

It is vital to emphasise that RoamRadar functions as a classification model, rather 
than a prediction model. Its primary goal is to classify and recommend the best 
tour packages for users based on their preferences. This distinctive approach 
sets RoamRadar apart from traditional prediction models, rendering the evaluation 
metrics commonly associated with such models, like RMSE or MAE, unsuitable for
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Top IS recommendations based on unique indices:
1. Best Seller! Doi Inthanon National Park, waterfall & Royal Project - Chiang Mai - Rating: 5.0 - Similarity: 1.0
2. Historical City of Ayutthaya Unesco Full Day Tour From Bangkok Rating: 5.0 Similarity: 0.9969465062468557
3. Phuket Raya Island Day Tour with Snorkeling OR Scuba Diving Rating: S.0 Similarity: 0.9944829005519756
4. From Ko Tao: Snorkeling Day Trip Ko Tao 8 Ko Nang Yuan with Meals - Rating: 5.0 - Similarity: 0.9905723433470196
5. One day tour of Phuket Island and Grand Pippi Island in Thailand [Pippi Island one day tour/Egg Island/including island fare/lunch and beverage/snorkelling - Rating: 5.0 - Similarity: 0.9898642088248872
6. Thailand Phuket Phi Phi Island Observation Point One Day Tour [(Lazy Version) Starfish Phi Phi + Egg Island Speedboat One Day Tour/seastar] - Rating: 5.0 - Similarity: 0.9880781942780165
7. Bangkok Day Tour: Wat Pho, Wat Arun, Grand Palace and Emerald Buddha - Rating: 4.8 - Similarity: 0.9819S64703450142
8. Koh Lanta in Pattaya [Departure from Bangkok 8 Pattaya) Photography/snorkeling/motorboat/banana boat/parasail] - Rating: 5.0 - Similarity: 0.9814133225820573
9. One-day tour to Chiang Mai, Thailand Inthanon [high praise rate of boutique small group] hotel shuttle + lunch optional hiking] - Rating: 5.0 - Similarity: 8.9465483641312958
10. SCUBA Oiving tour Racha and Coral islands full day tour - Rating: s.0 - Similarity: 0.9462277548853492
11. Doi Suthep with Meo Hilltrlbe/Chlang Mai University/Lanna Hotpot/Night Safari/Makkha Spa Day Tour - Rating: 5.0 - Similarity: 0.9391554895950417
12. Ono day tour to the Damnoen Saduak Floating Market 8 Macklong Railway Market , Bangkok Thailand Rating: 4.9 similarity: 0.8911362375440575
13. Chiang Mai Night Safari, Doi Inthanon, Doi Suthep and University Tour Rating: 5.0 Similarity: 0.8580104943975104
14. Ayutthaya One day Private Tour with Boat - Rating: 5.0 - Similarity: 0.8313915711260956
15. Ayutthaya Cne day Private Tour x-ith Boat - Hating: 5.0 - Similarity: 0.8310752728114875_______________________________________________________________________________

Fig. 17. 70 Tour package recommendations

Top 7 recommendations based on unique indices:
1. CEBU Island Hopping Tour to Nalusuan Island - Rating: 4.0 - Similarity: 1.0
2. Historical tour of old Manila - Rating: 4.0 - Similarity: 0.9983532095171892
3. Hidden Valley Springs Resort Day Trip from Manila - Rating: 4.3 - Similarity: 0.9414627104752485
4. Private Full-Day Tagaytay Tour from Manila - Rating: 1.0 - Similarity: 0.8711086434106646
5. Panoramic Tagaytay Ridge Tour from Manila - Rating: 4.7 - Similarity: 0.6436024079223782
6. Private Half-Day Makati (Old Manila) with Intramuros - Rating: 5.0 - Similarity: 0.40287929362036434
7. Bohol Highlights Tour: ChocolateHills, Tarsier Spotting and Loboc River Cruise - Rating: 5.0 - Similarity: 0.32825681265841156

Fig. 17. 71 Tour package recommendations

assessing its performance. Instead, this section will discuss three (3) unique validation 
strategies employed.

17.10.1 Cosine Similarity

Example 1: [Thailand, Budget, Half day]

See Fig. 17.70.

Example 2: [Philippines, Luxury, Full Day]

See Fig. 17.71.

Example 3: [Indonesia, Standard, Half Day]

See Fig. 17.72.

17.10.2 Reliability Benchmark for Recommendations

In the context of evaluating RoamRadar’s tour package recommendations, estab­
lishing a benchmark is imperative, especially when dealing with a diverse range of 
cosine similarity scores spanning from 0 to 1. The significance of selecting a bench­
mark is underscored by insights from the study conducted by Amer et al. (2021), 
which served as a foundational reference for this research. The study posits that 
cosine similarity scores surpassing 0.3 are considered acceptable for recommenda­
tions, providing a tangible threshold for assessing the efficacy of recommendation 
models.
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The rationale behind adopting this benchmark is rooted in the study’s findings, 
which reveal a consistent correlation: when cosine similarity scores fall below 0.3, 
the recommendations tend to perform poorly across various other validation metrics 
such as RMSE, MAE, F1 scores, etc. Hence, the author meticulously arrived at the 0.3 
benchmark through a comprehensive analysis of diverse recommendation models and 
their performance across different similarity measures. This thorough examination 
led to the robust conclusion that a cosine similarity score surpassing 0.3 reliably 
indicates a level of similarity that ensures the practical utility and effectiveness of 
the recommendations. Applying this benchmark to RoamRadar’s recommendations 
reinforces the system’s reliability, even in instances where cosine similarity scores 
may be perceived as marginal. For example, a cosine similarity score of 0.328, 
which might be considered borderline without a benchmark, is deemed acceptable 
based on the reference from Amer et al. (2021). This underscores the robustness of 
RoamRadar’s recommendations, assuring users that even scores on the lower end of 
the spectrum fall within the established acceptable range.

The integration of this benchmark into the evaluation process elevates RoamRadar 
beyond raw scores, providing a meaningful context that aligns with user expectations 
and the practical utility of the tour package suggestions. By adhering to industry 
benchmarks, particularly those validated by prior research such as Patro et al.’s 
(2020) study, RoamRadar strengthens its position as a dependable and transparent 
personalised tour package recommendation system, fostering trust and confidence 
among users.

17.10.3 Comparison with Airbnb Model

Example 4: Airbnb Model Recommendations

In evaluating RoamRadar’s tour package recommendations, another validation 
method used involves comparing the outcomes with the initial model built using the 
Airbnb dataset. It is crucial to scrutinise the results and make comparisons, paying 
close attention to the distinctions between the tour package recommendations and 
those derived from the original Airbnb model.

One notable distinction lies in the variance of the number of recommendations, 
where tour packages outcomes may potentially yield fewer than 15 suggestions, as 
seen with Fig. 17.73. This discrepancy can be attributed to the inherently smaller 
size of the Tour Packages dataset, which impacts the model’s ability to identify a 
sufficient number of close neighbours.

Another significant difference is observed in the range of cosine similarity scores 
associated with tour package recommendations. While Airbnb suggestions often 
exhibit scores close to 1, as depicted in Fig. 17.73, indicating a high degree of 
similarity, tour package scores tend to span a broader spectrum, ranging from 1 to 
approximately 0.328, which represents the lowest results. This variance suggests 
that the tour package recommendations may not align as closely with the specified
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Fig. 17.73 Airbnb recommendations

preferences, and the model may encounter challenges in identifying highly similar 
options within the smaller dataset.

In this context, however, it is crucial to consider the impact of dataset size on the 
outcomes. The smaller Tour Packages dataset limits the tour package recommenda­
tion model’s ability to effectively generalise patterns. The cosine similarity scores, 
ranging from 1 to 0.328, reflect the model’s attempt to find similarities within the 
constraints of the available data. While the scores may not reach the same highs as 
observed in Airbnb recommendations, it is essential to note that these lower scores do 
not necessarily indicate a flaw in the model’s performance. Instead, they primarily 
underscore the inherent limitations associated with the size of the Tour Packages 
dataset. Nevertheless, even within these constraints, the scores still provide valuable 
insights into the relative similarity of tour packages.

Moreover, as mentioned in the above section, according to a study by Amer et al. 
(2021), cosine similarity results higher than 0.3 are deemed acceptable for recom­
mendations. This benchmark helps evaluate the effectiveness of the tour package 
recommendations, ensuring that the suggested options maintain a reasonable level 
of relevance to the user’s preferences.
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17.11 Summary

In assessing the model’s performance, three (3) distinct validation methods were 
employed. Cosine similarity provided a nuanced measure of the alignment between 
user preferences and recommended tour packages, guided by a benchmark from 
Amer et al. (2021), to inform the assessment. Comparison with the initial Airbnb 
model revealed differences in recommendation quantity and the range of cosine simi­
larity scores, offering insights into the impact of dataset size. Despite the challenges 
posed by the smaller Tour Packages dataset, RoamRadar showcased commend­
able performance. The utilisation of benchmarks and comparative analyses not only 
highlighted areas for improvement but also underscored the model’s strengths. The 
commitment to transparency, evidenced by the incorporation of benchmarks and 
validation methods, enhances RoamRadar’s credibility. As we move forward, the 
insights gained from these evaluations will inform strategic refinements. Addressing 
challenges associated with dataset size and optimising the model’s capability to 
identify highly similar tour packages will be pivotal in our future developments. 
RoamRadar is positioned for further enhancements, ensuring its continued role as 
a reliable and effective tool for delivering personalised and relevant tour package 
recommendations.

17.12 RoamRadar Website

In this section, the RoamRadar website serves as a user-friendly platform, providing 
investors and users with access to its functionality for insightful analysis of tour 
packages. Designed for both users and investors, it facilitates searching and inputting 
data for personalised tour package recommendations. This section delves into the 
interfaces and functions that constitute the backbone of the website for a seamless 
experience and to enable informed decisions.

The subsequent sub-components will elaborate on the analysis of the webpages 
and functionalities of the RoamRadar website: Launch the downloaded XAMPP 
control panel and activate the Apache and MySQL modules by clicking the 
‘Start’ button for each. Then, proceed to click the ‘Admin’ button located in the 
corresponding MySQL row, as shown in Fig. 17.74.

This step will open the MySQL administration page (Fig. 17.75), automatically 
initiating a web browser and navigating to the phpMyAdmin web administration 
interface for managing MySQL databases.

Subsequently, create a new database named ‘travel2’ and generate the corre­
sponding tables within the ‘travel2’ database for uploading the respective SQL files, 
as outlined below, and illustrated in Fig. 17.76.

1. contactform
2. data_fileupload
3. knn_tourpackages



Fig. 17.74 Initiate XAMPP. start apache and MySQL, and access MySQL admin via ‘admin’ button
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login & 
registration SQL

Fig. 17.75 MySQL administration page in phpMyAdmin interface

4. users

Access the designated SQL files located within the ‘travel2’ folder and import the 
specified files into MySQL in phpMyAdmin. Within the ‘travel2’ directory, navigate 
to ‘New’, then click on the ‘Import’ tab. Select the ‘Choose File’ option to upload the 
specified SQL files mentioned in the previous section (contactform, data_fileupload,
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Import

Fig. 17.76 File locations for necessary SQL files under ‘travel2’ to create database tables
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knn_tourpackages, users). Once the files are selected, leave the other options as auto­
selected and click on the ‘Import’ button to import them into the ‘travel2’ database, 
as depicted in Fig. 17.77.

It is important to input the exact table names as listed above to maintain consis­
tency with the PHP file names used for both the database connection and webpage 
functionality.

Once all the required SQL files have been successfully uploaded, the highlighted 
yellow bars with green checkmarks will be shown for each of the SQL files, as 
displayed in Fig. 17.78.

The tables will be displayed within the ‘travel2’ database, as presented in 
Fig. 17.79, which can be linked to PHP for website integration.

Figure 17.80 shows that after importing all the necessary SQL files, users need to 
access the ‘login.php’ file in Visual Studio Code from the folder shown in Fig. 17.80. 
Then, users will have to right click on login.php. and select ‘copy path’ to obtain the 
file’s address, which can then be pasted into Google Chrome for further access and 
execution.

After that, paste the link into Google Chrome and change the address from 
‘C:\xampp2\htdocs\travel2\login.php’ to ‘localhost/travel2/login.php ’ as displayed 
in Fig. 17.81. Users are required to keep the MySQL administration page open 
throughout their access to the ‘RoamRadar’ website, as shown in Fig. 4.15. Following 
the completion of this step, users will successfully gain access to the login page.

This section emphasises the critical measures needed to be taken to ensure users’ 
successful access to RoamRadar website. The primary steps involve downloading 
‘travel2.zip’ file and XAMPP software, importing necessary SQL files, and accessing 
website. These procedural instructions must be executed to access the pages shown 
in the next section.

17.12.1 Login Page

This page serves as the entry point for users, necessitating the input of their creden­
tials for authentication. The user-friendly design features prominently displayed 
input fields for both the username and password, facilitating users in effortlessly 
providing their login information. Clear and concise instructions guide users through 
the process, ensuring a straightforward experience. The interface is designed to 
improve accessibility and usability, enabling both new and experienced users to 
navigate the login process seamlessly (Fig. 17.82).

When users are on the login page, they will see seven (7) pages listed in the 
navigation bar. Users will directly be brought to the home page (also known as the 
landing page) after they have logged in or registered successfully. The functionality 
of the navigation bar is further upon in the following section.
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Fig. 17.77 Importing SQL files into MySQL via phpMyAdmin
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Fig. 17.79 Database structure with all required tables for ‘travel2’ PHP integration with MySQL 
via phpMyAdmin

Fig. 17.80 Copy path to access ‘RoamRadar’ website
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Fig. 17.81 Change Path to Access ‘RoamRadar’ Website

Fig. 17.82 Login page interface

17.12.2 Navigation Bar

The RoamRadar Navigation Bar functions as the compass, guiding users through an 
intuitive and organised journey across the platform. Positioned at the top of every 
webpage, this navigation bar ensures seamless access to key sections of RoamRadar, 
enhancing user convenience.

Starting with the RoamRadar logo on the left, a simple click serves as a direct 
link to the homepage, grounding users in the central hub of the platform. Following
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Fig. 17.83 Navigational bar interface

this, a series of strategically arranged tabs include ‘Home’, ‘About Us’, ‘Tour Pack­
ages’, ‘Data Entry’, ‘Visualisation’, ‘Blogs’, and ‘Contact’, offering users a struc­
tured pathway to explore and engage with various facets of RoamRadar. Towards the 
right, the navigation bar culminates with a Login button, providing a straightforward 
entry point for registered users to access personalised features and contribute to the 
RoamRadar community. The Navigation Bar is not merely a set of links; it is a user­
centric tool designed to facilitate a smooth and intuitive journey, ensuring users can 
effortlessly navigate the diverse offerings of RoamRadar (Fig. 17.83).

The navigation bar offers users a clear and direct visualisation where users can 
clearly see the pages that this website provides. Each page will be introduced 
individually in the subsequent section, starting from the home page.

17.12.3 Homepage

The RoamRadar Home Page, illustrated in Fig. 17.84, serves as the gateway to a 
personalised tour packages exploration experience, meticulously designed for user 
convenience and engagement. The page features three prominently displayed drop­
down boxes, empowering users to effortlessly choose their preferred country, tour 
duration, and price range for their ideal tour packages. A visually striking red ‘Search’ 
button stands as the gateway, inviting users to seamlessly transition to the dedicated 
‘Tour Packages’ page.

Fig. 17.84 Home page interface



17.13 About Us Page 269

Beyond its search functionality, the RoamRadar Home Page also offers a compre­
hensive overview of the platform’s key sections. A preview of the ‘About Us’ page 
is featured, encapsulating the essence of RoamRadar through two sections: ‘Why 
Choose Us’ and ‘What Our Team Says’ (Fig. 17.84). This section provides users 
with insights into RoamRadar’s unique value proposition and testimonials from the 
dedicated team behind the platform.

In addition, the ‘Homepage’ provides an overview of the ‘Tour Packages’ page 
(Fig. 17.85), showcasing top-rated packages to pique users’ interest and encourage 
further exploration. The ‘Blogs’ page overview (Fig. 17.86), featuring a curated 
selection of engaging travel-related articles, is also included for users interested in 
the exploration of travel-related blogs. Altogether, the ‘Home Page’ is more than just 
an entry point; it is a dynamic and inviting interface designed to captivate users and 
seamlessly guide them into the diverse offerings of the platform (Fig. 17.87).

Users can opt to navigate to the tour packages page after selecting their preferences 
in the first section of home page, this page also provides users a quick overview of 
RoamRadar without the necessity to click through each page. The next page aims to 
offer users with a comprehensive understanding of our values.

17.13 About Us Page

The RoamRadar ‘About Us’ Page provides users with a glimpse into the platform’s 
core values and aspirations. Three (3) distinct tabs—namely, ‘What We Do’, ‘Our 
Mission’, and ‘Our Vision’ (as seen in Fig. 17.88)—act as gateways to a deeper under­
standing of RoamRadar’s purpose and objectives. Clicking on each title dynamically 
alters the description with the tabbed sections, offering users detailed insights into 
RoamRadar’s multifaceted approach to travel curation.

As users navigate through the ‘About Us’ page, a seamless scroll guides them 
to the ‘Frequently Asked Questions (FAQ)’ section as seen in Fig. 17.89, where 
common queries are addressed with clarity and precision. Six (6) prominent ques­
tions, thoughtfully selected based on an analysis of common user inquiries from 
existing travel platform websites, are presented alongside comprehensive answers. 
This FAQ section serves as a resourceful guide, offering users immediate access to 
key information and enhancing their understanding of RoamRadar’s functionalities. 
In summary, the RoamRadar ‘About Us’ Page is more than a static presentation; it is 
an interactive journey that invites users to explore the pillars on which RoamRadar 
stands and gain valuable insights into the platform’s commitment to providing an 
exceptional travel experience.

This page serves as an important page to offer users get to know about Roam­
Radar’s vision and mission, providing them with comprehensive insights into our 
goals and values. Additionally, it features a dedicated section aimed at addressing 
users’ frequently asked questions, thereby obviating the need for direct contact with 
our support team. If they have no questions, they can click on the tour packages page 
to search for packages.



Top Tour Packages

Elephant Santuary with 
Batu Cave & Deer Land 
& Silverleaf Monkey and 
Fireflies

RM 861.43

* * * * * 108 Reviews

Batu Caves, Kuala Gandah 
Elephant Sanctuary, Kampung

Phi Phi Islands Adventure 
Day Trip with Seaview 
Lunch by V. Marine Tour

RM 385.25

h + ir 4r -to 1062 Reviews

v.MarinoTour- Phi Phi islands 
Day Trip - Private Boat Charters, 
Bamboo Island, Ko Phi Phi Don,

Fig. 17.85 Home page interface, tour packages overview

Doi Inthanon National 
Park, Waterfall & Royal 
Project - Chiang Mai

RM 211.39

♦ ♦ ♦ ♦ A 523 Reviews

Ban Luang Subdistrict, 
Wachirathan Falls, Sirithan 
Waterfall, Nature Trails Ang Ka,

Manila Instagram Tour 
(Shared Tour)

RM 445.07

* * * * ir 2 Reviews

Venice Grand Canal Mall, 
Intramuros, Fort Santiago, 
Baiuerto de San Diogo, San 
Agustin Church, Rizal Park

Kinabalu Park With 
Rumah Terbalik & Desa 
Cow Farm

RM 429.52

Rumah Terbalik, Tho Nabalu 
Market, Kinabalu Park, Desa 
Dairy Farm

270 
17 

A
nalytics for Tour Package and Recom

m
endation System



Recent Blog

Tips & Travel Blogs

Nature Travel Tips island Hopping Travel Tips

4D3N Kota Kinabalu, 
Sabah Trip I My 
Sabah Itinerary
July 29, 2020 By Sing Yee

P 19

City Tour Tips

21 Best Things To Do 
in Kuala Lumpur, 
Malaysia
August 6, 2019

By Sasha Savinov P 4

Nature Travel Tips

Itinerary Malaysian 
Borneo: 2 and 3 
weeks of traveling 
through Sabah & 
Sarawak!

Inside Langkawi 
Itinerary for 2023

October 20, 2023

By Janey Mae

Fig. 17.86 Home page interface, blog page overview
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Best Tour Package Recommender Website

Why Choose Us?
Project Journey Testimonies

Our Team Says

Discover Southeast Asia, Just for You

Explore a world of possibilities with our interactive tour package 

recommender. Your ticket to unforgettable journeys, desgined 

around your preferred destination, budget, and desired stay 

duration in making your travel dreams a reality!

Our journey was marked by relentless teamwork. 

Each hurdle turned into an opportunity, resulting in 
a unified, dynamic platform that redefines travel 

planning.

Hayley Woon

Team Leader, RoamRadar

Fig. 17.87 Home page interface, about us overview
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What We Do

Streamline Your Travel Planning

Taking days or weeks to choose your ideal tour package for your 

holiday? Look no further! We are your one-stop travel package 

recommendation website.

At our core, we simplify travel planning by leveraging a cutting- 

edge machine learning model. Our platform assists users in finding 

their perfect travel package efficiently, saving time and effort. Say 

goodbye to the hassle of navigating multiple websites - we bring 

personalised tour package recommendations directly to you.

Fig. 17.88 About us page interface (Part 1)
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Frequently Asked Questions

How does your platform recommend travel 

packages?

Our platform utilises an advanced rule-based filtering machine 

learning model. This model analyses your preferences and compares 

them with extensive tourism package data from various websites. The 

recommendations are personalised, ensuring you get tour packages 

that best fit your requirements.

Can I trust the prices listed on your platform? O

What makes your platform different from other 

travel websites?

How can I contact customer support if I have any 

issues or questions?

Can I book a travel package directly on your 

platform?

Is my personal information secure on your 

platform?

Fig. 17.89 About us page interface (Part 2)

17.13.1 Tour Package Recommendation Page

The RoamRadar ‘Tour Packages’ page introduces users to the top 15 tour packages 
tailored to their preferences, offering an engaging selection of cards based on the 
inputs provided on the ‘Homepage’. As seen in Fig. 17.90, users encounter captivating 
cards showcasing each tour package. A simple click on any card directs users to the 
respective tour package’s website, facilitating a convenient continuation of their 
travel planning journey.

Adding to the user-friendly experience, the left side of the page features a 
handy filter card. Here, users can refine their search by adjusting parameters such 
as ‘country’, ‘duration’, ‘price’, and ‘star rating’. This intuitive filtering system 
empowers users to fine-tune their preferences, ensuring that the displayed tour 
packages align perfectly with their travel aspirations.

The RoamRadar ‘Tour Packages’ Page combines visual appeal with functionality, 
providing users with a streamlined approach to explore and select their ideal travel 
experiences.

This page features tour package offerings from three (3) travel platforms, which 
will be systematically filtered to present the top 15 recommended tour package 
according to the user preferences.

17.14 Validation—Adoption of USE Questionnaires

This questionnaire survey was completed by 34 respondents, primarily comprising 
university students, working adults, and family members of RoamRadar’s team 
members. This survey yielded positive results following their engagement with our
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Fig. 17.90 Tour packages page interface

system, indicating that RoamRadar excels in overall functionality, satisfaction, and 
user-friendliness across the following tests:

• Usability Test
• Satisfaction Test
• Ease-of-use Test

17.14.1 Usability Test

Figures 17.91 and 17.92 reveal the results of the usability test, presenting two (2) pie 
charts for comparing the time spent for tour package selection and a clustered bar 
chart illustrating the levels of agreement regarding website functionality.

The left pie chart of ‘Before RoamRadar’ presents user responses to the ques­
tion regarding the time spent on tour package selection prior to RoamRadar usage, 
providing a comprehensive view. A notable 47.1% majority of users expressed 
spending ‘More than 1 day’, reflecting the substantial time commitment required 
on existing travel platforms such as Klook, Trip.com, and TripAdvisor. Additionally,

Trip.com
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Fig. 17.91 Results of time spent comparison pie chart

26.5% reported dedicating ‘More than 1 week’, emphasising the inefficiencies of the 
existing solutions provided through these travel platforms mentioned. In contrast, 
only 23.5%, a minority of the responders, managed to complete the section process 
‘Within 1 day’, showcasing the need for more time when navigating these travel 
platforms without the use of RoamRadar to compare and decide on tour packages.

Alternatively, the right pie chart of ‘After RoamRadar’ offers illuminating insights 
into the positive impact on user behaviour. A significant 50% of users now complete 
the tour package selection ‘Within 1 day’, a stark improvement indicating the plat­
form’s efficacy. Further, 26.5% report spending ‘5 h or less’, showcasing a substantial 
reduction in time investment compared to the pre-RoamRadar scenario. On another 
note, the percentage of users spending ‘More than 1 day’ drops to 14.7%, and 8.8% 
manage to complete ‘Within 1 h’ and ‘More than 1 week’, providing a perspective 
on the varied but less significant user experiences.

These two pie charts highlight the apparent shift in user behaviour but also under­
score the challenges users faced before the implementation of RoamRadar. Beyond 
the quantitative improvements in time efficiency, the post-RoamRadar scenario 
suggests a qualitative shift in user experience, potentially indicating improved satis­
faction and engagement. This analysis reinforces the notion that RoamRadar has not 
only tackled the evident challenge of prolonged time spent on tour package selection 
but has also contributed to an overall more streamlined and user-friendly experience.

In comparing the three (3) bar charts in Fig. 17.92, representing user perceptions 
of our system’s functionalities, it is evident that respondents generally hold positive 
views, as there are no responses for ‘Strongly Disagree’ and ‘Disagree’.

The bar charts illustrate users’ opinions on whether the system possesses the antic­
ipated functions and capabilities. A significant portion of respondents expressed 
agreement, with 22 respondents agreeing and 13 strongly agreeing. The cumula­
tive positive responses of 37 overshadowed the 7 neutral and 2 negative responses 
combined (‘Disagree’ and ‘Strongly Disagree’).

Moving to the second chart, which pertains to the effectiveness of information in 
assisting with the selection of travel packages, an even more positive sentiment is 
observed. In this chart, 22 respondents agreed, and 10 strongly agreed, outweighing 
the 3 neutral responses and an absence of negative responses.

Lastly, it delves into the clarity and conciseness of information provided, including 
details on travel packages and their corresponding prices. The majority, with 19



Please rate your experience on RoamRadar, on a scale from Strongly Disagree to Strongly Agree.

Strongly Disagree Disagree Neutral Agree ^B Strongly Agree

The system possesses all the functions and capabilities tha... The system offers clear and concise info...
The information is effective in assisting me with the selection of travel packages.

Fig. 17.92 Usability results
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strongly agreeing and 15 agreeing, found the system’s information to be clear and 
concise, while only 1 respondent remained natural.

In summary of the three bar charts, the aggregated positive responses across all 
three (3) charts emphasise a generally favourable perception of the system’s func­
tionalities among users. Moreover, the analysis focused on the usability of the system 
in delivering the closest 15 tour packages based on user preferences. A substantial 
majority of respondents express agreement with the system’s effectiveness in meeting 
their requirements.

For example, when users specified preferences such as ‘Malaysia’ as the country, 
‘Half-Day’ as the duration, and ‘Budget’ as the price range, the recommended pack­
ages were found to fulfil user expectations. This underscores the system’s ability 
to tailor suggestions based on individual preferences, as indicated by the overall 
positive statistics in Fig. 17.92.

17.15 Conclusion

RoamRadar has firmly established itself as an industry leader in the dynamic travel 
and tour package sector, distinguished by its commitment to delivering a personalised 
experience that exceeds conventional standards. The journey of creating RoamRadar 
has been marked by the successful accomplishment of our four (4) fundamental 
research objectives, each contributing to the platform’s innovative and user-centric 
approach.

Research Objectives:

i. Research Objective 1:
Improve the selection experience for users in the tourism and travel sector

ii. Research Objective 2:
Evaluate and compare various machine learning algorithms and data processing 
techniques for the recommender system

iii. Research Objective 3:
Ascertain the desired input and output for users in utilising the system

iv. Research Objective 4:
Effectively utilise available information to provide greater benefit compared 
to other existing travel platforms online. RoamRadar is a user-centric travel 
platform that has revolutionised the travel and tourism industry. The platform 
has improved user selection experience, optimized recommendation techniques, 
and streamlined comparison features. Its intuitive design and K-Nearest Neigh­
bours (KNN) model have been successful in identifying patterns and trends, 
ensuring accurate recommendations. RoamRadar’s user-centric system inputs, 
such as tracking conversion rates and user interactions, provide real-time infor­
mation about tour package performance. The platform’s constantly expanding 
and updated database ensures users access the most up-to-date information, 
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providing unbiased and user-centric recommendations. RoamRadar’s commit­
ment to real-time updates aligns with its objective of delivering greater benefits 
and a more informed experience, providing users a competitive advantage. The 
platform has created a comprehensive tour package dataset, a trailblazer in the 
market, and a dynamic business evaluation and competition platform. As Roam­
Radar continues to expand its database, it may become a unique entity within 
the industry, creating a new job scope titled ‘Tour Package Consultant’.

17.15.1 Limitation and Future Work

The development of RoamRadar encountered significant challenges, primarily rooted 
in the absence of an existing tour package dataset. This scarcity can be attributed to the 
unlimited number of tour package websites, each presenting distinct information and 
undergoing frequent changes in offerings. To overcome this limitation, we undertook 
the task of constructing our own dataset, collecting and storing tour packages from 
prominent platforms such as Klook, TripAdvisor, and Trip.com. However, owing 
to the project’s time constraints, the resulting dataset encompassed around only 
1,100 tour packages from just four countries: Malaysia, Thailand, the Philippines, 
and Indonesia. While this dataset met the immediate needs of our machine learning 
model, it underscored the imperative for future expansions.
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