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God made the universe out of complex numbers. . .!
Richard Hamming

1 From the article: The Unreasonable Effectiveness of Mathematics, © Mathematical Association of
America, 1980. All rights reserved. Indeed, recent research (2021-2022) has indicated that complex
numbers are actually indispensible to the standard theory of quantum mechanics.






Preface

Complex analysis is a form of surrealism and is one of the greatest creations of the
human mind (see Figure 1 for another form of surrealism). It is both of this world and
also of a netherworld of infinite beauty.

Some of the behavior to be found in complex analysis is truly extraordinary, such
as that of an analytic function in the neighborhood of an essential singularity taking
every complex value infinitely many times with one possible exception. Or a family
of meromorphic functions is normal if it omits three distinct values. All this origi-
nates from the primitive first steps of letting z = x + iy and a few rules to deal with
its arithmetic. But therein are contained the seeds of the infinite complexity of Julia
sets, where such astonishing sets are even found lurking in the innocuous looking
Newton’s method once a change to a complex variable is made. As well we have such
profound results as the Riemann mapping theorem, the Euler product formula, the
second fundamental theorem of Nevanlinna, or such deep open questions as the Rie-
mann hypothesis. If the latter turns out to be true, then something equally profound
can be said about the distribution of prime numbers.

In spite of its existence in a seemingly netherworld of unreality, complex analysis
has found such real-world applications in fluid flow, electrical engineering, Fourier
analysis/signal processing, and the surreal worlds of quantum mechanics and string

Figure 1: Les Promenades d’Euclide, 1955, from the surrealist mind of René Magritte. © Rene
Magritte. ADAGP/Copyright Agency, 2022.
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VIII —— Preface

theory, among a myriad of other scientific arenas. A small sampling of real-world ap-
plications is discussed at various points in the text to bring the reader back to Earth.
This text is a presentation of the wonderous nature of the subject beyond the basic
fundamentals. In some instances, the fundamentals will be mentioned, so it is clearly
understood what has been taken as already known. As with real life, complex analysis
embraces known knowns, known unknowns, and unknown unknowns.

One of the main themes of the book is the Dirichlet problem in its many guises
and formulations. This has been a significant theoretical aspect since Riemann first
used the Dirichlet principle to establish his celebrated mapping theorem in his thesis
of 1851. The fact that the original Dirichlet principle was inherently flawed has proved
over the years to be a source of considerable research in not only complex analysis,
but also in the calculus of variations. Another theme of the book is the notion of a
normal family and how it is an instrumental feature in many of the results discussed
in this text. Defined only a few years prior, this notion lies at the very core of the work
of Julia and Fatou, which has become so prominent on the mathematical landscape.
With the advent of modern computers, a heretofore unseen world of stunning com-
plexity has been revealed arising from the iteration of the simplest of functions. All
the while, these sets have been there waiting for the science to be developed to reveal
their presence.

There is more, much more, but of course, it is not possible to present all of the ad-
vanced topics in a single text. Some topics are presented, which the author finds par-
ticularly interesting and full of beauty, elegance, and magic. We hope that the reader
will feel the same.

The reader will also notice that many of the well-known theorems are referenced
in footnotes. This is in part to note that not everything was done by Euler, Gauss, and
Riemann (although much was) and that many significant theorems, as well as their
authors, are not really that ancient. The creator of the theory of normal families, Paul
Montel, passed away in 1975 when this author was actually teaching about normal
families. The same goes for Rolf Nevanlinna, who created the profound modern theory
of meromorphic functions and passed away in 1980, and the author had the opportu-
nity to meet with him. Of course, this also indicates the rather mature nature of the
author, but the point is that many significant developments in the theory of complex
analysis are of relatively recent vintage.

Remarks

— Some undergraduate prior knowledge of complex analysis is assumed.

— Constants that are of no significance in an equation and whose values become
affected by another constant will occasionally remain as in the original for sim-
plicity.
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— Afewselected theorems are given without proof as their proofs are either too tech-
nical for this text or would take the discourse too far afield. One such example is
Nevanlinna’s second fundamental theorem. However, we will use such theorems
for further discussion.

- Paths and curves will always be such that any requisite integration can be taken
over them. The more specifically defined term contour is also used in this context.

Auckland University, 2022 JLS






Acknowledgments

The author gratefully acknowledges the assistance of the following individuals who
helped to make this book possible:

José Ibrahim Villanueva Gutiérrez, Anita Kean, Chris King, and Nick Dudley Ward
for their fine computer images, Katy Metcalf for her excellent graphics, Aaron Schiff
for his technical assistance, and Shaun Cooper, Mark Harmer, Aimo Hinkkanen, Chris
King, Norm Levenberg, Gaven Martin, Nick Dudley Ward, and Julian Wilson for read-
ing portions of the manuscript and making many valuable suggestions.

https://doi.org/10.1515/9783110757828-202


https://doi.org/\global \c@doi \c@pseudochapter \relax \global \advance \c@doi \c@parttext \relax 10.1515/9783110757828-201




Contents
Preface — VI
Acknowledgments — XI

1  Analytic functions —1
Analytic continuation —1
Differentiation under the Integral sign — 3
Infinite products — 11
Blaschke products — 16
Sequences of analytic functions — 19
Local boundedness — 21
Equicontinuity — 22
Méobius transformations — 23

2 Entire functions — 28
Elementary factors — 28
Genus/canonical product — 31
Order—33
Relation to counting function — 35
Exponent of convergence — 36
Hadamard factorization theorem — 37
Laguerre theorem — 41

3 Meromorphic functions — 43

Classical theory — 43
Laurent series — 43
Elliptic functions — 48
Weierstrass g-function — 51
Differential equation — 54
Addition formula — 57
Elliptic modular function — 58
Riemann sphere — 60
Spherical metric— 60
Spherical derivative — 64

Nevanlinna theory — 65
Poisson-Jensen formula — 65
Counting function — 67
Proximity function — 68
Characteristic function — 69
Order—73



XIV — Contents

Cartan theorem — 73

Ahlfors—Shimizu characteristic — 76
Functions of bounded characteristic— 77
Second fundamental theorem — 79

4 Normal families — 83

Analytic functions — 83
Normality/compactness — 83
Montel theorem — 84
Fundamental normality test — 90

Meromorphic functions — 97
Equicontinuity — 97
Marty theorem — 98
Bloch principle — 101
Normal and Bloch functions — 107

5 Hyperbolic geometry — 109
Playfair Axiom — 109
Bolyai/Lobachevsky — 109
Poincaré disk model — 112
Poincaré metric— 113
Hyperbolic length/area — 114
Mobius transformations — 116
Half-plane model — 119
Gauss—Bonnet formula — 124
Minkowski spacetime — 126

6 Univalent functions — 129
Area Theorem — 129
Length—area relations — 130
Schlicht class S —132
Koebe function — 132
Bieberbach conjecture — 133
Typically real functions — 133
Historical attempts — 134
De Branges — 135
Robertson conjecture — 136
Milin conjecture — 137
Complementary class =—138
Gronwall area theorem — 138
Koebe distortion theorem — 141
Bloch theorem — 143



Contents =— XV

Univalent polynomials — 146
Normal functions — 147

7 Harmonic functions — 148

Fundamentals — 148

Poisson formula — 149

Dirichlet integral/mixed Dirichlet Integral — 155

Dirichlet principle — 157

Liouville-type theorem — 161

Continuous functionals — 162

Green’s function — 166

Solution to Dirichlet problem via Green’s function — 167

Harmonic measure — 170

Random walks — 173

Positive harmonic functions/class h*(U) — 175
Harnack inequality — 175
Herglotz theorem — 175

Radial limits — 178

Normal families of harmonic functions — 181

Harnack principle — 183

Schottky theorem for harmonic functions — 184

Julia theorem for harmonic functions — 184

8 Subharmonic/superharmonic functions — 186
Submean value properties — 187
Growth rate/integral means — 190
Laplacian —192
Growth rate/subharmonic functions — 195
Growth rate/superharmonic functions — 195
Poisson extension — 196
Perron method — 197
Barrier/regular points — 199
Harmonic measure extension — 202

9 Iteration of rational mappings — 204
Rational functions — 204
Orbits — 205
Conjugates — 205
Iteration of M6bius transformations — 207
One fixed point (parabolic case: 1% = 4) — 207
Two fixed points — 208
Julia and Fatou sets — 210



XVl —— Contents

Exceptional points — 212

Basic properties of J, — 214
Mandelbrot set — 218

Critical points — 219

No wandering domains — 221
Newton—Raphson method — 221

10 Analytic number theory — 223
Gamma function — 223
Beta function — 230
Riemann zeta function — 233
Riemann functional equation — 235
Riemann hypothesis — 241
Prime number theorem — 241
Relation to quantum mechanics — 242
Euler product formula — 244
Mobius function — 245
Mertens conjecture — 247
Mdobius inversion — 249
Arithmetic Fourier transform — 251
Discrete Fourier transform — 254
Laplace transform — 256
Inverse Laplace transform — 260
Computing the inverse Laplace transform via residues — 262

Bibliography — 269

Index — 271



1 Analytic functions

Analytic continuation

In this chapter, we discuss some of the fundamental notions that will be utilized in
the text or are simply interesting in their own right.

It is sometimes possible to extend a function that is analytic in some neighbor-
hood of a point to an analytic function in a much larger domain. Suppose that f;(z)
and f,(z) are analytic in two open disks D; and D,, respectively, and D, n D, # @. If
fi(@) = fo(z) for all z € D; n D,, then we say that the functions f;(z) and f,(z) are (di-
rect) analytic continuations of each other. Moreover, each analytic continuation of the
other is unique by the Identity theorem. This results in an analytic function defined
on D; U D, with the pairs (f;(z), D;), i = 1,2, called function elements.

Of course, this notion can be extended to a collection of open disks D;, i =
1,2,...,n, covering a straight-line segment. That is, we have functions f;(z) that are
analytic in open disks D; fori = 1,2,...,nwith D; n D;,; # 0 and such that f;,;(z) is a
direct analytic continuation of f;(z). The aggregate of the f;(z) is an analytic function
f(z) defined on U, D;.!

For example, if f;(z) is analytic in an open disk D, (z;, ;) whose power series rep-
resentation has a radius of convergence r;, and if z; is a point on the circle of con-
vergence at which f;(z) is analytic, then there is a power series expansion in an open
disk D,(z;,r,) centered at the point z; representing an analytic function f,(z) that is the
direct analytic continuation of f; (z).

To guarantee the uniqueness of our extension, we have the following:

1.1 Monodromy theorem. If f(z) is analytic in a disk contained in a simply connected
domain Q and can be continued analytically along every polygonal path contained in Q,
then f(z) can be defined as a single-valued analytic function on the whole of Q.

Proof. Since Q is simply connected, it is also polygonally connected so that any two
points in Q can be connected by a polygonal path that lies in Q. Let us assume that
f(z) is analytic in a neighborhood of a point A and consider the triangle ABCA that lies
wholly in the interior of Q. By the hypothesis, f(z) can be continued analytically along
the line segment AP which yields a single-valued analytic function in a neighborhood
of the segment Ap, which we again denote by f(z). Then we can find points p; and
D, along the line segment BC such that f(z) can be analytically continued along the
triangular path Ap,pp,A as in Figure 1.1. By construction this analytic continuation is
the same as f(z) in a neighborhood of the point A.

1 For a more complete discussion of analytic continuation, see Ahlfors (1979, Chapter 8).

https://doi.org/10.1515/9783110757828-001
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Figure 1.1: The polygonal figure ABCA described in the text starting with the function f(z) that is
analytic in a neighborhood of the point A. Courtesy Katy Metcalf.

Since the line segment BC is compact, it can be covered by a finite number of segments
of the form p;p,. It follows that f(z) can be analytically continued along the triangular
path ABCA such that the continued function and f(z) coincide at A.

We can apply induction on the number of sides of our figure to extend the preced-
ing argument. In fact, suppose that for all closed n-gons in Q, we have the requisite
analytic continuation. For an arbitrary (n + 1)-gon, we can take a suitably chosen di-
agonal to obtain two polygons such that neither one has more than n sides, allowing
the use of the induction hypothesis.

We conclude that for any two points z; and z, in Q, the analytic continuation along
any two polygonal paths in Q joining z; to z, determines the same function at z,, thus
establishing the theorem.? O

Another useful result regarding analytic functions in a disk we will make use of is
the following.

1.2 Cauchy inequality. Iff(z) is analytic in |z - z,| < R with Taylor series
(e
f@) =) ayz-2)",
n=0

then

F™ @)l _ M(r)

n!

where M(r) = max,_, - f(z)landr < R.

2 Instead of analytic continuation along polygonal paths, the result can be extended to the case of
two Jordan arcs connecting any two points z; and z, in Q by considering sufficiently close polygonal
approximations to the two arcs.
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The proof is an immediate consequence of the formula for the Taylor coefficients

_ 1 fz)
an = | _Jl_ (z _Zo)n+1 '

Differentiation under the Integral sign

There will be some occasions when our analytic function involves two variables as in
the discussion of the gamma function in Chapter 10. Throughout the text, we have
occasion to consider contours, that is, a finite sum of piecewise smooth (continuously
differentiable) arcs and the next result is easily extendable to a contour replacing the
interval [a, b].

1.3 Theorem. Given a domain Q let f(z,t) be a complex-valued function where z € Q
and t € [a, b] Suppose that f(z,t) is continuous on Q x [a, b] and likewise for %. Then

b
F(z) = Jf(z, t)dt

defines an analytic function in Q, and

b
F'(z) = j S é‘z Dt

a

Proof. Fix a point z, € Q. By the continuity of f(z,t), given € > 0, there is § > 0 such
that for |z, — z,| < 6, we have |f(z,,t) — f(z;, t)] < bf—a, for all t € [a, b]. With the given
6>0,

b
|F(zo) — F(z))| < ||f (20, t) — f(zy, t)|dt

<s(h-a- tIEI%%ILf(zo, t)-flz 0] <e

establishing the continuity of F(z).
Similarly, by the continuity of % and t € [a, b]

fz+ht)-fz,t) of
h

(z, t)‘

0
0z -
as h — 0. Therefore

lF(z+h,t)—F(z,t) B f of (z,t)

h 0z
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_ ’f(f(z+h,t})l -fzt) afé,zz, t>>dt‘

< (b -a)- max
tela,b]

‘f(z+h,t)—f(z,t) B af(z,t)‘ 50
h 0z

as h — 0, which proves the theorem. O

1.4 Corollary. Letf(z,t) be continuous for z € Qx [a, co) with continuous partial deriva-
tive g there. Assuming that the integral

(o)

F(z) = Jf(z, t)dt

converges uniformly on compact subsets of Q, then F(z) is an analytic function in Q, and

(6e)

Fl(z) = J

a

of (z,t)
5% dt.

Indeed, for the proof, we take our interval to be [a, n] and set

fu2) = jf(z, tydt.

By the theorem, f,,(z) is an analytic function with

n

ﬂ@=J

a

of (z,t)
5% dt.

In view of our assumption, it follows that f,, — f = F(z) converges uniformly on com-
pact subsets of Q, and hence by the Weierstrass Theorem 1.27 in the sequel, F(z) is
analytic in Q whose derivative is given by the preceding theorem as desired.

In general, the maximum modulus principle is not applicable to unbounded do-
mains Q.> Although, if we include the point at infinity by setting 05, Q = 0Q U {o0},
which is the extended boundary of Q in the extended complex plane C = C U {co}
discussed in Chapter 3, we do have the following version of the MMP.

1.5 Extended maximum principle. If f(z) is analytic in a domain Q such that
ﬁzﬂqlf(z)l <M< coforall { € 0,,Q, then [f(z)| <M forallz € Q.

3 The function f(z) = €° is unbounded in the right half-plane, but |[f(z)| = 1 on the boundary line
x=0.
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Proof. Let us assume on the contrary that, for some point z; € Q, we have |f(zy)| > M
and take an exhaustion” of Q by subdomains {Q,,}, each containing the point z,. Then
[f (2)| attains its maximum on Q,, at some point z, on dQ,, for all n. It follows that

M < |f(zo)| < |f(z)] <+ < |fzp)] < ---.

Any accumulation point of the sequence {z,} must lie outside all the subdomains Q,,
and so lies on 0, Q. Taking an accumulation point ¢ € 0,,Q, let {z, } be a subsequence
such that z, — {. Therefore

lim M,
znirll{|f(znk)| >

which contradicts our hypothesis, proving the result. O

The argument employed above will be typical in the context of several sequences
of functions that form normal families (Chapter 4).

The next theorem is another useful extension of the MMP that subject to a restric-
tion on the growth of an analytic function can be applied to unbounded domains. The
theorem actually illustrates a general principle that is applicable in various scenarios
involving unbounded domains.

1.6 Phragmén-Lindeldf theorem.” Let Q be a simply connected domain with 9,,Q =
A U B, and let f(z) be an analytic function in Q. Suppose that there exists a nonzero
analytic function w(z) on Q satisfying |w(z)| < 1forallz € Q and

1) ﬁzﬁa[f(z)l <Mforalla e A;

(i) lim,_,|w(z)[|f(z)| < M forallb € Band € > O.

Then |[f(z)| <M forallz € Q.

Proof. Since Qis simply connected and w # 0, we take a single-valued analytic branch
of the function (w(z))® and define F(z) = (w(z))’f(z). Then F(z) is analytic in Q, and

lim|F(z)| < M
z—(

for all { € 0,,Q by (i) and (ii). Hence, by the preceding extended maximum principle,
|F(z)| < M in Q, that is,

If2)] < Mlw@)| ",

and the conclusion follows by letting £ — 0. O

4 For any domain Q in the complex plane, there always exists a sequence of subdomains {Q,,}, called
an exhaustion of Q, such that Q, ¢ Q,,; and U, Q, = Q. This is a topological fact. The exhaustion
can also be chosen such that respective boundaries are piecewise smooth.

5 Sur une extension d’un principe classique de I’analyse et sur propriétés des fonctions monogénes
dans le voisinage d’un point singulier, Acta Math. 31 (1908), 381-406.
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1.7 Exercise. Let f(z) be analytic in the region R = {z : —% < Arg(z) < ’ZT} and satisfy
the condition mz_,([f(z)l < M for all { € dR. Suppose further that

B

fz)=0(")®

as|z| =r - oo, where0 < S < 1.
(i) Taking the function w(z) = e?,0 < a < 1, show that |w(z)| < 1. As a consequence,
for F(z) = (w(z))f(z) and ¢ € dR,

lim|F(2)| < M.
z—(

(i) Show that for a satisfying 8 < a < 1, |F(z)| — 0 as |z| = r — oo. Conclude that
If(z)]<Mforz e R.

Fundamental to a great many theorems in complex function theory is the follow-
ing:
1.8 Schwarz lemma. Iff(z) is analytic in the unit disk U and |f (z)| < 1, f(0) = O, then
If(@)| < |z] and |f'(0)| < 1. Equality holds if and only if f (z) = cz with |c| = 1 (a rotation).

Indeed, f(0) = 0 means that f(z) = zg(z), where g(z) is analytic in U. Moreover,
f'(2) = zg'(z) + g(2), so that f'(0) = g(0). Thus

f@ z#+0
ﬂ@z{f
f'(0) z=0,

and on |z| = r, we have |g(z)| = |@| < % By the maximum modulus principle, |g(z)| <
1/rin |z| < r. Letting r — 1implies |g(2)| < 1, i.e., |f(2)| < |z|.

Finally, |f'(0)| = |g(0)| < 1. If If (o)l = |zl for any z, € U, then |g(z)| attains its
maximum in U and so must be constant. Therefore f(z) = cz, |c| = 1.

1.9 Corollary. If|f(z)| < M in the disk |z — z,| < R, and f(z,) = O, then
M
If()| < Elz - 2]

There is an interesting variation of the Schwarz lemma that involves the bound on
the real harmonic part of a function f = u + iv that is analytic in a disk. Denote

A(r) = Ilnlgx u(z) = rlnlax u(z).

6 We will frequently use the notation f(z) = O(g(x)) as |z| = r — oo to mean that there are positive
constants C and r such that |f(z)| < Cg(x) for all r > r,. Here g(x) is real-valued.
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Although, in general, u(z) < |f(z)|, we have the following:

1.10 Hadamard-Borel-Carathéodory theorem. If f(z) is analytic in |z| < R, then for
O0<r<R,

ZAR) + Retiro) L

M@r) <
"= 2= R-t

where M(r) = max,, ., |f(2)|.

Proof. 1ff(z) = ¢, + ic, = constant, then inequality (1.1) follows via a straightforward
calculation. So we may assume that f(z) is nonconstant, and initially we assume that
f(0) = 0. Note that 0 = A(0) < A(R) since f(z) = u + iv is analytic.

Next, consider the function

f(2)

F&= aw-ro

1.2)

Since the denominator cannot vanish, F(z) is analytic in |z| < R, and F(0) = 0. More-
over,

2,.2
2 u - +v
F =—
[F@)| (RA(R) — u)? +v?2
Since u? < (2A(R) - u)?, it follows that |F(z)| < 1. Thus by the Schwarz lemma,
r
F =}
Fol < g

and unwinding expression (1.2), we have

2A(R)F(z)
1+F(z)

. (2AR)(%)) _2rA®)

(%
() R

f@) <

as desired.
Iff(0) # 0, then the function g(z) = f(z)—f(0) will satisfy the preceding inequality,
that is,

2rmax;,_, Re(g(z)) 2r(AR 0
Ig(2)| < lRl—r s (R)_+rlf( )]

>

and again the result follows. Furthermore, if A(R) > 0, then it is evident that

R
M() < : :(A(R) + [FO))).

The following consequence will be used in Chapter 2.
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1.11 Corollary. As above, with A(R) = 0,
n
< G V)

In fact, we just need to apply the Cauchy formula

Z)n+1

N _ b f()
4 @iji@ @

to the circle C with center z (|z| = r) and radius p = (R — r)/2. For { on C,

R-r R+r
g1 <lel+ == = -
By the preceding theorem, for { € C,
R+ (R
max[f(§)] < 7+ 73 AR + O,

Putting this into the Cauchy formula gives

n!

p" (R
2n+2nR
(R r)n+1

™) < (A(R) +|FO)))

(AR) +f(0)]),

establishing the result.
The following result for an analytic function defined in an annular region was
stated without proof by Jacques Hadamard (1865-1963).”

1.12 Hadamard three-circles theorem. Let f(z) be analytic in the closed annulus A :
n < lzl sy withr < |z| =1 < 1. If M(r) = max,_, |f(2)|, then

M 53 < Moy pryyos).

Proof. Consider the function F(z) = z%f(z) for some yet to be determined real constant
a, where z* = e*1°8Z_ Note that |z%| = r%, so that this modulus is independent of any
branch of log z. Furthermore, if the maximum modulus of any branch of F(z) were
attained at a point z, interior to the annulus, then in some a small disk about z,, we
would obtain a contradiction to the maximum modulus principle. As a consequence,
the maximum modulus of F(z) is attained on the boundary of A, that is,

7 Sur les fonctions entiéres, Bull. Soc. Math. France 24 (1896), 186—187. The name of the theorem is
due to Edmund Landau.
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|F(2)| < max{r{ M(r)),rsM(r,)}.
Then on a third circle |z] = rin Awithr, <r <1,
If ()| < max{r “r{M(r)),r *ryM(r,)}. (1.3)

At this stage the optimal choice of the value a is such that the two components in
the preceding bracketed expression are equal, that is to say,

rTM(ry) = raM(r,).

Solving for a gives

o) on2),

and substituting this value into inequality (1.3) yields

M) < <1>_ M(ry).
n

From this inequality the preceding expression for a then gives

M(ry)

lo
M) < (1) T by e()

n

= M(r, )1 og(2 )M(r )IOg(,L)

via the properties of logarithms,® as required. Note that we have equality only when
F(z) = ¢, that s, f(z) = czP for some real B. O

Observe that the result can be written in the form

log r-logn

log M(r) < logr, - 1ogr
r,—logn

M(r
"~ logr,-logr log M(ry) +

log M(r,). (1.4)

Recall that a function ¢(x) on an interval I is convex if for any two points x; < x,
in the domain I, ¢(x) lies beneath the straight-line chord connecting the two points
¢(x;) and ¢(x,). This is expressed as

Pt + (1= 0)xy) < th(xy) + (1 - Hp(xy)

for 0 < t < 1. Setting t = (x, — x)/(x, — x;) gives another expression of convexity:

8 We have used the fact that q'°8? = p1°82,
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P(x) <

P00+ L),

from which and inequality (1.4) it is clear that log M(r) is a convex function of logr.

Our next result for analytic functions will be extended to meromorphic functions
in Chapter 3. It is interesting that it relates the integral mean of an analytic function
to the zeros of the function (in its present form) and has numerous applications.

1.13 Jensen Formula. Suppose that an analytic function f(z) in |z| < R has finitely
many zeros listed according to multiplicity’ at the points a;, a,, .. ., a, # 0in the disk
|z] < r < Rwith |a] < |ay| < -+ < |a,|. Then we have a version of the Jensen formula

2

log|f(0)| = — jlog[f re' )|dp - Zlog a (1.5)

for |z| < r < R. There are various proofs of this result, and one will be given in
Chapter 3.

Next, let n(t, 0) be the counting function of the number of zeros listed according
to multiplicity in |z|] < ¢ < R. Then, assuming that f(z) is analytic in |z| < R and
considering all zeros a;, a,, ..., a,,

ZIOg— =nlogr - Z log |ay|
k=1

n-1

=n(logr - log|a,|) + Z k(log |ay,| - log |ay)
k=1

@]

Y j ﬂmf#. (16)

lal |an|

Considering the last two terms, for |a;| < t < |ag4l, kK = 1,2,...,(n — 1), we have
k = n(t,0), and with |a,| < t < r, we have n = n(t, 0). Therefore we can write equation
(1.6) as'®

( n(t,0)
Zlogl 2 J ; dt. (1.7)

9 When a zero/pole of order m is listed according to multiplicity, this means that it is repeated m times
in the list.

10 In writing the integral as in (1.7), note that n(t,0) = 0 for 0 < t < |a| for f(0) # 0. This will be our
understanding henceforth when encountering an integral such as in (1.7).
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A more direct approach is via a Stieltjes integral.!! In either case, Jensen’s formula can
be rewritten as

n
1 i 0
o Jlog|f(re ?)dg = J nt0) +1og|f (0). (1.8)
0 0

1.14 Corollary. Iff(z) is as above and |f (z)| < M in |z| < r, then the number of zeros N
in|z| < ar for 0 < a < 1is bounded by

1 M
N 1 .
= Tog(W/a) ¢ If(0)]

Proof. Letay,a,,...,ay(+ 0) be the zeros in |z| < ar, so that by formula (1.5) we have

N 2
r 1 J
N A— PR )|d¢ - log|f(0)| < 1o
Sl ay] - 2n ) S/ EIA0 o8 O] < ¢ oy
From the inequality
™ 1
log——— >1lo =Nlo < >
Slaliayl . ayl ~ BaN T8
the result then follows. O

Note that the number of zeros N is controlled by three key constraints: the size
of the disk, the upper bound M, and the value of |f(0)|. Larger bounds M or smaller
values of |[f(0)| allow for the existence of more zeros in the disk.

Infinite products

Like their counterparts infinite series, various forms of infinite products have been
widely used in complex analysis, and they will appear from time to time through the
text. One of the most beautiful infinite products going back to the English clergyman
and mathematician John Wallis in 1656 is the expression

11 Using integration by parts applied to the Stieltjes integral,

n(t O)dt

r
Z log — = Z log log dn(t 0) = logi -n(t, O)|r — | n(t,0)dlog - r_
la kl i t o/ t )
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which is almost too good to be true. We will come across other such marvels in Chap-
ter 10 as infinite products form a major component of analytic number theory.

Recall that the zeros of a nonconstant analytic function in a domain Q have no ac-
cumulation point in Q. However, taking a sequence of points {a, } in Q, can these be the
zero set of some analytic function in Q? In the case where |a,| — oo, Karl Weierstrass
(1815-1897) found an entire function having the zeros precisely at the points a,, which
is discussed in Chapter 2. In the case where |a,| — 1, Wilhelm Blaschke (1885-1962)
found the answer discussed in the sequel. As both solutions involve infinite products,
let us first recall some preliminary results.

Given a sequence of complex numbers {a,}, we form the partial products p, =
1+ a))(1+ ay)---(1+ ay), and initially suppose that a,, #+ -1foralln = 1,2,3,.... If
lim,_,, p, = p # 0 exists, then we say that the infinite product

ﬁ(l +ay)
n=1

converges to p and write p = [];2;(1 + a,). Otherwise, we say that the infinite product
diverges. Relaxing the conditions slightly can sometimes be useful: if a finite number
of terms a; = -1, then we say that [T, (1+a,) converges to zero if the partial products
of the nonzero terms converge to some p # 0.

As a consequence (omitting any terms that are zero), if [,2;(1+a,,) converges to p,
then

Pn p
=
Pna b

1+a,= =1

asn — oo, thatis, a, » 0asn — oo, analogously to a convergent infinite series.

As an example, the infinite product [],2,(1 + %) has partial products p, =
23...M = p+1, so that the infinite product diverges although a, = 1 — 0 as
n — oo. Therefore a, — 0 asn — oo is a necessary but not sufficient condition for the

convergence of [T, (1 + a,), again like in the case of infinite series.

1.15Theorem. Ifa, >0,n=1,2,3,..., then[[,2,(1+a,) and ¥, a, converge or diverge
together.

Proof. For the partial product p, = [Tr_;(1 + ay), since 1 + x < e* for x > 0, we obtain

G+t +a, <(l+a)d+ay)---1+ay)

a,+a,+-+a
<e 1742 n,

and the result follows. O

1.16 Corollary. The infinite product [],2,(1 + a,) converges absolutely, that is, [, (1 +
la,|) converges, if and only if ¥ 2, a, converges absolutely, i.e., Y»°, |a,| converges.
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For example, the infinite product

f(-5)

n=1

converges absolutely for all z € C since Y, |2°/n’| = |z|* Y2, # < 0.

1.17 Theorem. If[],>,(1+|ay,|) converges (a, # -1), then[],,(1+a,) converges to some
p#0.

Proof. We include the proof of this elementary fact as the details are applicable to the
proof of the next theorem.
Let p,(2) = [Tr_;(1 + a;) and g, = [Tr_; (1 + lay]), so that

Pn—DPn1=0+a) -1 +a,q)ay,

dn —qn-1 = (1 + |al|) (1 + |an—1|)|an|~

Therefore

Ipn _pn—1| <dn—dn1-

By assumption the partial products g,, converge to some nonzero limit, which implies
that Y °,(g, — g,-,) converges since its partial sums are s, = g, — q;. Hence Y °,(p,, -
Dy_1) converges by the comparison test, and therefore lim,_, ., p, = p exists.

It remains to show that p # 0. By Corollary 1.16, ) .2, |a,| converges, so that terms
1+ a, — 1, implying that Y2, | =2-| converges. Again by Corollary 1.16 and the above

1+a,
discussion, the partial products

n
ak 1
P, =[](1- =
n n( 1+ak>

k=1 Dn

converge to some limit P. We conclude that lim,_,.,p, = p # 0, proving the theo-
rem. =

It will be further convenient to take the logarithm of an infinite product, but it is
necessary to show that this can be done legitimately to obtain the desired infinite sum
of the logarithms.

1.18 Theorem. For the infinite product [],2,(1+a,) (a, # —1) to converge, it is necessary
and sufficient that Y ;> log(1 + a,,) converges, where we take the principal value of the
logarithm.

Proof. Forp, = [Ty_,(1+a,) ands, = ZZ=1 log(1+ay), we havep, = e’ forn=1,2,3,....
In the first instance, if s, — s, then p,, — €°* = p # 0, proving the sufficiency.
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On the other hand, suppose that p,, — p = pe'?. Let p,, = p,e*" with the argument
satisfying ¢ - < ¢,, < 1+ ¢ and define Log p,, = log |p,| +ip,. Since e* = p,,, we have

s, = Log p,, + 2mik,, (1.9)

where k,, is some integer. Considering only the imaginary parts of (1.9) with 8,, = arg(1+
a,), we have

0,+6,+---+06, =, +21k,.
Consequently,

2n1(ky = ky_q) = 6, = (@ — Pn1)-

Since the infinite product converges, a, — 0, implying 8, — 0 asn — oo; as well
¢, — @ asn — oo. Therefore k, — k,_; — 0, and thus there is some n, such that for
n = ng,

k1 — Kyl < 1.
As each k,, is an integer, it follows that k,, = k is a constant and thus s,, = Log p,, + 2mik

for n > ny. We conclude that s, — s = Log p + 2rtik, proving the necessity. O

In the real case, we remark that for a,, > 0, it is clear that if p = ]‘[,‘1’21(1 +ay,) and
s = Y2, log(1 + a,), then logp = s. Moreover, there is an analytic function version of
this theorem. Let us do one such for Theorem 1.17, and we leave the analytic version
of Theorem 1.18 for the reader. Both are applied in the text.

1.19 Theorem. If {f,} is a sequence of analytic functions defined in a domain Q, and
Yooy [fa(2)| converges uniformly on compact subsets, then the product []72,(1 + f(2))
converges uniformly on compact subsets to an analytic function f(z) on Q.

(By the conclusion we mean that the partial products p,(z) — p(z) # 0 uniformly
on compact subsets, assuming without loss of generality that f,,(z) # -1 for all n).?

Proof. On any compact subset K ¢ Q, the hypothesis implies that the partial sums
n
sn(2) = Y |fi(2)] — s(2)
k=1

converge uniformly on K to a continuous function s(z) and s(z) < M < oo on K. Re-
garding the corresponding partial products,

12 If f,(zy) = -1 for some n, then we take the product of the remaining functions f, at z,. Since
Yooy Ifa(2)] converges at each z € Q, f,(zo) = -1 for only a finite number of values n.
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Q) = (1+|1(@)]) - (1+ |[fp(2)]) < el iGN+l M
Therefore

Qu(2) = Qur(@) = (1+ [R@)]) - (1 + |fis @)Ifa@)| < € [fu(2)].

Since Z;’Zl [f(z)| converges uniformly on K, it follows that

o0

Y (Qu(@) - Q1 (2))

n=2

converges uniformly on K. Setting

Py(z) = (1+/12) - (1+f(2)),

the remainder of the proof follows mutatis mutandis as in Theorem 1.17, and the ana-
lyticity follows by the uniform convergence of P, (z) on K in view of Theorem 1.27. O

1.20 Corollary. Let {f,} be a sequence of analytic functions in a domain Q such that no
f, is = O (but may have isolated zeros) and

Z |1 - fn (Z)l
n=1
converges uniformly on compact subsets of Q. Then the product
W [[h@=f@
n=1

converges uniformly on compact subsets of Q to an analytic function f (z) in Q. Moreover,

(e8]

(i) m(f;z) = Z m(f;z) forz € Q,

n=1
where m(f; z) is the multiplicity of the zero of f at z.

Indeed, writing F,, = —1+f, implies that }',?, |F,,| converges uniformly on compact
subsets of Q to a bounded sum (on each subset). Since 1 + F,(z) = f,(2), it follows
from the theorem that [],,2, f,,(z) converges uniformly on compact subsets to some f(2).
Since each partial product is analytic, so is f(z), since the convergence is uniform on
compact subsets, establishing statement (i).

To verify (ii), note that f(z,) = 0 if and only if f,,(z,) = O for some n. Now the fact
that for any z € Q, the sum Y2, |1 - f,(z)| converges implies that only finitely many of
the f, can be zero at z € Q. The product of the remaining f,, has a nonzero limit from
the preceding theorem. Therefore m(f; z) is a finite sum of multiplicities of the f,, that
vanish at the point z.
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Blaschke products

An interesting and useful infinite product is constructed from conformal mappings of
the unit disk to itself such that each term has a zero in the disk with zeros tending to
the boundary.

1.21 Definition. A function of the form

(o]
; la,|( a,-z
B(z) =e"Z" | | —|
n=1

a, \1-a,z

is called a Blaschke product, where z € U,y is real, m > 0 is an integer, and Zg‘;l(l -
la,l) < co. The sequence {a,} in U may be finite or infinite. These products arise again
in Chapter 3.

1.22 Blaschke product theorem.” Let a;,a,,... be a sequence of numbers such that
0 < |ay| < lay| < -+ < 1subject to the constraint y',>,(1 - |a,|) < co, and let m > 0 be an
integer. Then

converges uniformly on each disk |z| < p < 1, B(z) has zeros only at the points z = a,,
n = 1,2,..., and possibly at the origin, and |B(z)| < 1forall z € U, that is, B(z) is a
bounded analytic function in U.

Proof. The integer m merely accounts for any zeros at the origin, so we can assume
thatm = 0. For |z| < p < 1,

_11_ M . an -2 _ (an + |an|Z)(1 - |an|)
'1_A"(Z)|“1 <a,, 1—@) )
A+l ~lap)) _ 201 - |an|).

l-azl — 1-p

By the Weierstrass M-test the fact that Y2, (1 — |a,|) < co implies that Y2, |1 - A,(2)]
converges uniformly on |z| < p < 1and hence uniformly on compact subsets of U.
Since each term A, (z) is analytic in U, the preceding theorem implies that H,’ﬁl A, (2)
defines an analytic function B(z) in U with zeros only at the pointsz = a,,n =1,2,3....
Furthermore, note that for |z| < 1and each N, the partial products Py(z) satisfy

N —
Pu@) = [T}

—| <1
n=1

13 Eine Erweiterung des Satzes von Vitali iiber Folgen analytischer Funktionen, Ber. Verhandl. Kon.
Sdchs. Gesell. Wiss. Leipzig 67 (1915), 194-200.
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so that |[B(z)| = limy_,, IPy(2)| < 1in U in view of the maximum modulus principle.
Thus the theorem is proved. O

The requirement on the zeros in U that Y2, (1 - |a,|) < co turns out to be a nec-
essary condition for the zeros of a bounded analytic function in U, as we will see in a
moment. First, we need the following:

1.23 Lemma. SupposethatO < b, <1,n=1,2,3,.... Then

[Ja-by)>0
n=1
if and only if
[ee)
Z b, < co.
n=1

Proof. First, observe that
DPn=Q0=b)(1-by)---(1-by),

so thatp; > p, > p; > ..., implying that lim,_,  p, = p exists.

If we first assume that },°; b, < oo, then Y, |-b,| < oo, implying by Corol-
lary 1.16 that [T, (1 + |-b,|) converges, so that []7>,(1 — b,) converges to some p # O
by Theorem 1.17.

On the other hand, if we assume that >, b, = oo, then using the inequality
1-x<e™for0 < x <1, we have

n

p<p,=[]a-by<e™ P50
k=1

asn — oo, thatis, p = 0, establishing the result. O

The significance of the Blaschke product is that it characterizes all bounded ana-
Iytic functions f(z) in the unit disk U in terms of their zeros. First, we prove a condition
on the zeros that must prevail.

1.24 Theorem. Iff(z) #0 is a bounded analytic function in U, and a;, a,,as, ... are the
zeros of f (z) listed according to multiplicity, then

i(l —layl) < co.

Proof. We may assume without loss of generality that f(z) has infinitely many zeros
and |a,| < |ay,4|- Furthermore, we will assume that f(0) # 0, for otherwise consider
f(z)/z™ form > 0.
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Let n(r) = number of zeros of f(z) in |z| < r < 1and define for f(z) # Oon |z| =1,

F.(2) = f(2) H (1.10)

which is analytic in |z|] < r, and |F.(z)| = |[f(z)| on |z| = r. Since |[f(z)| < M in U,
|F,(2)] < M in |z| < r by the maximum modulus principle. In particular, for z = 0,

n(r)

If(0 >|l'[—-

Replacing n(r) by N for n(r) > N, the preceding inequality remains valid since |a;| < r,
so that

N N
_ If(O)Ir
py =[]l = T

which holds for each N asr — 1. Letting r — 1and then N — oo implies that

o 0
g lag | > lfj(w)l >0

In view of Lemma 1.23, with |a;| = 1 - by, we obtain

o0

(1= layl) < oo. -

k=1
1.25 Corollary. If f(z) is a bounded analytic function in U with zeros at a;, ay, as, . .. in
U such that ¥;2,(1 - |a,|) = oo, thenf(z) = 0

So, for example, ifa, =1- n—l,, forp>1,then Y >, (1-la,l) = Y2y ni,, Forp =1, we
conclude that there is no bounded analytic function in U with zeros at the points a,
except the identically zero function. For p > 1, we can construct a bounded analytic
function in U with zeros at the points a, in accordance with the Blaschke product
theorem.

In the context of bounded analytic functions, without loss of generality, we con-
sider |f(z)| < 1 for if not, then we can take |f(z)|/M where M = sup,.y |f (2)|. Here we
see that all bounded analytic functions in the unit disk are Blaschke products modulo
an entire function.

1.26 Theorem. Every bounded analytic function f(z) in U with |f(z)| < 1 can be ex-
pressed in the form

_ (Z)mm@<a )
flz) =¥z gan )

where g(z) is analytic in U with Re(g) < 0.
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In fact, let f(z) have zeros at the points a;, a,, a3, . .. asin Theorem 1.22 and assume
for a moment that f(0) # 0. Now let By(z) = [[5o, 'Z:' (f’a =), and let Py(z) be the
corresponding partial products.

Then the function f(z)/By(z) is analytic and nonzero in U. As in the preceding
theorem, we deduce from (1.10) that

n(r)

IF,(2)| = (z)IH

akz

for |z| < r. Again, replacing n(r) by N for n(r) > N, the preceding inequality remains
valid, and letting r — 1 means that |f(z)/Py(z)| < 1and

f(2)
B, @| "

f(2)

<1
Py(2)|

HHOO

) we can express f(z) in the form

a2,

where g(z) is analytic in U with Re(g) < 0, and m is a nonnegative integer.
This theorem has a meromorphic counterpart in Proposition 3.30.

Taking a branch of g(z) = log(

Sequences of analytic functions

We will often have occasion to consider sequences of analytic functions on a domain in
the complex plane, especially, in the study of normal families. When the convergence
is uniform on compact subsets, we have an important consequence regarding the limit
function.

1.27 Weierstrass theorem. Iff, — f uniformly on compact subsets of a domain Q and
f, is analytic in Q, then f is analytic in Q, and the derivatives f,fk) — f®© uniformly on
compact subsets of Q.

Proof. For any z, € Q, we consider a small closed disk D(r, zy) ={lz—2z9l <1} C Q.M
By the uniform convergence, for any € > 0, there is n, such that

If($) - fu®)] < &

foralln > ny and all { € D(r,z,). Now for k = 0,1,2,..., consider the function

14 Throughout the text, we will use the notation D(r, zy) = {|z — zo| < r}.
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>

k! J f(©)d¢

8k(2) = i « - Z)k+

Cr

where the integration is taken along the circle ¢, = {|z - zy| = r}, and we restrict z to
the disk D(g,zo). Then by the Cauchy integral formula for derivatives

k+1

) k' [ 1f(Q)-fuONdS]  kle2

|81 (2) - £ @HSEEJ o S
G

for n > ny. This implies that f*' — g, uniformly on D(3,z,) for each k = 0,1,2,....
Taking k = 0, we have f, — f = g,, which is analytic in D(3, z,) and hence in Q since
z, was arbitrary. Finally, f\° — f® = g, (z) uniformly in D(},z,), and the theorem is
complete as a consequence of a standard compactness argument. O

The next result has many important consequences, which will come to light in the
next chapter.

1.28 Hurwitz theorem. Let {f,} be a sequence of analytic functions on a domain Q
such that f, — f uniformly on compact subsets and f(z,) = O for some z, € Q, but
f # constant. Then for each sufficiently small disk |z — zy| < r in Q, there is a number
ny(r) such that for all n > ny(r), the functions f,, and f have the same number of zeros in
|z — zo| < r counted according to multiplicity.

Proof. We can choose r sufficiently small so that the point z, is the only zero of f(z) in
thedisk |z—z| < r. Then |[f(z)| > m > 0 for some constant m on the compact boundary
|z — zy| = r by the continuity of f(z). Moreover, by the uniform convergence of f,, — f
onlz-zyl=r

Ifu2) - f2)| < m < |f(2)]

for all n sufficiently large. The result then follows by an application of Rouché’s theo-
15
rem. O

Throughout this text, a univalent function is one that is analytic and one-to-one.
The term analytic univalent is sometimes used for emphasis as occasionally “univa-
lent” can also mean that the function is meromorphic and one-to-one.

1.29 Corollary. Let {f,} be a sequence of univalent functions on a domain Q that con-
verge uniformly on compact subsets to an analytic function f. Then f is univalent in Q.

Proof. We already know that the function f is analytic by the Weierstrass theorem 1.27.
Now suppose that f(z;) = f(z,) for z; # z, and foreachn =1,2,3,..., define

15 Rouché theorem: If f(z) and g(z) are analytic within and on a simple closed contour C and if |g(z)| <
|f(2)| for all z on C, then the functions f(z) and f(z) + g(z) have the same number of zeros inside C.
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gn(z) = fn(z) _fn(zl):

so that each g, is zero at the point z;. Moreover, the analytic limit function

g2) =f(2)-f(z)

vanishes at the point z,, so that by the Hurwitz theorem there is a sufficiently small
neighborhood of z, (which excludes the point z;) in which for n sufficiently large each
8,(2) has a zero. The corresponding functions f,,(z) would then take the value f,,(z;) for
points z # z;, which contradicts the univalence of f,,. Hence f is univalent. O

Local boundedness

In dealing with families of functions as, say, sequences, we require an extension of the
notion of boundedness of a single function. In general, we do not require the entire
family of functions to be bounded on their common domain by a single finite constant
but only bounded in a neighborhood of each point.

1.30 Definition. Let F be a family of analytic functions defined on a common do-
main Q. Then F is said to be locally bounded (locally uniformly bounded) on Q if for
each pointz, € Qand aneighborhood D(z,,r) <€ Q, thereisaconstant M = M(z,,7) > 0
such that forall f € F,

If(z)) <M

at all points z € D(z, ).

1.31 Remark. When the family F is locally bounded in a domain Q, then for any com-
pact set K c Q, the family is bounded in an open disk about each point z, € K forming
an open covering of K. Taking a finite subcovering implies that |[f(z)| < Mg < oo for
all f € F, that is, the family F is uniformly bounded on compact subsets of Q. The
converse is evident.

It is a simple exercise to show that the family of analytic functions

1
== v enf
is locally bounded but not uniformly bounded in the unit disk U.
The property of local boundedness is passed on to the family of derivatives.

1.32 Theorem. If F is a locally bounded family of analytic functions on some domain
Q, then the same holds for the corresponding family of derivatives F'.

In fact, for each f € F, we can find a closed neighborhood D(z,, 1) ¢ Q on which
If ()| < M, so that by the Cauchy inequality 1.2
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) 1 IF () 4M
If'(2)| < o J I(——leld(l <—
lz—zol=r
forall z € D(zy, 5) and all f' € F', establishing that 7' is locally bounded in Q.
If our family F is comprised of the functions f,(z) = n,n = 1,2,3,..., then it is
clear that the converse of the preceding theorem does not hold, although we do have
the following partial converse.

1.33 Theorem. If F is a family of analytic functions on a domain Q and F' is the corre-
sponding family of derivatives that are locally bounded with the proviso that for some
zo € Q, If(zg)l < M < oo foreach f € F, then F is locally bounded in Q.

Proof. If we take a path y from the point z, to any point z € Q and integrate over this
path, then for all f € F, we obtain

If(2)| < |f(zo)| + J|f’(()||d(| <M+M -Ly)

14

in view of Remark 1.31. The proof then follows from the corresponding inequality ob-
tained by taking a neighborhood about the point z in which the family 7' is uniformly
bounded and integrating over a straight-line path from the point z to any point z’ in
the neighborhood. This then provides the local boundedness of the family F. O

Equicontinuity

As for boundedness, there is also a natural extension of the notion of continuity to
a family of functions that has very important consequences and is related to local
boundedness. The concept goes back to the work of Guilio Ascoli.'®

1.34 Definition. A family 7 of analytic functions defined on a domain Q is said to be
equicontinuous at a point z, € Q if for each € > 0, there exists § = 8(g,z,) > 0 such
that for every f € F,

If(2) - f(zo)| < €

whenever |z — zy| < 8. Furthermore, the family F is equicontinuous on a subset S € Q
if it is equicontinuous at each point of S.

1.35 Remark. Since a continuous function on a compact set is uniformly continuous,
equivalent reasoning entails that if a family F is equicontinuous on a compact subset
K, then for each € > 0, there exists § = 6(¢, K) > 0 such that for every f € F,

16 Le curve limite di una varieta data di curvi, Mem. Accad. Lincei (3) 18 (1883-84), 521-586.
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If(z)-f(z")| < €

whenever z,z' € K, |z - z'| < 6. This is sometimes taken as the definition of equiconti-
nuity on sets K that are not necessarily compact.

In general, we do not expect any relationship between the notions of a function be-
ing bounded and being continuous. However, for families of analytic functions, there
is a very compelling relation between the two.

1.36 Theorem. If F is a locally bounded family of analytic functions on a domain Q,
then F is equicontinuous on compact subsets of Q.

Proof. The local boundedness of F implies that the family of derivatives 7' is uni-
formly bounded on compact subsets of Q from the preceding considerations. Hence
for any closed disk K in Q, there is a constant M = M(K) such that

If'(2)] <M < oo

forallz € K and f’ ¢ F'. Now taking points z,z' € K and integrating over a straight-
line path from z to z’, we have

ZI

-G < [P @lidg < Mz -2,

z

We conclude that given any € > 0 and setting 0 < § = 6(¢,K) < £/M, then whenever
|z -z'| < 6withz,z' € K, we have

If(z) -f(z")| <&

establishing the equicontinuity of the family 7. O

1.37 Example. If we consider the family of analytic functions on the unit disk U,
F={fulz)=z+n:n=123,..},

then F is clearly equicontinuous in U but not locally bounded. Thus the converse of
the preceding theorem is not valid.

Mobius transformations

We consider transformations from T(z) : C — C of the form

az+b

w=T@) = cz+d

(111
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with a,b,c,d € C,ad - bc # 0,and C = CuU {oo}.17 They are called either Mébius

transformations, linear fractional transformations, or bilinear transformations and map

C one-to-one conformally onto itself with T(co) = a/c (¢ # 0) or T(co) = co(c = 0).
An example is the doubly periodic group

[T@)=z+nw+mw' :n,me 2z},

which will feature in our discussion of the Weierstrass g-function in Chapter 3.
Observe that the matrices associated with the Mdbius transformations ‘C’ZZ form
a group under the composition of functions (exercise) called the general linear group

GL(2, C) and that the matrices

(28) w2 h)
c d 1 c d

represent the same transformation for any nonzero n € C. Since we can divide each
of a, b, ¢, d by Vad - bc, it is usually more convenient to deal with Mobius transfor-

mations having the normalization ad — bc = 1, which determines exactly the same
transformation. So we define

az+b
cz+d

Méb(@)z{T(Z)z( >:a,b,c,de((3,ab—cd:1]»

with the corresponding matrices forming the subgroup (special linear group)

a b

SL(Z,(C)z{( c d >:a,b,c,de((3,ad—bc=1}.

1.38 Theorem. The mapping ¢ : SL(2, C) — Méb(C) defined as

¢:<a b)_}az+b

c d cz+d

is a group homomorphism, that is,

o((¢a)(g b))l a)elen)

Proof. Exercise. O

1.39 Corollary. Mob(C) is isomorphic to SL(2, C)/{I,-I} whereI = (} 9).

17 We will take up the extended complex plane in more detail in Chapter 3.
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Indeed, it is easy to see that ker ¢p = {I, -I}, and the result follows by the first iso-
morphism theorem. SL(2, C)/{I, -I} is also denoted by PSL(2, C), the projective special
linear group, but we will not discuss the latter.

An important matrix subgroup is SL(2, R) where the coefficients a, b, ¢, d € R. Note
that the associated Mobius transformations with a, b, ¢, d € R, ad — bc = 1, satisfy

Im(az+b>— y Z=X+1
cz+d) Jcz+d? T Y

and hence map the upper half-plane/lower half-plane/real axis onto themselves. The
converse is also true.

1.40 Proposition. Any Mé6bius transformation from the upper half-plane to itself can be

written as T(z) = ‘gIZ witha,b,c,d € R, ad — bc = 1.

Indeed, since

m( az+b> _ (ad - bc) Im(z2)
cz+d) ez +dP

the hypothesis implies that ad — bc > 0 and that the real axis is mapped to the real
axis. For z € R, we have z = Zz, and therefore T(z) = T_(E). By identifying the four
constants we obtain a, b, ¢, d € R.}® Furthermore, via a normalization we can assume
that ad — bc = 1.

1.41 Examples. The modular group T of M6bius transformations are those defined by

_az+b
cz+d

T(z)

with ad — bc =1and a, b, c,d € Z. By the preceding discussion these transformations
are mappings from the upper half-plane to itself.
The Picard group P of Mobius transformations is defined by
az+b

1&)=2va

with ad - bc =1and a, b, c, d of the form m + in, m,n € Z.

1.42 Definition. A point z is a fixed point of a mapping f(z) if f(z) = z.
The fixed points of any T € Mdb(C) that is not the identity transformation are
given by the roots of the equation cz* + (d - a)z — b = 0:

18 We are justified in identifying the four constants of each transformation as it will be shown as a
consequence of the next exercise that even two Mobius transformations agreeing on three points must
be identical.
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a-d)+Va+d?-4

2c

51)52 = (

whenever ¢ # 0. Thus there are at most two fixed points, but we need to carefully
consider all possible cases in determining them.

1.43 Exercise. Show that forany T € M6b(C) that is not the identity, if D = (a+d)’-4 #
0, then there are exactly two fixed points and one fixed point if D = 0.

As a consequence, we deduce that if T;(z;) = Ty(z;) fori = 1,2,3, then T, o T, '(z;) =
z; has three fixed points and hence must be the identity transformation, that is,
T, = T,, that is, two Mébius transformations that agree on three points are identical.

One of the very useful basic facts is that given distinct points z;,2,,z; € C and
wy, w,, w5 € C, there is a unique Mébius transformation T € M&b(C) such that T(z;) =
w;, 1 =1,2,3, a property called transitivity. In fact, the transformation

(z -z)(z; — 23)

T(z) =
@) (z-2z3)(z,-77)

(112)

maps the points z;, z,, z3 to the points 0, 1, co respectively, and likewise for the trans-
formation S(w) = % Then the transformation S™* o T is the required map-
ping; it is instructive to verify that T is indeed a Mobius transformation.

To this end, rewriting (1.12) in the standard form of (1.11)

(z) —23)z — z1(2, — 23)

T(z) = ,
@ (2 —21)z — z3(2, — 7y)

we find that ad - bc satisfies
(zy —z3)(z1 — 23)(2, — 73) # 0.

Taking a normalization of T gives us a member of M&b(C) with the desired require-
ments.
The cross-ratio for any four distinct points is denoted by

(20 —21)(2, - 23)
(2021,22,23) = ———— .
0FLE23 (2o —23)(2, — 271)
Then the preceding result demonstrates the following:

1.44 Proposition. Given three distinct points z;,z,,z; € C, if T € M&b(C), then the
cross-ratio is invariant under the transformation T, that is, (2y, 2y, 25, 23) = (T(zg), T(z7),
T(z;), T(z3))-

Proof. Exercise. O
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Mobius transformations belonging to Moh(C) are classified by the quantity 72 =
(a+d)?, which represents the square of the trace 7'° of the matrix ( a g ). There are four
cases:

Parabolic: T = 4 (this is the case of one fixed point);
Elliptic: Treal, 0 < 72 < 4;

Hyperbolic: T real, 7° > 4;

Loxodromic: 7° ¢ [0, 4].

Note that if each a, b, ¢, d of T(z) = % is real, then there can only be parabolic,

elliptic, and hyperbolic transformations. When iterated, these transformations have
very interesting characteristics, which will be explored in some detail in Chapter 9.

19 For any square matrix, the trace is the sum of the terms on the principal diagonal. Whereas (‘g Z )

and ( - :s) both represent the same Mébius transformation T(z) = ‘g:g but have different trace val-

ues, the square of the trace is the same for each matrix and so is uniquely associated with T(z).




2 Entire functions

Entire functions are analytic in the entire complex plane, which makes them sound
somewhat pedestrian, but a revolutionary theorem from 1879 regarding these func-
tions makes them something very much out of the ordinary.

2.1Picard little theorem.! A nonconstant entire function takes every value in C with one
possible exception.

The proof of this celebrated result given by Picard was based on the elliptic modu-
lar function u(z) that will be discussed in Chapter 3 and will be postponed until then.
Another proof based on Nevanlinna’s theory of meromorphic functions will also be
given in that chapter, and a proof by Montel via a normal family argument will be given
in Chapter 4. Other proofs over the years have been given, including one derived using
Bloch’s theorem (Chapter 6). This tends to illustrate the intertwined nature of complex
function theory and what a fundamental result is the Picard theorem.

Elementary factors

As a consequence of the fundamental theorem of algebra, a polynomial p(z) of degree
n having zeros at a;, a,, . .., a, can be expressed in the form

p(2) :p(0><1— %)(1— %)(1- ai>

However, for an entire function having infinitely many zeros a;, a,,as, ..., it is nec-
essary to ensure that the right-hand product will converge. This requires some addi-
tional factors in the infinite product. To this end, we begin with elementary factors
introduced by Weierstrass, namely the entire functions

1-z p=0
Ep(2)={ »

2 3
z z z
z+5 4+ 4t
2753 » p=123,....

1-2)e

The motivation for doing this is that the exponential term for p > 1 represents the
partial sums of the power series

n p
%:_Z_Z__Z_ ..... Z__ (2])

D18

log(1-2)=-

1|
[uN

n

for |z] < 1 and with the imaginary part 6 of the logarithm satisfying -7 < 8 < 7.
Therefore, as p — oo, for |z]| < 1,

1 Sur une proprieté des fonctions entiéres, C. R. Acad. Sci. Paris 88 (1879), 1024-1027.

https://doi.org/10.1515/9783110757828-002
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2 3 p
z z z
ZHT S+

1
e —
1-z

and so E,(z) - 1asp — oo, which is the desired effect as we will see.
We are now in a position to prove the following famous theorem.

2.2 Weierstrass product theorem. Let {a,} be a sequence of nonzero complex numbers
such that |a,| — oo as n — oo. Then there exists a sequence of nonnegative integers
{p,} such that the function

PE) = ﬁ(l - 5)9() " 22

n=1 n
is an entire function with zeros at the points a, (+ 0) and with no other zeros in C.
Proof. Formally, let
P,(z) = <1 - i>eai+§(ai)2+"'+,;(;)p"
an
with the sequence {p,,} yet to be chosen so that

z z 1/z\ 1/ 2\
IOan(Z):10g<1——)+|:—+-(-> +...+_<_> ]
a, a, 2\a, pp\a,

with the imaginary part 0 of the logarithm satisfying -7 < 6 < 1. From expansion (2.1)

we find that
Pntl Dnt2
log P, (z) = - 1 <i> 1 <i> e
pn+1\aq, Pn+2\a,

which gives us the bound for |z| <R < co

1 Pptl

logP.(z)] < 2@’ 23
[log Py(2)] < - ) 23)

Next, we observe that for any R > 0 and |a,,| > 2R,

(o) < &

|a,|>2R

is certainly valid with p, = n — 1. Hence there is always a sequence of nonnegative
integers {p, } for which (2.4) holds. Then for any such sequence with |z| < R and |a,| >
2R, inequality (2.3) implies that

pptl
Z [log P,(2)| < 2 Z <£> < 00, (2.5)

las>2R jags2r ™ 1]
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which gives the absolute and uniform convergence on compact sets in C of the series,
and likewise, in view of the analytic version of Theorem 1.18, the infinite product of
(2.2) converges uniformly on compacts subsets of C to the entire function P(z) pos-
sessing the desired zeros and no others, thus proving the theorem. O

An important consequence of the theorem is the following characterization of
meromorphic functions in the plane.

2.3 Theorem. Every meromorphic function f(z) in the entire complex plane is the quo-
tient of two entire functions.

In fact, considering the poles of f(z), which necessarily tend to infinity, we can
construct a single entire function g(z) having all its zeros at exactly the same points
with the same order.? Then f(2)g(z) = h(z) has removable singularities at these points
and hence is entire, so that f(z) = h(z)/g(z).

As for ordinary polynomials that can be expressed as a product of linear factors
in terms of its zeros, the same can be done with an entire function via the preceding
theorem of Weierstrass.

2.4 Weierstrass factorization theorem.’ If f(z) is an entire function having a zero of
order m > O at the origin and other zeros at a;, a, as, . .. listed according to multiplicity,
then there exists a sequence {p,} of nonnegative integers such that

f@)= meﬁ”[]<1_ )e% ) (@)
where g(z) is an entire function.

Proof. Iff(z) has a zero of order m at the origin, then we consider the function f(z)/z™.
Otherwise, the function f(z)/P(z) = h(z) is entire and nonzero, where P(z) isas in (2.2).
Then the function k' (z)/h(z) is analytic in C, and therefore h'(z)/h(z) = g'(z) for some
entire function g(z). Since (5@ /h(z))’ = 0, h(z) = ce5® for some constant ¢, which
we take inside the function and simply write h(z) = 5@ .* It follows that

f2) = &9P(2),

as desired. O

In summary, the most general form of an entire function is given by

f(z) = 2"e59P(z)

2 Any pole at the origin is similarly dispensed with.
3 Zur Theorie der eindeutigen analytischen Funktionen, Math. Abhand. Akad. Wissen. Berlin, (1876),
11-60.

4 The entire function g(z) is a primitive of b’ (z)/h(z).
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form > 0 and some entire function g(z), and P(z) is the infinite product [ ]2, Epn (z/a,).
If f (z) has no zeros, then simply f(z) = e$@.

Genus/canonical product

Sometimes it is possible to find a single integer value p in place of the sequence {p,}
in (2.2). In such cases the smallest such value of p is called the genus of the entire
function f(z), and the canonical product is given by

P(z) = HEp<ai>,
n=1 n

which is convergent for all z € C, and (2.4) holds with p = p,, or, equivalently,
Y 1/]a,lP*! < co.

Thus, for example, if a,, = n’,n=123,...,then > 1/n2 < 00, and the genus of the
canonical product

isp=0.
The following is an important example as it occurs in the Weierstrass definition
of the gamma function of Chapter 10.

2.5 Example. If we specify zeros at the points a,, = —n, n = 1,2,3,..., then the genus
isp = 1since ) 1/|a,| = co but ) 1/|a,,|2 < 00. Then the canonical product is

P(z) = ]O‘O[<1 v %)e_z/", (2.6)

n=1

and for future reference,

. -1
1 H<1+ E) ez o0.
P(z) 4 n

Furthermore, note that if the Euler-Mascheroni constant is defined by y =
lim, o,(1+ 3 +---+1 -logn)=0577...,° then

n
PQ) = lim H<1 ¥ %)e—l/k
k=1

5 Itis left as an exercise for the reader to establish that the limit for y exists.
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1 1
= lim(n+1e 27
n—-oo

n

. n+1 TG S, |
- lim _elogn 1-3
n—oco n

=e”.
Another useful relation regarding P(z) in the form (2.6) is the following.

2.6 Proposition. P(z - 1) = ze"P(z).

Proof. Note that the function P(z — 1) has the same zeros as P(z) with one more at the
origin. So let us write

P(z - 1) = ze59P(z)
for some entire function g(z). It turns out that we can find g(z) by taking the logarith-

mic derivatives of both sides in view of the uniform convergence on compact subsets
not containing a zero, namely

® 1 1 1 AT |
Mot a) 279 2w @)

To compare the terms of the series on each side of equation (2.7), we replace nby n +1
in the left-hand series, which yields

o 1 1 1 o 1 1
et i)t et o)
z-1+n n z —\z+n n+l

n=1 n=1
1 o/ 1 1 w1 1
R ETIC.
z o\z+n on o\n n+1

The rearrangement of the series to obtain the last expression is valid since each
term in the parentheses is O(nl—z) and thus converges absolutely provided that z #
-1,-2,-3,.... Since the partial sums of the last infinite sum converge to 1, equation
(2.7) reduces to g'(z) = 0, so that g(z) = c, a constant. Therefore, for z = 1, equation
(2.6) implies that

1= P(0) = e,
and the result follows. O

2.7 Example. The Euler product for the sine® is given by

0 2
sinnz:nzl_[<1— %) (2.8)

n=1

6 Euler (1707-1783) used this formula (for real variables) to solve the Basel problem to find the sum
in closed form of Y2, %, which Euler proved to be /6.
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In fact, the zeros of sin 71z are at all the integers z = 0,+1,+2. ... Therefore the canoni-
cal product has genus p = 1, and we can write

. (2) Z\ z/n
sinniz = ze® 1-2 )M
f(-:)

n+0

Due to the uniform convergence of the product on compact sets not containing the
points z = +n, that is, for n sufficiently large, we can take the logarithmic derivative
on both sides to obtain

1 1 1
meotnz = =~ +g'(2) + Z(— + —>.7
z S\z-n n

Next, we are going to borrow the Mittag—Leffler representation for the function
f(z) = mcotnz given in equation (3.4) of the next chapter, namely  cotniz = % +
Z,#O(z%n + %) This also demonstrates the intimate connection between entire and
meromorphic functions. It follows that g’ (z) = 0, and therefore g(z) is constant. Since
lim,_,, sin(nz)/nz = 1, we have ° @ = 71, and combining the terms involving n and —n

establishes the Euler product for the sine.

In terms of the canonical product P(z) of equation (2.6), we therefore have another
useful relation

SINTZ _ b )P(2). .9)
iz

Order

Entire functions that do not grow sufficiently rapidly are polynomials and are not par-
ticularly interesting. More specifically, we maintain

2.8 Theorem. If f(z) is an entire function satisfying f(z) = O(rk) as |z| = r — oo, then
f(z) is a polynomial of degree less than or equal to k.

Proof. Forf(z) = Y2 a,z", z € C, Cauchy’s inequality gives

M(r)

la,| < o

forn =0,1,2,..., where M(r) = max,_, |f(z)|. Moreover, by the hypothesis, for some
C > 0andr, > 0, we have |[f(z)| < cr* for |z| =r = ry. Hence

7 Note the importance of the convergence factor in this formulation. The terms for +n in the infinite
sum on the right can be bracketed, so that it can also be expressed as Z;’Zl(ﬁ )
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la,| < Cr*™,
and it follows that a,, = 0 for all n > k by letting r — co. This proves the theorem. O

Therefore, to get beyond simple polynomials, we wish to investigate the behavior
of more rapidly growing functions. An entire function f(z) is of finite order if there is a
number B > 0 such that

F@)] = 0e”)

as |z| = r — oo. Otherwise, the function is of infinite order. The infimum of all such
values f is the order of f(z), which we denote by A, and it follows that for any € > 0,

f)=0(")

as |z| = r — oo. In other words, there is a positive constant C and a positive real
number r, such that

f(2)] < ce”™

forr > r,.

Note that the function sin z has order 1 (why?) and the function ¢ hasorder = n.
On the other hand, the function e® has infinite order.

An equivalent characterization of the order of an entire function can be given in
terms of its maximum modulus M(r) on the circle |z| = r:

1= EloglogM(r).
r-oo  logr

The proof of the equivalence of the two definitions is left as an exercise.

We know that an entire function with no zeros has the form f(z) = €% @ for some
entire function g(z). If we know the order of f(z), then something more can be said.

2.9 Theorem. If f(z) is an entire function of order A having no zeros, then f(z) = e5@
where g(z) is a polynomial of degree less than or equal to A.

Proof. Since f(z) has finite order A, then for |z| = r, we have
A+e
eRe(g(Z)) _ Lf(z)l <ce

and, consequently, Re(g(z)) < Kr'*€ asr — co. Applying the Hadamard—Borel-Cara-
théodory Theorem 1.10 to the function g(z) with R = 2r gives

2r R+r
A(R) + ——1g(0
= AR + 2—2(0)|

< 2A(2r) +3|g(0)|
= 0(")

M(r) <

asr — oo. The result now follows by the preceding theorem. O
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It is not completely obvious what the order of the derivative of an entire function
should be. In fact, it is the same order as that for the function itself.

2.10 Theorem. The order of the entire function f'(z) is the same as the order of f(z).

Proof. Let M'(r) = maxy,, |f'(2)|. Forapoint z € C, integrating along the straight line
joining z to the origin, we have

z

f@)~f(0) = jf’(()dc,

0
so that
M(r) < tM'(r) + |f(0)].

Moreover, taking a point z, for which |f'(z,)| = M'(r), we get

1 f(§)

f’(Zo) =

where C : | —z5| = R —r for r < R. We deduce from (2.10) that

M (r) < M®
R-r
Letting R = 2r gives
M@ = fO _ 4o - M@
r r
and it follows that the orders of f and f' are the same. O

Relation to counting function

Although seemingly unrelated, the rate of growth of the counting function n(t) = n(t, 0)
and the order of an entire function are indeed connected.

2.11Theorem. Iff(z)is an entire function of order A, then its counting function n(t) sat-
isfies n(t) = O(r'*%) for any e > 0.

Proof. First, assume that f(0) + 0. By the hypothesis we have that for any € > 0,
log|f (re®)| < Ar**®

as |z| = r — co. An application of Jensen’s formula in the form (1.8) yields
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J @dt < APME

0

for all r sufficiently large. Note that

2r 2r

d
J @dt >n(r) J Tt =n(r)log2
0 r

since n(t) is nondecreasing. It follows that

2r
n(r) < 1 J @dt < APV
log2 ] t

If f(z) has a zero of order k at the origin, then we have to use the more general version
of Jensen’s formula, equation (3.15) of Chapter 3. Details are left to the reader. O

This means that entire functions of higher order can possess more zeros in all
sufficiently large regions, which is a rather interesting phenomenon. Even more can
be said about the zeros.

2.12 Corollary. Ifa;,a,,... # O are the zeros of the entire function f(z) of order A, then
the series

1

lanl?
is convergent for any given p > A.

Indeed, we need only be concerned with the case of infinitely many zeros a,, such
that |a,| — co. Choose some a such that A < a < p, so that there is a constant A with

n(r) < Ar*
|(X

for all large r. For r = |a,|, we obtain n(|a,|) < Ala,|”. Consequently,

1 ANV
< - >
la, P <n>

proving the convergence.

Exponent of convergence

Therefore, in view of the preceding corollary, if we take p; to be the infimum of all
positive numbers {p} such that )’ ﬁ converges, then the above corollary establishes
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that p; < A. Indeed, we have p; < A in the case of the function & (n = 1), for which

p; = 0, but A = n. The number p, is the exponent of convergence of the zeros of f (z).
To determine the relationship between the genus p and the exponent of conver-

gence p,, note that:

If p, is an integer and ¥ ﬁ diverges, then p = p;.

If p; is an integer and ). mﬂ% converges, thenp = p; - 1.

If p; is not an integer, then p = [p,] (the integer part of p,).
In all cases, we have the relation

p<p <A

where A is the order.

Hadamard factorization theorem

We now prove an extension of the Weierstrass factorization theorem based on the or-
der of the entire function due to Hadamard.®

2.13 Hadamard factorization theorem. Suppose that f(z) is an entire function of order
A having zeros at a;, ay, as, ... (# 0). Then

o) z 1 z 2 z P

f(z) = 1@ H(l _ i)ea’fz(a) v (3) 2.11)
n=1 n

where q(z) is a polynomial of degree at most A, and the infinite product is given by the

canonical product P(z) with p < [A]. If f(0) = O, then the term z™ is appended to the

product.

Proof. Inview of the preceding considerations, the infinite product in the Weierstrass
factorization theorem can be taken to be the canonical product, and we need only
show that the entire function g(z) in the theorem is indeed a polynomial g(z) of degree
at most A. This ingenious proof is due to Edmund Landau (1877-1938).° To this end,
define n = [A], so that p < n < A. Considering f(z) in the form given by (2.11), that
is, f(z) = €19 P(z), taking the logarithmic derivative of both sides n + 1 times has the
desired effect of isolating q(z) and resulting in one of the terms vanishing, namely,

a2z 1z \ 1/ z\
£ S(E i) )
Z o\ dn an pb\a,

8 Etudes sur les propriétés des fonctions entiéres et en particulier d’une function considérée par Rie-
mann, J. Math. (4) 9 (1893), 171-215.

9 Uber die Zetafunktion und die Hadamardsche Theorie der ganzen Funktionen, Math. Zeit. 26
(1927), 170-175.
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since p < . What remains is
drl f,(Z) (n+1) o 1
4 (1)) _ -y — 2.12
() am e 2. G 12

and we proceed to show that ¢V (z) = 0
We now define

-1

=19 1 (1- )

a,|<R
for all z € C. Taking |z| = 2R and |a,,| < R, we have |1 - z/a,| > 1, so that

f@)
£(0)

Note that as f(0) # 0, the function Fg(z) is entire, so that inequality (2.13) also holds
in |z| < 2R, and Fg(z) is nonzero in |z| < R. Hence the function Gg(z) = log Fr(z) with
Gg(0) = O is analytic in |z| < R. As a consequence, for such z, we can write

Fr(2)]| < = 0(e®™). 13)

Re(Gg(z)) < KR
By applying Corollary 1.11 of the Hadamard-Borel-Carathéodory theorem we have

()1+1)RKRA
)n+2

68" @)l <
for |z| = r < R, whence for |z]| =r = R/2,
Ggﬁ-l)(z) _ O(R/Hs—n—l).

Now forallz € C,

Gr(2) = 10g Fy(2) = logf(z) - logf(0) ¥ log(l——)
la,|<R

implying

(n+1) _d_’l(f’(z)> < 1
O T o )2, )

We can substitute this result back into equation (2.12) to obtain

M+ o\ _ 1) 1
{2 = 60V + Y <—(an_2)w>

la, >R
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- O(RME Yy 4 O<|HHZ|>R<rlz)rz+l>>

_ O(RME) 4 O<|anZ|;R<mn%>)

for |z| = r = R/2, and likewise for |z| < R/2. Then for ¢ sufficiently small, A + £ < 1 + 1,
and thus

O(RA+£—)1—1) 50

as R — oo. Since n + 1 > A, Corollary 2.12 implies that ¥ 2, 1/ la,|"! is convergent, so
that Zlan|>R(|a,,%) — 0asR — oco. We conclude that ¢V (z) = 0 and that g(2) is a
polynomial of degree less than or equal to A, proving the theorem. O

In general, for an entire function f (z) of order A, we know that regarding the expo-
nent of convergence of the zeros, p; < A. If for a moment, we restrict our attention to
just the canonical product term of f(z), then we can say something stronger.

2.14 Theorem. For a canonical product

P(z):ﬁEp<ain>

of order x, x = p;, the exponent of convergence of the zeros of P(z).

The proof is rather technical but worthwhile, as it allows for a characterization of
the order of an entire function f(z) = eq(Z)P(z), where g = degq(z), and the order of
e equals g. From the theorem since p; is the order of P(z), the order A of f (z) satisfies
(exercise)

A = max(q,p,).

Proof of the theorem. As p; < k, we will demonstrate that k < p;. Since log |P(z)| =
Y o1 l0g|E,(Z)|, we can write
z z
E | — E | —
P ( a > P ( a, )

Considering the second series of (2.14), by inequality (2.5) for |z| = r, we have

> e (2o 3 (1))

la,|>2r la,|>2r

:0<r1”+1 Y L) (2.15)

p+1
|a,|>2r |a”|

log|P(z)| = z log . (2.14)

la,|<2r

+ Y log

la,|>2r
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Sincep < py, if p = p;—1,'° then the right-hand side of (2.15) becomes O(r"!). Otherwise,
either p = p; or p = [p;], and in both cases, we can find € > O sufficiently small such
that p; + £ < p + 1. Therefore, again for the right-hand side of (2.15),

p+1 1 _ p+l p+E-p—1 -p1—€
Py T > layl |ay|
lay|>2r 11 |a,|>2r
p+l(2r)p1+e—p 1 Z |an|—p1—£ _ O(rp1+8).
la,|>2r

Thus the second series of (2.14) is O(r"**?) in each instance. Regarding the first series
of (2.14), where |z/a,| > 1/2, each term satisfies

p p
long<i> slog<1+ z >+< z +-~-+l z ><Ki
an an an p aYl an
Then for the series itself, using the € from above, we obtain
> log|E, < ) < O<rp > |a,,|‘p>
la,|<2r la,|<2r
O< |an|P1+€—P|an|—P1—€>
la, |<2r
O<rp(2r)l71+5—l’ Z |a, |—P1—£>
la,|<2r
=0(r"*).
In conclusion, we have shown that
log|P(z)| < O(r*)
and k < py, as desired. O

We also have the following interesting consequence of the fact that A = max(q, p,).

2.15 Proposition. If the order A of an entire function f(z) = e?@P(z) is not an integer,
then A = p,.

In fact, by the Hadamard theorem, q(z) is a polynomial of degree g < A, and as A
is not an integer but g must be, it follows that g < A. Therefore A = p;.

This also entails that if A is not an integer, then P(z) cannot reduce to a polynomial,
that is, the function f(z) must have infinitely many zeros.

10 Recall this is the case where p; is an integer and ), ﬁ converges.
n
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Laguerre theorem

The derivative f’(z) not only shares a common order with the entire function f(z), but
their zeros can be intertwined if the zeros of f(z) are real in a particular instance. This
result is due to Edmond Laguerre (1834-1886).

2.16 Laguerre theorem. Suppose that f(z) is an entire function of order less than 2 that
is real on the real axis and that has only real zeros. Then the zeros of f'(z) are all real
and separated from each other by the zeros of f(z).

Proof. The function f(z) has the form

[28) 4
flz) = czmeazl_[<1 - i)ea,
n=1 an

where c and a are constants, m is a nonnegative integer, and a,, a,, as, . .. are the real
zeros of f(z). Taking the logarithmic derivative gives

@—T+a+§< 1 +i>, (216)

flz) =z =\z-a, a,

and taking the imaginary parts of both sides for z = x + iy yields

ffoy_ [(m 1
Im(f(_2)>_ y<x2+y2+nzl(x—an)2+y2>

'@
f@)
all the zeros of f'(z) must be real. Furthermore, if z = x is real and z # a,, for any n,

then

since the a,, are real. Hence Im(2") vanishes only when y = 0, and we deduce that

d(f'(z) ) m 3 1

- = =-Y ——_~<o

dz( f2) X2 n; (x - a,)?
which means that f'(z)/f(z) is only decreasing as real values of z increase from a,,
to a,,4. Since f '(2)/f (z) becomes infinite at all the points a,, it follows that the func-
tion changes sign in the interval (a,, a,,;) producing the desired single zero of f'(z)
between any two zeros of f(2). O

The theorem is just a generalization of the fact that if p(x) is a real polynomial,
then between any two consecutive roots, there lies a root of the derivative p’(z) by
Rolle’s theorem.

To show that the order of f(z) must be strictly less than two in the Laguerre theo-
rem, consider the function f(z) = zezz/ 2 with derivative fl(z) = (z2 + 1)622/ 2, so that the
zeros of f'(z) are not real. Furthermore, for the function f(z) = (z% - 4)e22/ 2, we have
fl(z) = (z*- 2)zezz/ 2, and the zeros of f(z) are all real; however, they are not separated
by the zeros of f(z).
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2.17 Corollary. Under the above conditions, the zeros of f (z) and those of f' (z) have the
same exponent of convergence.

This follows directly from the theorem since if a;,a,, as, ... are the zeros of f(z)
and aj, ab, aj, . .. are the zeros of f'(z), then both the series
1 o 1
la, P n=1 |lay P

D18

n=1

converge or diverge together.



3 Meromorphic functions

This chapter is divided into two parts, the classical theory of meromorphic functions
prior to the work of Rolf Nevanlinna (1895-1980) and the work that followed. The en-
tire landscape changed in a profound way in 1925 with the work of the latter, and in
subsequent years that of his student Lars Ahlfors (1907-1996).

Classical theory

Meromorphic functions are analytic with the exception of poles. It is certainly the case
that in the domain where a function is meromorphic, the poles have no accumulation
point for if they did, then the accumulation point would be a singularity, which is
clearly not a pole due to the Laurent series expansion. A simple consequence of this
is the following:

3.1 Theorem. Any meromorphic function f(z) in the complex plane C is the quotient of
two entire functions having no common zeros.

Indeed, this was just Theorem 2.3 derived as a consequence of the Weierstrass
product theorem and an example of the interaction between entire and meromorphic
functions.

Laurent series

Recall that an analytic function f(z) on a domain Q ¢ C with a pole of order m; at a
point b; can be expressed by the Laurent series

km km~—1

. kl X
- i j _ b
f(@) by + e by +ot 7-b +nZ::1CH(Z i)
1 o0
_ pj(z ! b,.> IR

for0 < |z - b]-I < r, where r is the distance from b]- to the next nearest pole or to the

boundary of Q. The sum of the terms with negative powers of z - b; is the principal part,

and k; is the residue of f(z) at b;. Here Pj(ﬁ) represents a polynomial in negative
J

powers of z — b; but with no constant term.

In the general case, to create a meromorphic function in a domain Q with poles
at the points {b;} and lim;_,, b; = co, we cannot simply sum up all the principal parts
since the result will in general diverge, but as was done for the Weierstrass product
theorem 2.2, a small modification to the polynomials P;( Z_Lb]_) will produce the desired
convergence.

https://doi.org/10.1515/9783110757828-003


https://doi.org/\global \c@doi \c@chapter \relax \global \advance \c@doi \c@parttext \relax 10.1515/9783110757828-000

44 —— 3 Meromorphic functions

The Mittag—Leffler theorem is the analog of the Weierstrass product theorem
(for the zeros of an entire function) for meromorphic functions in terms of their
poles.

3.2 Mittag-Leffler theorem.! For any sequence of points {b;} in C with lim;_,, b; = oo,
suppose that P;(z) are polynomials with no constant term. Then there exists a meromor-
phic function f (z) possessing poles at exactly the points {b;} with no others and having
principal parts given by the terms Pj( Z%b/) The function is not unique, and the most gen-

eral such meromorphic function is of the form

f2) = g(P’(szj) —p;(Z)> +8(2),

where p;(z) are polynomials, and g(z) is an entire function.

Proof. Without loss of generality, we assume that 0 < ijl since if b, = 0, then we
include the term PO(%).

Since for eachj = 1,2,3,... and for |z| < b;, the polynomial P; is analytic, we can
write

1 = n
Pj(z—_ b]-> = n;)cnz

for |z| < b]-. Then the series converges uniformly in the disk Dj: |zl < ijl /2, and thus
for a partial sum p;(z) = an; L CpZ", We obtain

A Z_Lb]) ) G

<=
2

for m; sufficiently large.
Now taking any fixed R > O, the disk Dy : |z| < R will be contained in some D;.
Then on Dy, considering the function

m;

f2) = Z(P,(Z%b]) —p,-(z)) . <Pf<z+b,.> —p,-(z>>,

j=1 j=m;+1

the second series converges uniformly to an analytic function in view of (3.1). The first
series is analytic except for poles at the points z = b; forj = 1,2,...,m;. Thus f(z) is
meromorphic in Dy with the desired principal parts, and since R was arbitrary, the first
part of the theorem is complete. The last part follows immediately. O

1 Sur la representation analytique des fonctions monogénes uniformes d’une variable indépendante,
Acta Math. 4 (1884), 1-79.
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Often, the polynomials p;(z) used to obtain convergence can be dispensed with
altogether.

2
.

3.3 Example. If we require simple poles at the points b; = 0,1,4,...,n", ... with prin-

cipal parts 2) , then the function

S 1

1
f@ =+~

n=1

2
is sufficient. Indeed, in the disk |z| < R, forany R > O and all n > V2R,

1
z-n?

1 2
S—nz_RS—z,

=

so that the series converges uniformly.

A more practical result for determining the expansion in terms of the poles of a
meromorphic function in the complex plane is the following:

3.4 Mittag—Leffler expansion theorem. Let f(z) be a meromorphic function in C with
simple poles at the points a;, a,,as, ... withO < |a;| < |a,| < |as| < --- and Res(a,) = by,
n = 1,2,3,.... Suppose that {C,} is a sequence of circles? of radius R, centered at the
origin that do not pass through any of the poles of f(z) on which |f(z)| < M with M
independent of n and lim,_, ., R,, = co. Then

F@ =)+ Y b ——+ ),
n=1

n n

Proof. Note that the function f({)/({ - z) for z # a, has poles at z,a;,a,,as,... and
that for this function,

Res(a,) = —*—,
a,-z

so that by the Cauchy residue theorem, with z interior to C,,

£©) b,
2mj(2(f(>z : 6.2

a,-z

where the sum is taken over all the poles inside the circle C,. On the other hand,

2 Squares or rectangles centered about the origin can substitute for circles with the semidiagonal
taking the place of the radius. This is evident from the proof.
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LJ&d(—LJ@d(+i_ f() a

Zm'Ch(—z 2nic" ¢ szn {(¢-2)
b, =z f()
=fO)+) Y+ — d¢ 3.3)
> a, ch{ ((¢-2)
in view of (3.2). Furthermore,
z [ _f©) |zIM
2m‘CJ ((C—z)dc‘ “Rp-td " °

asn — co. The result now follows by combining (3.2) and (3.3) and letting n — co. O

3.5 Example. Consider the function 77 cotnz = $°72, which has simple poles at the

points z = 0,+1,+2,.... Then the function f(z) = mcotnz - § has a removable singu-
larity at the origin, since

lim fz) = lim<zcos 71.? - 51nnz> _o,
z—0 z—0 zsinnz
and so we take f(0) = 0. Moreover, at the poles z = +n,

T Ccosnz

Res(+n) = (sinmz)’

tn

To apply the preceding expansion theorem, let us consider the closed square con-
tours C, bounded by the lines x = +(n + %) andy = +(n+ %) as in Figure 3.1.
Therefore, for z = x + iy,

o I ~
eTHy) | o in(xy) ~ e? + e ¥ +2cos(27x)
eniHy) _ g=inlx+iy) | @2 1 =27 — 2 cos(2mx)”

|cot7'(z|2 =

On the vertical sides of C,, with x = +(n + %), we have cos(2x) = -1, and hence
| cot 712|2 <1
On the horizontal sides of C, with y = +(n + %), we have cos 2rx < 1, implying

e + e + 2 cos(2mx) - eV + e 42 <5

2
|cotmz|” = 5 - <= - <
eV + e —2cos(2mx) eV + eV -2

We conclude that the function f(z) = mcotnz — § is uniformly bounded on all the
contours C,, n = 1,2,3,.... It follows from the Mittag-Leffler expansion theorem
that

@) =f0) + Z(Z%n + 1>,

n#0
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(n+',)(—1+1i) G, (n+"/,)(1+i)

-1 1 2 n n+l X

(n 1/, )(~1=) (n+1/,)(1-i)

Figure 3.1: The contour of integration C,, described in the text. Courtesy Katy Metcalf

that is,

Z—-n n

( t ! ) (3.4)

1

mcotmnz = — + Z
z

n+0

Note that the infinite sum in (3.4) converges uniformly on compact subsets that avoid
the poles since for any closed disk |z| < R,

1 1
_+_

Z—-n n

<2R
<3

for all n > 2R. Thus the sum converges uniformly on any compact set that contains no

poles.
Expansion (3.4) can also be expressed as
k 0
. 1 1 2z
meotnz=lim( Y — |=-+) ———,
k—oo\ £ Z—n z HzZ2-n

simply by grouping the terms involving n and —n, allowed by the local uniform con-

vergence.
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Elliptic functions

The study of elliptic functions began in the works of Gauss, Abel, and Jacobi and has
played a fundamental role in complex function theory. Here we examine only the basic
highlights.

3.6 Definition. A meromorphic function f(z) in C is said to be elliptic if there are
nonzero complex numbers w, w' satisfying Im(%) > 0 with

fz+w)=f(2)
and

fz+w') =f)

for all z € C. The points w, ' are called periods of the function f(z), and the function
is said to be doubly periodic.

Note that if w, w’ are periods, then so is any linear combination nw + mw' for inte-
ger values of n and m (exercise). Given any two periods w, w', if any other period is of
the form nw + mw’ for integers n and m, then w and w' are said to be primitive or funda-
mental periods. Taking the four points 0, w, @', w + @',> we can form the fundamental
parallelogram

M={sw+tw:0<s,t<1},

which includes the lines from 0 to w and from 0 to @', as well as the point at the origin,
but not either of the points w or w’. The other regions formed by the points nw + mw'
are called period parallelograms (Figure 3.2) and just translates of I, also called cells
whose disjoint union forms a tiling of C.

Figure 3.2: A fundamental parallelogram formed by the primitive periods w and w’. Courtesy Katy
Metcalf.

3 Sometimes, an arbitrary point a € C is taken instead of the origin, but we lose nothing by taking
a = 0, which simplifies the notation.
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Two points z and w in C are congruent with respect to the lattice
A= {nw+me' :nme 7}

ifw = z+nw+mw' for some n,m € Z, and we write w = z and observe that f(w) = f(2).
For a particular given lattice, we will also use the term A-periodic.

It is clear then that the values of an elliptic function are completely determined
by its values in a fundamental parallelogram. Therefore an elliptic function cannot
be strictly analytic at all points of the fundamental parallelogram, for otherwise it
would be bounded on TI and therefore in C, hence reduce to a constant by Liouville’s
theorem.

Note further that the sum, difference, product, and quotient of two elliptic func-
tions is also an elliptic function, and so is the derivative of an elliptic function with
the observation that the resulting function may be a constant. Since there can be only
finitely many poles in any cell (why?), we have:

3.7 Definition. If f(z) is an elliptic function, then the sum of the orders of the poles in
a cell is the order of f(z).

It is interesting that the order must be greater than 1.

3.8 Theorem. If f(z) is a nonconstant elliptic function, then its order is equal to or
greater than 2.

Proof. Let II be the fundamental parallelogram. We may assume that there are no
poles on the boundary of II, since if they were, we could consider a suitably small
translation in the direction of a diagonal so that the boundary of the parallelogram
avoids the poles. Computing the integral in the positive sense over the four sides of
the boundary of the parallelogram, we have

[ f@rdz-o,

oll

since by periodicity the integrals over opposite sides of the parallelogram cancel each
other. If there was only a single simple pole in II with residue r, then we would have
Ian f(z)dz = 2mir + 0, a contradiction. Therefore the sum of the residues equaling zero
implies that the order of f(z) must be at least 2. O

The case of an elliptic function having order 2 can arise by having a single pole of
order 2 (with residue 0) or by having two simple poles (whose residues sum to 0) in
the period parallelogram.

The order of an elliptic function is significant for the following reason.

3.9 Theorem. A nonconstant elliptic function f(z) of order n takes every value in the
complex plane exactly n times in a period parallelogram.
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Proof. For any a € C, the function f'(z)/(f(z) - a) is also elliptic, so that by the pre-
ceding theorem and the argument principle

dz=N-P,

0= j f'@)
f@)-a
ol
where N and P are the numbers of zeros and poles of f(z) — a in II counted according
to multiplicity, respectively. Therefore N = P = n. O

Something further can be said about the zeros and poles of an elliptic function.
Consider the fundamental period parallelogram II, and this time we integrate

1 !
1 j 4@,
2mi f@)

ol

where as above we may suppose that there are no zeros or poles on JIl. Denoting the
Zeros a, ..., a, and poles by, ..., b, that lie inside II, by the residue theorem for the
function in the integrand, a direct calculation gives Res(a;) = a;, and Res(b;) = -b;,
i=1,...,n. Thus theintegral equals a; +-- -+ a, — b; — - - - — b,,. Integrating over the two
sides of oIl from 0 to w and from to w + w' to w' as in Figure 3.2, we have

1 e, 1T e, - (fe
i J o “ o J o “= o J o

upon substituting z + w' for z in the second integral. Writing w = f(z), as z varies from
0 to w, the function f(z) traces out a closed curve C so that
;1 J dw ,
-0 — | —— =-w' -Ind(C,0),
2mi ) w-0 (€0
c
where Ind(C, 0) is the integer-valued winding number of C with respect to the origin.

Similarly, the integral along the two remaining sides is an integer multiple of w (exer-
cise), and consequently,

. dz = nw+mw',
2mi
ol

or, in other words, a; + --- + a, = b; + --- + b, mod(w, w'), which is our desired re-
sult.
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Weierstrass p-function

The smallest order of an elliptic function being 2, we consider the case of the function
having a double pole with residue zero and the classical function of Weierstrass.*

For two nonzero points w, w’ in C with Im(%’) > 0, we enumerate the lattice of
points nw + mw',n,m = 0,%1,%2,..., as a sequence 0 = Wy, W, , ..., Wy, ... and define
the Weierstrass g-function by

0(2) = pla.w.0) = 5 + z(é ! ) (35)

_ 27 2
) (z —wy) wy

To verify that the series converges, let |z| = r and observe that
1 1 1
o)
wy

Z-w)? &
Z-w)® w

zQuwy - z)
(z - wp)*w;

as wy — co. We must now show that ) % < 00.
k

Indeed, taking n® + m> > 0, we can write

nw + mw' n m )
= W+ w
Vr2+m?2 V2 +m? Vn? + m?

and set
n m
€c0sf0= ——, sinf=-—-—.
vn? + m? Vn? + m?

Now the function
f(0) =wcosh+w sind

yields a nondegenerate ellipse (exercise), so that |f(6)| > b > 0, that is,
[nw + ma'| > bVn? + m? > %(Inl +|m|) = a(|n| + |m|)

for all n, m. As we can express the number k = |n| + |m| in 4k different ways, it follows
that

4 There is of course the alternative of the function having two simple poles whose respective residues
are opposite in sign which is the basis for the Jacobian theory that will not be pursued here.
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We conclude that the series in (3.5) converges uniformly on every compact set which
avoids poles, to a meromorphic function in C with poles of order 2 at the lattice points
Wek=0,1,2,....

Before showing that p(z) is A-periodic, note that it is an even function. Indeed,
for z + wy, the infinite series converges absolutely, and thus the sum is independent
of the order of its terms. Since the sequence {w,} is the same as {-w,},

A °°< 11 )
O 2 L G- Co)?  Cwp)?

1 & 1 1
Nz +Z<(z+wk)2 - (wkﬂ)

k=1

1 °°< 11 >
z2 P (~z-w)? (w)?/)
= p(-2).

Moreover, we can differentiate (3.5) term-by-term, so that

do=2-y 2 -5y L 3.6)

2 Z(z-w) & - w)?
It is clear from this expression that
W@ =p'z+w), ¢ =¢E+w),
that is, p'(2) is A-periodic. Integrating the first equation yields
p(2) -piz+w) =c,

and setting z = —w/2 shows that ¢ = 0. Hence p(z) = p(z + w), and likewise p(z) =
p(z + w'), so that p(z2) is an elliptic function with periods w and '.

Furthermore, since p(z) has a pole at the origin, if there were any periods other
than nw + mw', then p(z) would have poles at points other than z = wj. As this is
not the case, w and ' are the fundamental periods, and ©(z) is an elliptic function of
order 2.

We can easily glean some further information about p(z). In the first instance,
equality (3.6) implies that ¢'(z) is an odd function having fundamental periods w
and w'. As g’ (z) is also A-periodic, we have (with z = —~w/2)

o(5)-4(3)

and as it is an odd function, p'(-%) = —p' (%), implying that p'(%) = 0. Likewise,
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(W' 0@ W'
o(5)-0-v(*5%)
Since ' (z) has order 3, by Theorem 3.9 the half-periods %, “’?’ “”“2“” are simple zeros of
' (z), as well as the only zeros in the fundamental parallelogram. From this we can
conclude that for a € C, the equation p(z) = a only has the points , % “”2’"’ as roots
of multiplicity 2 in the fundamental parallelogram. For all other pointsa € C, p(z) = a

has two distinct simple roots in the fundamental parallelogram. Denote

w w' w+ao
Y 5 =€, @ 35 =€, 3 =é€s.

It is clear that the numbers ey, e,, 3 are distinct for if not and two are the same,
then that common value would be taken four times, a contradiction since the order of
p(z)is 2.

Thus we have arrived at the following result.

3.10 Theorem. For a € C, the equation p(z) = a has roots of multiplicity 2 whenever a
is any one of the points ey, e,, e3, co and only simple roots for any other value of a.

One of the consequences of the Nevanlinna theory is that if f(z) is a nonconstant
meromorphic function such that all the roots of f(z) = a, have multiplicity at least
2, then there are at most four such values a,. The Weierstrass gp-function is such an
example.

As we might expect, the numbers ey, e,, e; provide an intimate relationship be-
tween ' (z) and p(z).

3.11 Corollary. The derivative @' satisfies the cubic equation
()" = 4o - e - e)(p - es). (37)
Proof. Define
(@) = (p) - e1)(p(2) - €;)(p(2) - &3).

The only roots of £(z) = 0 in the fundamental parallelogram are the double roots at
the half-periods 3, %, “5*, which, in view of our preceding considerations regarding
' (2), are also double roots of (g’ (2))? = 0. Moreover, £(z) has poles of order 6 at each

of the lattice points, and the same holds true for (p'(z))*.> Hence the quotient

5 This is so because ' (z) has a pole of order 3 at each lattice point.
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has removable singularities and is thus analytic and A-periodic in a period parallelo-
gram and therefore constant by Liouville’s theorem.
Now in a neighborhood of the origin, we have

1 ' -2
p(z):z—2+...) p(z):z_3+...)
and we infer that the constant of the corollary equals 4. O

Differential equation

Let us consider the first few terms of the Laurent series for p(z) about z = 0. Note that
for |z| < |wyl,

1 1 1 1 22 322 47 »52° P
w2 2 g s sttt et
E-w)” @ W21 o) Y Y W G W

Next, for n > 3, define
S 1

G,= )y —

n gw

and note that if n is odd, then G,, = 0 by symmetry. In view of the above and inter-
changing the order of summation, the Weierstrass p-function can be expressed as

p(z) = +3G4Z +5G¢z"* + 0(2°),”

so that
0'(2) = —3 +6G,z +20G¢z> + 0(2°),
o) = 46 21;2;4 80G¢ + 0(2°),
pz) = 16 + 9;4 +15G + 0(2°).

As a consequence, we have the relationship

0 (2) - 4p(2)’ - 60G,p(2) - 140G4 = O(2).

3 2 3

6 For x| <1 A+x+X2+C +-)A+x+x2 X5+ ) =1+ 22437 + 43 +5x* + .

1 __
> 10?2 T
7 More specifically,
1 0
p(z) = S Z(Zn + 162

n=1
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It is customary to set g, = 60G, = 60 Y2, ﬁ and g3 = 140G, = 140 Y2, # Since
k k

0(z% — 0 as z — 0, we obtain the equality
¢'(2)° = 4p(2)’ - &p(2) - 8. (3.8)

We conclude from equations (3.7) and (3.8) that e;, e,, e5 are zeros of the cubic polyno-
mial 4w’ — 4g1w2 - g,W — g3, Where

gi=e +e,+e3=0,
8, = —4(eje, + ee3 + eqe3),

83 = bejezes.
From equation (3.8) we can write

©(2)
dw
z= —+2,

0(zo) V4W3 —5W -85

for z = z(w), which demonstrates that g(z) is an inverse of an elliptic integral. Of

course, care must be taken that the path of integration avoids the zeros and poles of

gJ' (2) and the sign of the square root is such that the function equals the value of gJ’ (2).
The expression

Y =4 - X~ g3

defines an elliptic curve E in C?, and we have shown that the points (p(2), ' (2)) lie
on E. Real elliptic curves have now found extensive use in cryptography as part of
public-key cryptosystems.®

A completely different approach to the Weierstrass elliptic p-function was ini-
tiated by K. Venkatachaliengar and developed further by S. Cooper in Ramanujan’s
Theta Functions, Springer 2017.

Historically, the inverses defined by elliptic integrals led Abel and Jacobi to the
notion of doubly periodic functions, which they called “elliptic functions.”

The p-function may be regarded in some sense as the “simplest” elliptic function,
since there are no elliptic functions having order less than 2. In addition, the function
has only a single pole with the simplest principal part 1/z* in the period parallelo-
gram. Furthermore, if there were another elliptic function of order 2 having the same
pole and principal part, then it would differ from the gp-function by a constant as their
difference would be an elliptic function of order zero.

8 See https://cryptobook.nakov.com/asymmetric-key-ciphers/elliptic-curve-cryptography-ecc
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Finally, to complete the characterization of elliptic functions in terms of any other
elliptic function, we have the following results, the first of which is a particular case
of the second more general result.

3.12 Proposition. Ife(z) is an even elliptic function having periods w, w' with Im(%) >
0, then &(z) can be expressed as a rational function of p(z, w, w).

Proof. Since &(z) is an even function, any zero or pole it may have at z = 0 has even
order. Then the function s(z)p(z)k for some integer k has no zero or pole, respectively,
at the four corner points of the lattice. Hence we will assume that there is no zero or
pole of £(z) at any of the four corner lattice points.

We will first consider the zeros of the function £(z) and attempt to recreate them
with the p-function. For any zero z = a in a cell, the point z that is congruent to —-a
is also a zero in the cell since &(z) is an even function. Therefore we can enumerate
all the zeros of £(z) in any cell as a;,a,, ..., a, and the points that are congruent to
-a;,—a,, ...,—ay,. These are repeated according to multiplicity with the proviso that if
a;is not a half-period, then g; and —q; are repeated according to the multiplicity of £(z),
and if g; is a half-period (in which case q; is congruent to —ai9), then the multiplicity
of a; and —aq; are taken to be one-half that of £(z). There are two possibilities:

(i) If the zero g; is not a half-period of £(z), then the function

pi(2) = p(z) - pla;)

has two simple zeros in any cell, one at q; and one at the point congruent to -a;.
(ii) If the zero g; is a half-period, in which case —gq; is congruent to g; itself, then (;(z)
has zero of order 2 at g;.

In both cases the zeros of £(z) in any cell coincide with the zeros of the term

n

[ [(p@ - p(ay).

i=1

As well, the poles of £(z) in each cell are the same in number and can be listed and
counted according to multiplicity in the same manner as above: b;, b,, ..., b, and the
points congruent to —b,, -b,, ..., —b,. Hence the rational function

(o) - play)
RO =1 o =ty

is elliptic possessing the same zeros and poles as the function £(z), counted according
to multiplicity. Then the quotient £(z)/R(z) is analytic and elliptic, hence constant,
thereby concluding the proof. O

9 Note that points a and —a are congruent if and only if a is a half-period.
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The full significance of the Weierstrass gp-function for elliptic functions culminates
in the following:

3.13 Theorem. Every elliptic function f(z) having periods w, w' with Im(%) > 0 can be
represented as a rational function of p(z, w,w") and ' (z, w, w'").

Proof. Writing

fz) = <f(2) +f(—Z)> N <f(Z) —f(—2)>,

2 2

note that the first expression is an even function, so that by the preceding proposition
it can be expressed as a rational function R,(z) of p(z). The second expression is an
odd function, and since g'(z) is also an odd function, the quotient

(f(Z) -f(-2)

> )/p'(Z)

is an even function, which can be expressed as a rational function R,(z) of p(z). Then
f(2) = R1(2) + R,y(2)g’ (z), proving the theorem. O

Addition formula
Consider two equations

©'(2) = ap)+b, '(y)=apy)+b,

which have a unique solution for a and b whenever @(z) - p(y) # 0, which is the case
with the exception when z is congruent to +y mod (w, @'). This is so as the function
9Q(z) = p(z)—p(y) has azeroat the pointsz = y and z = —y in any cell, which determines
all the zeros of Q(z).

Consider the function ¢'({) = ap({) + b, which has a pole of order 3 at { = 0,
and hence if { = z and { = y are two of the zeros, then the third zero w satisfies
z+y+w=0mod (w,w') in view of the discussion subsequent to Theorem 3.9. Hence
w=-z-y,and

o' (—z-y) = ap(-z-y) +b,

implying —'(z + y) = ap(z + y) + b. The combination of the first two equations with
the last one can be expressed as

p(z) ©'(2) 1 a 0
% ') 1 -1 |=| o |,
piz+y) —@'z+y) 1 b 0
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and thus

p(2) Pz 1
o) Py) 1|=0,
pz+y) —p'(z+y) 1

which is our addition formula. This relation allows for the expression of p(z+y) in terms
of p(z) and gp(y) since the differentiated terms can be expressed in terms of p(2), p(y),
and gp(z +y) as above.

Elliptic modular function

Modular functions play an important role in complex analysis, and we have already
encountered one instance regarding Picard’s little theorem.
With 7 = %, the A-modular function defined by

A1) = &4

€1 -6
is so called as it is invariant under the action of the modular group of Chapter 1. How-
ever, we will merely outline an equivalent approach to a modular function as it in-
volves hyperbolic triangles that will be discussed in Chapter 5.
The formidable looking Schwarzian function constructed from the Schwarz—
Christoffel formula'®

f( ) J.(: t—%(1+a+b+c)(1 _ t)—%(1+a—b—c)(1 _ Zt)—%(l—a+b—c)dt
w = Z) =

J‘é t—%(l+a+b+c)(1 _ t)—%(l—a—b+c)(1 —t+ Zt)—%(l—a+b—c)dt

represents the conformal mapping of the upper half-plane Im(z) > 0 onto a curvilinear
triangle having angles rra, b, ic, where a+b+c < 1. In our case, we are interested when
a = b = ¢ = 0 (see Figure 3.3), which simplifies the above expression considerably and,
together with a change of variable ¢t = s and reverting back to the variable t, gives

_ K(2)
1@ = ga-z
where
( dt
Kz)=| —.
=) J\/(l—tz)(l—ztz)

0

10 Cf. Nehari (1952, eq. (75)).
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Figure 3.3: By Saric — Own work, Public Domain, https://commons.wikimedia.org/w/index.php?
curid=9627793.

Together with a M6bius transformation, we have a conformal mapping of the upper
half-plane onto the central ideal triangle of Figure 3.3 contained in |w| < 1. Then the
inverse mapping u(w) maps the shaded region to Im(z) > 0 with the three curvilinear
sides mapped to the real line.

Since p(w) is real on each of the three boundary arcs of the initial curvilinear tri-
angle, it may be extended analytically by the Schwarz reflection principle to the three
adjacent white regions, which are individually mapped analytically to the lower half-
plane Im(z) < 0. Continuing to reflect each new curvilinear triangle across its three
boundaries in this manner, we get an analytic mapping of the disk U : |w| < 1 that
takes every value in C with the exception of 0, 1, co.

The function that is specifically involved in the proof of Picard’s little theorem in
Chapter 2 is the inverse mapping

v(z) = 1 \(2),

which of course is multiple-valued. However, we can and do select a particular branch
at a point z, which will have an analytic continuation along any curve not passing
through the points 0, 1, co.

Now, if we assume that z = f({) is a nonconstant entire function that omits two
distinct values a and b, then the function

fi)-a

80 == —

is an entire function omitting the values 0,1 in the z-plane. Then v(z) is analytic in
C - {0,1}, and |v(z)| < 1. Hence the composition h({) = v(g({)) becomes a bounded


https://commons.wikimedia.org/w/index.php?curid=9627793
https://commons.wikimedia.org/w/index.php?curid=9627793
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Figure 3.4: The Riemann sphere S where the North pole representing infinity is at the point (0, 0, 1).
Points in the complex plane have a unique representation with points on the sphere. Courtesy Katy
Metcalf.

entire function, and hence h({) must be constant with the result that g({) must be
constant. This contradiction proves Picard’s little theorem.

To discuss meromorphic functions to their full extent in a modern context, we
need to expand the domain to the extended complex plane.

Riemann sphere

When considering meromorphic functions, it is useful to treat co as any other point,
and to do this, we consider the Riemann sphere S, a sphere of diameter = 1 sitting on
the complex plane at the origin (Figure 3.4). All points z in the complex plane C are
in a one-to-one correspondence with points z’ on the sphere by connecting the point
z € C with aline to (0, 0, 1) on the sphere. This intersects the sphere at a unique point
z' on the sphere.

We further associate the point (0, 0,1) with co and identify $ with the extended
complex plane € = C U {oco} via the stereographic projection above. To extend our
function theory to the Riemann sphere, we say that a function f has a pole/removable
singularity/essential singularity at z = oo if the function F(z) = f( i) has a pole/re-
movable singularity/essential singularity (resp.) atz = 0.

Spherical metric
The chordal (spherical) distance y(z;,z,) between two points z; and z, in C is given by

the length of the chord connecting the corresponding points z; and z; on the sphere .
With a bit of geometry, this works out to be
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|z) — 25|
X(ZI)ZZ) = .
1+ |z 1241 + 2,2
Moreover, for z, = co,
1
X(zy,00) =

N

Furthermore, y(z;,2,) satisfies all the properties to be a metric on C, known as the
spherical metric, and clearly x(z;,z,) < |z; — z,| on C. A useful property for points in C
is

and if |z;| < |z,], then x(0, z;) < x(0,2,).

3.14 Definition. A function f(z) is spherically continuous at a point z, € C if for any
€ > 0, there exists 6 > 0 such that

X(f2).f(zy) < €

whenever |z - z,| < 6.

This is just a direct analogue of continuity in the Euclidean metric, but, interest-
ingly, we now obtain the property of spherical continuity for meromorphic functions.

Proposition. A meromorphic function f(z) defined in a domain Q < C is spherically
continuous in Q.

Proof. Suppose that f(z) is analytic at z, € Q. Then

X(f2).f(20) < |f(2) - f(z0)|- 3.9)

If f(z) has a pole at z,, then ]% is continuous at z;,, and the fact that

X(f(2).f (z0)) =X<)%f(%o) )

establishes the result. O

The notion of equicontinuity also carries over to meromorphic functions, and we
see by inequality (3.9) that in the case of analytic functions, equicontinuity implies
spherical equicontinuity (the converse is false). Another natural carryover to mero-
morphic functions is the notion of a sequence of functions {f,,;} converging spherically
uniformly on compact subsets to a function f, that is, x(f,.f) — 0asn — co on compact
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subsets. It is clear from the above that ordinary uniform convergence implies spheri-
cal uniform convergence, and in general the converse is not true except when the limit
function is bounded.

3.15 Theorem. A sequence {f,} of functions that converge spherically uniformly to a
bounded function f on a set E also converges uniformly to f on E.

Proof. Let |f(z)] <M < oo forz € E, so that

M
0,f(z)) < x(O,M) = <1
x(0.f(2) <x —
. M . . . .
Taking0 <e<1- T the spherical convergence implies that there is ny > 0 such

that

X(f@).fi(2) <€
forall n > ny and z € E. In view of the triangle inequality,

[fa(@)l

V1 + 1@

Unwinding the left-hand side leads to

+e=A<1

= X(0,£(2)) < x(0,f(2)) + x(f(2), fn(2)) <

M2

A
W@l < =5 =P

for n > n,. If follows that

@~ F@] = N1+ f @ I+ @ X))
ATV (0 f,2)

forn > nyandz € E, establishing the desired uniform convergence of the theorem. [

In general, for a sequence of continuous functions that converge uniformly on a
compact set K to a function f, the latter is uniformly continuous on K. In exactly the
same manner, we can establish the following:

3.16 Theorem. Let {f,} be a sequence of spherically continuous functions that converge
spherically uniformly on a compact set K c C to a function f. Then f is uniformly spher-
ically continuous on K, and the family {f, } is spherically equicontinuous on K.

Proof. Exercise. The only new aspect here is the spherical equicontinuity of {f,,}, but
this fact falls out as a consequence of the details of the proof. O
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A question that will be of importance in the chapter on normal families is what
is the consequence of a sequence of meromorphic functions that converge spherically
uniformly to a function f on compact subsets of a domain.

3.17 Theorem. A sequence {f,} of meromorphic functions on a domain Q converges
spherically uniformly to f on compact subsets of Q if and only if about each point
2z, € Q, there is a closed disk D(z,, r) on which either

lfn _fl -0
or
1 1 I
~—_Z|50
fn f
uniformly as n — oo.
Proof. One direction is clear since y(w,, w) < |[w,—w|and x(w,, w) < |Wi - % , so that if
either |f,~f| — O or |+ - }| — O uniformly on each D(z,, 1), then x(f,, f) — O uniformly

fo
on compact subsets of Q.

Conversely, assuming that y(f,,,f) — O uniformly on compact subsets of Q, we
must consider the value of the function f(z) at the point z, in two separate cases:

(i) f(zg) # oo: The function f(z) is spherically continuous on Q by the preceding
theorem. Therefore in some closed disk E(ZO, r) the function f(z) is bounded, and
by Theorem 3.15 the convergence |f,, - f| — 0 is uniform on ﬁ(zo, r). Note that the
function f is in fact analytic in D(z, r).

(i) f(z,) = oco: Again, there is a closed disk D(z,, r) in which ﬂLz)

x( fi %) — 0 uniformly in this disk, another application of Theorem 3.15 implies

is bounded, and as

that | fl - %l — 0 uniformly in ﬁ(zo, r). Moreover, 1is analytic in D(z,, 7). O

The significance of the preceding result is that it plays an essential role when it
comes to normal families of meromorphic functions.

3.18 Corollary. If {f,,} is a sequence of meromorphic (analytic) functions on a domain
Q that converges spherically uniformly on compact sets to a function f, then f is either
meromorphic (analytic) in Q or identically co.

Proof. We first treat the meromorphic case. Assuming that f # co, we will show that f
is analytic except for possible poles. At a point z, € Q such that f(z,) + oo, by case (i)
in the theorem, f is analytic in a neighborhood of z,,.

If f(zy) = oo, then suppose that it is not an isolated singularity. Then there exists
a sequence of points z,, — z, with f(z,) = co. As in case (ii), }% is analytic in some disk
D(zy, 1), but f(% = 0 for each n implies that }% = 0. Thus f = co in D(z, 7).
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Consequently, if there is some point with f(z,) = 0o, then let
P={zeQ:f(z) = oo}

We have just shown that P is an open set, but so is the complement. Since Q is con-
nected, we are forced to conclude that P = Q and f = co. As this is not the case, the
singularity z, must indeed be isolated, that is, f is a meromorphic function.

In the analytic case, if f(z,) = oo for some z, € Q, then as in case (ii) of the theo-

L — 1 uniformly in some D(z,, r). It follows that for all n sufficiently large, the

hO T
functions fl are analytic and nonzero in D(z, r). As a consequence of the Hurwitz the-
orem 1.28, J% = 0 in D(z,, 1), so that the preceding connectedness argument implies
that f = co in Q. We conclude that if f # co, then it has no poles, and f(z) is analytic in

a neighborhood of every point of Q. O

rem

Spherical derivative

In our spherical setting, we also need a derivative, which we will define analogously
as the derivative in the Euclidean metric. If f(z) is meromorphic in a domain Q and
2o € Q, then we define the spherical derivative f* (z,) as

*(zo) = lim X2/ Z0))

2=z |z -z

_ lim [®@) @)l !
2=zl 1 IfE)R\L+ )R

_ If' (zo)!
1+1f(zp)?

and for a pole z, of f(z), since the poles are isolated,

f*(zo) = lim If' 2)|

=% 1+ f@)P

whence f#(z) is continuous, and, moreover, f#(z) = (f%z))# (exercise).
For any contour C in Q, the image of C on the Riemann sphere under the mapping
f(2) has spherical arc length element given by

ds = f*(z)|dz|,

so that the spherical length of f(C) on the Riemann sphere becomes

Jf#(z)ldzl.

C
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Moreover, the spherical area element is given by
# 2 .
= [f"(2)] dxdy, z=x+1y.

Then for a function f(z) meromorphic in |z| < r, we have the quantities

2m .
— { froondal < [ L)
L(r) —l J f(@)ldz| = J T Faddp (3.10)
2 r
1 1( [ If'(pe")’pdpde
S = lﬂr [F* o)y = JJ e Foah B G.11)

Here L(r) is the length of f({|z| = r}) on the Riemann sphere, and 7S(r) is the area of
f({lz| < r}) on the Riemann sphere, both determined with due regard for multiplicity.

For example, taking the mapping f(z) = zforz = z(t) = t, —0o < t < oo, we
find that the image on the Riemann sphere of the real axis (an infinite circle) has the
length

which is the circumference of the Riemann sphere.

Nevanlinna theory

The seeds of the deep theory of meromorphic functions due to Rolf Nevanlinna
(1895-1980) lie in the Poisson—Jensen formula, which has many applications in its
own right. The formula tells us how the zeros and poles constrain the values of the
function.

Poisson—Jensen formula

Suppose that an analytic function f(z) defined in |z| < R < oo has no zeros there. Then
a single-valued analytic branch of log f (z) can be defined, and log |f(z)| = Re(logf(z))
is a harmonic function in |z| < R. The Poisson formula for a harmonic function u(z)
for |z] < r < R, which we establish in Chapter 7, gives a weighted average to the values
of u(z) for 0 < |z| = p < r < R according to the formula

o
u(z) = iﬂJK(z ()f(re )d,
0
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where

2 2

B " —p
KO = st -d) + 7

z= peie, (= re’®. Thus

2
log|f(z)| = J‘K(Z ) log|f( re' |d¢ (3.12)
0
and
. nm
log|f (0)| = > J log|f (re'®)|dp. 312)
0

Although we have stipulated that formulations (3.12) and (3.12') required that f(z)
has no zeros (or poles) on the circle |z| = r, the formulas remain valid even with
(finitely many) zeros (or poles) on the circle itself. To this end, take for each zero (or
pole) on |z| = r, a small semicircular path y;s of radius 6§ from each zero/pole (avoiding
any other zero/pole) so that y5 extends into the domain |z| < r. Thus our new boundary
consists of arcs of |z| = r together with the small semicircular indentations of radius é.
The length of each y; is less than 718, and each integrand in (3.12) or (3.12') is uniformly
0(log(1/8)) (why?). Since §1log(1/6) — 0 as § — 0, we obtain (3.12) and (3.12') whether
or not there are zeros or poles on |z| = r. The value of the integral mean is still log |f (z)|.

If f(z) has finitely many zeros at the points a;,a,,...,a, # 0 and poles by, b,, ...,
b,, # 0(f(z) # 0,c0 on |z| = r), both listed according to multiplicity in |z| < r < R, then
we consider the function

m y(z - b)

Fz) = f(z H “a H
1:1

It follows that F(z) is analytic in |z| < r and |F(z)| = |f(2)| on |z| = r. Replacing f(z) by
F(z) in (3.12), we obtain the Poisson—Jensen formula for |z| < r,

r(z - bj)

az

e (3.13)

5

j=1

K(z,{)log|f( re' |d¢ =log|f(z)| + Zlog

1
2n r’ - bz

O_‘SJ

Upon setting z = 0 we arrive at the important Jensen formula

2

Jlog[f ret )|de = Zlog - Zlog +log|f(0 | (3.14)

0



Nevanlinna theory =— 67

In view of our preceding remarks, we can infer that formulas (3.13) and (3.14) re-
main valid for all values of r < R.1!

Let us now remove the restriction that f(0) # 0, co and suppose that in a neigh-
borhood of the origin, f(z) has the Laurent series expansion

f@) = 2" + e 2 e

for some integer k # 0. To apply the Jensen formula, we consider the function F(z) =
r*z7%f(z), which is analytic, F(0) # 0, |[F(2)| = |f(z)| on |z| = r, and |F(0)| = r*c,. Since
F(z) also possesses the same zeros and poles except at the origin, we find that

2

. n m
L j logLf(re"l’)ldqb = Z log L - Z log L +klogr +1og |cyl. (3.15)
] o lal 5T bl

Note that k is either positive, whereby it represents the multiplicity of the zero at the
origin, or negative and represents the multiplicity of the pole at the origin.

Counting function

All of this allows us introduce some new notation with regard to a meromorphic func-
tion f(z) defined in |z| < R < oo:

n(t,0) = number of zeros counted according to multiplicity in |z| < ¢;
n(t,a) = number of zeros of f(z) — a counted according to multiplicity in |z| < t;
n(t, co) = number of poles counted according to multiplicity in |z| < t.

By taking into account the possible zeros of f(z) at the origin, we can write subject to
the proviso as in footnote 10 of Chapter 1,

r
n
ZlogL:det’
= el ¢
m [ n(t,00) — n(0,c0)
._ |b;| t
j=1 ] 0

Therefore equality (3.15) now reads

11 Jensen actually proved this general case where f(z) has zeros and poles by another means. He even
states that the formula remains valid when the circle |z| = r passes through zeros or poles: Sur un
nouvel et important théoréme de la théorie des fonctions, Acta Math. (22) (1899), 359-364. From the
title of his article, Jensen knew that this was an important result, and he was absolutely correct!
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2t r r
1 ip n(t,0) - n(O 0) n(t, oo) — n(0, co)
> Jlog[f(re )|de = J J fdt
0 0 0
+ (n(0,0) — n(0, c0)) logr + log |cy|. (3.16)

Admittedly, equation formula (3.16) is rather cumbersome. So let us denote

N(r,f) =N(r,00) = dt + n(0,00)logr

In(t 00) — n(0, co)
t

0
and

1\ _ [ n(t,0) - n(0,0)
N<r,j;> = J - dt +n(0,0)logr.

Formula (3.16) now reads as

2n

% J loglf(rei¢)|d¢ = N(r,%) —~ N(r,f) +log|cyl. (3.17)

We can think of N(r, f) as a “pole counting average” and N(r, ) asa “zero counting
average”in |z| <.

Proximity function
We next proceed to deconstruct the integral mean on the left-hand side of formula

(3.17). Consider the truncated logarithm function log* x = max(log x, 0). Note that for
x>0,

><|~

log x = log" x —log*

which we now apply to |f(re’®)| in the preceding. Setting

2

m(r,f) = m(r,00) = iﬂ Jlog If ( re'® )|de,
0

which is the proximity function,'? our representation of Jensen’s formula of (3.17) can
now be expressed in the form

m(r,f) + N(r.f) = m< }>+N< f>+log|ck|

12 The basis for the name is explained in the sequel.
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Characteristic function

Another quantity of significance in the study of meromorphic functions is the charac-
teristic function

T(r.f) = m(r.f) + N(r.f),

which plays a fundamental role in the study of both entire and meromorphic func-
tions. Therefore the Jensen formula now takes the form

T(r.f) = T<r, %) +1log|c, .2 (3.18)

Let us now mention a few elementary facts regarding log* x:
log*(x; + x,) <log*(x;) + log™* (x,) + log 2,
so that for any a € C,
log* |x — a| < log* |x| +log™ |a| + log2,
and
log* |x| < log* |x — a| +log" |a| +log?2,
which results in
[log" Ix — al - log" Ix]| < log" |a| +log2.
Applying this last result to the proximity function m(r, f), we obtain
|m(r,f - a) - m(r,f)| < log" |a| +log?2,
as any point z; is a pole of f if and only if it is a pole of f — a, which means that
N(r.f -a) = N(r.f),
and hence we deduce that

|T(r.f —a) - T(r,f)| < log" |al + log2. (3.19)

13 Under the assumption that f(0) # 0, co, Jensen’s formula (3.18) reads
T(r.f) = T(r, % ) +1log|f(0)|- (3.18")
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Finally, we denote

>

f(re®®) —a

1 1 21
m(r,a) = m<r,)Ta> = 5n JlogJr
0
r

N(r,a) = N(r, L ) = j n(t,a) —n(O,a)dt+ n(0,a)logr,
f-a t

0

where the latter term is a measure of the mean density of the a-points14 in|z| <r,and
the former term represents a measure of the average proximity of f(z) toa on |z| = 7.
Only on those arcs where f (re'%) is in reasonable proximity® to the value a will there be
any significant contribution to the value of m(r, a), and therefore the proximity func-
tion can be considered a measure of the mean deviation on |z| = r of f(z) from the
value a. Thus the sum

m(r,a) + N(r,a)

in some sense represents a measure of the “total affinity” of the function f(z) for the
value a in the disk |z| < r.

Therefore, in view of Jensen’s formulation of formula (3.18), for the function f —a,
we have

1
T(r.f -a)= T(r,m> +log |c,l, (3.20)

where c, is the first nonzero coefficient of the Laurent series of f(z) — a in a neighbor-
hood of the origin. Then inequality (3.19) coupled with equality (3.20) gives Nevan-
linna’s first main theorem.

3.19 First fundamental theorem.® If f(z) is meromorphic in |z| < R < oo, then for any

acCand0O<r<R,

1
m(r,a) + N(r,a) = T(r,m> =T(r,f) + &(r,a),

where |e(r, a)| <log" |a| + log 2 + | log |c,|| with c, as above.

3.20 Remark. The result of the theorem can be rephrased as

m(r,a) + N(r,a) = T(r,f) + 0(1)

14 That is, points where f(z) = a.
15 If [f(reie) —al =1, thenm(r,a) = 0. If [f(reie) —a| < 1, then Jensen’s formula is applicable.
16 Zur Theorie der meromorphen Funktionen, Acta Math. 46 (1925), 1-99.
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asr — R. Moreover, the result also holds for a = co using the definitions of m(r, co)
and N(r, o) as above, since T(r,f) = m(r, co) + N(r, ), i.e.,

m(r,a) + N(r,a) = m(r,00) + N(r, 00) + &(r, a).

In general terms, in the words of the master, Nevanlinna, “The sum m(r, a) + N(r, a) for
different values of a maintains a total, given by the quantity T(r, f), which is invariant,
up to additive terms that are bounded for r < R.”

If f(0) + 0,00, then in view of equality (3.18"), we can rephrase the first funda-
mental theorem as

m(r,a) + N(r,a) = T<r’j%a> = T(r,f — a) - log|f(0) — a|

= T(r,f) - 1og|f(0) — a| + &(r, a),

where |e(r,a)| < log" |a| + log2foranya € C.

The first fundamental theorem in this form dispenses with the constant c,, which
is often a nuisance in the theory and diminishes the aesthetic appeal of some results.
However, without the restriction f(0) # 0, co, the theory still holds with minor modi-
fications.

3.21Example. Suppose that P(z) and Q(z) are two relatively prime polynomials of de-
grees p and q, respectively, and let

_Pe

f(z) = @)

so that there no zeros or poles at the origin.

(i) p>ganda # co:
Then m(r,a) = O for all r sufficiently large since f(z) — oo as z — oco. As well,
P(z) — aQ(z) = 0 has n(t,a) = p for all t sufficiently large and n(t,a) = O for all ¢
sufficiently small, so that for r sufficiently large,

r

N(r,a)=J

0

n(t,a)
t

dt =plogr+ 0(1),

and therefore T(r,f) = plogr + O(1) asr — oo.
(i) p<qanda # 0:
Here n(t, a) = q for all t sufficiently large regardless if a is finite nor not, so that

r

N(r,a)zj

0

n(t,a)
t

dt = qlogr+0(1),
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and since f(z) — 0 as z — oo, again m(r,a) = O(1) asr — oo. Therefore T(r,f) =
gqlogr+0(1)asr — oo.

(ili) p=qganda # 1:
Again, T(r,f) =plogr+ O(1) asr — oo.

3.22 Exercise. For the function f(z) = €7, note that if z, is a zero of & - a, then the
other roots are given by z, + 2k, k an integer.

(i) Show that m(r,0) = % = m(r,00) and N(r,0) = N(r,00) = 0, so that T(r,f) = %
(ii) Find a relationship between n(t, a) and the radius t.

(iii) For a # 0, co, show that

N(r,a) = % +03), m(ra) = 0Q).
Thus all cases are in accordance with the first fundamental theorem, m(r,a)+N(r, a) =
T(r.f) + O(1), where T(r,f) = L.

We can now obtain a growth estimate of the characteristic function. For f(z) ana-
Iytic in |z|] < R, denote

M(r.f) = Illegflf(z)|~

3.23 Theorem. The characteristic function for f(z) analytic in |z| < R satisfies

R+r
R-r

T(r,f) <log"|M(r.f)| < T(R,f)

forO<r<R.

Proof. As f(z) is analytic, N(r,f) = 0, implying
1 2n
T(r.f) = m(r.f) = o J log+|f(re'¢)|d¢ <log" M(r.f).
0

Furthermore, for z = re® foro <r < R, the Poisson-Jensen formula (3.13) gives

2n

1 R R
loglf(@)| < 5~ JK(z, $)log' |f(Re)|de < 2 m(R.f)
0

Consequently,

R+r
log* T(R,f),
og'lf(2)| < Z—TRf)
establishing the result. In the specific case for r = 2R, we have the result

T(r,f) < 3Tr,f). O
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Order

As for entire functions, we have the notion of order.

3.24 Definition. The order of a meromorphic function f(z) is given by

HIOg T(r.f) _
rooco  logr

>

or, in other words, for any € > 0,
T(r,f) = O(r**)

asr — o0.

If f(z) happens to be an entire function, since the proof of the above theorem im-
plies log M(r) < 3T(2r,f), we see that the definition of the order of f(z) given above is
in agreement with that given in Chapter 2.

Since

m(r,a) < T(r,f) + 0(1), N(r,a) < T(r,f)+0Q),

we maintain the following:

3.25 Corollary. Iff(z) is a meromorphic function of order p, then for every € > 0
m(r,a) = 0(r"*®), N(r,a) = O(r"*%)

asr — oo.

Cartan theorem

There is a noteworthy identity proved by Henri Cartan (1904-2008)" (although the
theorem was originally proved by Nevanlinna) regarding the characteristic function

3.26 Theorem. Iff(z)is meromorphicin |z| < R, then the characteristic function is given
by
2

T(rf) = % jN(r, ¢®)d6 + log"|f(0)|  (F(0) # co)
0

forO<r<R.

17 Sur la function de croissance attachée a une function méromorphic de deux variable, et ses appli-
cations aux fonctions méromorphes d’une variable, C. R. Acad. Sci. Paris, 1 (1929), 521-523.
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Proof. Jensen’s formula (3.14) applied to the function f(z) - e yields
21
iop 1 i\ 0 i0
log|f(0) - €| = o Jlog|f(re )—€“|dp - N(r,e") + N(r, 00) (3.21)
0

for 0 < r < R. A separate application of Jensen’s formula to the function g(z) = a -z
this time with r = 1 yields

2

: log|a if lal > 1,
ijlogIa—eﬁIdG:{ g lal lal
2

5 —loglal +loglal =0 if|al <1.

Hence, in either case, we have

1

log|a - ei9|d6 =log" |al. (3.22)
2n

O_‘Ezl

Integration of both sides of (3.21) with respect to 6 gives

2n
1 i
10g+|f(0)| = o J 10g|f(0) - ee|d9
1 T 1 2ﬂ 1 2 ) 2
NI ipy 6 1 0 1
=5 J(ZH [ 108l re) - e |d¢>d6 o [ N0+ 5 [ Ne.co)de
0 0 5 )
1 2n 1 21 . o
LI N iy _ 6 1 0
=5 J(z;-r Jloglf(re )—e |d9>d¢ > JN(r,e )d6 + N(r,00)
0 0 5
1 2m . 2m
- + l¢ . i0
T o JIOg If(re )|d¢ m JN(T’,e )dO + N(r, c0)
0 0
1 2n
- _L i0
= T(.f) - 5 O[N(r,e )b,

where the interchange of the order of integration is justified by the absolute conver-
gence of the double integral. Hence

2n

T(.f) = % JN(r, e%)do + log*|f(0)],
0

proving the theorem.'® O

18 If f(0) = oo, then the constant term is replaced by log" |c|, where c is the first nonvanishing term
of the Laurent series.
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As a consequence, we next show that the mean value of the quantity m(r, a) is in
fact bounded on each circle.

3.27 Corollary. For0 <r < R (f(0) # 0, 0),
2n
% J m(r,e)do < log2.
0
Proof. From the rephrased first fundamental theorem of Remark 3.20 for a = eie, we
have

T(r.f) =m(r, eie) +N(r, ) + log|f (0) - ei9| —&(r,0),

where |g(r, 0)| < log 2. Integrating both sides with respect to 6 implies by the theorem
and eq. (3.22)

2 2

T(r.f) = 1 j m(r, eie)dG + T(r,f) - 1 js(r, 6)do.
2n 2n
0 0
Consequently,
2 2
L Jm(r e®)do = L Js(r 6)do < log2
2 ’ 2n ’ - ’
0 0
as desired. O

Similarly, the integral mean value of m(r, a) over any circle will also have a suitable
bound. Thus, for large values of T(r, f), most of the contribution will come from N(r, a).

Following Nevanlinna, an interesting geometric property arises as a consequence
of Cartan’s theorem 3.26 involving the integral on the right, namely

2n 2n

3 [

r
j n(t.e?) 40
T
0 0

gj a0
t

Differentiating the Cartan result, we then obtain

N

':ﬂ”

J
=

2

4 rq, f)—r T, f) = j n(r, €°)d6,

0

d
dlogr
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which shows that T(r,f) is an increasing convex function of log r. Furthermore, the
integral j;" n(r, e)dé represents the total L(r) of all the lengths of the arcs on the unit
circle |w| = 1 that are covered by the values w = f(2) for |z| < r, with each arc counted
according to its multiplicity. As a consequence,

1
dlo = 27 H0:

As an example, taking f(z) = €%, by Exercise 3.22 we have (i) T(r,f) = %, so that
dlong(r f) = L. The mapping w = ¢ = e*e” maps each line segment z = iy for
ke <y < (k+ 1)271, k an integer, onto the unit circle |w| = 1. Therefore the disk |z| < r
contains two line segments [0, r] and [0, —r] on the y-axis, each of which is mapped
once onto an arc on |w| = 1 having length r. Then L(r) = 2r and %L(r) = % as per the
formula.

Ahlfors—Shimizu characteristic

A more geometric interpretation of the characteristic function was independently
given by Ahlfors (1929) and Shimizu (1929). Indeed, we can define the Ahlfors—Shimizu
characteristic for a meromorphic function f(z) in |z| < r as

To(r.f) = js(”

0

where S(t) = %A(t) is the area function (3.11). It can be viewed as the average of the
spherical area of the image disk under w = f(z). The relation to the Nevanlinna char-
acteristic is

IT(r.f) - To(r.f)| < log V2 +log*|f(0)],

so that the two characteristic functions can be treated as essentially the same.

We next demonstrate an application of the characteristic Ty (7, f) to a nonconstant
meromorphic function defined on C. Clearly, S(r) is positive increasing for all r > 0.
Choosing 0 < 1y < r implies S(ry) < S(r), so that

To(r.f) = J S(t) J S —=dt > S(ry) log —

0 To
which implies

1- TO(r f)
im
o logr
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3.28 Theorem. Iff(z) is meromorphic in C and the characteristic T (r,f) satisfies

hm TO(r>f) _
r—oo logr

then f = constant in C.

Note that this means that if T;,(r, f) remains bounded in C, then f(z) reduces to a
constant, an analogue of Liouville’s theorem. Therefore in C, for a nonconstant mero-
morphic function, T(r,f) — coasr — co.

Functions of bounded characteristic

However, the functions f(z) that are meromorphic in |z| < 1 and satisfy
lin} T(r,f) < co
r—

are said to have bounded characteristic. Since T(r, f) is an increasing function, the limit
as r — 1 exists (possibly, infinite). Note that

log" (xx5) < log" () +log" (x,),
so that
m(r.fify) < m(.f)) + m(r.f>).

Furthermore, since the order of a pole of f = ff, at a point b is at most the sum of the
orders of the poles of f; and f, at b, it follows that

N(r’flf2) < N(r’fl) + N(r’f2))
and, consequently,
T fifs) < T(r.f) + T(1.f5).

We then conclude that if f;(z) and f,(z) are meromorphic in |z| < 1 and have bounded
characteristic, then the product has bounded characteristic, and if f,(z) # 0, then by
formula (3.18)

T<r,ﬁ> <T(r.fy) + T(r, l) <T(r.fy) + T(r.f5) + 0Q),
f f

so that the quotient has bounded characteristic.
In this context, we can say even more.
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3.29 Theorem. Iff(z) has bounded characteristic, then it is the quotient of two bounded
analytic functions, and, conversely, the quotient of two bounded analytic functions has
bounded characteristic.

Although the proof due to Nevanlinna® is too technical to reproduce here, we can
take some preliminary steps, which are of interest in their own right.

Suppose that f(z) is meromorphic in the unit disk U and has bounded character-
istic, f(0) # 0, co. What can be said about how the zeros {a;} and poles {b]-} (counted
according to multiplicity) of f(z) converge to |z| = 1? Indeed, invoking the Stieltjes
integral and integration by parts, we find

1 1
Y(-1) = Y- ) = [ @~ tdn(e.c0) = [ n(e,copde
] ] 0 0
r
- lim j n(t, co)dt < lim N(r,0) < T(Lf) < oo,
0

Likewise, Y, (1 — |ai|) < oco. As a consequence, we can construct the Blaschke
products for both the zeros and poles:

() 3 (%)
B =15 ) B = Hb T

k

so that
_ By(2)
 By(2)
is anonzero analytic function in U having bounded characteristic since both B;, B, are

bounded. If f(0) = 0,00 and f(z) has a zero or pole of order m at the origin, then we
accordingly consider the function z7"'f(z) as above. We conclude that in all cases,

L BZ(Z)

———f2)

g(z) = f (2)

is a nonzero analytic function in U, and hence we may write g(z) = e"@ for h(z) ana-
lytic in U.
3.30 Proposition. If f(z) is a meromorphic function of bounded characteristic, then

m B1(2) eh(z)

fz)=z 5,0°

where m is an integer, B; and B, are Blaschke products, and h(z) is analytic in U.

19 Le théoreme de Picard-Borel et la théorie des fonctions méromorphes, Gauthier-Villars, Paris,
1929.
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3.31Exercise. If h = u+ivis the function of the preceding proposition, then show that
u € h'(U). See Definition 7.41.

Second fundamental theorem

To proceed further, we need one additional quantity to take into account the multiple
roots of our function f(z). Let n(t, a) = number of distinct roots of f(z) —a=0in|z| < t
and define

r

N(r,a) =N, a.f) = J

(0]

n(t,a) —n(0,a _
%dt +n(0,a)logr.

We will consider a meromorphic function f(z) in |z| < R < co with its characteristic
T(r,f) — oo asr — R. Denote the normalized quantities

B _.oom@ra) __—N(r,a)
@ =oah=Mm7 s =1 Mo
- .. N(r,a)-N(r,a)
6(a) = 0(a,f) = }1?1111e —T(r,f) ,
—N(r,a)

0(@) = 6(a.f) =1~ lim o)’

all of which satisfy 0 < §(a), 8(a), ©(a) < 1. The quantity 6(a) is called the deficiency of
the value a and gives a measure of the density of the points where f(z) = a. If the num-
ber of such a-points is small, then the deficiency §(a) is relatively large. The quantity
0(a) is the index of multiplicity (ramification index) and is a measure of the density of
the multiple roots of f(z) = a.

We can easily show that 6(a) + 6(a) < ©(a). In fact, let € > 0 be such that for r
sufficiently near to R,

N(r,a) < (1-6(a) +&)T(r.f),
N(r,a) - N(r,a) > (6(a) - &)T(.f),

implying that
N(r,a) < (1-6(a) - 6(a) + 2&)T(r.f).

We conclude that

.—N(r,a)
6(a) +6(a) <1- }1_1:1}12 To.f)

= 0(a).
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This leads us to the renowned result.?°

3.32 Second fundamental theorem. If f £ constant and R = oo, then the set of values
a € C for which ©(a) > 0 is countable, and

Y (6(a) +6(a)) < ) ©(a) < 2. (3.23)

a a

The same holds if R < oo and
T )
r—Rlog

This version of the second fundamental theorem can actually be proved from a much
more technical version, which bears the same name and which will not be discussed.?*
See Hayman (1964), Nevanlinna (1970), or Rubel and Colliander (1996) for the intricate
details. The number 2 is sharp.

As an example, we have a simple proof of Picard’s little theorem for meromorphic
functions. Indeed, if f(z) is nonconstant meromorphic in C and f(z) # a € C, then
N(r,a) = 0 and 6(a) = 1. Since 6(a) > 0, there can be no more than two omitted
values. More generally, the same conclusion holds if N(r,a) = o(T(r,f)) asr — R for
a € C.

3.33 Corollary. Suppose that f(z) is a nonconstant meromorphic function in C such that
all the roots of f (z) = a,, have multiplicities at least m, > 2. Then

Z(l - m%) <2 (3.24)

14

Proof. We maintain that

N(r,a,) < iN(r, a,) < iT(r, ) +0Q),
mV mV

and therefore ©(a,) > 1- mi (= %) Then the result is a consequence of (3.23). O

20 The eminent mathematical physicist Herman Weyl has stated (1943) on Nevanlinna’s publication
in 1925: “The appearance of this paper has been one of the few great mathematical events of our
century.”

21 Second fundamental theorem: If f(z) is a nonconstant meromorphic function definedin |z| < R <
oo and ay, ay, . .., aq, q > 2, are mutually distinct points (finite or infinite), thenfor 0 <r <R,

q
m(r,f) + ) m(r,a;) < 2T(r,f) = Ny(r) + S(r),
i=1
where N (r) is a term related to the number of multiple roots, and S(r) is an inconsequential error term.
Generally speaking, any sum Y m(r, a;) cannot be much larger than 2T(r, f).
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3.34 Example. (i) Consider f(z) = €. Then §(0) = 6(co) = 1 and 8(a) = O for all
a # 0,0, since m(r,a) = 0(1). As 6(a) = 0 for all a € C, we have Ya(6(a) +6(a)) = 2.

(ii) If f(z) = cosz, then §(co) = 1, but 6(a) = 0 for a # co. As well, 6(a) = 0 except
fora = 1,-1, in which case (1) = 6(-1) = % More generally, for an entire function f(z),
there can be at most two points that are roots of f(z) = a having multiplicity greater
than 1. All other roots must be simple.

3.35 Remark. As in the corollary, if all the roots of f(z) = a, are multiple roots, then
a, is called totally ramified, and O(a,) > 1. In view of inequality (3.24), a meromorphic
function can have at most four totally ramified values a,, which is quite an extraordi-
nary result. We have already encountered a function with exactly four values, each of
multiplicity two, namely the Weierstrass g-function.

3.36 Example. Let a, b, ¢ be distinct real numbers, and let m, n, p be three positive in-
tegers such that

1 1 1
—+-—+-=1
m n p
Then the Schwarz-Christoffel mapping?
w
z=2z(w)= j(t—a)rl(t—b)rl(t—c)rldt (3.25)
0

maps the upper half-plane conformally onto a rectilinear triangle having angles
LR %. By continuing reflecting the inverse function w = f(z) by the Schwarz re-
flection principle in the sides of triangles the result is a doubly periodic meromorphic
function in the plane.” Here a fundamental region in the z-plane consists of a trian-
gle, and its reflection over one side and each value in the w-plane is taken only once
in a fundamental region.

Following Hayman (1964), differentiating the function (3.25) and letting z — z(a),

we get

dz 14
T ~cw—-a)m -,

so that

3=

(z(w) — z(a)) ~ cm(w — a)m,

which implies

22 Cf. Ahlfors (1979, p. 233).

23 Any triangle can tessellate the plane.
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(z(w) - z(a)) )’"

cm

(w—a)~(

asz — z(a). We deduce that the function f(z) — a = 0 has a root of multiplicity m. Note
that the smaller the angle at the point %, the higher the multiplicity m at the vertex
z(a), which is geometrically as what one expects. Similarly, the points b, ¢ are taken
with multiplicities n, p, respectively.

Regarding the function w = f(z), we have N(r, a) = %N (r,a), implying that ©(a) >
1- %, and, likewise, ©(b) > 1- %, O(c)>1- %. In view of the constraint on m, n, p, we
deduce that ©(a) + 8(b) +©(c) = 2and ©(a) = 1- +,6(b) = 1- 1,6(c) = 1- 5, whence

m oo T(r.f) mr—oT(rf)’

1 EN(", a) _ 1 EN(I’, a)

which implies that 6(a) = 0, and similarly 6(b) = 0 = 6(c). Furthermore, if w # a, b, c,
then O(w) = 0 = 6(w) = O(w).

There are threecasessm=n=p=3;m=2,n=p=4;m=2,n =3, p = 6. So, for
example, in the second case, O(a) = % and O©(b) = O(c) = 3/4, and their sum equals 2.
Similarly for the other cases.

We conclude this chapter with a most elegant result.

3.37 Corollary. Let f(z) be meromorphic in C such that (i) all the zeros of f(z) have
multiplicity > h, (ii) all the poles have multiplicity > k, and (iii) all the zeros of f(z) — 1
have multiplicity > ¢. If

then f(z) = constant.

Indeed, if f(z) is nonconstant, then

(1)1 (- 2)

violating inequality (3.24).



4 Normal families

Analytic functions

The famous Bolzano-Weierstrass theorem states that every bounded sequence of real
numbers has a convergent subsequence. In the late 19th century, attempts were made
to apply this concept to sequences of continuous functions. One version of the work
arising from this period can be formulated as follows.

4.1 Arzela-Ascoli theorem.! Let X be a compact metric space, and let {f,} be a sequence
of continuous functions defined on X. Then there exists a subsequence of {f, } that con-
verges uniformly on X to a continuous function f if and only if {f,} is uniformly bounded
and equicontinuous on X.

Normality/compactness

The roots of the theory of normal families developed in the early 20th century by Paul
Montel (1876-1975) lies within this theorem. From his seminal paper in 1907 Montel
over several decades developed the notion of a normal family into a formidable tool
in complex function theory (Montel 1927).

4.2 Definition. A family of analytic functions F defined on a domain Q in the complex
plane is said to be normal in Q, or a normal family in Q, if every sequence {f,,} < F
contains a subsequence that converges uniformly on compact subsets of Q either to
a limit function f or to co. Furthermore, a family F is normal at a point z, € Q if it is
normal in some neighborhood of z.

It is clear by the Weierstrass Theorem 1.27 that any such limit function f # oo is
analytic in Q. In the latter case, if f, — co uniformly on compact subsets, it is under-
stood that for any compact subset K ¢ Q and any constant M > 0, there is a number
ny = ny(K, M) such that n > ny implies that |f,,(z)| > M for all z € K. Note that there
are sequences {f,} for which both alternatives occur.

4.3 Remark. Itisevident that if a family of analytic functions F is normal in a domain
Q, then it is normal at each of its points. The converse is subsumed under the same
result for meromorphic functions (Theorem 4.29).

Again, consistent with sequences of real numbers, we say that a normal family 7
is compact if the limit of every convergent subsequence belongs to F.

1 C. Arzela, Sulle funzioni di line, Mem. Accad. Sci. Bologna (5) 5 (1895), 225-244, and Ascoli op. cit.

https://doi.org/10.1515/9783110757828-004
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Montel theorem

With regard to the Arzela—Ascoli theorem, it was Montel’s inspiration that regard-
ing analytic functions, local boundedness was in itself sufficient to imply that any
sequence had a uniformly convergent subsequence since by Theorem 1.36 locally
bounded sequences of analytic functions are already equicontinuous on compact
subsets.

4.4 Theorem (Montel).> A locally bounded family F defined on a domain Q is normal
in Q.

Proof. Since the complex plane is separable, let {z,} be a countable dense subset of Q.
For any sequence of functions {f, } in 7 the sequence of complex numbers {f,(z;)}, n =
1,2,3,..., is bounded by hypothesis. Therefore by the Bolzano—Weierstrass theorem
this bounded sequence has a convergent subsequence

JARICANAUCHNAIEN

in other words, the subsequence of functions {f,fi)} converges at the point z;. Consider-
ing this subsequence evaluated at the point z,, which is again bounded, we see that,
as before, {frfi)(zz)}, k=1,2,3,..., has a convergent subsequence

e 2@ 2 @)

that is, the subsequence {f,ff)} converges at the point z, as well as the point z; being a
subsequence of the preceding one.

We continue in this fashion, each time extracting a subsequence {f,x")} from the
preceding one, which converges at the points z;, 2, . .., z,, for each positive integer m.
Displaying all the subsequences in the array

1) £1) £(1)
FOFO D
2 2
f f( )f( )”.

f f(m) f(m) B

2 Sur les suites infinies de fonctions, Ann. Ecole Norm. Sup. 24 (1907), 233-234.

3 For example, the set of all z, = x,, + iy, in Q where x,, and y,, are rational numbers is a countable
dense subset of Q.
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it becomes clear that the diagonal sequence {frgi‘)} converges at every point of the count-
able dense set {z,,}. To complete the proof, we need to show that this diagonal sequence
in fact converges uniformly on compact subsets of Q.

Simplifying the notation, set F; = f,fi‘), let K c Q be compact, and let € > 0. Given
that the family F is equicontinuous, by Theorem 1.36 there exists § = 6(K, €) > 0 such
that

|F(2) - Fo(2')] < (4.0)

Wl Mm

for all z,z' € K such that |z - 2| < 6, n = 1,2,3,.... With this value of § > 0, we
consider the family of open disks centered about the points of our countable dense
subset {D(z;,8)} for k = 1,2,3,..., which forms an open cover of K. Hence there is a
finite open subcover U:‘;l D(z;,0) > K, where, if necessary, we have suitably relabeled
the points z;,2,, ..., 2.

Furthermore, since the diagonal functions {F;} converge at each point of the
countable dense subset, there is a positive integer n, such that for n,m > n,, we have

[Fu@) - Fn@] < £ (4.2)

for k = 1,2,...,ky. Finally, we conclude that for any point z € K, it belongs to some
D(z;, 6), and so by (4.1) and (4.2)

|Fo(2) = Fip(2)| < |Fy(2) = F(2))| + |Fn(2) = Fu(2))| + [Fi(2) — Fip(2)| < €.

This establishes the uniform convergence of the diagonal sequence on the compact
set K, and since the limit function must be analytic by the Weierstrass Theorem 1.27,
the theorem is proved. O

Of course, if F is a family of analytic functions defined on a domain Q and |f(z)| <
M < ocoforallf € Fand z € Q, then F is obviously a normal family in Q and compact
as well.

4.5 Examples.
(i) The family of linear fractional transformations from the open unit disk U onto
itself

F= {T(z) :eiy%“z Yy eR,|al < 1]»

is a normal family in U, and whenever |a| < f8 < 1, it forms a compact subfamily
depending on S.

(i) F ={f,(z) =2" : n=1,2,3,...} is a normal family in the domain {|z| > 1} converg-
ing uniformly on compact subsets to co.
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(iii) F = {f,} for f, analytic in U, f,(2) = ¥, 2" and |c| < M < oo for all y and
n=123,....Thenfor |z| < 1,

M
m@ﬂﬁfjm’

implying that the family F is locally bounded in U and hence normal and com-
pact.

Although for a locally bounded family F of analytic functions, the corresponding
family 7' of derivatives is also locally bounded by Theorem 1.32, the same implication
does not apply to the property of normality.

(iv) In the unit disk U the family of functions

2
fn(z):n+"27, n=123...,

satisfies |f,,(z)| > n - 5 = 3 and thus forms a normal family in U, but the family of
derivatives {nz : n = 1,2,3,...} is normal neither in U nor in fact in any neighbor-
hood of the origin.

(v) Consider the family of analytic functions F in U whose characteristic function is
bounded, thatis, T(r,f) = % j;ﬂ log* [f(rei¢)|d¢ <M< o0,0<r<1,forallf e F.

Then F is locally bounded by Theorem 3.23 and hence normal and compact.
The other implication of the Arzela—Ascoli theorem can also be dealt with in our
present context of analytic functions.

4.6 Theorem. Let F be a family of analytic functions defined on a domain Q. If every
sequence in F has a convergent subsequence converging uniformly on compact subsets
to an analytic function f, then F is locally bounded and therefore equicontinuous on
compact subsets of Q.

Proof. On the contrary, suppose that F is not locally bounded. Then there is a closed
disk D in Q and a point z,, € D such that for some function f, € F,

Ifiz)| >n n=123....

Then for some analytic function f defined on Q, a subsequence f,, — f uniformly on D.
In particular,

Ifo, (2) - f(2)] < 1
forall z € D, so thatif M = max, 5 [f (2)|, then
If, 2)] <1+ M.

However, this contradicts the fact that [fnk (an)| — ocoas k — oo. O
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4.7 Exercise. Let f(z) be anonvanishing analytic function defined on a domain Q, and
let F = {af (2) : a € R*}. Prove that F is a normal family but neither locally bounded
nor equicontinuous in Q.

The issue arising in Exercise 4.7 can be circumvented by an additional condition.

4.8 Corollary. Let F be a normal family of analytic functions defined on a domain Q
such that |f (zo)| < M < oo for some point z, € Q and for all f € F. Then F is locally
bounded and equicontinuous on compact subsets of Q.

One of the cornerstones of complex function theory is the Riemann mapping the-
orem. The original flawed proof given by Riemann in his inaugural dissertation of 1851
was based on the so-called Dirichlet principle, which is not always valid and which
will be discussed further in Chapter 7. The first valid proof was given by W. F. Osgood
in 1900, who overcame the shortcomings of Riemann’s proof.* The proof given here is
based on a normal family argument and uses the compactness of a certain family that
admits an extremal function (cf. the discussion of a continuous functional in Chap-
ter 7). The basic ideas for the proof are due to Paul Koebe.

4.9 Riemann mapping theorem. Let Q be a simply connected domain that is not the
whole plane. Then for each z, € Q there is a unique analytic univalent function w = f(z)
mapping Q onto the open unit disk U such that f(z,) = 0 and f'(z;) > O.

Proof. Let us consider the family of analytic univalent functions 7 defined on Q satis-
fying the following conditions:

f@)] <1,
f(ZO) = O’
fl(zg) =a>0,

where a is yet to be determined. The first question we must address is whether F # @.
By the hypothesis there is a finite point a ¢ Q. Therefore Q being simply connected
implies that we can define (in view of the monodromy theorem) a single-valued ana-
lytic branch g(z) of vz — a in Q. In this instance, g(z) is univalent and maps Q onto a
domain Q with g(zy) =wq € Q. Since g(z) cannot take any value w ¢ Q as well as -w
(why not?), then for some disk D(wy,p,) < Q, the disk D(-wy,py) lies exterior to Q,
which implies that

|lg(2) + wo| = po

for all z € Q. Since g(z,) = w,, we obtain |wy| > py/2.

4 See J.L. Walsh, History of the Riemann Mapping Theorem, Amer. Math. Monthly, 80, (1973),
270-276; also R.E. Greene and K.-T. Kim, The Riemann mapping theorem from Riemann’s viewpoint,
Springer Open Access DOI 10.1186/s40627-016-0009-7, where Riemann’s original idea has been re-
hibilitated.
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Next, we consider the function that exactly fulfills our requirements to belong to
the family 7, namely

Po lg’ (zo)l wy g(2) -
4 g'(zg) |wol? g(Z)+wo

h(z) = —=

To see this, by our two preceding inequalities involving w, we have

1 2 |,
wo g(2)+wyl|

8(2) —wy

g8\Z)~Wo| _ Po
g(z) +wy

T4

Po
h(z)| =
@] =z

forz € Q, h(zy) = 0, and h'(zy) = %'g;v(—zfz)' > 0. Therefore h € F by taking a =
0

I
% Igl;f_zloz)l since h(z) is also analytic and univalent in Q, establishing that the family 7
0

is nonempty.

The Riemann mapping function will be the function in F with maximal derivative
at the point z, (which is mapped to the origin). To show that such a function exists,
let’

B =suph’(zy) < oco.
heF

Then there is a sequence of functions h,, € F with lim,,_,, h/,(z,) = B. As each h,, € F
satisfies |h,(z)| < 1, F is normal in Q, so that we can extract a subsequence h,,k that
converges uniformly on compact subsets to an analytic function f(z). Hence |f(z)| < 1,
f(zo) = 0, and by Corollary 1.29 the function f(z) is univalent. By the Cauchy integral
formula for derivatives, lim;_, ., h;k (zo) = f'(zy), and, consequently, f'(z,) = a > 0.
Therefore f € F, and most importantly, f ’(zo) =B = SsuPper h’(zo) < 00, illustrating
the elegance of this normal family argument.

Finally, to complete the proof, it remains to show that f(z) : Q — U surjectively.
So let us suppose that there is a point {, € U such that f(z) # {,, for all z € Q. As above,
we can find a single-valued analytic branch in Q of the function

f@ -4

G(z) =
1- (of(Z)

where G(z) is univalent, and |G(z)| < 1. Then the function

IG' (z)| G(2) - G(zy)
G(z0) 1-G(zg)G(2)

H(z) =

is also analytic univalent in Q satisfying |H(z)| < 1and H(z,) = 0. In addition,

5 See the analogous discussion on continuous functionals in Chapter 7.
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] _ |G’(Zo)| _ 1+|(0| ]
H'(zp) = T GG)E sz (zo)

since f € F. On the other hand, as |{,| < 1,

14160 = (1= \I1) + 2416l > 2ol

implying that H'(z,) > f'(z), in violation of the maximal property of f'(z,). Thus the
function f(z) : Q — U is the desired Riemann mapping function.

To establish the uniqueness, if there were two such functions f;(z) and f,(z), then
the function

gw) = fiofy ()

would be an analytic univalent mapping of U onto U with g(0) = 0. Applying the
Schwarz lemma, we find that |f;(2)| < |f,5(z)|, and reversing f;(z) and f,(z), we obtain
I,@)| < Ifi(2)], that is, |fi(2)| = If,(z)], z € U. Since the function k(z) = f,(2)/f;(z) is
analytic in U with constant modulus, we have k(z) = ¢ with |c| = 1. By the positivity of
the derivatives, ¢ = 1, and f;(z) = f,(z), concluding the proof of the Riemann mapping
theorem. O

Of course, there is nothing in the theorem to say if there is any correspondence
via the Riemann mapping function between the boundary of Q and the boundary of
U, and we should not expect a continuous extension of the mapping function to all of
the extreme cases possible for 0Q. On the other hand, if 0Q is a simple closed contour,
then the mapping f(z) : Q — U has a continuous one-to-one extension to the bound-
ary.®

Moreover, we cannot expect to obtain a similar result for multiply connected do-
mains, but there is the following:7

4.10 Theorem. For a domain Q bounded by a finite number of analytic contours
I'y,...,T,, there exists a univalent function ¢, mapping Q onto the unit disk U with
n - 1 circular slits such that Ty is mapped into |w| = 1.

In general, a sequence of functions that converge pointwise in a domain does not
converge uniformly on compact subsets. For example, the functions f,(z) = nz, n =
1,2,3,..., donot converge uniformly on any disk containing the origin. But in the case
of alocally bounded family of analytic functions, we have a very strong conclusion in
the following scenario.

6 Cf. Nehari (1952), p. 179 or Collingwood and Lohwater (1966), p. 49.
7 Nehari (1952), p.336.
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4.11Vitali-Porter theorem.® Suppose that {f,} is a locally bounded sequence of analytic
functions on a domain Q. If for each point z of a set S € Q, lim,_, f,(2) = f(z) exists
and S has a point of accumulation in Q, then the sequence {f,,} converges uniformly on
compact subsets of Q to an analytic function.

Our elementary proof uses a normal family argument. By the hypotheses we can
select a normally convergent subsequence {f,, } such that lim;_,, f,, (2) = f(2) for all
z € S . Assuming that the original sequence {f,;} does not converge uniformly on com-
pact subsets would mean that for some compact set K ¢ Q and some € > 0, there is a
subsequence {f,, } and points z; € K satisfying

in,(20) ~ F(2)] = € “43)

fori=1,2,3,.... Since this subsequence is locally bounded, it also has a subsequence
that converges uniformly on compact subsets of Q to an analytic function, say g. By
(4.3) f £g, but, on the other hand, f and g agree on the set S, so that f = g on Q by the
identity theorem for analytic functions. This contradiction proves the theorem.

Note that the normality of the sequence {f,} is all that is required to obtain the
consequence of the Vitali—-Porter theorem.

In the same spirit of the Vitali-Porter theorem, there is an interesting result estab-
lished by Blaschke (1915).

4.12 Theorem. Let {f,,} be a uniformly bounded sequence of analytic functions in U such
that {f,} converges at each of the points a, € U, n = 1,2,3,..., satisfying ¥ >, (1 - |a,|) =
oo. Then {f,,} converges uniformly on compact subsets of U to an analytic function.

Proof. Since {f,,} is bounded and hence normal, there is a subsequence that converges
to a bounded limit function, say f. If we assume that the sequence itself does not con-
verge uniformly on compact subsets to f, then there must be another bounded analytic
limit function, say g, such that f # g. However, f(a,,) -g(a,) = 0, and Corollary 1.25 im-
plies that f — g = 0. O

Fundamental normality test

One of the very core results in the theory of normal families is that a family F of an-
alytic functions is normal if it omits two distinct fixed values a and b in C. Of course,
they can be transferred to the points 0 and 1 by simply considering the associated
family

8 G. Vitali, Sopra le serie di funzioni analitiche, Rend. Della R. Inst. Lombardo di Sci. Lett. 36 (1903),
772-774.
M. B. Porter, Concerning series of analytic functions, Ann. Math. 6 (1904-05), 190-192.
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g={g(z)=%:fef},

which omits the values 0 and 1, and G is normal if and only if 7 is normal.

The original proof by Montel (1912) used the elliptic modular function and was
quite technical. Our deferred proof (Theorem 4.34) relies on more modern develop-
ments.

4.13 Fundamental normality test. Let F be a family of analytic functions defined on a
domain Q such that for two distinct finite values a and b, f(z) + a and f(z) + b for all
f € F. Then F is normal in Q.

At this juncture, let us just mention that there is something of deep significance
going on here recalling that an entire function that omits two values is a constant. We
will explore this somewhat distinctive connection in the next section.

The normal family notion can be employed to make light work of proving a num-
ber of difficult theorems. Montel’s key idea was to replace a specified property of a
single function by the same property of a family of functions, which then become a
normal family. The following result, sometimes referred to as Montel’s theorem,” ex-

emplifies this idea and is in the same spirit as the Phragmén-Lindel6f theorem.

4.14 Theorem. Let f(z) be a bounded analytic function in the half-strip S : {a < x <
b,y > O} Iflim,_,, f(§ +iy) = € for some a < § < b, then f — € uniformly asy — oo in
thestripa+ 6 <x<b-4.

Proof. Forz =x +iy € S, define the sequence of functions

fu(2) = f(z +in)

forn=1,2,3,... in the open rectangle R, : a < x < b, 0 < y < 2. Since f(z) is bounded,
so is the family {f,,}, and hence it is normal in R,. Moreovet, lim,_,, f,(z) = ¢ at each
point z = ¢ + iy means that we can apply the Vitali-Porter theorem to conclude that
fn — € uniformly on the closed rectangle

R:a+6<x<b-, sysg.
Consequently, given € > 0, there exists n, = ny (g, R) > 0 such that

If(z) - €| <€

for all n > ny and z € R. It follows that

9 Sur les familles de fonctions analytiques qui admettent des valuers exceptionelles dans un do-
maine, Ann. Ecole Norm. Sup. 23 (1912), 487-435.
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[f(z+in)-¢| <¢

foralln > nyand a + 6 < x < b - §, proving the theorem. O

The cornerstone of the theory of entire functions as stated in Chapter 2 is the fol-
lowing:

4.15 Picard little (first) theorem.!® A nonconstant entire function takes every complex
value with one possible exception.

Note that the function w = €7 is entire and omits the value w = 0. A proof along
the lines of Picard’s original was given in Chapter 3, but it uses the elliptic modular
function, so in some sense the proof that follows is considered more “elementary.”

Proof of the theorem. Let us assume that an entire function f(z) omits two distinct
values, say a and b in the complex plane. Define a sequence of open disks D,, : |z| < 2",
n=0,1,2,..., and define the sequence of functions

fn(z) :f(znz)’

which are necessarily entire. Observe that f,,(D,) = f(D,,;) forn=10,1,2..., and, con-
sequently, the sequence {f,} omits the values a and b in the disk D,. By the funda-
mental normality test the sequence {f,} is a normal family. Moreover, as f,(0) = f(0),
n = 0,1,2..., Corollary 4.8 implies that the family {f,,} is uniformly bounded on the
compact subset set D, of D;. Therefore the function f(z) is bounded in C, and from
Liouville’s theorem we conclude that f(z) is constant. This proves the theorem.

4.16 Exercise. Let F be a family of analytic functions on a domain Q such that |f(z)| <
M < ooforallf € Fandz € Q. Let {f,} be a sequence in F such that f,(zy) — M as
n — oo for some z; € Q. Show that {f,,} has a subsequence that converges to a constant
uniformly on compact subsets of Q.

The year 1879 was an annus mirabilis for Emile Picard (1856-1941)"! when he
proved his remarkable second theorem.

4.17 Picard great (second) theorem.'? If an analytic function f(z) has an essential sin-
gularity at a point z,, then in a punctured disk about z, f (z) infinitely often takes every
complex value with at most one possible exception.

10 Sur une propriété des fonctions entiéres, C. R. Acad. Sci. Paris 88 (1879), 1024-1027.

11 Picard also authored one of the first textbooks on the theory of relativity: La théorie de la relativité
et ses applications a lastronomie, Gauthier-Villars, Paris, 1922.

12 Sur les fonctions analytique uniformes dans le voisinage d’un point singulier essential, C. R. Acad.
Sci. Paris 89 (1879), 745-747.
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The proof is again by Montel (1912). We can take z, = 0 (why?) and suppose that
f(z) omits two values a and b in the disk D = {0 < |z| < r}. In this instance, we consider
the family F consisting of functions defined by

f.(2) :f(zz—n), n=123....

Then each f, € F is analytic in the annulus A : {3 < |z| < r} and omits the values a
and b in A. As F is normal in A by the fundamental normality test, we can extract a
subsequence {f,, } that converges uniformly on the compact set |z| = p for g <p<r
either to an analytic function g(z) or to g(z) = co in A.

In the case that g(z) is analytic and hence bounded on |z| = p, it follows that the
subsequence {fnk} is uniformly bounded there, that is,

|f, (2)] <M < o0

forallk = 1,2,3,... and |z| = p. As a consequence, |f(z)| < M on each of the circles
lz| = p/2™, k = 1,2,3,..., so that by the maximum modulus theorem, |f(z)| < M in
each region between every pair of these circles. A fortiori, |f (z)| < M in the punctured
disk {0 < |z] < 2%}, but this contradicts the fact that z = 0 is an essential singularity
and hence f is unbounded in any neighborhood of the origin.

In the case that g(z) = oo in .4, note that the subsequence { jﬁ} converges to
zero uniformly on compact subsets of .A. The same argument as aﬁove implies that
the function { ff—a} is bounded in a deleted neighborhood of the origin and therefore
z = 0 is either a removable singularity or a pole of the function f. Again, we have
contradiction.

To conclude the proof, suppose that there are two values that are only attained a
finite number of times by f(z). Then the same two values would be completely omitted
in some sufficiently small neighborhood of the origin by f(z), but we have already
established that this cannot happen, proving the theorem.

The result is best possible since the function e/ has an isolated essential singu-
larity at the origin but omits the value zero.

Our preceding analysis in fact allows us to say something more about the se-
quence of analytic functions defined above. Again, without loss of generality, we take
the essential singularity at z, = 0. First, we require a lemma whose applicability is not
particularly obvious.

4.18 Lemma. Iff(z) is analytic in a punctured neighborhood of an essential singularity
at z, = 0, then the sequence of functions given by f,(z) = f(5:) is not normal in some
annular region about the origin.

Proof. Assume that the sequence {f, } constitutes a normal family in the annulus A =
{2% < |z| < r}. Then we can extract a subsequence {fnk} that converges uniformly on
the closed annulus
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—_ r r
Ay=41= < < =
0 {22 | 2}

to a limit function g(z). As in the preceding proof of Picard’s theorem, the function
g(2) = oo.

Furthermore, we claim that the original sequence {f,,} must converge uniformly on
A, to co. If this were not the case, then there would exist a sequence of points z; € A,
a positive number M, and a subsequence {f,, } of {f,,} satistying

Ifm,-(zi)| <M

fori=1,2,3,.... Now the sequence {f;, } is itself normal in A and therefore contains a
subsequence that converges uniformly on A, to co as above, which is a contradiction.
We conclude that {f,} converges uniformly to co on A_0 ; in other words, for any M > 0,
there exists n, depending on M such that

[fa2)| > M,z €A, (4.4)

whenever n > ny.
At this juncture, consider the sequence of closed annuli

—_— r r
A" = {2n+2 <lzf < W}

forn=1,2,3,... and note that for any z € A, since f,(z) = f( ), we can write f,(4,) =
f(4,). Hence, in view of (4.4),

If(z)| >M

for0 < |z| < ZOLH This means that lim,_,, f(z) = co, and since z = 0 is an essential

singularity, this is a contradiction. We are forced to conclude that the sequence {f,} as
defined is not normal in the annulus A, as desired. O

This leads us to an interesting extension of Picard’s great theorem due to Gaston
Julia (1893-1978) that he deduced from the preceding lemma.'?

4.19 Julia theorem. If z, is an essential singularity of an analytic function f(z), then
there exists at least one ray emanating from z, given by arg(z — z,) = a such that in
every sector a — € < arg(z — zy) < a + &, the function f(z) takes every complex value
infinitely often with at most one possible exception.

13 Lecons sur les fonctions uniformes a point singulier essential isolé, 104, Gauthier-Villars, Paris,
1924. While serving in the French army, Gaston Julia lost his nose in a serious World War I injury and
thereafter wore a patch over it. Nonetheless, he had a long productive life.
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Proof. As in the proof of Picard’s great theorem, we take the point z; to be the origin
andforn=1,2,3,..., define

he-£(£) “.5)

in a punctured disk D : {0 < |z| < r}. By the preceding lemma the sequence {f,} is
not normal at some point z’ € D and hence not normal in some sufficiently small disk
Dy : |z - Z'| < p ¢ D. We then form the family of disks

ZI

n:Z—z—n

<P n-123.

D >
om

so that f, (D) = f(D,,) by (4.5).

Suppose now that there are two values a,b € C such that it is not true that at
least one of them is taken in infinitely many disks D,; that is, there is a positive in-
teger N such that both a and b are not taken by the function f(z) in D,, for n > N or,
equivalently, that a and b are not attained by the functions f,, in D, for n > N. This
implies that the sequence {f,} is normal in D, by the fundamental normality test, and
this contradiction proves the theorem. O

The ray emanating from the essential singularity z, that passes through the point
Z' is known as the line (direction, ray) of Julia. The theorem has an interesting counter-
part for harmonic functions (Theorem 7.56) even without the presence of an essential
singularity.

4.20 Corollary.14 Iff (z) is a nonpolynomial entire function, then f (z) takes every complex
value infinitely often with at most one exception.

Indeed, suppose to the contrary that f(z) takes the values a, b, a # b, finitely many
times. Then for r > 0 sufficiently small, f(z) does not take the values a, b at all in
the complement of the disk D(0,1/r). Then the theorem implies that in the disk 0 <
|z| < r the function g(z) = f(1/z) cannot have an essential singularity at z = 0 by
Julia’s theorem. As a consequence, the Laurent series expansion for g(z) can have only
finitely many terms having negative powers of z. Since f(z) is entire, it reduces to a
polynomial, a contradiction, which establishes the result.

Another classical result, which can be established from the fundamental normal-
ity test, is the following:

4.21 Schottky theorem.” Suppose that f(z) is analytic in the disk |z| < R such that
f(z) # 0, f(z) # 1, and f(0) = a,. Then for each value A with 0 < A < 1, thereis a
constant M(ay,A) > 0 such that

14 E. Picard, Memoire sur les fonctions entiéres, Ann. Sci. Ecole Norm. Sup. (2) 9 (1880), 145-166.

15 Uber den Picardschen Satz und die Borelschen Ungleichungen, Sitz. der Preussischen Akad. der
Wiss. Berlin (1904), 1244-1263.
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If(2)| < M(ay,A)

for|z| < AR.

Proof. Consider the family of functions
G=1{8(2) =f(Rz) : z € U}

where U is the open unit disk. Then every function g € G omits 0 and 1, and hence g
is normal in U. Since g(0) = a, for each g € G, Corollary 4.8 implies that G is locally
bounded, that is, |g(z)] < M = M(ay,A) on any compact subset |z] < A < 1. As a
consequence, |f(z)| < M(ay,A) for |z| < AR, proving the theorem. O

More explicit bounds for Schottky’s theorem have been found over the years by
various authors.'®

We can apply the Schottky theorem to prove a theorem of E. Landau (1904)."

4.22 Landau theorem. For any two complex numbers ay,a, + O, there is a constant
M(ag, a;) > O such that if f(z) is analytic in |z| < R with f(0) = a, and f'(0) = a; and if
f(z) omits the values 0 and 1, then

R < M(agy,ay).

Proof. TakingA = % in Schottky’s theorem gives |[f(z)| < M(a,) in the disk |z| < R/2. In
view of the Cauchy integral formula,

1 ()
= — —d s
R J 24
[{1=R/2
so that
2M(ay)
la;| < R
In other words, R < 214) 45 desired. O

lay |
4.23 Corollary. For any two complex numbers ay, a; # 0, there is a constant M(ay, a;) >

0 such that for the family of all functions f (z) = ay + a;z + - - - that are analyticin |z| < R,
where R > M(ay, a,), f (z) must assume one of the values O or 1in |z| < R.

16 See J. A. Hempel, Precise bounds in the theorems of Schottky and Picard, J. Lond. Math. Soc. (2),
21 (1980), 279-286.
17 Uber eine Verallgemeinerung der Picardschen Satzes, Sitz. Kén. Preuss Akad. Wiss. Berlin 38
(1904), 1118-1133.
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4.24 Exercise. Show that for analytic functions f(z) = a, + a,z" + a,,,z"" +---asin
Landau’s theorem with a,, # 0,n > 1, we have

R< 2\",M—(a°).
la,]

Meromorphic functions

We study normal families of meromorphic functions in terms of the spherical metric.
Some new normality criteria will appear, such as Marty’s theorem, and some criteria
will be generalizations of what has already been encountered with analytic functions,
although the pivotal notion of local boundedness for a family of analytic functions is
now not so relevant.

4.25 Definition. A family 7 of meromorphic functions defined on a domain Q is nor-
mal in Q if from every sequence {f, } in F we can extract a subsequence that converges
uniformly on compact subsets of Q in the spherical metric.

The limit function is either meromorphic or identically co by Corollary 3.18. Now
it is required to show that this definition when applied to analytic functions coincides
with the previously given one, that is,

A sequence of analytic functions {f,} converges uniformly to a function f (which may be = o) on
compact subsets of a domain Q if an only if {f,} converges spherically uniformly to f on compact
subsets.

In fact, whenever the limit function is analytic, spherical uniform convergence is a
consequence of uniform convergence, and the converse also holds by Theorem 3.15
on any compact set. If f = co, then it is evident that

1

\1+lfn|2

gives the desired convergence. As a consequence, the two definitions of a normal
family coincide in the case of families of analytic functions, which is as it should
be.

X(fn’ 00) =

Equicontinuity

Normal families of meromorphic functions also have a very direct relation with the
notion of equicontinuity since the notion of local boundedness is not a factor.
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4.26 Theorem (A. Ostrowski).’® A family F of meromorphic functions defined on a do-
main Q is normal in Q if and only F is spherically equicontinuous on Q.

Proof. In view of the compactness of the Riemann sphere in the spherical metric
(why?), if the family F is equicontinuous, then the result follows via a proof directly
analogous to that of the Montel Theorem 4.4 since a key component of that proof was
the requirement of the equicontinuity of the family.

Conversely, suppose that F is a normal family in Q but not spherically equicontin-
uous. As a consequence, there exist a point z;, € Q, a sequence {z,,} in Q with z,, — z,,
and some € > 0 such that for some sequence {f,} € F,

X(fn(zn)>fn(20)) > & (46)

forn=1,2,3,.... As Fis normal, we can find a subsequence {f,, } that converges spher-
ically uniformly on compact subsets of Q. Just such a compact subset is the sequence
E = {z,} U {zy}, and by Theorem 3.16 the sequence {f,, } is spherically equicontinuous
on E. This contradicts (4.6), so that F is spherically equicontinuous on Q. O

Marty theorem

In the normal family theory of analytic functions, a key ingredient was the condition
of the functions themselves being local bounded. In the meromorphic setting, this
condition is replaced by the local boundedness of the spherical derivative discussed
in the previous chapter, which is equivalent to the spherical derivative being uniformly
bounded on compact subsets.

4.27 Marty theorem.” A family F of meromorphic functions defined on a domain Q is
normal if and only if for each compact subset K c Q, there exists a constant M = M(K)
such that

i @
&= rer ©

forallz e Kandf € F.

Proof. Assuming thatf*(z)is uniformly bounded on compact subsets, take some point
2y € Q and a closed disk 5(20, r) ¢ Q. For any point z € 5(20, r), consider a straight-
line path y from z, to z and note that the chordal distance between the points f(z)

18 Uber Folgen analytischer Funktionen und einige Verschirfungen des Picardschen Satzes, Math.
Zeit. 24 (1926), 215-258.

19 Recherches sur la repartition des valeurs d’une function méromorphe, Ann. Fac. Sci. Univ. Toulouse
23, (1931).
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and f(z) is less than or equal to the spherical length of f(y) on the Riemann sphere.
Mathematically,

X o) f(2)) < Jf#(()ld(l.

Y

By our assumption there is a constant M depending on our closed disk which yields

X(f(20).f(2)) < M|z - 2|

forallf € Fandz € D(zy, r). Therefore F is spherically equicontinuous in Q and hence
normal by Ostrowski’s theorem.

On the other hand, assuming that F is a normal family, suppose that for some
compact subset K in Q and sequence of points {z,} € K, we have a sequence of func-
tions {f,} in F such that ff (zy) — oo asn — co. We then extract a subsequence {f,, }
that converges spherically uniformly on K to some limit function f. Then by Theo-
rem 3.17, for each point z, € K, there is a closed disk L_)(zo, r) ¢ Q in which either
Ify, —fl = 0 or |]% - %l — 0 uniformly as k — co.

Considering the first case, since f is a bounded analytic function in D(zy, r), for
k sufficiently large, the functions f, are also analytic in D(zy,r). Hence by the Weier-
strass Theorem 1.27 the functions frfk — f* uniformly in D(zo,7), and since *is
bounded in D(zy,r), for k sufficiently large, the functions f,f; are bounded there as
well.

Similarly, in the second case, for | fnLk - %| — 0 as k — oo, we can apply the same

argument as above replacing f, by fi and f by % and noting that g* = (é)#. This
03

gives the same conclusion that the functions f,i for k sufficiently large are bounded in
D(z,,1).

Covering the compact set K with a finite number of disks in each of which the
functions ffk are bounded implies that the functions f,i are bounded on the compact
set K, which contradicts our assumption and thus proves the theorem. O

As a trivial consequence of Marty’s theorem, we remark that if a family F of an-
alytic functions has the property that the family of derivatives F' is locally bounded,
then F is a normal family.

We can also characterize normality as a local property.

4.28 Definition. A family of meromorphic functions F is normal at a point z, if F is
normal in some neighborhood of z.

4.29 Theorem. A family of meromorphic function is normal in a domain Q < C if and
only if it is normal at each of its points.
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Indeed, if the family is normal at each point of Q, then by Marty’s theorem and a
standard compactness argument the family is normal in Q, and the converse is obvi-
ous.

There is an obvious extension to the Riemann sphere. We say that a family of
meromorphic functions {f(z)} is normal at o if the corresponding family of functions
g(z) = f(1/z) is normal at z = 0. So, for example, the family {nz : n = 1,2,3,...}is
normal at co since the family {n/z : n=1,2,3,...} is normal at the origin.

Furthermore, for a domain Q on the Riemann sphere that contains the point
z = 00, a family is normal in Q if it is normal at z = co and normal in Q — {oo} in the
usual sense. Since {nz : n = 1,2,3,...} is normal in the domain {|z| > 1}, we can say
that the family is normal in Q = {|z| > 1} U {oo} on the Riemann sphere.

In other words, a family F of meromorphic functions is normal in a domain Q on the
Riemann sphere if an only if for every sequence of functions {f,} belonging to F, thereis a
subsequence that converges spherically uniformally on compact subsets of Q. Thus, for
example, the fundamental normality test is valid for domains on the Riemann sphere.

Regarding poles, something of interest can be said about them for a normal family
of meromorphic functions.

4.30 Theorem. Let F be a normal family of meromorphic functions in a domain Q such
that If (zg)| < mforallf € F. Then there is some r > 0 and disk D(zy,r) < Q, in which
every f € F is analytic.

Proof. Assuming that no such disk exists, there is a sequence of functions {f,} belong-
ing to F with poles at the points z, such that z,, — z; as n — co. By the normality of 7
there is a subsequence {f,, } that converges spherically uniformly on compact subsets
to a meromorphic function g. Since |g(z,)| < m, there is a disk D(zy,r) € Q in which
I8(z9)] £ M < oco. However, now we can choose k sufficiently large so that the poles
Zy € D(zy,r) and also If,lk (z) - g(z)| < 1for z € D(z,, ). It follows that

|fnk(z)| <1+M

for z € D(z,, ), a contradiction, establishing the result. O

Similarly, for a normal family of meromorphic functions such that

If(zg) —a| >p >0,

we have that f(z) — a = 0 has no roots in a neighborhood of z, for all functions f in the
family. In fact, the corresponding functions 1/(f(z) — a) satisfy the conditions of the
theorem.
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Bloch principle

The Bloch principle is in fact a heuristic principle dating back to a statement in the
1926 monograph?® of André Bloch (1893-1948):%! if P is a property that reduces an an-
alytic or meromorphic function defined in C to a constant, then a family of analytic or
meromorphic functions all possessing the property P in a domain Q will likely be a nor-
mal family in Q. For example, an entire function omitting two distinct values reduces
to a constant and a family of analytic functions on a domain Q each of which omits the
same two distinct values is also normal in Q by the fundamental normality test. There
are many such examples, but there are also some counterexamples, as we will see fur-
ther. Nevertheless, the idea is fascinating and has led some researchers to formalize
this notion.

In a 1973 address by Abraham Robinson,* he gave a formulation of the Bloch prin-
ciple and established it within the context of nonstandard analysis. An analytical ver-
sion was given by Lawrence Zalcman,23 which we present here.

4.31Zalcman lemma. Let F be a family of analytic (meromorphic) functions in U. Then
F is not normal in U if and only if there exist:

(1) anumberrwithO <r <1,

(ii) points z, with |z,| <1,

(iii) functions f, € F,

(iv) positive numbers p, — 0 asn — o,

such that

fazn +pp$) = 8() asn— oo 4.7)

spherically uniformally on compact subsets of C, where g({) is a nonconstant entire
(meromorphic) function in C.

Proof. Assume that F is not normal in U. Then by Marty’s Theorem 4.27 there is some
ro with O < ry < 1, a sequence of points z,’l in {|z|] < 1y}, and a sequence of functions
fn € F such that f,f' (z}) — coasn — co. By the continuity of the spherical derivative
in U we can define for ry < r < 1, where r is fixed,

20 Les fonctions holomorphes et méromorphes dans le circle unité, Gauthier-Villars, Paris, 1926.

21 André Bloch suffered severe injuries as a soldier during World War I and could not return to duties.
Subsequently, at a dinner party in 1917 he murdered his brother, uncle, and aunt. Bloch was assigned
to a lunatic asylum, where for the next 30 years, he quite contentedly worked on mathematics.

22 Metamathematical problems, J. Symbolic Logic, 38 (1973), 500-516.

23 A heuristic principle in complex function theory, Amer. Math. Monthly 82 (1975), 813-817.
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z
wogp{(o- o) (- e
which define the points z,. Since f# (z}) — co, it follows that M,, — co and hence
1 < Izn|2> 1
=—(1- = -0 (4.9)
M\ ) R

as n — oo. Rearranging this last expression, we obtain

P _r+|z,,|< 2
r—lz,  rM, M

n n

-0 (4.10)

asn — oo.
Next, consider the function

gn(() = fn(Zn +pn()

defined for |{] < (r—plznl) = R, with R, — oo as n — oo. Setting { = 0, we have

gh0) = pofi(zy) =1

for each nby (4.9). Our immediate aim is to show that the functions g,f (¢) are uniformly
bounded on compact subsets of C in order to apply Marty’s theorem. To this end, take
Il <R < R, so that |z, + p,{| <, and by (4.8)

PuMy vzl Tz
_ ol T v 4zl - ppR T |Z0] - PR
r

8h(Q) = pufit (2 +pl) <

as n — oo by (4.9) and by (4.10) applied respectively to the terms on the right.

Hence the spherical derivatives {gﬁ } are uniformly bounded on compact subsets,
so that by Marty’s theorem there exists a subsequence {g,, } that converges spherically
uniformly to a function g on compact subsets of C. Moreover,

g"(0) = lim g} (0) =1,
k—o00

implying that g is either a nonconstant entire or meromorphic function by Corol-
lary 3.18.

To prove the converse, suppose that all of the hypotheses are satisfied but F is
normal in U. Then for some positive constant M,

maxf 2 <M

|Z|<1+r

forall f € F by Marty’s theorem. Taking a point { € C satisfying |z, + p,{| < - 1” for all
n sufficiently large gives p,f¥(z, + pn{) < p,M. As a consequence, (4.7) imphes that
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g"(¢) = lim pofi(z, +pad) = 0.

It follows that g is identically constant since { was arbitrary, which contradicts our
assumption on g. We conclude that F is not a normal family in U, as desired. O

The notion of a normal family is very dependent on the domain the family is de-
fined on. For example, the family 7 = {nz : n =1,2,3,...} is not normal in the unit disk
U but is normal in the punctured disk {0 < |z| < 1}. So, to make the Bloch principle
rigorous in some sense, we must consider functions together with their domains and
distinguish between function elements (f, Q) and (f, Q') whenever Q # Q'.

Moreover, for a given property P, the notation (f, Q) € P means that the function
f has the property P on the domain Q. The following conditions stem from Robinson’s
formalization of the Bloch principle and strengthened by Zalcman.

4.32 Definition. A property P of analytic or meromorphic functions is called normal

with respect to a domain Q if it satisfies the following conditions:

(@ If{f,Q) e Pand Q' c Q, then (f,Q') € P;

(b) If(f,Q) € Pand t(z) = az + b, then (f o t, 1(Q)) € P;

(c) Let(f,,Q,) e PforQ, cQ,c... and C = |J;2; Q. Iff, — f uniformly (spherically
uniformly) on compact subsets of C, then (f, C) € P;

(d) If{f,C) € P, then f is identically constant.

The preceding considerations lead to a very expeditious test for normality and puts
the Bloch principle on a solid mathematical foundation.

4.33 Robinson-Zalcman principle. If a property P is normal with respect to a domain
Q, then the family of functions

F={f:{,Q) eP}

is normal in Q.

Proof. Since normality is a local property by Theorem 4.29, assuming that F is not a
normal family in Q, it would not be normal in some disk D ¢ Q and (f,D) € P by
property (a) for each f € F. In view of (ii), we may take D = U the open unit disk. We
now wish to apply the Zalcman lemma 4.31 to the nonnormal family F with respect to
U taking the same functions f, and parameters r, z,,, o,, R,,- Since R,, = ozl
n — oo, we may assume that it is an increasing sequence by possibly coﬁsidering a
subsequence. Thus the functions

— 00 as

gn(() = fn(zn +Pn()

of the lemma are defined on Q, : |{| < R,, so that for each n, since |z, + p,{| <1 < 1,
we have (g,, Q,) € P by property (b). Since g, — g uniformly on compact subsets of
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Cand J,2; Q, = C, {g,C) € P by (c). This means that g = constant by property (d), a
contradiction. This establishes that F is a normal in Q, concluding the proof. O

The R-Z principle has been extended in a number of different directions, but these
developments will not be pursued here. There are now several classical results that
become a simple routine to verify. One of the most significant is the following:

4.34 Fundamental normality test (Montel).* Let F be a family of analytic functions

defined on a domain Q such that there are two distinct fixed values a and b in C such
thatf(z) #+ aand f(z) # b for allf € F. Then F is a normal family in Q.

Indeed, let P be the property on a domain Q: f is either constant or omits the values
a and b. Conditions (a) and (b) are evident, and (c) is a consequence of the Hurwitz
theorem 1.28. Property (d) is just Picard’s first theorem, and therefore 7 = {f : (f,Q) €
P} is a normal family in Q.

The astute reader will have noticed that we used the FNT to prove Picard’s first
theorem! Fortunately, there are multiple proofs of both theorems that are independent
of each other, and the above proof is presented merely to illustrate one of them.? It
also illustrates the marvelous interconnectedness between the two notions. See Schiff
(1993) for four other proofs of the FNT.

4.35 Corollary. Let F be a family of meromorphic functions defined on a domain Q such
that there are three distinct fixed values a, b, and c in C such that f (z) + a, f(z) + b, and
f(z) # cforallf € F. Then F is a normal family in Q.

Indeed, the corresponding functions

_ (c-b)(fz)-a)
(c-a)(f(z) - b)

for each f € F form a family of analytic functions G that omits the values 0 and 1.
Then G is normal in the Euclidean metric and hence normal in the spherical metric,
and likewise for the family F.

g2)

4.36 Remark. By the same token the function g(z) shows that a nonconstant mero-
morphic function in C can omit at most two values by Picard’s first theorem.

The Robinson-Zalcman principle also allows generalizations of the fundamental
normality test. One such is due to Constantin Carathéodory (1873-1950), whose proof
is different from ours.?®

24 Sur les familles de fonctions analytique qui admettent des valeurs exceptionnelles dans un do-
maine, Ann. Ecole Norm. Sup. 29 (1912), 487-535.

25 In fact, one other proof of Picard’s first theorem was given in Chapter 3 via the elliptic modular
function.

26 Theory of Functions of a Complex Variable, vol. 11, Chelsea Publ. Co., New York, 1960, p. 202.
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4.37 Theorem. Let F be a family of meromorphic functions on a domain Q and sup-
pose that each f € F omits three distinct values ay, by, ¢y with min(y(ay, bf), X(bg, ¢p),
X(cs,ag)) = a > 0. Then F is a normal family in Q.

Proof. Define the property P: f omits three values ay, by, ¢; such that

min(x(ay, by), x(by, ), x (¢, ar)) = a > 0.

Clearly, properties (a) and (b) of the normal property definition are satisfied. Now, for
property (c), suppose that x(f,.f) — 0 asn — oo uniformly on compacts subsets of
Q and each f,, omits the points a,, b, ¢, satisfying min(y(a,, b,,), X(b,> C,)- X (Cp> @) =
a>0forn=1,23,....Clearly, we may assume that f is a nonconstant function since a
constant function obviously satisfies condition 7. By the compactness of the Riemann
sphere there is a convergent subsequence of {a,,}, say {a;}, such that y(a;, a) — 0. Con-
sidering the corresponding subsequence {b;} it also has a convergent subsequence,
say {b;}, such that y(b;,b) — 0 and y(a;,a) — 0. Taking the corresponding subse-
quence {¢;}, it has a convergent subsequence {c,,} with x(c,,c) — 0, x(b,,,b) — 0O,
and x(a,,,a) — 0, as well as x(f,,,f) — 0 as m — co. Moreover,

min(y (@, by)s X B> C)s X (€ @) = @ > 0

for each m, and by continuity, min(y(a, b),x(b, ¢),x(c,a)) > a > 0.

To show that the limit function f omits the values a, b, ¢, suppose on the contrary
that f(z,) = a. In the case a # co, we know by Theorem 3.17 that f(z) is analytic and
bounded in some closed disk ﬁ(zo, r), and, moreovet, f,, — a,, — f — a uniformly on
D(zy, ). Since f is nonconstant, Hurwitz’s theorem implies that for all m sufficiently
large, f,, — a,, has a zero in l_)(zo, r), which is a contradiction. On the other hand, if
a = oo, then ﬁ -1 uniformly in some l_)(zo, r), again producing a contradiction as
in the previous case. Similarly, f omits the values b and c, establishing property (c).
Finally, property (d) follows by Picard’s theorem (Remark 4.36), so that P is a nor-
mal property, and, consequently, F is a normal family in Q by the Robinson-Zalcman
principle.

A beautiful generalization of the fundamental normality test, which was origi-
nally obtained by Montel in a slightly weaker form, is the following association with
a key result from the Nevanlinna theory. O

4.38 Theorem. Let F be a family of meromorphic in a domain Q satisfying the following
conditions for each f € F: (i) all the zeros of f(z) have multiplicity > h, (ii) all the poles
have multiplicity > k, and (iii) all the zeros of f (z) — 1 have multiplicity > €. If

then F is normal in Q.
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Proof. The conditions on each f € F mean that conditions (a) and (b) are evident.
Condition (c) follows from the Hurwitz theorem in the case of the zeros and in the
case of the poles from Theorem 3.17, and (d) is a consequence of Corollary 3.37 in the
Nevanlinna theory. O

The formalized R-Z principle allows the following extension of Landau’s theorem
to meromorphic functions.

4.39 Theorem. Suppose that F is a family of meromorphic functions f (z) ina disk |z| < R
such that for complex numbers ay, a; + 0,

f@)=ap+az+---

in a neighborhood of the origin for each f € F. Assume that all the roots of the equation
f(z)-a,=0fora, € C have multiplicity m,(=2),v=12,...,q,and

i(l—%) > 2.

v=1 v
Then R < M(ay, a;, my, ..., my).

Proof. The last condition merely serves to make the family constant in regards to
the entire complex plane in order to invoke Corollary 3.33 and, subsequently, the
Robinson-Zalcman principle. O

Of course, the general Bloch principle as enunciated at the start of this section is
not always valid, and there are counterexamples where the conditions of the formal-
ized version are not met.

4.40 Example.” Consider the property P of analytic functions f such that

PN = (') -D)(f'2) - 2)(f'(2) - f(2))

omits the value zero.

If f(z) has property P on C, then by Picard’s first theorem f'(z) = a (constant)
implying f(z) = az + b. Since f'(z) - f(z) # O for all z € C, it follows that a = 0, and
therefore f(z) = constant.

On the other hand, we have seen that the family

F={fi@)=nz:zeU,n=3,4,5,...}

is not normal in U, butf,i(z) =n+12andf'(z)-f(z) =n-nz #+ Oforall z € U, that
is, each f,, € F has the property P in U, thus violating the general Bloch principle.

27 L. Rubel, Four counterexamples to Bloch’s Principle, Proc. Amer. Math. Soc. 98 (1986), 257-260.
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There is another useful formalization of the Bloch principle, also based on the
framework of Robinson developed by D. Minda,?® which will not be discussed here.

Normal and Bloch functions

4.41 Definition. A meromorphic function f(z) defined in U is called normal if
sup(1 - |z|2)f#(z) < 0o0.
zeU

The name in fact comes from the associated normal family

F(z) = f( 9ﬂ> (@.11)
1+az
0<6<2mlal <1
Indeed, for F(z) as in (4.11), and setting ¢(z) = (e 0 z+a Z%), we have

T+az

1= O @@)II¢' @) _ -
e - L@l (e@)

(1-21”)F*(z) =

by equation (5.6) in Chapter 5 applied to ¢(z). If f(z) is a normal function, then it fol-
lows that F*(z) is locally uniformly bounded, and hence the family of functions of
(4.11) is normal by Marty’s theorem.

Conversely, assuming that the family in (4.11) is normal, taking 6 = 0 implies that

F¥(0) = (1- |pO)]")F*(¢(0) = (1 - laP)f* (@),

la] < 1, and we conclude that f(z) is a normal function since F #(0) <M < coforall F,
again by Marty’s theorem.

Normal functions with such a constraint on the growth of the spherical derivative
naturally satisfy the corresponding growth constraint of their characteristic Ty(r, f).

4.42 Theorem. Iff(z) is a normal function in U, then for |z| = 1,

To(r,f)sCloglL O<r<1.

r2’

28 Another approach to Picard’s theorem and a unifying principle in geometric function theory, in
Current Topics in Analytic Function Theory, H. M. Srivastava, S. Owa (Eds.), World Sci. Publ. (1992),
186-200. See also Schiff (1993).
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Proof. We have

2
[f (Z)] —2)2,

so that
2n

|

S(r) =

r r
0 pdp , 7
E)[[f (pe®)]’pdpdo < 2¢ J e c

N

As a consequence,

2
To(r.f) = j S(t)dt < = log 1_1 5
0

as desired. O

4.43 Exercise.

(i) Prove that if F is a family of meromorphic functions in U that are normal at the
origin, then Ty (r,f) < Cfor 0 < r < Rand some R > 0.

(i) Show that if To(r,f) < Cfor 0 < r < R, then for 0 < ry < r, S(ry) is uniformly
bounded for all r, sufficiently small.

For an analytic function f(z) in U, replacing the spherical derivative in the definition
of a normal function with the ordinary derivative, namely

sup — Iz I (2)] < oo,

defines f(z) as a Bloch function. Clearly, Bloch functions are normal functions.



5 Hyperbolic geometry

Playfair Axiom

Historically, there was much uneasiness regarding Euclid’s 2,000-year-old fifth pos-
tulate, which was rephrased by Scottish mathematician John Playfair (1748-1819) into
the familiar:

Only one line can be drawn through a point that will be parallel to a given line.

However, there is no indication how this line can be drawn. This led some researchers
to scrap the fifth postulate altogether and replace it with something else (maintaining
the other four Euclidean postulates), the result being a new type of geometry:

Given a line L and a point not on the line, there is at least one straight line that passes through the
point that does not intersect L.

Bolyai/Lobachevsky

This was the approach initiated nearly simultaneously by two mathematicians, Janos
Bolyai! (1802-1860) and Nikolai Lobachevsky (1792-1856). One of these new non-
Euclidean geometries became known as hyperbolic geometry and is relevant to many
fields including complex networks, quantum chaos, biological materials, Riemannian
manifolds, and the theory of relativity, among others. In the words of the eminent
David Hilbert:

The most suggestive and notable achievement of the last century is the discovery of non-Euclidean
geometry.

It must be mentioned in this context that Carl Friedrich Gauss (1777-1855) preceded
both Bolyai and Lobachevsky in the discovery of this new geometry but did not publish
his results for fear of causing any controversy, and furthermore, for centuries, sailors
had been studying spherical geometry.

One of the beautiful features of two-dimensional hyperbolic geometry is that in
at least one model, we can do the entire geometry in the open unit disk U : |z| < 1.
Together with a particular metric, it is known as the “Poincaré disk model” named for
Henri Poincaré (1854-1912), another giant of modern science. The connection with a
‘hyperboloid’ in 3-dimensional space is discussed at the end of this chapter.

First, let us review some preliminaries.

1 The father of Janos Bolyai, Farkas, labored over many fruitless years trying to prove the parallel
postulate and also unsuccessfully tried to dissuade his son from considering it.

https://doi.org/10.1515/9783110757828-005
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5.1 Schwarz-Pick lemma. Let f(z) be analytic in U with |f(z)| < 1. Then for |a| < 1,

f@) -f@ ]| (5.1)
1-f@fz)|
and
F@ _ 1 652

1-f@P = 1-laf

with equality in both inequalities if and only if f (z) is a Mobius transformation from U
toU.

To establish the result recall that

&)—

is a conformal mapping with S(a) = 0. Thus we consider the Mébius transformation
T : U — U defined by

w - f(a)
I—MW’

so that T(f(a)) = 0. In addition, let { = S(z). Then the composition

T(w) =

FQQ)=(TofoS)):U—U

is analytic in U with F(0) = 0. The Schwarz lemma of Chapter 1 is now applicable, so
that

FOl < 1= || 5.3)
Moreover,
f2) - f(a)
FO|=T(f(2)| = |——=|,
FOI=IT0@) = | =

completing the proof of inequality (5.1).
For the second inequality (5.2), we use the fact that |[F'(0)| < 1. Then

-1
i TES )
h—0 h

it (h) - f(a) I
Ml F(f (S1(h))

It follows that

F'(0) = lim I%h)

where h = S(z) = 1



Bolyai/Lobachevsky

F'(0) = lim /& @ 270
- fla)f(z) 1-az
ipf@ - f@  1-a

=eozma - f(af(2)

s T
=f(a) T T@P
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and the result follows by taking absolute values. Note that equality holds in (5.3) if

and only if F({) = c{ with |c| = 1. As a consequence,

fz) = T‘l(c 12_';; )

is a Mobius transformation from U to U, establishing the remainder of the theorem.
An elementary consequence of the theorem leads to a growth estimate for the pre-

ceding Mébius function S(z) : U — U.

5.2 Corollary.” If f () is analytic in U with |f (z)| < 1, then

If(O)] + |z

F&l < o

Proof. First, note that fora,b € U,

a-»b

*_,_(-laP)a-bP)
1-ab

|1 - ab|?
_-laP)a-1b?) _ (al-1b)’
(1-lallbl? (1~ lallbh?’

so that

a-b
1-ab

lal - |b|
~ 1-|allbl’

In view of inequality (5.1) for a = 0 coupled with inequality (5.4),

[F&) - IfO) _ | f(2)-f(0)
1-fOIf@] ~ 11-f(0)f (2)

< |z|.

Solving this inequality for |[f(z)| gives the desired inequality.

(5.4)

2 E. Lindelof, Mémoire sur certaines inéqualités dans la théorie des fonctions monogénes et sur
quelques propriétés Nouvelles de ces fonctions dans le voisinage d’un point singulier essential, Acta

Sci. Fenn. 35 (7) (1909).



112 — 5 Hyperbolic geometry

5.3 Corollary. Fora,z € U,

zZ—-a (-laD(izl-1)
—|<e @D
1-az
Proof. From the preceding corollary with f(z) = <=, a brief calculation shows that

zoa|_leltlal _ (A-lahd-lz) , (A-lahd - lzD
1-az| ™ 1+|allz| 1+ |allz| 1+|z|
Then the inequality 1 - x < e™ for x > 0 establishes the result. O

An application of the preceding result can be found in Chapter 8 (Theorem 8.18).

Poincaré disk model

The mathematics of the Poincaré disk model D quite naturally arises from the follow-
ing considerations stemming from the Schwarz-Pick lemma 5.1.

Let w = f(z) be an analytic function in U with |[f(z)| < 1. Then inequality (5.2) for
|z| < 1 can expressed as

|dw/dz| 1
1-wp2 = 1-[z1¥

that is,

|dw| - |dz|
1-w? ™ 1-|z)*

Now for a curve C given by: z = z(t) in U,a < t < f3, we set

_ 2|dz|
1-|z2

as an element of hyperbolic arc length,* so that the hyperbolic length of C, denoted by
¢p(C), is given by

B
_ _ [ 2dzl [ 2120
w0 [ [ 2 [ 20

5.5
T 2P (5.5)
C

a

3 There is also the Beltrami-Klein model of hyperbolic geometry defined in the open unit disk but
this topic will not be pursued here.

4 Some authors do not have 2 in the numerator, but there are good reasons for having it there. The
two geometries are congruent.
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Suppose that w = f(z) is an analytic one-to-one and onto mapping of the disk onto
itself (i. e., f is a biholomorphism). Then for any curve C in U, by (5.2) we again have

2|aw| <J 2|dz|

tolf(0) = J Towe =) 1o = O

f(o

Considering the inverse function g = f ' and another application of the Schwarz-Pick
lemma implies that ¢,(C) < €, (f(C)), and so ¢(C) = ¢p(f(C)), and the hyperbolic
length is preserved (invariant). Moreover, we can write

If' )l 1

V@R~ 1-@&F (56)

that is,

2Adw|  2ldz|

1-|wpP  1-)z)*

Let us take a point a on the real axis, 0 < a < 1, so that the hyperbolic length of
the line segment L from O to a is

2dt 1+a
=log —

o) =) —p =lg iy

Ot—

Note that ¢,(L) — co as a — 1, so that |z| = 1 represents the points “at infinity” or
“ideal points” for the Poincaré disk.

Poincaré metric

In the preceding discussion, ds is the Poincaré metric, which induces a proper metric
between two points z;, z, of U and is given by

Pp(z1,2,) = inf{€(C) : Cjoins z, and z, in U}.
5.4 Exercise. Show that pp, satisfies the triangle inequality
Pp(21,22) < Pp(21,23) + P (23, 2).-

Now for any other curve C : z = z(t) in U,0 < t < a, connecting 0 and a, we write
2(t) = r(t)e®, so that |z(t)]> = [r(t)]?, and

20| = ([F O + 16 ©1)" = |F ©)].

Therefore by (5.5)
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mﬂandt>fzmd 1+a

(0> [ 2tz 0 0g 1 = tp(0),

0

-2 "l-a

and hence the straight-line segment L is a geodesic. The uniqueness of a geodesic will
be established in the half-plane model, which will imply the same for the Poincaré
disk model.

In the general case, for two arbitrary points z; and z, in U, we take the M&bius
transformation

i6 Z— 21

w=T(Z)=¢ 1 (5.7)

-2
where the angle § is a suitable rotation such that T(z,) = p lies on the positive real axis
in U. As T(z) is an analytic bijective mapping of U to itself, it preserves the hyperbolic
distance and hence preserves the geodesic lengths. Therefore the hyperbolic distance
between z; and z, is given explicitly by

1) 2d|w| 1+ | 222 z -z
w 1-z,z, -1|21~2% |5
21,25) = pp(0, T(z,)) = J = 2 =2tanh™ | ——=|> (5.8
P (21:22) = pp (0, T(2))) ] 1— wp 1 121;22 7z, (5.8)
4142

Furthermore, the inverse Mobius transformation z = T~ (w) maps circles to cir-
cles and preserves angles. Since the extended straight-line segment from 0 to f(z,) is
orthogonal to |z| = 1, it follows that the extended geodesic connecting the points z;
and z, is also orthogonal to |z| = 1 and is an arc of the circle (treating a straight line as
a particular case of a circle). See Figure 5.1.

Since the points at |z| = 1 are actually at “infinity,” note that any geodesics in U
do not actually “reach” |z| = 1. The geodesics in U play the role of straight lines, like
ordinary straight lines in the Euclidean plane.

Hyperbolic length/area

For a hyperbolic circle Cy representing all the points that are at a fixed (Euclidean)
radius R from the origin (see Figure 5.2), its circumference is given by its hyperbolic
length

2
2ldz| Jﬂwe 47R
Crs = - (Co) = - - ;
p = to(Ce) Jl—hF 1-R2 1-R2
Cr 0

5 tanh™' x = %log(}f—;).
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2N

Figure 5.1: In the Poincaré disk model for hyperbolic geometry “straight lines” are arcs of circles that
are perpendicular to the boundary at |z| = 1. Note that Euclid’s fifth postulate is violated as there
are infinitely many such “straight lines” passing through a given point p and not intersecting a given
line L. Courtesy Katy Metcalf.

/"

Figure 5.2: The Poincaré disk and interior circle Cg. Courtesy Katy Metcalf.

with Cp, > 2nR. As we have seen above, the hyperbolic radius of the circle is given by

1+R
R =log ——,
p = 108 1-R
and R, > R. Moreover, R = tanh(R/2).
Note that for fixed r,
ds — 2rd92 ’
1-r
or for fixed 0,
ds - 2dr
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so that the product of the two yields an area element

4
dA = mrdrde

Hence for the circle Cp, the hyperbolic enclosed area is
2n

Ap = |
0

_4
(1-r%)2

o

and therefore A, > 7R’
Combining this with (5.8) and z; = 0, z, = R, we can write

3

R
Cp = 27sinh Ry = 2n<R]D + 3—‘? +> ~ 2nRyp,

for small Ry, and likewise,®

. 2(Rp _ (R, Ry o2
Ap = 4msinh <7 =2m(coshRp - 1) =2n 7+F+~~ = iRy,

for small Ry, so that we obtain the usual formulas approximately for the circumfer-
ence and area of a hyperbolic circle (this is why the choice of 2 is made in defining the
hyperbolic arc length).

Madbius transformations
Another approach to hyperbolic geometry is via the group of Mbius transformations

az+b

5@ = cz+d

with ad - bc # 0.7 If we wish to map the unit circle |z| = 1 onto itself then z = 1/z and
S(z) =1/S(z), implying that S(z) can be written as
dz+¢C
S(z)==——=T(z) foralllz|]=1.
bz +a

sinh2< g > = %(COSh(X) - 1).

7 Recall from Chapter 1 that the associated matrices form the group GL(2, C).
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This means that the matrices associated with S and T differ by a complex nonzero
constant as mentioned in Chapter 1, that is,

(2a)-(52)

Comparing the coefficients a = nd, d = na, b = nc, and ¢ = nb, we find that 777 = 1.
Next, let us take the principal value of /17 and define

Since 1 = %, it follows that ¢ = /7 and d = a7, implying

(¢a)-alsz)

We conclude that the Mébius transformation S(z) takes the form

_az+b az+p
S cz+d Pria

S(2) (5.9)

for |al® - Iﬁl2 # O and |z| < 1. Since 1 > |S(0)| = |B/al, we have la)® > Iﬁlz. Thus we
lose nothing by considering the normalized subgroup of Mobius transformations of
the form (5.9) for which |a|* - |8]* = 1.
Direct calculation (exercise) shows that for any w = S(z),
IS 2)| 1

T S@P 1~ P 610

as in (5.6) (without the intervention of the Schwarz—Pick lemma), and so the hyper-
bolic lengths are preserved.
Next, observe that for w = S(2), as in (5.9),

Z1—Z
S(z)-S(z)) = ——L 2
! 2 Bz + 0Bz, + @)
and
! 1
S'z) = ——.
@) (Bz + a)?

Immediately from the two previous expressions we see that

(S(z)) - $(z,))* = §'(2))S (z))(z, - 20)*- (5.11)
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In view of the hyperbolic invariance of S(z) (eq. (5.10)),

" _le< 18" (z) )( 1S'(z)) >: 121 - 2"
VIS ISERP N1 1SR ) A= 17D A - 1z

and applying equality (5.11) to the above, we obtain

IS@) -S@)P ;i -zl
(1-15@)PA - 18P — 1~ 1zA)1 - IzP)’

demonstrating the invariance of the quantity on the right-hand side under the trans-
formation S(z).

Now for any points z;,z, € U, take the M6bius transformation S(z) as in (5.9) with
B = —az;, so that S(z;) = 0 and

_@a)(z-2z)  yz-2z)
1-ziz  1-zz~

where |y| = 1. Finally, we take a rotation by y = % so that S (z;) = pis a point on the
positive real axis in U and note that this is just the Mobius transformation (5.7).
Since we have already determined by (5.8) that p = tanh %p]D(O, p), we obtain an-
other relation between Euclidean and hyperbolic distances:
|z - 2, ? Pz

1
= = si h2<_ > >.
1-1zPA-1z) 1-p? st 2p]D(Zl %)

Again, since sinhz(’i‘) = %(coshx - 1), we have another formulation for the hyperbolic
distance between two points z;,z, € U:

(5.12)

2z -z, >

(21,2,) = cosh_1<l +
Potar2 -z 1P

Needless to say, there is a comprehensive hyperbolic trigonometry as in the Eu-
clidean case.®
Given the notation in Figure 5.3, we have

Hyperbolic law of sines

sina _ sinff _ siny
sinha sinhb sinhc’

First hyperbolic law of cosines’

cosh ¢ = cosh a cosh b — sinh asinh b cosy;

8 See for example, Anderson (2005).

9 There is no version of this in Euclidean geometry.
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Figure 5.3: A hyperbolic triangle in the Poincaré disk whose sides have hyperbolic lengths a, b, ¢
and opposing angles a, 3, y, respectively. Courtesy Katy Metcalf.

Second hyperbolic law of cosines

cosacosf§ + cosy

coshc = ; :
sinasinf§

Taking y = %, we have by the first hyperbolic law of cosines
cosh ¢ = coshacosh b,

which is the hyperbolic Pythagorean theorem: for if our triangle is very small, then we
have the approximation

& +e* x?
=1+ —=,
2

coshx =

so that the hyperbolic Pythagorean theorem expression now reads

2 2 2
1+C—:<1+a—>(1+b—>,
2 2 2

that is, ¢ = @ + b%, as we expect.

Half-plane model

Another model of hyperbolic geometry can be constructed in the upper half-plane:
H = {z:Im(z) =y > 0}

with boundary 0H = {z = x +iy : y = 0} U {oco}.
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Taking the Mobius transformation ¢ : H — U given by

w=¢(z) = ZZ+.1,

Z+1

we have z = ¢f1(w) = % Observe that under ¢(z), the real axis is mapped onto
|[w| = 1, and the upper half-plane is mapped conformally to the interior of the unit disk
with the positive imaginary axis mapped to the diameter from —i to i. The distance in
H is defined by

Pu(z1,25) = pp(P(z1), P(2,)).
The arc length element in H obtained from that in the Poincaré disk is

_ ldw]

= Tmw)’ (5.13)

¢
—
/72(\
X-axis
\_/
4)—/

Figure 5.4: The action of the conformal mapping ¢ : H — U given in the text. The real axis is mapped
to the boundary |w| = 1. Courtesy Katy Metcalf.

2|dz|

5.5 Exercise. Fromds = ==

derive equation (5.13).

and the conformal mapping ¢ : H — U as in the text,

Then the hyperbolic length of a curve y(t) : a < t < bin H is given by

b
ly' @) J 219" (y(®)y' (0]

b
e - | - | e 4 - 0

Im(y(t))

a

and vice-versa, for a curve y in the Poincaré disk, £,(y) = €5(¢ " (y)), so that geodesics
are mapped to geodesics.

5.6 Example. For theline (t) = k +it, a < t < b, we have

b

dt b

€]H()l) = J T = lOg a
a
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Note that if y(¢) = x(¢) +iy(t) : O < t < 1is any curve joining the points k + ia and k + ib,
then

1 1
(WOl (YO, b
Cu(y) = j o2 j =108 7 =t (A,

0 0

showing that the straight-line segment A(t) is a geodesic. Observe that we only have
equality in the above calculation when x/(t) = 0, that is, when x(¢t) is constant (= k)
and [y'(£)| = y'(t) > 0. In this instance the curve y(t) exactly coincides with A(t), prov-
ing that the straight-line segment is the unique geodesic from the point k + ia to the
point k + ib.

Other geodesics are arcs of semicircles meeting the x-axis at right angles since the
conformal mapping ¢ : U — H above maps the geodesics of U to geodesics of H (see
the corollary below) as in Figure 5.4; see Figure 5.5 for ideal triangles in both models.

We know by Proposition 1.40 that any Mobius transformation from the upper half-
plane to itself can be written as T(z) = %22 with a,b,c,d € R, ad - bc = 1. We will

cz+d
denote all such transformations by M6b(IH).

5.7 Proposition. For any curvey in H, its length ¢y (y) is invariant under any transfor-
mation T € M6b(H), that is, y;(y) = € (T o y).

Proof. Letting y(t) : a <t < band T € Mob(IH), by the chain rule we have

[Ty o)
TV = | nTe 0
T @)Y O

mT oy

N N

)

Figure 5.5: (L) An ideal triangle in the Poincaré disk (all the vertices meet on the boundary) and (R)
one in the hyperbolic half-plane with one vertex at co. Courtesy Katy Metcalf.
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ly O ley(®) +dJ?
lcy(t) +d> Im(y(t))

establishing the result. O
5.8 Corollary. Any T € M6b(IH) is an isometry.

In fact, if y is a curve joining z; to z,, then T oy is a curve from T(z;) to T(z,). Since
¢ (T o y) = ey(y) by the proposition, taking the infimum over all curves joining z; to
z, shows that py (2, 2,) = pp(T(2), T(2)).

As a consequence, any geodesic in H must be unique. For if y is any geodesic in
H joining the points z; and z,, we can find an isometry T € Mob(IH) that maps y to the
straight-line geodesic A from ia to ib. If there were some other geodesic y’ in H joining
the points z; and z, with the same hyperbolic length as y, then T would map y’ to some
curve A’ also connecting the points ia to ib. However,

eyA) = ey(y) = e]H()”) = e]H(A’))

and the uniqueness of the geodesic A means that A’ = A, implying thaty’ = y, and this
contradiction means that the geodesic y is unique.

Since geodesics in the half-plane model correspond to geodesics in the Poincaré
disk model, it follows that geodesics in the latter are also unique.

The analogue to expression (5.12) in the half-plane model is the following:

5.9 Theorem. Forz;,z, € H,

_ -1 |z - Zz|2 )
Pu(21,2,) = cosh <1 + T Tonta Im(z)Im(z,) ) (5.14)

Proof. Taking z; = ia, z, = ib (a < b), in view of Example 5.6, we have

cosh(py(zy,2,)) = a+b’ _a’-2ab+b’ 2ab _ ~ lia-ib?
HWDL=27 ™ "2ap — 2ab 2ab~ ~ 2Im(ia) Im(ib)’

which is the desired formulation for the geodesic joining the points ia and ib.
By the preceding corollary any T € MOb(HH) is an isometry, and we claim that the

2
121-2|

iz Imzy) 15 also invariant under the transformation T. To this end,

expression 1 +
note that

2
az;+b az+b| PASPAL

2
T(z) - T(z)| = - -
IT@) - Tz)| czi+d  cz+d lczy +d|?|cz, + dJ?
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Im(z;)

and Im(T(z}-)) =iz +d|2,] =1,2. As a consequence,

IT(z)) - T(z,)I? |z, - 2,

Im(T(z,)) Im(T(z;)) - Im(z,) Im(z,)’

providing the desired invariance. To complete the proof, we choose T € M6b(IH) that
maps the points z;, z, to the points ia, ib, respectively, establishing formula (5.14). O

Regarding the area of a domain D in H (z = x + iy), an area element is ds’ = d’y‘dy

so that

Ag (D) = ” dxdy
D

whenever the integral exists.
Like the hyperbolic length, the hyperbolic area Ay (D) of a domain D in H is in-
variant under all T € M6b(H).

5.10 Theorem. For all T € M6b(H),
Ay(T(D)) = A(D).

Proof. Let

az+b

w=ulxy) +ivix,y)=T(z) = d

Then by the Cauchy-Riemann equations

2
ouov ouov ou ov
dudy = (a—@ - ay aX)dxdy = <(&> + <ax> )dxdy

2 2 2

dxdy = |§ T(z) dxdy

dxdy = I dZT(z

= ‘&(uﬂv)

= ———dxdy.
lcz + d|* xay

Now v = Im(T(2)) = —5, which means that we now have

|cz+d|

A (T(D)) = ” dL;zdv _ J’J’ lz+d* 1 dxdy
D

2 4
cz+d
ity v |

- @ ~ Ay (D),
D

establishing the desired invariance. O
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D

Figure 5.6: The hyperbolic triangle A after the Mdbius transformation having one vertex at co and
one side part of the unit circle. Courtesy Katy Metcalf.

Gauss—Bonnet formula

We are now in a position to prove one of the cornerstones of hyperbolic geometry, the
celebrated Gauss—Bonnet formula.

5.11 Gauss—Bonnet formula. IfA is a hyperbolic triangle in H with angles a, B, y, then
its hyperbolic area is given by

AyQ)=m - (a+B+Y).

Proof. We first consider the case where A has at least one vertex lying on 0H. Then
there is a Mobius transformation that maps this vertex to the point co, with one side
a circle and the other two sides parallel lines, preserving both the area and angles of
the initial hyperbolic triangle. Then by a translation T;(z) = z + b and a magnification
T,(z) = kz we can assume that one side of A is an arc of the unit circle as in Figure 5.6.
It follows that b oo
Ag(A) = J j )%dydx,

a
1-x?

so that by the substitution x = cos 8

b
AgA) = J ﬁdx =m—(a+p).

In the case where A has no vertex on the real axis, we take another Mébius trans-
formation to make one side AC a segment of the infinite vertical line as in Figure 5.7.
Therefore from the preceding case we have

A (D) = Ay (ABoo) — Ay (CBoo) = — (a+ B+ ') - (m— [(m - y) + B'])
=m—(a+f+y),

establishing the formula. O
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B

Figure 5.7: The area of the hyperbolic triangle A is the difference of the areas of ABco and CBco.
Courtesy Katy Metcalf.

Therefore all hyperbolic triangles having the same interior angles have the same hy-
perbolic area. For example, in the tessellation of the Poincaré disk of Figure 5.8, each
hyperbolic triangle has angles g, g, and %, and therefore all have the same hyperbolic
area although their Euclidean areas are shrinking to zero as they approach |z| = 1. The
maximum hyperbolic triangle area is obviously 7 when @ = f = y = 0 radians, which
occurs in the case of an ideal triangle as in Figure 5.5.

Figure 5.8: A tessellation of the Poincaré disk by hyperbolic triangles that each meet at vertices of 6,
6, and 8 triangles. The corresponding angles of each hyperbolic triangle are therefore: 60°, 60°, and
45°, respectively, and as a consequence, all have the same hyperbolic area by the Gauss—Bonnet
formula. Moreover, the sum of the interior angles of each hyperbolic triangle is 165° compared to
180° for a Euclidean triangle. The well-known Dutch artist M. C. Escher was duly inspired to capture
the essence of infinity incorporating the ideas of hyperbolic geometry. Image public domain.
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Hyperbolic geometry plays a significant role in Minkowski spacetime as part of the
theory of relativity, and below we provide a brief general discussion as to how it all
relates to actual hyperbolas.

Minkowski spacetime
Let us consider the hyperboloid of two sheets (Figure 5.9) but considering only the top
surface whose points (x, y, z) satisfy the equation'®

x2+y2—22=—1 forz > 1.

We take the unit disk in the xy-plane with the hyperboloid surface directly above it
as in Figure 5.10. Each point on the surface of the hyperboloid can be projected down-
ward into this disk by taking a Euclidean straight line from the point on the hyperbola
and connecting it to the point (0, 0, -1). This line intersects the xy-plane at a unique
point in the disk. Thus we have a representation of the surface points of the hyper-
boloid inside the unit disk, which allows the geometry on the hyperboloid to be trans-
ferred into the disk.

Figure 5.9: The hyperboloid of two sheets with the top surface the one under consideration. Cour-
tesy Katy Metcalf.

10 The two-sheeted hyperboloid can also be defined by —x? — y? + z? = 1, resulting in the same two
surfaces.
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(0,0-1)

Figure 5.10: A plane passing through two points p and g on the hyperboloid and the origin deter-
mining a hyperbolic straight line (geodesic, gray curve) on the hyperboloid. Its counterpart in the
Poincaré disk is the circular gray geodesic obtained by the projection discussed in the text. Courtesy
Katy Metcalf.

Given two points p, g on the hyperboloid of Figure 5.10, there is a geodesic (gray) con-
necting the two points on the hyperboloid, represented by the points of intersection
of a plane passing through those two points and the origin at (0, 0, 0). Under the pre-
ceding correspondence, a geodesic on the hyperbola corresponds to a geodesic in the
Poincaré disk, also in gray. It is clear that as a point on the hyperboloid moves further
away from the point (0, 0, 1), the corresponding point in the Poincare disk moves out
to the boundary points representing infinity.

If we adjoin a time coordinate to our three spatial coordinates, x = (x,y, z, t), then
we now have a point (vector) in a four-dimensional (Euclidean) space. We wish to cou-
ple this space with a so-called indefinite metric in a somewhat analogous manner to
that of Euclidean distance. For an increment (dx, dy, dz, dt), we define an “arc length”
by

ds? = dx* + dy2 +dz* - dt’. (5.15)

The geometry is called pseudo-Euclidean in view of the minus sign in this expression.

The four-dimensional space with this arc length is the Minkowski spacetime M, which

is a suitable four-dimensional framework for Einstein’s theory of special relativity.!!
Next, let H be the set of all vectors x = (x,y, z, t) that satisfy the equation

X+ y2 e (5.16)

11 Equations such as (5.15) and (5.16) normally involve the velocity of light ¢ in the context of special
relativity, but we can set ¢ = 1 for convenience.
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The hyperboloid # is a three-dimensional “surface” (that is, a three-dimensional sub-
manifold) inside M that inherits an arc length from (5.15) and is the three-dimensional
analogue of the Poincaré metric described in this chapter.

This framework is indeed a “hyperbolic space” in the sense that by dropping one
of the space coordinates, say z, the surface defined by equation (5.16) satisfies

x2+y2—t2=—1,

which is just a hyperboloid of two sheets as defined above. The direct connection with
the Poincaré metric on the unit disk is that for the hyperboloid (t > 0) with Minkowski
metric given by

ds® = dx® + dy2 —dt?,
there is an isometry with the unit disk possessing the Poincaré metric

dx® + dy?

ds? =4— "=
S (1_X2_y2)2



6 Univalent functions

As mentioned in Chapter 1, one-to-one analytic functions are also known as univalent.
The terminology slightly varies, and often the term “analytic univalent” is used.

Area Theorem

For a univalent function f(z) on the unit disk U : |z| < 1, the following result gives the
area of the image.

6.1 Theorem. If f(z) is an analytic univalent function in U : |z| < 1 with Taylor series
expansion f(z) = Y2 c,z", then the area of the image f(U) = Q is given by

O 2
AQ)=m Z nlc,|”.
n=1

Proof. We have f = u + iv and note that the Jacobian of the transformation is given by
Jx,y) = u)z( + v)z(, so that by calculus we have

AQ) = ”(u +v )dxdy =

2n
J I (re®)|’rdrd6.!
U 0

O'"—n-n

Therefore

m=1

12
AQ) = J J(Z nc,r" e 1)9>< Y mﬁrm"le"i(m_l)‘g)rdrde.
00

Now we need a simple fact that

2n

Jeikedez 0 k#0
2n k=0.

Then, by the uniform convergence of the power series in question,

1
AQ) = jZH z n’lc, |’r ldr = Z nlc,%
0 n=1

n=1

as desired. O

1 Note that A(Q) = Dy (f), the Dirichlet integral of f over U discussed in the next chapter.

https://doi.org/10.1515/9783110757828-006
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Denoting U, : |z| < r < 1, from the preceding proof we can glean that

Area(f(U,)) = n Z nlc,|r’™ > nrsz'(O)|2.
n=1

Length-area relations

Considering the closed disk U, : |z| < r < 1, the length of the image of the boundary
f(lz| = r) is given by

2
L(r) = J If'@)|Idz] = J|f’(rei9)|rd0,
0

lz|=r

and the Area(f(U,)) = A(r) is
2t r
A(r) = J j|f’(pe19)|2pdpd9 < 0.
00

An application of the Cauchy integral formula gives

! 1 i
If'(0)| < o J I’ (re'®)|rd6,

|z|=r

that is, L(r) > 2mr|f'(0)|. Observe that L>(r) > 4m°r?|f'(0)]> and also 47A(r) >
4°r?|f'(0)|? by the area theorem. This seems to suggest some close connection be-
tween the length L(r) and area A(r) of the enclosed figure. What we are hovering
around, here is of course the isoperimetric inequality: for any given fixed length L of a
curve, the enclosed planar area A satisfies

L* > 47A

with equality only for a circle. This inequality has been known since ancient times and
is fundamental to the way the world works. It means that the largest enclosed planar
area for a given circumference is that of a circle. Various proofs have been given over
the years, and it is very important in mathematics and physics.

2 T. Carleman showed that if f(z) is analytic in |z| < 1 but {f(z) : |z| < 1} is not necessarily a simply

covered image, then
2

4n zjnjly'(pew)fpdpde < <2ﬂf'(ef9)|de> :

0



Length-area relations =— 131

Using this result, let us consider an annulus A : ry < r < r, and let Q be its image
under a univalent analytic function f(z). Taking L(r) and A(r) as above and differenti-
ating the latter with respect to r we have

2
Al(r) = J|f’(rei9)|2rd9,
0

and an application of the Cauchy-Schwarz inequality to L(r) yields

2
L2(r) < 27r j|f’(rei9)|2rd9,
0

which gives us
4mA(r) < L(r) < 27rA' ().

It follows that forry <r < ry,

!
2 < A (r))
r A(r)
and integrating from rj tory,
r? A(ry)

log L <lo ;
87 =% Ay

in other words,

nrf - A(ry)

o A(rg)’

This means that in terms of doubly connected domains Q bounded by an inner contour
C, and outer contour C;, we have the following:

6.2 Theorem. Among all doubly connected domains conformally equivalent to A, the
minimum ratio of the respective areas is attained by the circular annulus.?

Zur Theorie der Minimalfldchen, Math. Zeit. 9 (1921), 154-160.
Exercise: Verify the inequality for f(z) = z", n = 2,3,4,....

3 This proof is from G. Szegd, Uber einige Extremalaufgaben der Potentialtheorie, Math. Zeit. 31
(1930), 583-593, although the original result is due to Carleman (1918).
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Schlicht class S

To treat univalent functions in a systematic fashion, let us consider the following fam-
ily of functionson U : |z| < 1:

S = {f(z) univalent in U : f(0) = 0,f'(0) = 1}.

This is the family of “schlicht” functions, meaning “simple” in German. Note that if
g(z) is univalent in U (hence g’ (z) # 0), then we can define

8(z) -g(0)
g'(0)
so that f € S. Therefore studying functions of S is equivalent to studying all univalent

functions on any simply connected D ¢ C, since any such domain D is conformally
equivalent to U by the Riemann mapping theorem (Chapter 4).

>

f(z) =

Koebe function

The study of schlicht functions was begun by German mathematician Paul Koebe
(1882-1945). If U, = {lz| < 1/4}, the Koebe 1/4 theorem (proved in the sequel) states
that

Uy € ﬂ f(U),

feS

that is, a disk of radius % (centered at the origin) is contained in the images of the unit
disk by all mappings f € S. Koebe also showed that the radius % is the best possible
by noting that the (Koebe) function

z

K=

belongs to S and maps U onto the exterior of the line x < —1/4.4 Thus in some sense,
the Koebe function has the largest possible range.

There are growth constraints on schlicht functions, and again we will find k(z)
maximal.

For example, if z = eie, then

r
k(@) = 1-2rcos@ +r?’

so that

2
4 This is easily seen as k(z) = %[(“—Z) - 1], by unwinding the mappings with { = 12 "which maps

1-z 1-z°

the unit disk to the right half-plane.
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max|k(z)| =
lzl<r

_r
1-n*

and therefore by Theorem 6.9(a) in the sequel the Koebe function attains the maximum
modulus of all functions belonging to S.
Every f € S has a Taylor series expansion

f(z)=z+azzz+a3z3+~-~,

and computing the Taylor series for the Koebe function, we have

(oe)
k(z)=ZnZ"=z+222+3Z3+--~.

n=1

The rotated Koebe function is given by

z S no
k -~ n-1_n
a(z) (1—&2)2 nglna Z

for |a| = 1.

Bieberbach conjecture

The question then naturally arises as to whether the Taylor series coefficients of k(z)
are maximal? Ludwig Bieberbach (1886-1982) showed that |a,| < 2 and conjectured®
that |a,| < n,n = 1,2,3,..., forall f € S. The general case has a long and colorful
history discussed in the sequel. However, there is one case that we can prove without
difficulty. See also the discussion regarding a continuous functional in Chapter 7.

Typically real functions

6.3 Definition. An analytic function f(z) in U is called typically real® if f(z) is real on
the real axis and only there.

6.4 Theorem. Iff € Sis a typically real function, then |a,| < nfor=1,2,3,....
Proof. Since f is typically real, its Maclaurin series must have real coefficients. Setting

f(z) =32 a,z" and f = u + iv, we have

) 00
v(re®) = Y a,r" sinnd.
n=1

5 Uber die Koeffizienten derjenigen Potenzreihen, welche eine schlichte Abbildung des Einheit-
skreises vermitteln, Sitzung. Preuss. Akad. Wissen. (1916), 940-955.

6 Typically real functions were introduced by Rogosinski (1931).



134 — 6 Univalent functions

Note that for 0 < 0 < m, v(reie) does not change sign, for if it did at some point in
the upper half-disk, then we would have f = u at that point, which is not possible.
Therefore, for0 <r <1,

n
Jv(reie) sin 6d6‘ = nlayr| = nr
0

2 2n
|a,r"| = - <—

n
J v(re®®) sin nfdo
0

since | sin nf| < n|sin 6|. Letting r — 1implies that |a,,| < n. O

Historical attempts

Returning to the general case, it was shown by Karl Lowner (1923)’ that las| < 3 by
introducing his Lowner differential equation. By a different approach J. E. Littlewood
(1925) showed that for allf € S, |a,| <en,n=1,2,3,....

Littlewood established the following integral mean inequality for f € S,0 <r < 1:

1 2n

i0 r

P J freDldd < 15
0

which implies (exercise)
la,l <n-e.
In the meantime, others demonstrated that |a,| < 4 (Garabedian and Schiffer
1955), |ag| < 6 (Pederson 1968; Ozawa 1969), and |as| < 5 (Pederson and Schiffer 1972).
Subsequently, FitzGerald (1972) showed that

la,| < v7/6n =1.081n.

Carrying on from the approach of Littlewood, Albert Baernstein (1974) showed an
improved estimate for the integral mean,®

7 Untersuchungen iiber schlichte konforme Abbildungen des Einheitskreises, I, Math. Ann. 89 (1923),
103-121.

8 What Baernstein actually showed was:
21

2
o ) e < o [|x(re”)f a0
0 0

for 0 < p < oo, but we only need the result for p = 1. Cf. Integral means, univalent functions and
circular symmetrization, Acta Math. 133 (1974), 139-169.
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1 2 1 2n 1 2n

i i0 r r
—_— —_— k = —_— = s
2 JLf(re )|do < 2 Jl (re®)ldo 21 6[ 1—2rc059+r2d9 1-r2

0 0
with the last equality trivially deduced later in (7.5). As a consequence, for 0 < r < 1,

2

2
1 1 i 1
< 5 [ D5tidet = o [Ir0e)la0 = i = pin
0 0

2m ) |z (1 -r?

Setting y'(r) = 0, we find that

n-1
n+1

Tmin =

and hence we arrive at

n-1
n+1\/n+1\?
lp(rmin):<T><m> .
Setting m = n - 1, we can write

nl m/2

<n+1>2 < 2) <m+1>
—_— =({1+— < e,

n-1 m m+2

where the last inequality is left as an exercise. As a consequence, forn =2,3,4,...,

] < Plri) < <n7+1><#>e _ <§>n ~136n.

De Branges

Finally, Louis de Branges in 1985, using a variation of the Léwner method demon-
strated the validity of the Bieberbach conjecture. A special international symposium
was held in 1985 at Purdue University to celebrate this great achievement.

However, the proof has a story of its own. In the Spring of 1984, de Branges dis-
tributed a manuscript to more than a dozen experts in the field claiming to contain a
proof of the Bieberbach conjecture. “To my disappointment every one of them wrote
back giving me a good reason why he could not check the proof at that time.” To be
fair, the original manuscript was very lengthy, and de Branges was not considered
an expert in the field. Luckily, de Branges was scheduled for an exchange visit to the
Steklov Institute in Leningrad (St Petersburg).

There he gave a series of seminars, and, finally, the proof was verified and simpli-
fied. In the words of I. M. Milin: “Professor L. de Branges arrived at Leningrad at the
end of April. By the end of May the participants of the seminar were convinced that
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L. de Branges had indeed proved the conjecture, and we congratulated him on this
great achievement.” De Branges had actually proven the Milin conjecture, which in
turn implied the Robertson conjecture, which implied the Bieberbach conjecture. The
original proof of de Branges was reformulated and simplified by I. M. Milin and others
in attendance at the Steklov seminars.’

Robertson conjecture

Briefly, the Robertson conjecture is concerned with the class of odd analytic functions
S of the form

f(z) = \f(z?) = Z by 12 = bz + b32 + bez’ + - (6.1)
k=1

2
44 ~)1/ , we have taken the

for f € Sand b, = 1, where for \[f(22) = z(1 + a2 + a5z
analytic branch of the latter square root having the value 1 at z = 0. Then f(0) = 0,

f(0) = 1, and if f (z;) = f(2,), and thus f(2?) = f(z2), then z; = +2,. If 2 = —z,, then
fz) =f(-2) = f (&) = f @),

which means thatf(zl) =0. Sincef(z) =z(1+ b322 + bsz4 +--+), we obtainz, =z, =0,
and hence f is univalent and belongs to S.

To relate the coefficients of any f € Stoits corresponding f € S, abit of calculation
shows that!°

n
an = Z ba-1by(n-kyr1 = Prban-1 + b3byn2)41 + -+ + byn_1by
k=1
and b; = 1. Then by the Cauchy-Schwarz inequality we find that!!

n
2 2 2 2
|an|SZ|b2k—1| =1+ |bs|” +1bs|" + -+ + |y 4
k=1

And, specifically, |a,| < 1+ |b3|2 and |as] < 1+ |b3|2 + |b5|2. Since it was known that
|bs| < 1, this immediately gives |a,| < 2.

9 The proof can be found in de Branges, L., A proof of the Bieberbach conjecture, Acta Math. 154
(1985), 137-152.
10 For example,
(blz + b3z3 + b525 +-- ~)(blz + b3z3 + b525 + - ) :f(zz) =2+ azz4 + a326 e
gives a; = b;bs + b3bs + bsby, and so forth as above.

11 Again by Cauchy-Schwarz
las|* = |bybs + bsbs + bsby|* < (Ibyl + Ibs|” + 1bs|*)(Ibs|* + bs[* + by ).
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A conjecture by M. S. Robertson (1936)* claims that for all functions f €S,

n
Y byl sn n=234,...
k=1

(b; = 1), with equality only for rotations of the Koebe function. Robertson proved that
|b3|2 + |b5|2 < 2, thatis, |a;| < 3. Only much later, in 1970, a proof of the Robertson con-
jecture for n = 4 was given by S. Friedland. Clearly, a proof of the Robertson conjecture
would imply that of the Bieberbach conjecture.

Milin conjecture

We next consider the Milin conjecture, which concerns the “logarithmic coefficients”
of the function

log@ =2 OZO: 2" (6.2)
n=1

for f € S and |z] < 1. Here we take the analytic branch of f(z)/z that vanishes at
the origin. The inequality due to Lebedev and Milin showed the relationship between
coefficients of (6.1) and (6.2):

n+1 ) 1 n m ) 1
kZ::l|b2k71| <(n+1) EXP‘[m Z z<k|ck| - E)}, (6.3)

m=1k=1

n=1,23,..., and subsequently Milin conjectured that for all f € S,

with equality only for rotations of the Koebe function. From (6.3) this would immedi-
ately imply the Robertson conjecture and was proved for n = 1, 2, 3 by Grinshpan and
by de Branges for all n = 1,2,3,.... The proof by de Branges relies on a deep result
from special functions that had been proved earlier by R. Askey and G. Gasper.

In a different vein, the asymptotic Bieberbach conjecture was established by Wal-
ter Hayman (1955):'

12 A remark on the odd schlicht functions, Bull. Amer. Math. Soc. 42 (1936), 366-370.
13 Positive Jacobi polynomial sums. II, Amer. J. Math. 98 (1976), 709-737.
14 The asymptotic behavior of p-valent functions, Proc. London Math. Soc. 5 (1955), 257-284.
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with equality only for a rotation of the Koebe function. Observe that this result is not
a consequence of the result of de Branges.

Complementary class =

There is a complementary set to S,

< b
= {g(z) univalentin |z| >1:g(z) =z + by + Z —Z}
n:lZ

Such functions have a simple pole at co. Note that if f € S, then the function

z

1 b
== =z+b “n
g(2) @ zZ+ °+,;Z”

)

belongs to E, and since f(w) is finite for all |w| < 1, g(z) never equals zero.

= a, . a
_§+... 1+?2+z_§+...

Gronwall area theorem

The following result is known as the area theorem due to T. H. Grénwall (1877-1932).P

6.5 Theorem. Foranyg € &,
(i) Thearea of E = C\ g({|z| > 1}) is given by

A(E) = n(l - i nIan2>,

n=1
(ii) o
Z n|b,,|2 <1

n=1

As a consequence, |b,| < in and, in particular, |b;| < 1.
Proof. Let C, be thecircle |z| =r > 1. Forany g € E, let Q, = C - g({|z] > r}), which has
a simple closed smooth boundary 0Q, = I',. Then Green’s theorem for w = g(z) gives!®

15 Some remarks on conformal representations, Ann. Math. 16 (1914-15), 72-76.

16 For a positively oriented piecewise smooth simple closed curve C bounding a domain D in the

z-plane and z = x + iy, from Green’s theorem in the plane, IC Pdx + Qdy = ﬂD( 9 _ op )dxdy, we have

P
ox ay
JEdz S J(x —iy)dx + (ix +y)dy = 2i H dxdy.
c c D
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AQ,) = “ do, = % dew
0, T,
Hence
1 0\ ! (1,10, .10
0<AQ,) = > g(re®)g' (re” )re™ do

NI =

. &8 JR— .. (&8} . .
re 4 Z b,,r e ><1 - Z nb,r " le i DP ) ] redeo

NI =

—y O—— O —

I
3
o
=
N
I
D18
=
=
=
—
3
o
=
N———

As a consequence,
Z nlb,|’r 2" < r%,
n=1

and (i) and (ii) follow by letting r — 1 (which is permissible as the infinite sum is a
decreasing function of r and uniformly bounded above). O

Note that g(z) = z + e /z € E, so that the bound on |b,] is strict. It is also evident
that equality holds in (ii) if and only if the area of E = C — g({|z| > 1}) is zero.

Armed with the Gronwall area theorem, we are able to give a simple proof of
Bieberbach’s initial result.

6.6 Corollary. Iff € Swithf(z) =z + a,z* + as2> + - -, then |a,| < 2.
2 3 2
Proof. Consider the function
f() =2 +az* +azz® + - =M+ a2 +azz® + ).
Then we set
1
g8(2) = \f(22) = z(1+ a2* + az2" +--)?

again taking the single-valued analytic branch of the latter square root function that
has the value 1 at the origin. As in our preceding discussion, g(0) = 0 and g’(0) = 1
and its univalence follows as for the function f € S implying thatg € S. Consequently,
h(z)=1/g(1/z) € E.
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To deal with the latter function of g, we first have!”

1\ 1/, la,
=1+ 2240,
g<z> z< +222+ )

so that we obtain the Laurent series expansion

1 1 1
h(z) =z Ta =Z< ——a—g )—z N
(1+3%+-) 2z 2
An application of the theorem implies |a,| < 2. O

6.7 Remark. If f(z) is analytic univalent in O < |z| < 1 and given by
1 e,
f@) ==+ a,",
z n=1

then

(e8]

Y nla,l* <1,

n=1

and this fact is also called the area theorem, related to the former by the transforma-
tionw =1/z.

Following Pommerenke (1975), since |a,| < 2 for any function f € S, let us shift
this inequality to an arbitrary point z, € U. To this end, let

Z+ Z
T(z) = —%
1+Zoz

be the conformal mapping from the disk to the disk with T(0) = z, and consider the
analytic univalent function F(z) = f(T(z)). Although F(z) is not necessarily in S, we
have the Taylor series expansion

" 2
F(z) = F(0) + F'(0)z + # .
Thus T'(0) = 1 - |z,|* and T"(0) = —2z4(1 - |z,|%), so that

F(2) = f(z0) + [(1 - |z0l)f"(20))2 + %[(1 ~ Izol)f" (20) ~ 2Z5(1 - 2o P)f (20))2 + .

1
17 Write (1 + ay2° + a32* +--)2 = 1+ byz + byz> + -+, so that
(1+biz+ bz’ +-- )14 bz + b2+ ) =1+ a2 +azz’ + -+

Equating coefficients, we find that b; = 0 and b, = %az and g(z) = z(l + %azzz + - )
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To normalize F(z) in order to obtain a schlicht function, as before, we take

F(z) - F(0) F(z) - f(zp) 1[ nfzy) 12
G(z) = - - 1-z -2z e, (64
O "F©0) " a-mpfie 2l gy ~ZefE e 64
Since G(z) € S, we obtain
_ f (Z()) _
(1 |O|)f(Zo) 2Zy| < 4.

Dividing each side by 1 — |ZO|2, since z, was an arbitrary point in U, we arrive at the
following:

6.8 Lemma. Foreveryf € S,

') =
fl(2) 1-|z?

4
T 1-z)*

Koebe distortion theorem

The lemma now allows us to establish various growth rate estimates on both f and f'.
This is interesting in that univalence turns out to be such a strong determining factor
in constraining the growth of functions and their derivatives.

6.9 Theorem. Forf e Sand|z| < 1,

@ ¢SV(Z)IS el

1+ |z])? 1-|z))?
1-|z| 1+|ZI
b
®) Ty <Ol g
1—|ZI f(Z) 1+|ZI
© Tac el Ta

Equality holds in each case for rotations of the Koebe function.

Proof. We will establish the validity of (b) first. For z = re we can rephrase Lem-
ma 6.8 as

4
1- [z

'@ o 2
f'(2) 1-|z]2]

The first term f /f' means we are dealing with the derivative of log f’(z), and the sec-
ond term is again the derivative of log u for u = 1-r2. So let us take a branch of log f' (z)
such that log f'(0) = 0, so that differentiating with respect to r we have

4

< .
1-r2

0 i i0 2
‘E[logf (re”) +1og(1-r7)]
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Integrating both sides along the line connecting 0 with |z| = r, we find that (abusing
the notation somewhat)

2]
J %[log(l ~ P)f (re®)]dr

0

1+ |z
< 2log<1_ :Z:)

and therefore

2\ 1+|z|
[log(1 - IzI)f'(2)| < 210g< - ) (6.5)

Rewriting inequality (6.5), we have

1+ |z|
1-|z|

-2 log< ) <log[(1-IzP)|f'(2)|] < 210g< 1+l )

1-1z|

and rearranging the terms of this last expression,

_210g< t :i: ) ~log(1 - 1z) < log|f'(2)| < 210g<1i—:§:> ~log(1 - |z]).
This simplifies to inequality (b):
1-z| ' 1+ 2|
<|f (@) < .
1+ |z Fel -z

For the right-hand inequality of (a), note that we can integrate the derivative, and
since f(0) = 0,

2| |z|
i 1+r _ =
f(2)] < !lf (re”)ldr < J TR

The proof of the left-hand inequality of (a) is more interesting. Consider any circle
C, : |z| = r < 1. Then there is a point w, = f(z,) (W, # 0) on the image curve f(C,) that
has a minimum modulus, that is,

[f(zo)] = min|f(2)].

Let I represent the straight-line path from the origin to the point wy, and lety = f L)
be the corresponding curve connecting O with z,. Then the length of I is just the value
If(zo)]. Hence

If (zo)| = j|dw| - ij’<z)||dz| > ij’(z>|d|z|.
T Yy

4
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The left-hand inequality of (b) is applicable to each value |f'(z)|, z € y, in the preceding
integral for z = pe‘e withO<p<r:

r

1-p T
flzo)l 2!(1+p)3dp_ 1+r)?

and likewise for any z € C,, establishing the inequality. O

Notice that the preceding inequality implies that as |z| — 1, we have |f(z)| > 1/4
forall f € S, which is just the Koebe one-quarter theorem.

On the other hand, settingw = g(z) = ’% =1+ a,z + - -+, note that the point w = 1
is an interior point of g(U) and w = 0 is an exterior point. Thus dist(0, 9(g(U))) < 1, so
that

dist(0,9(f(1))) = lim |f(z)| = lim |g(z)] <1.
|

z|—1 |z|—1

To prove (c), note that from (6.4) we have G(z) € S, and since F(-z,) = f(0) = 0,

If (o)l

TN
As G(z) € S, we can apply the inequalities of (a) to G(z), which yield the inequalities
of (c) in terms of z,,, and since z, is an arbitrary point of U, the proof of the inequality
is complete. The reader can check that equality holds in each case for rotations of the
Koebe function.

Note that the family S is locally bounded on compact subsets of U by property
(@) of the theorem and hence is a normal family. It is also a compact family. Indeed,
if {f,,} is a sequence of functions in S such that f,, — f uniformly on compact subsets
of U, then f is analytic in U, f(0) = 0, and f'(0) = 1, implying that f is not identically
constant. By Corollary 1.29 of the Hurwitz theorem f is univalent. Hence f € S, and S
is compact.

Furthermore, if {f,,} is a sequence of functions in S such that f,, — f pointwise in U,
then the local boundedness of S means that we can apply the Vitali—Porter theorem,
resulting in the uniform convergence f,, — f on compact subsets of U and f € S.

Bloch theorem

We will prove a remarkable theorem dating back to the work of A. Bloch. This version
is slightly more restrictive than the more general one as it assumes that our function
is analytic in the closed unit disk |z| < 1.1

18 The above theorem can be suitably adapted for the open unit disk U. A more general version and
proof can be found in Schiff (1993), p. 112.
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Note that for any analytic function f(z) defined in a domain Q, if f'(a) # 0 for
some point a € Q, then although the image of Q under the mapping f(z) is in general
a Riemann surface, there will be a (schlicht) disk D, about the point b = f(a) such that
f(z) maps some subdomain of Q univalently onto D,. The question naturally arises as
to how large the radius of such a disk can be in the special setting that follows.

We first require a simple lemma.

6.10 Lemma. Suppose that f (z) analytic in the disk A, with center z. If f (z) satisfies
If'(2) = f'(20)] < If' (20)]

in Ay, then f(z) is univalent in A.

Proof. We will show that for any two points z;,z, € Ay, z; # z, implies thatf(z;) # f(z,).
Letting ¢ be a straight-line segment joining z; and z,, observe that

re-fiel = |[ £ ¢rag],
4

and hence it follows that

|f(z2) - f(z1)] = U(f'(() ~f'(20) +f'(20))dC| = |(z, ~ 2)f ' (20)] - Jlf'(() ~f'(zo)|1dG.

4 4

By the hypothesis, Ie If' () = f' IS < If' (2o, — 211, and we conclude that |f(z,) -
f(z)l > 0. O

6.1 Corollary. Iff(z) = z + ayz> + as2° + --- is analytic in U with ¥°°, nla,| < 1, then
f(z) is univalent.

Indeed, with z, = 0, we have

If'(2) - f'(0)] = <1=|f'0)].

- 1
Z na,z"
n=2

Employing the above lemma and the Koebe %-theorem, we can now establish a
particular version of the following theorem. Its validity is somewhat remarkable.

6.12 Theorem (Bloch).”” Let f(z) be an analytic functionin U : |z| < 1such thatf'(0) = 1.
Then there exists a subdomain A c U on which f(z) is univalent and f (A) contains a disk
of radius b = 2% = 0.041666....

19 Les théorémes de M. Valiron sur les fonctions entiéres et la théorie de 'uniformisation, Ann. Fac.
Sci. Univ. Toulouse (1925), 1-22.
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Proof. For0 <r <1, define

M'(r) = max|f'(2)|,
|z|=r
and consider the function ¢(r) = (1 — r)M’(r). Clearly, M’ (r) is continuous, and so is
¢(r), which also satisfies $(0) = 1, ¢(1) = 0. Then there is vy < 1 such that ¢(ry) =1
and ¢(r) < 1wheneverr > r,.
Since ¢(r,) = 1, there is a point z, with |z,| = ry, M'(ro) = |f' (z5)], and

1

If,(ZO)I = 1- rO'

Now we consider the disk A, : |z — 25| < py = %(1 —19). Note that for any z € A, we
obtain |z| < 3(1 + 1), thatis, A, < Ugy.
2
Furthermore, sincer, < (1+r,)/2, by the maximum modulus principle, forz € Apo’
we have

(1471,)

1 _
R (ES0) DL = DR S
2 R T

As a consequence,
If'(@) - f'(z0)] < |’ 2)] + |f' (z0)] < =
2po

Now we can apply Corollary 1.9 of the Schwarz lemma to the function g(z) = f'(z) -
f'(zp) in A, to obtain

3|z - zy|

202

If'(2) - f'(z)| <
Next, consider the disk A = A about the point z,, so that
00/3 0
1
If'2) - f(z0)| < = = |f'(zo)| forzeA.
2p0
Then Lemma 6.10 implies that f(z) is univalent in the disk A. It only remains to show

that f(A) contains a disk of radius 1/24.
For U : |{| < 1, define the analytic function

F(2¢ +20) - f(zo)

%f’(zo)

F({) =

so that F(0) = 0 and F'(0) = 1. Then the Koebe %-theorem implies that F(U) contains
a disk of radius % Since the denominator in the above expression satisfies
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%f’(zo)

_1
=%
we conclude that f(A) contains a disk of radius 1/24 about the point f(z,). O

6.13 Remarks. The theorem serves only as an indication of what is now generally re-
ferred to as Bloch’s theorem, which then leads to Bloch’s constant. Let

F = {f analyticin U,f'(0) = 1}.

For each admissible f € F, let b(f) be the supremum of all such values b found in the
theorem. Then the Bloch constant is defined by

5 = Inf{b(f)},

and its value lies between

r(Hrd
0.4332127--- = ? +2x10% < B < ﬂ = 0.4718617 ...,
VV3+11(3)

where Ahlfors and Grunsky (1937) have conjectured that the upper limit is the actual
value. The gamma function, which makes a noteworthy appearance above, will be
discussed in detail in Chapter 10. Then Bloch’s theorem would entail that for each
f € F, thereis a subdomain A c U such that f(z) is univalent on A and f(A) contains a
disk of radius B.

Univalent polynomials

Something interesting can also be said about the coefficients of univalent polynomials
f@) =z+az+a;2 +---+a,2"

in the unit disk U, which are actually curious mixes of the identity and multivalent
functions. Indeed, the derivative

- _ 1
f’(z)=1+2azz+3a3zz+---+nanz"1=nan<z" Ly —
na
n

has n — 1 complex roots a, @, ..., a,_;. As a consequence,
1A n-1
!
f'@@)=na,z-a))(z-ay)...(z—a,4),

and since f'(z) # Oforallz € U, allroots a;, i = 1,2,...,n - 1, satisfy |;| = 1. Therefore
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1=|f'(0)] = nlayllayllay| - - - a4,

and we obtain the inequality |a,| < % for all n.

Normal functions

We conclude this chapter by recalling that a normal function satisfies the condition
2y #
sup(1 - |zI)|f" (2)| < 0.
zeU

As it turns out, the univalence is a sufficient condition for an analytic function to be
normal. This should not be so surprising as the growth conditions of Theorem 6.9 for
schlicht functions indicate how the univalence constrains the growth rate of the func-
tion.

6.14 Theorem. A univalent analytic function f(z) in U is a normal function.

Proof. Recall that we can write f(z) = ag(z) + b where g(z) is a function belonging to
the schlicht class S with a = f'(0) and b = f(0). Upon applying part (c) of Theorem 6.9
to g(z), namely

1+ |z|
< >
1-|z|

g(2)

‘ Zg’(z)

to the expression

1-l2PIf' @] _ A-lzP)lag@) |g' @)
1+1f(2)P 1+lag(z) +b* Ig(2)’

we find that (1 - |z)f*(z) remains bounded as r — 1, and thus f(z) is a normal
function. 0

See the excellent book by Pommerenke (1975) for further details on univalent func-
tions.
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Harmonic functions u(x, y) are C*-solutions of the partial differential Laplace equation

o’u a2
Au=Viu=-— =0
. ot 9y?

or, in polar coordinates for u(r, 8),

du 1ou 1du
AM=—+-—+=—=0
U or? T ror +r2802

Such solutions may represent a steady-state! heat flow (see Figure 7.1) and electrostatic
and gravitational potentials when considering harmonic functions in three dimen-
sions. Harmonic functions can be visualized in one variable as linear functions.

Fundamentals

7.1a Mean value property. Harmonic functions in a domain Q satisfy

2
u(zy) = % J u(zo +re’®)do
0

whenever the disk D, = {|z —z,| <1} € Q.

This follows from the mean-value property for analytic functions with u = Re(f)
for f analytic in Q. Note that the value at the center of a disk must accommodate all
the boundary values of the disk, and since each point of the boundary is equidistant
from the center, the central value must naturally be the average of all the boundary
values. Multiplying each side by p and integrating, we obtain the following:

7.1b Areal mean value property. As above

1

u(zy) =
07 2

r2m
Jjuzo +pe pdpd@
00

Moreover, taking the integral mean for % = Re(f"), we likewise find that
1 ou
( Zg) = p— _[J’ adXd)’
|z—zgl<r

and similarly for ou/oy.

1 Does not change with time.

https://doi.org/10.1515/9783110757828-007
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7.2 Max-min principle. A harmonic function on a domain Q has no maximum or mini-
mum in Q unless it is identically constant.

7.3 Proposition. A continuous function that satisfies the mean value property in a do-
main also satisfies the max—min principle.

Proof. Exercise. O

7.4 Uniqueness. If two functions uy, u, are harmonic in a bounded domain Q and con-
tinuous on Q with u; = u, on the boundary 9Q, then u; = u, in Q.

The function v = u; — u, is harmonic in Q and continuous on Q and thus takes its
max and min on Q. If the max/min of v lies in Q or on Q, then v = 0 in both cases.

Dirichlet problem. Given a continuous function f on the boundary 0Q of a domain Q,
find a function u that is harmonic in Q such that u = f on 0Q.

A domain for which the Dirichlet problem is solvable for every continuous func-
tion on its boundary is called a Dirichlet region. We will also allow the boundary func-
tion f to be piecewise continuous on the boundary so that u should approach the
boundary values of f at all its continuity points.

For example, given a continuous (piecewise continuous) temperature distribution
on the boundary of a thin ring, we wish to find the steady-state temperature at any
point in the interior of the ring.

Poisson formula

Let us return now to the Dirichlet problem for an open disk |z| < R and begin with a
given harmonic function in the disk.

7.5 Theorem. Let u be a harmonic function in the disk |z| < R (and hence in a slightly
larger disk). Then u can be expressed by

2
u(re’) = L R-r
" 2n) R?
0

i
— 2Rr cos(0 - ¢) + r? u(Re™)dg.

Proof. The expression looks somewhat like the Cauchy integral formula, so we take it
as our starting point. Construct an analytic function f in the slightly larger disk con-
taining |z| < R with u = Re(f). Let z = re'? and (= Re®, so that

L[ 10y J g,

f@) = T-z (-7

dg
|(| =R

(C-2fQ) 1P r
Z”J £ Z2V) 4o - J £Q)dg. (71)

1§ -z I¢ -



150 — 7 Harmonic functions

Considering now the reflection point of z, namely RZ/E, which lies outside the circle

|z| < R, we have by Cauchy’s theorem

0-L [ L9 d(:i]” F© g4

2m'm: (-RZ" 2w (-RJZ
1 {zZf(Q) zf({)
Ej(z R? ¢_ J (d(;b
0
1 7 g 1 TP -2
_EJIC ¢‘—,,J|; |2f(0¢'

Subtracting (7.2) from (7.1) yields

K2 - 122
f(z) = n! B @

Taking real parts of both sides, we get the Poisson formula (1823)

2
R -7

I1° - 12| IZI

uz) = 2 J = ooz VO = J R?2 - 2Rr cos(0 - ¢) + r? u(C)de = Py ()

The term

2 2 2 2
{17 -1z R —r

K(z,{) = IC—z>  R?-2Rrcos(0 — ¢) + 2

=P(r,0 - ¢)

(72)

is the Poisson kernel and gives a weighting to each boundary value u({) according to

its proximity to the interior point z.
Note that the kernel satisfies
R-r R+r

<K(z,() < .
R+r @0 R-r

7.6a Example. Foru =1,

1 2
- !K(z 0)de,

andif R =1and 0 = 0, then

(7.3)

(74)
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2

1 1-r7
1=— | ——" 4
2716[1—2rcos<;b+r2 ¢

which implies that,

2
r r

1
— do = , 7.5
27'((!1—2rcos¢>+r2 ¢ 1-12 (75)

a result that we have already used in our discussion of the Bieberbach conjecture in
Chapter 6.

7.6b Example. We can establish a discrete version of the Poisson formula taking R = 1
for simplicity and u € H(U) n C(U):

2

- J [P(r, 6 - p)u(e™) - u(re®)|dgp

_ sz[gpQ,e-(mz"—”)) (e f("’”fn"))—mu(re"")]d¢

for each positive integer m. Since the integrand in the last integral is a continuous

. . ; 2
function of ¢, there exists at least one value of ¢, denoted by ¢, with 0 < ¢, < Eﬂ’ for
which the integrand is zero. As a consequence,

s km
as desired. The harmonic interpolation points {; = e‘(‘l’f'z?), k=0,1...,m-1, are
symmetrically arrayed around the unit circle.?

However, we really want to start out with only real-valued continuous (piecewise
continuous) boundary values w({) on |z| = R. So for such boundary values w((), let
us define

(102 - |z |

I ————w({)dp

P,(2) =u(z) = o J
0

for { = Re'?.

2 Cf. J. L. Schiff and W.]. Walker, Finite harmonic interpolation, J. Math. Anal. Appl., 86 (2) (1982),
648-658.



152 — 7 Harmonic functions

First, we claim that u(z) is a harmonic function in |z| < R. As noted above, the
Poisson kernel can be written as

Kz () = Re< g - )

so that we have
u(z) = 2—] < ) w(()de = Re [%T(%)W(Od(ﬁ]
0

wf ] (£22)10

where the quantity inside the brackets is readily seen to be an analytic function of z
in |z| < R (exercise). Therefore the function u is harmonic in |z| < R.
Next we show that

zh—>n{l u(z) = w(ly) = w(gy),

where {;, = Re® isa point of continuity of the boundary function w(z), and |z| < R.
Writing W(Re1¢) = w(¢), we consider

2
—W@&=%1MZMM@—M%WM
0

in view of (74). Now by the continuity of w at the point ¢, for each € > 0, we can find
a suitably small interval I = (¢, — 8, ¢ + 6) such that

[W(e) - w(gpo)| < €

for all ¢ € I. Next, consider the complement of I on the boundary, ] = {|{{| = R} - I. As
we are considering the convergence of z = re!® — Re'® we may restrict the values of
z to the wedge formed by L = (¢ — g, o + g) with the origin.

Then with the restriction on the value of 6 to L and any ¢ € J, we have

[Re? — 1| = C(R,6) > 0.
Hence

1 1
u2) - wigo)| < IjK(z, Olw(@) - widho)ldp + ]j K(z,{)|w(g) - wigho)|dep

R2 2
<€+ { CRO L sup|w(qb |}
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Figure 7.1: Steady-state temperature distribution in the unit disk with boundary values 100° on the
top half and 0° on the bottom half. The temperature along the midline is 50° which is also the radial
limit value at the two discontinuities +1. This can be verified explicitly from the solution u(r,6) =
100((3)+ 2 tan(% sin6)). Courtesy Anita Kean/Springer.

Now, letting r — R, we have
ﬁ|u(z) -w({)| <&
z—y

as desired. Thus the Poisson formula solves the Dirichlet problem for a disk.
We obtain the following:

7.7 Corollary. Ifu(z) is harmonicin |z| < R and continuous on |z| = R, then u(z) = P,(z)
in|z| <R.

The following result shows how the mean value property characterizes harmonic
functions.

7.8 Corollary. Suppose that u is continuous in a domain Q and satisfies the mean value
property on any disk D, = {|z — z,| < r} € Q. Then u is harmonic in Q.

Proof. Choose an arbitrary point z, € Q and a disk D, < Q. Since u has continuous
boundary values on |z — z,| = r, construct the Poisson integral P, in |z — zy| < r. Then
the function v = u - P,, is continuous and satisfies the mean value property. Therefore
v satisfies the max-min principle in D(r, z,) by Proposition 7.3,and v = Oon |z—z,| = 7.
As a consequence, v = 0 in D,, that is, u = P, in D, and the result follows since z, was
arbitrary. O
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7.9 Corollary. If {u,} is a sequence of harmonic functions that converge uniformly on
compact subsets of a domain Q to a function u, then u is harmonic in Q. Furthermore,

) ) a .
the partial derivatives 5 and aiy" also converge uniformly on compact subsets to g—f{ and
ou

5’ respectively.

Proof. The function u is continuous in Q and by Corollary 7.8 is harmonic in any disk
D = D(r,zy) with D(r, zy) < Q, since

2 2
u,(z) = % J Uy (zo + re’®)do — % j u(z, +re®)do
0 0

by the uniform convergence on compact subsets of Q.
For the second part of the statement, by the areal mean value for the derivatives
we have
o(u, —u) 1 H o(u, —u)

1
21 z0) = — || T dxdy—mjwn—u)dy

oD

via an application of Green’s theorem. Consequently, for any € > 0,
o(u, — u)
e

ZSup D u, —u
0. | n | <€
aX 1

1 21
<5 J|(un —u)rcos0|do <
0

for all n sufficiently large. Taking a compact set K ¢ Q, let p = dist(K,0Q) and r = p/2.

Then since D(r, z) < Q, for all points z € K, we have

(2)

‘a(ugx— u) ce

ou, ol

for all n sufficiently large, establishing the uniform convergence 5 — 5’? on K and

likewise for ou,,/dy. O

It was demonstrated by Stanislaw Zaremba (1911) that there are domains for which
there is no solution to the Dirichlet problem.
Indeed, let Q = U - {0} and define the boundary function

0 =1
fz) = { Al
1 z=0.

Any harmonic function u in Q with boundary values u = f on 0Q satisfies0 < u <1
and so has a removable singularity® at z = 0, namely the harmonic function it = 0

3 In the context of a function u that is harmonic in Q — {a}, the point a is a removable singularity of u
if there is a harmonic extension & of u to Q. If u is a bounded harmonic function on Q — {a}, then a is
a removable singularity. Cf. Axler etal. (2001, Theorem 2.3).
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in U. Since the boundary values are taken continuously by both harmonic functions
u and & in Q and since the solution is unique with u(0) # #(0), the original Dirichlet
problem has no harmonic solution u.

On the other hand, a solution to the Dirichlet problem is a consequence of the
Riemann mapping theorem and the Poisson formula for a suitable domain. First, we
require an elementary lemma.

7.10 Lemma. Let h(u,v) be harmonic in the variables u,v and suppose that
fz)=u+iv=ulxy) +iv(x,y)

is analytic. Then H = h o f is harmonic in the variables x, y.

This is evident since H(x,y) = h(u(x, y), v(x,y)) satisfies
2
AH(x,y) = |f' (@) Ah(u, v).

The proof is left as an exercise.

7.11Theorem. Let Q be a domain with simple closed boundary. Then the Dirichlet prob-
lem is solvable in Q.

Proof. Since Q is simply connected, by the Riemann mapping theorem there is a con-
formal mapping F : Q — U for U : {{w| < 1} such that F(z) has a one-to-one con-
tinuous extension to 0Q. Given piecewise continuous boundary values f on 0Q, the
corresponding boundary values of f « F~! = g are piecewise continuous on dU. With
these boundary values, we then solve the Dirichlet problem in the unit disk via the
Poisson formula obtaining a harmonic function h. Then by the lemma the function
H = h o F is a harmonic function in Q with the desired boundary values f. O

Dirichlet integral/mixed Dirichlet Integral

Let us now consider a general domain Q of the complex plane and for u € C(Q)nClQ),

define
Dg(u) = LJ Vuldxdy = g[(%)z + (g-;)z]dxdy.

This is an important quantity in potential theory called the Dirichlet integral.* It is a
measure of the smoothness of the gradient field of the function u. If u = constant,
then, clearly, Do (u) = 0.

4 The term is due to Riemann. The Dirichlet energy is sometimes defined as E(u) = %D(u) or without
the factor of % and has found modern applications in image processing and computer vision.
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The Dirichlet integral in polar coordinates for u = u(r, ) is

o - [[](2) + 1(2%) Jrarce @9
Q

For a continuous function f(0) given by a Fourier series on oU : |z| = 1
a o0
) = 2 6 + b, sin nf),
f(6) > +n§1(a,,cosn + b, sinnob)
the solution to the Dirichlet problem in U is given by (exercise)
Ay < n ,
u(r,0) = 5 + Z r'(a, cos nf + b, sin nf).
n=1
Then the Dirichlet integral D, (u) for O < r < 1 by direct calculation (exercise) is

[ee]
D,(w)=n Y nr’(aj + b}).
n=1
Therefore, for0 <r <1,
N o)
ny nr’(ap +b2) <D,(w) <7 Y n(a; +b})
n=1 n=1

for each N, and letting r .~ 1, we have

N 00
n z n(a2 +b?) < Dy(u) < m Z n(a’ + b2),
n=1 n=1

that is,
o0
Dyw)=n Z n(a’ + b2).
n=1

Of course, the infinite series may or may not converge even if f(6) is continuous, which
is mentioned in footnote 5 in the sequel. Compare this result with Theorem 6.1.

7.12 Exercise. Let f(0) be continuous on |z| = 1 with Fourier series expansion f(6) =
Y oo c,e™. Show that the solution to the Dirichlet problem in the unit disk is

[ee]
u(rele): z cnrlnleme.
n=—oo

There is also the mixed Dirichlet integral (which is an inner product — exercise) if
Dq(u), Do (v) are both finite:
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au@ au@

— — dxdy,
axax+ayay] ey

Dq(u,v) = ”(Vu -Vv)dxdy = ”[
Q

Q
which satisfies the parallelogram law
Dq(u +v) = Do(u) + 2Dg(u,v) + Do (v).
Note that we have the identity
4Do(u,v) =Dg(u+v) —Do(u—v)
and inequality
[Da@. )]’ < Da()Do(v)

by the Cauchy-Schwarz inequality.
7.13 Proposition. If {u,} is a sequence of harmonic functions in a bounded domain Q
that converges uniformly on compact subsets of Q to the harmonic function u, then

Dq(u) < lim Dg(uy).
n—.oo

Proof. The sequence {u,} of harmonic functions converging uniformly on compact
subsets to the harmonic function u implies that their partial derivatives also converge
uniformly on compact subsets to the partial derivatives of u by Corollary 7.9. Letting
{Q,} be an exhaustion of Q (cf. footnote 4, Chapter 1), then Dg, (up) < Dg(uy,) implies

Dq,(u) = lim Dq (u,) = lim Dg (u,) < im Do (uy),

n—oo n—oo
and the result follows by letting Q, ~ Q. O

We remark that the proposition holds with the harmonic functions {u,} replaced
by analytic functions {f,}.

Dirichlet principle

On a bounded domain Q whose boundary 0Q consists of a finite number of smooth
Jordan curves, given a function f ¢ c@Q)n cl(Q) with Dq(f) < oo, define the family of
admissible functions:

J={weC@QnCQ):w=fondQandDy(w) < co}.
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The Dirichlet principle is the statement that there is a function u € J such that
Dq(u) = inf Dg(w),
weJ

and the function u is harmonic in Q, that is, u is the solution to the Dirichlet problem
in Q. Moreover, any other function w € J satisfies D (u) < Do (w).

The original proof by Dirichlet was incorrect as he assumed that the infimum had
to be attained by some admissible function as all the Dirichlet integrals were nonneg-
ative. Indeed, Riemann used the Dirichlet principle to prove his famous mapping the-
orem. However, Weierstrass (1870) subsequently showed that such a minimum need
not be attained by any admissible function.

It was pointed out by J. Hadamard (1906) that there exist continuously differen-
tiable functions with continuous boundary values for which the Dirichlet problem is
solvable and the Dirichlet integral is infinite, thus illustrating that the Dirichlet prob-
lem and Dirichlet principle, although related, are not the same.”

Therefore considerable effort over the ensuing years went into establishing under
what conditions the Dirichlet principle became valid and finding alternative methods
for solving the Dirichlet problem. Only in 1899 David Hilbert salvaged the Dirichlet
principle by providing suitable conditions on the boundary of the domain Q for the
principle to hold. See Monna (1975) for a fascinating discussion of the whole saga.

In the present section, we will assume as before that Q is abounded domain whose
boundary 0Q consists of finitely many smooth Jordan curves. Then we can show now
in this regard the following:

7.14 Theorem. Ifu € Jis a harmonic solution to the Dirichlet problem with continuous
first partial derivatives on 0Q, then D (u) < Do (w) for any other function w € 7J, that is,
u uniquely minimizes the Dirichlet integral among all admissible functions.

Proof. Choose any w € J and let v = w — u. From the parallelogram law we have

Dq(w) = Dg(u) + 2Dg(u,v) + Do (v) = Dg(u) + 2 ”(Vu - Vv)dxdy + Dq(v).
Q

Regarding the mixed Dirichlet integral, by Green’s first identity we have

” (VAu + Vu - W)dxdy = J vg—l:lds, 6 (7.7)
Q 20

5 Hadamard’s example was u(r,60) = Y>>, n~2r™ sin(n'@), which is harmonic in U (since each term is
and hence the partial sums are harmonic) and continuous on |z| < 1, but a direct calculation from
(7.6) by the absolute uniform convergence of the series yields (exercise)

S n!
DU(f):nzjzoo.
n:ln

A similar example was given by Riemann’s student Friedrich Prym in 1871.
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and since Au = 0 and v|0Q = 0, we obtain
Dqo(w) = Dq(u) + Do(v) = Dg(u).

Moreover, if Do (w) = Dg(u), then Dy (v) = 0, so that v = constant. However, v = 0 on
0Q implies v = 0, so that w = u. O

From the proof we have the following:

7.15 Corollary. Ifu,v € C}(Q) and u is harmonic in Q, then

ou ou
Do(u,v) = J vads, Dq(u) = j uads,
o0 o0
and takingv =1,
ou
J a—ndS =0.
o0
The latter integral is called the flux of u. We also have the following converse of

the latter equation.

7.16 Theorem. Let u € C'(Q) be such that
ou
—ds=0
J on s
y
for all circles y interior to Q. Then u is harmonic in Q.

Proof. For an arbitrary point z, € Q, let ¢, be any circle in Q with center z,. Then

For fixed r, this implies

2
J‘ ou(r, 9)
or

df =0,
0

so that integrating from O to r and interchanging the order of integration, we ob-
tain

2n

J(u(z0 +r1e?) — u(z,))dd = 0
0

6 In this form, %ﬁ represents the derivative in the direction of the outer normal.
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and arrive at the mean-value property
m
u(zy) = L Ju(z +re)do
o) =5 0 .
0

Since u is continuous in Q, u is harmonic there by Corollary 7.8. O

7.17 Proposition. Ifu € CY(Q) is harmonic in Q and

ou

—=0
on

on 0Q, then u is constant in Q.

Proof. By Corollary 7.15

ou
D = —ds,
o) J”an s

o0
implying that
” |Vu|2dxdy =0.
Q
Therefore |Vu|? = 0, which means that u, =u, = 0, and hence u = constant. O

7.18 Proposition. The Dirichlet integral is invariant under conformal mappings.

Proof. For u = u(x,y) and v = v(x,y) representing a conformal mapping from the do-
main Q to the domain Q', by the Cauchy-Riemann equations for ¢(u, v) defined on Q’
and some direct calculation (exercise) we have

2 oy a2 230WY)
(¢x + d)y) - (¢u * d)")a(x,y) >
implying
2 42 3 2 ,2,0,V) a 2 2
J[ @} dhranay = [[ (@ + 852wy = [+ o)aua,
o Q Q
establishing the result. O

The Dirichlet principle can be established for the unit disk U although the de-
tails are rather technical and can be found in the text by Courant (1950). If this is the

7 Recall that gg;; = Is;‘ ';i | and Area(Q') = .Ug' dudv = HQ SE?;; dxdy.
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case, then the preceding proposition means that the Dirichlet principle is valid in any
domain conformally equivalent to U whenever the conformal mapping extends con-
tinuously to the boundary.

Liouville-type theorem

It is clear that any function u that is harmonic in the entire plane and bounded above
(resp., bounded below) must reduce to a constant (by Liouville’s theorem) by simply
considering the modulus of the analytic function ¢ (resp., e”) with f = u+ivanalytic
in C. Furthermore, we have a Liouville-type theorem regarding the Dirichlet integral.

7.19 Theorem. Ifu is harmonic in C and D¢(u) < oo, then u = constant in C.

Indeed, note that regarding the Dirichlet integral, if u = Re(f) on a domain Q for
f analytic on Q, then

Do) = Do(f) = [[If'(2)'dxdy.

Q

In the case where Q = C and D(u) < co in the plane, the analytic function f(z) in C
satisfies

1

f’(Zo) = TRZ

[ £eaxay

|z—zo|<R

on any disk |z - z5| < R (exercise). Therefore by the Cauchy-Schwarz inequality we
have
'@ < (= ') Pdxd dxdy) < —D (78)
If' zo)|" < R If' ()| dxdy xdy | <~ o) .

|z—z4|<R |z—z4|<R

As R is arbitrarily large, f'(z,) = 0, so that f = constant in C, implying u = constant
likewise.
We will see other Liouville-type theorems in the sequel.?

7.20 Corollary. Iff(z) is an entire function with D (f) < oo, then f = constant in C.

Moreover, setting Q = U and R = 1 — |z,] in (7.8), we can write

(- @| < =Dy, zeU, (79)

8 Itis certainly the case that if u is bounded and harmonic in C, then u reduces to a constant (Corollary
7.36). But more strongly, if lim,_, _m(r)/logr = 0, where m(r) = max,,_, u(z), then u is constant (see
Chapter 8 as the same result holds for subharmonic functions).
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which implies

2 ! ! 1
(1= 12 @) <21 - 1z])|f (2)| < 2\,;DU(f).

From this we can conclude the following:
7.21 Corollary. Dirichlet-finite analytic functions in U are Bloch functions.

7.22 Corollary. Let
F ={f analyticin U : Dy(f) < M}.

Then F is a normal and compact family in U.

Proof. From (7.9) we have
|f,(Z)| < %lz' \/M/ﬂ,

so that the corresponding family ' = {f' : f € F} is locally uniformly bounded, and
hence F is normal by Marty’s theorem 4.27. Moreover, if f,, — f uniformly on compact
subsets of U, then the derivatives do likewise, so that as in Proposition 7.13,

Dy(f) < lim Dy(fy) < M,
n—oo
proving that F is compact. O
7.23 Remark. By taking u = Re(f) in U we have that
F, = {uharmonicin U : Dy(u) < M}

is normal and compact.

The Dirichlet integral is in fact an example of a more general type of functional.

Continuous functionals
7.24 Definition. If 7 is a family of functions defined on a domain Q, then a mapping
J: F->R

is called a lower semicontinuous functional on F if whenever f, — f uniformly on
compact subsets of Q, then

J(f) < lim J(fy).

n—oo
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As was shown in Proposition 7.13, the Dirichlet integral is a lower semicontinuous
functional on the family of harmonic functions in Q.

Although Weierstrass pointed out that the infimum of a functional defined on a
given family of functions is not necessarily the minimum value attained by any mem-
ber of the family, an elementary result demonstrating when a minimum is attained is
the following:

7.25 Theorem. If F is a nonempty normal compact family of functions defined on a do-
main Q and ] is a lower semicontinuous functional defined on F, then there exists a
function f, € F such that

J(fo) =f'g£](f).
Proof. Let
—o00 < d = inf J(f).
feF

Then there is a sequence {f, } in F, known as a minimizing sequence, such that
d= nlggo] (F)-

As the family is normal and compact, there is a subsequence {f, } in F such that
fa, = fo € F uniformly on compact subsets of Q. Since J is a lower semi continuous
functional,

dS](fO) < h_m](fnk) = lim ](fnk) =d,
k—o0 k—oo
which shows that J(f;) = d > —c0, establishing the result.
Likewise, for a continuous functional9 J : F — C where F is normal compact,
there exists a function f;, € F such that

U(fo)| = SUPIf(Z)l’
feF

and similarly for the infimum. O

For the notion of a continuous functional on a normal compact family, there is an
analogue with the extreme value theorem: A continuous function on a compact set in
a metric space attains it maximum and minimum in the set. This notion got Riemann
into trouble in the proof of his mapping theorem. In the proof given in Chapter 4,

9 J : F — Cis a continuous functional if whenever f,, — f in F uniformly on compact subsets of Q,

then [J(F)] = lim,,_, o, [J (f)]-
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the family of functions F is shown to be a normal compact family, and the desired
mapping function is precisely the extremal solution for a continuous functional as
above.

7.26 Exercise. Let F be a family of analytic functions in U such that |[f(z)| < 1. Show
that for any z; € U,
IZ )
1) - L)
1-|f(zo)l
is a continuous functional on F.

There is also a direct relation to the extremal problem of the Bieberbach conjecture
of Chapter 6. For each analytic function in U given by f(z) = z+) >, a,z" (these belong
to the class S discussed in Chapter 6), define A,(f) = a,, n = 2,3,4,..., and consider a
sequence {f;} in S such that f; — f € S uniformly on compact subsets of U. Writing

[ee] o0
fi@) =z+ Z a2, fz)=z+ Z a,z",
n=2 n=2

forc, : |z| = r < 1and fixed n, we have

2n 2n
. L TRO 1O
dm An(fi) = im 2711'(! i %= 5 ! gni1 96 = Anlh)-

Therefore A, is a continuous functional on the set S, which has been shown to be nor-
mal and compact, and hence there is some function f € S such that A,(f,) = max|a,|.
We know the function fj, is the Koebe function k(z) = z + 2224322+,

To give the flavor of the relationship of Theorem 7.25 to the Dirichlet principle, let

0<d-= M1/r€1JfTDQ(w)

for a suitably defined set of admissible functions 7, and let {u,,} be a minimizing se-
quence {u,} in F with

d = lim Do(u,).

Hilbert!® was able to show that there is a subsequence {u,, } that converges to a func-
tion u € F such that Dy(u) = d. This minimizing function u turns out to be harmonic

10 Uber das Dirichletsche Prinzip, Math. Ann. 59 (1904), 161-186. See also Tsuji (1959), where a
normal family argument is used, and Courant (1950).
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and thus the solution to the Dirichlet problem. This revived interest in the Dirichlet
principle at the beginning of the 20th century.

Indeed, if we take a small liberty and assume that the minimizing function u €
C*(Q) n C}(Q), then we can again apply Green’s first identity (7.7):

u

. 1
n ds (710)

g (vAu)dxdy + Do (u,v) = a!) v

Considering an arbitrary function v € C (Q) n C1(Q) with v = 0 on 3Q implies that the
right-hand side of (7.10) equals zero. For the mixed Dirichlet integral, given any ¢ € R,
the function w = u + tv belongs to the family J, which means that the function

@(t) = Do(u + tv) = Do (u) + 2tDg (u, v) + Do (v)

has a minimum at ¢ = 0. Thus ¢'(0) = 0, and, consequently, Dq (i, v) = 0. We are now
left with from (7.10)

g (vAu)dxdy = 0.

If it is not the case that Au = 0, suppose that Au > 0 as some point p € Q and hence in
some disk D about p. We are now free to take a smooth function v > 0 in D withv = 0
in the complement D', so that

0< ”(vAu)dxdy = ”(vAu)dxdy,
D o

a contradiction, which proves that u is harmonic in Q.

Thus in this sense the minimizing function is the solution to the Dirichlet problem.
This is the converse of Theorem 7.14, where we showed that the harmonic solution to
the Dirichlet problem was a minimizing function.

Note also that on the space of functions Dy = {u ¢ Cl(Q) and Dg(u) < oo}, for a
bounded open set Q, the mixed Dirichlet integral induces the norm

- - (22 + (5 o)

Identifying all functions in D, that differ by a constant, we have a normed linear
space Dg.
(Exercise: Prove the triangle inequality.)

1/2
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Green’s function

This is also referred to as the Green function. It arises from considerations of a region
Q that is a vacuum bounded by a perfectly conducting surface. Then a positive point
charge located at a point z, € Q induces a negative charge over 0Q, and the electro-
static potential in Q suitably normalized will have the properties of Green’s function.

7.27 Definition. Let Q be a domain in the complex plane bounded by finitely many
contours with fixed point z, € Q. Green’s function G(z, z,) with pole at z, is a function
satisfying

(i) G(z,zy) =log ﬁ + h(z), where h(z) is harmonic in Q and continuous on Q;

(i) G({,zy) = 0foreach{ € 0Q.

Therefore Green’s function is a harmonic function of z + z;, in Q possessing a logarith-
mic singularity at the point z,, which vanishes on the boundary of Q. It is also unique;
indeed, suppose that G,(z,z,) and G,(z, z,) are two Green’s functions for Q with the
same pole. Then the function H(z) = G,(z,zy) — G,(z,2,) has a removable singular-
ity at z; and is thus harmonic in Q by (i), and by (i) H = 0 on 0Q. By the max-min
principle for harmonic functions, H(z) = 0 and G,(z, z,) = G,(z, zy)-

7.28 Example. For the disk |z]| < R, G(z,0) = log % with a pole at the origin. Note that
as R — oo, the obvious implication is that there is no Green’s function for the complex
plane.

It is also worth noting that since G(z,z,) — oo as z — z,, there is an arbitrarily
small disk D = D(z,,r) ¢ Q with G(z,z,) > 0 on dD, so that the max—min principle
applied to Q — D allows us to conclude that G(z,z,) > 0in Q.

If our domain Q is bounded by a simple closed contour, then the Riemann map-
ping theorem provides a conformal mapping F(z) : Q — U such that F(z,) = 0. More-
over, in this instance, F(z) has a one-to-one continuous extension to the boundary as
mentioned previously, and |F({)| = 1 for { € 0Q. Then Green’s function for Q is given
by

G(z,zy) = —1og|F(z)|.

Indeed, G(z,z,) = Re(-log F(z)) is harmonic in Q except at the point z, and takes the
zero values on 0Q. Moreover, in a neighborhood z = z,, we have

F(Z) = Cl(Z_Zo) + CZ(Z_ZO)2 RN

with c; # 0. Let

g(z,zy) = -logF(z) = —log[cl(z —zo)<1 + %(z —zy) + )]
1
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2(2_20)4_...)

= —log(z —z5) —logc; - 10g<1 + c
1

= —log(z — zg) + 81(2, 29),
where g;(z, z,) is analytic in a neighborhood of z = z,. Then
G(z,z,) = Re(g(z,2y)) = —log |z — zy| + Re(gy(z,2y)) = —log |z — zo| + 85(2, 2)

shows that G(z, z,) possesses the required logarithmic singularity and g,(z, z,) is har-
monic in Q. Since Green’s function is unique, the statement is proved.

Thus, for example, Green’s function for the unit disk with singularity at z, € U is
given by

Z—Z
G(z,zy) = -1 =0\
(2,2p) Ogl—zoz
and
G(z,i) = —log|>—
Z+1

is Green’s function for the upper half-plane with singularity at z, = i.

Solution to Dirichlet problem via Green’s function

The Green’s function is actually intimately connected to the Dirichlet problem.

7.29 Theorem. Green’s function exists for any bounded domain for which the Dirichlet
problem is solvable.

In fact, for a bounded domain Q in C and z, € Q, let h(z) be a harmonic solution
to the Dirichlet problem in Q such that for { € 0Q,

h({) =1log ¢ - zo|.
Then the function given by
G(z,2p) = h(z) - log |z - z|
is Green’s function for Q.

A more interesting result is the following converse formulation for the solution to
the Dirichlet problem.
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7.30 Theorem. Let G(z,z,) be Green’s function for a bounded domain Q in C whose
boundary C consists of finitely many smooth Jordan curves. If u(z) is the solution to the
Dirichlet problem with continuous boundary values u({) on C, then

u(zy) = % Ju(()%G((,zO)ds,
c

where % represents the directional derivative in the direction of the inner normal, and
the integral is with respect to arc length.

Proof. We will prove the result under the assumption that both functions u(z) and
G(z,z,) are continuously differentiable on the boundary C. This would be the case
if the boundary curves are piecewise analytic, for then we could achieve the desired
differentiability by the Schwarz reflection principle. The extension from the present
restricted version to the general case of the theorem is carried out by Hille (1962).1
The idea is to excise a small circle around the pole: D, = {0 < [z—-2zy| <1} c Qand
let Q' = Q - D,. We then apply Green’s second identity to the domain Q' in the form
”(uAv - vAu)dxdy + J <u@ - va—u )ds =0. (711)
o sty on on

Here we put v = G(z,z,) and note that 9Q’ = C + aD,. Since both u(z) and G(z, z,) are

harmonic in Q’,
oG ou
0= [(u2Z -6 )as,
J <u on an> S
aQ!

and since G({,z,) = 0 for { € C, (7.11) reduces to
—Jua—Gds: J ua—Gds— J Ga—uds:O. (712)
on on

on
c oD, aD,

We have therefore transferred the integration to the boundary of the disk D,, where it
is more amenable to calculation. See Figure 7.2.

Note that on 0D, : |z — z,| = r the inner normal derivative with respect to the
domain Q' is given by

Thus on |z — zy| = r Green’s function

G(z,z) = —logr + h(z)

11 Cf. pp. 399-405.
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Figure 7.2: A small disk is removed around the singularity z, of Green’s function whose boundary is
in the negative orientation with respect to the region Q'. Courtesy Katy Metcalf.

satisfies
oG 1 oh

on~rtor

Regarding the second integral of (7.12), as u(z) and h(z) are harmonic in D, we have

2

oG 1 oh

J u$ds = J u<—; + §>rd6 = =2mu(zy) + O(r)
0

r

asr — 0. Considering the last integral of (7.12),

2
J G%ds = J(— logr + h)g—Zrde = 0(-rlogr) + O(r) (713)
0

on
aD,

asr — 0. Combining (7.12) and (7.13) with the preceding equality and letting r — 0
establish our desired equality of the theorem. O

Note that if the domain is the disk D : |z| < R, then the integration factor 0G/on in the
theorem becomes the Poisson kernel.'? Taking an outer normal in the theorem results
in the sign of the integral in the equation becoming minus.

The above representation as well as the Poisson and Herglotz formulas (the latter
is Theorem?7.38) for the harmonic solution to the Dirichlet problem in a bounded do-
main Q are particular cases of the general result of the Riesz representation theorem.
Indeed, let ' = 0Q and denote by C(I') the space of continuous functions on I'. Then
for any z € Q and for f € C(I'), define the functional

F,:f - H{(2),

12 See Garabedian (1964, pp. 247-248).
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where H fﬂ is the solution to the Dirichlet Problem in Q with boundary values f. Clearly,
if f > 0onT, then H}? > 0 on Q, and F, is a nonnegative linear functional. By the RRT
there is a nonnegative measure y? on I' such that the solution to the Dirichlet problem
has the form

@) = [ FOBEQ) (714)

r

This measure is called the harmonic measure, which will be discussed in a dif-
ferent context presently. There is another method for solving the Dirichlet problem
introduced by Oskar Perron and based on subharmonic functions which we take up
in the next chapter.

Harmonic measure

Two closely related notions are a “random walk” solution of a Dirichlet problem and a
harmonic measure mentioned above. This latter concept was introduced by R. Nevan-
linna in a series of lectures at the ETH, Zurich, in 1928-1929.1> The function us in
the solution to the Dirichlet problem via harmonic measure with respect to an arc
E ¢ {|z|] = 1} turns out to be the same as that given by the “hitting probability” random
walk, which we discuss subsequently; see Figure 7.3. Note that if the arc lies between
two angles, E = (6,,6,), then by the Poisson formula, for z = re'® and taking the char-
acteristic function yy of E,

6,

1 1-r°
= — = N N .1
uXE(Z) 2 ,[ 1-2rcos(f - ¢) + r? d6 = w(z,6,,6)) (715)

6

defines the harmonic measure of E, denoted by w(z, 6;,6,), and thus w(0,6,,6,) =
%. In the latter instance the harmonic measure is a measure of the length of the
arc relative to the point at the origin. From the probabilistic interpretation the har-
monic measure of an arc is the size of the arc as “seen” from the point z, and each
point of the domain gives rise to a different measure.

In view of (7.14), we can rewrite the Poisson formula in terms of harmonic measure

for a piecewise continuous boundary function f (") as

2

us(z) = jf(eig)dw(z, 0,0).
0

13 First published in, Das harmonische Mass von Punktmengen und seine Anwendung in der Funk-
tionentheorie, 8. Cong. Math. Scand., Stockholm, 1934.
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It will be instructive to show that if f({) is continuous at the point {;, = %, then
Up(z) — f (§) uniformly as z — (. To this end, given € > 0, and suppose that |f({) -
f(¢)| < € whenever {, belongs to some interval 8; < 6 < 6,. Since |f({)| < M < co on
the unit circle,

0=2n
@ =Gl = | | ()~ F(e™))dw
0=0
0, 6,+2n
< [IF©) - fgold+ | 1f(e”) - F(e™)]dw
0, 6,

<&+ 2Mw(z,0,,0, + 2r).

Observe that the harmonic measure w(z, 8,,0; + 2r) vanishes uniformly on the com-
plementary arc defined by 8, < 0 < 8,, so that for somer, > 0and |z - {,| < r,, we have
w(z,0,,0, + 2m) < e. It follows that for |z - {,| < 1y,

|us(2) - f(&)] < @M +1),

that is, us(z) — f({,) uniformly as z — {;, concluding the proof.

We can analogously show (exercise) that at a point of discontinuity ¢, = el if
f (ei(9°+0)) andf (ei(eo"o)) are the right- and left-hand limits, respectively, then the radial
limit has the value

rll)r{l_ uf(reieo) _ %(f(ei(90+0)) + f(ei(GO—O) ))

More generally, let Q be a domain whose boundary I' consists of finitely many
smooth disjoint Jordan curves. If a is an arc of T, then the harmonic measure of the arc
a with respect to the domain Q at the point z, denoted by w(z, &, Q)," is the harmonic
function that takes the boundary values 1 on a and 0 on I' — a. The existence follows
from the solution to the Dirichlet problem® for a piecewise continuous function, and
the harmonic measure is unique at each point of Q. Moreover, 0 < w(z,a, Q) < 1, and
ifa = 0Q, then w(z,a,Q) = 1.

The notion of a harmonic measure will be extended to the more general setting of
Borel sets on the boundary in Chapter 8.

14 Or simply w(z, a) when the domain is apparent.

15 A very general method for finding the solution to the Dirichlet problem is discussed at length in
the next chapter.
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7.31 Example. If the domain Q is as in Theorem 7.30 and a is an arc on 0Q, then

1 0
w(z,a,Q) = oy J %G((,zo)ds

a

in view of the result of that theorem.

7.32 Example. If Qis the annulus O < r; < |z| < r,and E = |z| = r;, then

w(z,E,Q) = log<E>/log<ﬂ>.
p) p)

Another immediate property is that if « and § are two disjoint arcs of 0Q, then
w(z,a,Q) + w(z,B,Q) = w(z, a+ B,Q), that is, the harmonic measure is additive. Fur-
thermore, the harmonic measure of any finite set of points is zero, and the harmonic
measure of any continuum in 0Q is always positive. The harmonic measure can be
related to various other measures.

For example, a point set A has logarithmic measure zero if for each € > 0, the set
A can be covered by a family of disks D,, with radii r,, satisfying the condition

Z; <€

+ 1
log W

Then any closed point set with logarithmic measure zero also has harmonic measure
zero.!

One useful property is the invariance of the harmonic measure under conformal
mapping of the domain. Indeed, suppose that the domain Q is mapped analytically
one-to-one onto the domain Q' with a continuous extension to the boundary 0Q =
a+ B. Then the arcs a, B are mapped to arcs «’, B’ of 9Q', respectively. Since harmonic-
ity is preserved under conformal mappings of the domain (Lemma 7.10), the resulting

harmonic measure on Q' satisfies
w(Z,d, Q) = wizaQ).

If we parameterize the boundary 0Q as ¢ = {(t), 0 < t < 1, let the arc a(t) represent
that part of the boundary from {(0) to {(¢). The following result is exactly what we
would expect.

7.33 Proposition. For any fixed z € Q, the harmonic measure w(z, a(t), Q) is a continu-
ous increasing function of the parameter t.

16 See Nevanlinna (1970, p. 147).
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Figure 7.3: A Brownian path from the point z to the boundary. The probability of starting at z and first
hitting a point of the arc « is the value of the harmonic measure w(z, a, Q). Clearly, if & = 0Q, then
w(z,a,Q) = 1. Courtesy Katy Metcalf.

Proof. To show the monotonicity, letting Aa correspond to that part of the boundary
corresponding to the interval (¢, t + At), it is clear by additivity property of harmonic
measure that Aw = w(z, a(t + At)) — w(z, a(t)) = w(z,Aa) > 0.

For the continuity property, let { = {(t) be an endpoint of the arc Aa, and let D({, r)
be the smallest disk centered at { that contains Aa. Note that At — O implies thatr — 0
by the continuity of {(t). We now take another disk centered at the point {, namely one
that encompasses the entire domain Q, and call it D({, R). Then for z € Q, the function
defined by

u(z) =log /log 1;

R
lz -l
is a nonnegative harmonic function in Q with u(z) > 1in the disk D({,r) and hence
larger than 1 on Aa. As a consequence, u(z) > w(z,Aa). We conclude that for fixed
z € Q,as At — 0 and hence asr — 0, we have u(z) — 0 and likewise Aw — 0, proving
that w is right-continuous, and we can similarly show that w is left-continuous. O

It follows that as {(t) traces out the boundary 0Q as t varies from 0 to 1, the har-
monic measure w at each point is increasing from 0 to 1 and conversely.

Random walks

As has been suggested, harmonic measure has a deep connection with probability
theory. Let E ¢ {|z| = 1} be an arc of the boundary of the open unit disk U and consider
the piecewise continuous boundary function

_ 1 onE
0 onE' ={z|=1-E.
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Figure 7.4: (L) Determining the temperature at a point p in the interior of a square by means of a ran-
dom walk with boundary values as indicated. (R) The realized steady-state temperature distribution
in the square region which was actually done via a cellular automata routine using small squares
instead of individual points. Courtesy (L) Katy Metcalf, (R) Anita Kean.

Suppose that ug is the solution to the Dirichlet problem, that is, us is harmonic in U,
and u; = f on |z| = 1. It was shown by Shizuo Kakutani in 1944 that

Us(zo) = Probability that a random walk starting at z, € U

first hits a point of the boundary at a point of E.

This probability is of course the harmonic measure w(z, E, U).

Changing the setting slightly, let us put a temperature distribution of 100° on the
top side of a square and 0° on the other three sides as in Figure 7.4 (L). We can deter-
mine the temperature at any point p interior to the square by taking a random walk
(short steps in a random direction) until the path of the walk hits one of the sides of
the rectangle.

Such a procedure is easily implemented on a computer. Once a random walk has
hit a side, a new random walk is started over again from p, and the procedure repeated
for say 1,000 runs. The temperature at p is then given by the tally

# of hits of 100° first

100.
total # of random walks X

Temp(p) ~

7.34 Exercise. By the random walk method write a simple computer program and de-
termine the temperature at the point (0, 0.5) for a temperature distribution of 100° on
the top half of the unit circle and 0° on the bottom half of the unit circle.

17 On Brownian motion in n-space, Proc. Imp. Acad. Tokyo, 20 (9) (1944), 648—-652.
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Positive harmonic functions/class h'(U)

In this section, we examine harmonic functions that are positive as they have special
characteristics. In general, by positive we mean nonnegative so as not to be overly
pedantic.

Harnack inequality

One immediate consequence of the Poisson formula and the bounds given in (7.3) is
the inequality due to Axel Harnack (1851-1888). Without taking any credit away from
Herr Harnack, it is the sort of result that is rather obvious from simply looking at the
Poisson kernel.

7.35 Theorem (Harnack Inequality).'® Let u be harmonic in |z| < R and continuous on
|z| <R.Ifu>0in|z| <R, then
R-|z| R +|z|

R+ |Zlu(O) <u(z) < R |2

u(0), |z| <R.
7.36 Corollary. A positive harmonic function in the entire complex plane is identically
constant.

The proof follows from Harnack’s inequality by letting R — co. We could also
construct a harmonic conjugate v of u and consider the analytic function F = e"®*"),

7.37 Exercise. If f(z) is analytic in |z| < R, then for 0 < r < R, prove the following
adjunct to the Hadamard—Borel-Carathéodory Theorem 1.10:

2r
R+r

R-r
A(R) < oy Re(f(0)) + A(R).

Herglotz theorem
In a similar vein to the Poisson formula, we have the theorem of Gustav Herglotz
(1881-1953)" in terms of a Poisson—Stieltjes integral.

7.38 Theorem. If u is a positive harmonic function in U, then there is a nondecreasing
function u(t) on [0, 2] such that

18 Die Grundlagen der Theorie des logarithmischen Potentiales und der eindeutigen Potentialfunk-
tion in der Ebene, Leipzig, 1887.

19 Uber Potenzreihen mit positive reellen Teil im Einheitskreis, Ber. Verhandl. Kon. Séichs. Gesell. Wiss.
Leipzig 63 (1911), 501-511.
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1 2n 5
u(z) = j = 'Z' LB due), ¢=ellzl=r<1 (716)
Proof. Define the nondecreasing functionforO0 <r <1
T
U (7) = Ju(re’e)de. (717)
0

By taking a partition of [0,277],0 = 75 < Ty < --- < T,, = 271, we then can write

n-1 2n )
Z I, (Tree1) — (g = J u(re®®)do = 27u(0).
k=0 o

Thus the family of functions {,} is of bounded total variation and uniformly bounded
since 0 < (1) < u(0) for O < r < 1. Taking a sequence {u, } with r, — 1, by the Helly
selection theorem?® there exists a subsequence, which we also denote {u; }, converg-
ing to a function u of bounded variation (and in this case, nondecreasing) on [0, 27].
From expression (7.17), due to the continuity of the Poisson kernel in the variable t
(¢ =€), it follows that

1 f1-12 1 71 |z2| 1 T1-12
- g 1 [1- _ 1 (1= it
5 J I(—zlzdy(t) = nlLrEO 5 J & W, (t) = 2 J |(_leu(rne )dt. (7.18)

The functions u,(z) = u(r,z), z € U, are harmonic in U and continuous on oU. There-
fore the Poisson integral part in (7.18) represents the function value u,(z), so that the
limit in (7.18) is

2 5
1 J |l( 12 |2|dy(t) hm u,(z) = u(z),

proving the theorem. O

20 Helly selection theorem: For any sequence of real-valued functions {v,} on the interval [a, b] that
is uniformly bounded and of uniformly bounded total variation on [a, b], there exists a subsequence
v, } that converges on [a, b] to a function v of bounded variation in the sense that for any real-valued
continuous function A(t) on [a, b],

b b
[ A, 0 — [ A0
a

a

ask — oo.
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An equation of the form (7.16) for a function u(t) of bounded variation on [0, 271] is
a Poisson—Stieltjes integral. In this regard, note that if f is integrable on [0, 277], then

t
uo) = [ fordr
0

is a (continuous) function of bounded variation on [0, 277]. The proof is left as an ex-
ercise. Thus the ordinary Poisson integral can be regarded as a particular case of the
Poisson-Stieltjes integral.

In the converse direction, if u is a function of bounded variation, then u is the
difference of two nondecreasing functions, and their Poisson—Stieltjes integrals rep-
resent two positive harmonic functions (exercise).

7.39 Example. Let f(z) be analytic in U such that |f(z)| > 1, so that g(z) = log|f(z)|
is a positive harmonic function in U. Applying the Herglotz representation (7.16) with
|z| = r, we find that

log M(r,f) < % log|f(0)| (7.19)

where M(r, f) = max,,_, |f (). From this inequality written in the form |f (2)| < |f(0)] i
we can appreciate just how much the growth of the function f(z) is controlled by its
value at the origin. Similarly, if |f(z)| > @ > 0, we leave to the reader to obtain a growth
estimate for M(r, f) similar to (7.19).

Although a positive harmonic function in U can approach the value zero on the
boundary, it cannot do so too rapidly without becoming degenerate.

7.40 Proposition. Suppose that h(z) is a positive harmonic function in U such that

h(z)

g 112l

for some point {, € oU. Thenh = 0in U.

Proof. From the Herglotz representation for h(z) by Fatou’s lemma we have with { = elt

h(z) 1 zflim du(t) 1 zf du(t)

0 = lim > — = — > 0.
g Lolel 2w ) g 10—z 2 -Gl
A fortiori du = 0, and thus h = 0. O

A simple thing we can do with positive harmonic functions is subtracting them,
but let us first define a new class of harmonic functions.
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7.41 Definition. A harmonic function u € h'(U) if the integral mean remains bounded
in U, that is,

21
j]u(rei9)|d6 <M< o0
0

1
2n
forall<r<1.

This class of harmonic functions is indeed related to positive harmonic func-
tions.

7.42 Theorem. Ifu = u; —u,, whereu;,u, > O are harmonic, then u € h'(U). Conversely,
any u € h'(U) is the difference of two nonnegative harmonic functions.

Proof. Ifu = u; —u,, then

7 7 L 7
o J|u(rei9)|d9 <5- J uy (re®)do + o J uy(re®)d6 = u;(0) + u,(0).
0 0 0

One rather interesting way to see the converse for u € h'(U) is to let f = u + iv and
consider the Nevanlinna characteristic of &' :

a6 i aH
T(r,d) =m(r,¢) = % J ww = @ + z%n J|u(re'9)|d9 < 00.
0 0

Therefore ¢/ has bounded characteristic, and by Theorem 3.29, & = ¢,/¢,, where ¢,
and ¢, are nonzero bounded analytic functions. Without loss of generality, we can
assume that |¢;| < 1,i = 1,2. Then f = log ¢gl - log ¢1‘1, and taking real parts proves
the statement. O

Radial limits

The Poisson—Stieltjes integral of positive harmonic functions allows us to establish the
existence of radial limits a. e. of h!-functions. This is essentially a theorem of Fatou,
who proved that the radial limits of a bounded analytic function in U exist for all points
on |z| = 1 except for a set of linear measure zero.”! We prove the result for the more
general symmetric derivative of a function u(t) given by

i Mo +0) — (B - 0)
Du(6o) = |im oA '

21 Séries trigonométriques et series de Taylor, Acta Math. 30 (1906), 335-400.



Radial limits =— 179

When the usual derivative exists at a point, then the symmetric derivative exists,
but the converse is not true.

Let us now represent the Poisson kernel |1(:|§ ||22 as P(r,0 - t) for z = re’® and (= el

7.43 Theorem. In the unit disk U, if u(z) has the representation

n
9 1
= - P U ™ >
u(re”) 5 J (r,0 — t)du(t)
-
where u(t) is a function of bounded variation, then whenever Du(6,) exists,? the radial
limit is given by
lir{1 u(re) = Du(6,).
r—1-

Proof. Without loss of generality, take 8, = 0 and let y = Du(0). Then integrating by
parts we get

u(r)—-y = % J P(r,t)(du(t) - ydt)
1 . 1] oP
= 5s P(r,t)(u(t) - yt)|_, - > J(y(t) - yt)(§>dt, (7.20)

-
so that the first term tends to zero (¢t # 0) as r — 1. Computing the partial derivative

_@_ 2r(1—r2)sint
ot (1-2rcost+r?)?’

we see that for O < t < 71, the function F(t) = t(—%) > 0, and likewise for-m <t < 0
with F(t) = F(-t).

Furthermore, for0 < 6 < |t| < 7,
oP ‘ § 2r(1-1?)
ot|~ (1-2rcosé +r2)?’
so that |%| — 0asr — 1in the interval 0 < § < |t| < mr. Thus we break the integral in

. 5 .

(720)into [ = [s<ien + I_s» and hence the first term tends to zeroas r — 1. Regarding

the second term, a bit of calculation shows that

)

5 5
__ 1 N _1((rO-p N9
J =5 L(u(t) yt)(atP(r, t))dt = J( 5t y>< tatP(r, t))dt.

22 A function of bounded variation has derivatives existing almost everywhere.
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Then, for € > 0, we can find 6 > 0 sufficiently small such that

‘u(t) LS
2t

Y

for 0 < t < 6. As a consequence,

; ’1 op T/ op T/ op
J <& Ht—ldt < Jt(——)dt - £ j t<——)dt <2
b1 ot b ot 2 ot

-6 0 0 -

as r — 1, upon applying integration by parts to this last integral. We conclude that
u(r) — yasr — 1, establishing the theorem. O

Since each u € h'(U) can be expressed as the difference of two positive harmonic
functions, each of which has a Poisson—Stieltjes integral of the form given in the the-
orem, we maintain the following:

7.44 Corollary. Ifu € h'(U), then its radial limits exist almost everywhere on |z| = 1.

It is evident now that a bounded analytic function in U has radial limits a. e. Even
more is the case. Analytic functions from the class H L) whose integral means are
bounded in U, that is,

2n
1 0
— df <M <
e ao < <o
0
for 0 < r < 1, have radial limits a. e., since their real and imaginary parts belong to
h'(U).

7.45 Exercise.
(i) Letu > 0 be a harmonic function on a domain Q, and let

$, = {v bounded harmonicin Q : v < u}.
Prove that the function

Bu(z) = sup v(z)
VESN,

is harmonicin Qand 0 < Bu < u.
If Bu = u, then u is called quasibounded, and if Bu = 0, then u is called singular.
These classes were introduced by M. Parreau (1951)2 in the context of Riemann

23 Sur les moyennes des fonctions harmoniques et analytiques et la classification des surfaces de
Riemann, Ann. Inst. Fourier (Grenoble) 3 (1951), (1952), 103-197.
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surfaces. For example, the function u = —log |z| is singular in 0 < |z| < 1, since
any bounded harmonic function v < u has a removable singularity at the origin,
and being zero on |z| = 1 means that v = 0.

(ii) Prove that aB(u) = B(au) and B(u; + u,) = B(u;) + B(u,).

(iii) Prove that B = B(B) = B.

(iv) Prove that if u > 0 is harmonic in a domain Q, then it has the (Parreau) decompo-
sition

u=q+s,

where g is a quasibounded function, and s is singular.

Normal families of harmonic functions

As with analytic functions, we can define the notion of normality with respect to a
family of harmonic functions.

7.46 Definition. A family # of harmonic functions defined in a domain Q is normal
if every sequence of functions {u,,} belonging to # contains a subsequence that con-
verges uniformly on compact subsets of Q either to a harmonic function or to +co.

Normality in a domain is also equivalent to pointwise normality just as it is in the
analytic case and can be proved directly by a diagonal method (exercise).

We might expect that for a normal family of analytic functions, the corresponding
families of real (or imaginary) parts would also be normal. However, this is not the
case as the following family of functions shows:

fu(z) = nx +i(ny + nz) =u, (0 y) +iv,(x,y), zeUn=123,....

Then f,,(z) is clearly analytic, and f,,(z) — co uniformly in U, and hence the family {f, }
is normal in U, but the family of harmonic real parts {u,} is not normal in U.

The problem here was the infinite limit, and if we remove this possibility, we can
say the following:

7.47 Proposition. For normal families of analytic functions F that do not admit the
value co as a limit, the family of real parts H = Re F is a normal family.

Conversely, if H = {u} is anormal family of harmonic functions defined on a simply
connected domain Q, the corresponding family of analytic functions F defined by f =
Re(u) is also normal in Q. This is so because if {f,} < F and {u,,} are the corresponding
harmonic functions in #, then there is a convergent subsequence {u,, } that converges
normally either to +co or to a harmonic function. In the former case, as [fnkl > Iunk |, the
same applies to the subsequence {f, }. On the other hand, if u, — u uniformly for u
harmonic in Q, then {u,, } is locally uniformly bounded. Hence the partial derivatives
are also locally bounded (why?), and in view of
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. ouy, _iaunk

T ox oy

we deduce that the family {f,ik} is locally bounded, and hence F is normal in Q by
Marty’s theorem 4.27.
Just as in the case of families of analytic functions, we have the following:

7.48 Theorem. A locally bounded family of harmonic functions H defined on a domain
Q is normal.

Proof. The goal is to construct a corresponding family of analytic functions in an ob-
vious manner. Take any z, € Q and a sequence {h,} in H. As the family # is locally
bounded, there is a disk D(zy,r) € Q on which |h,| < M forall = 1,2,3,.... In the disk
D(zy,r), we can construct an analytic function f,, for which h,, = Ref,, and hence for
the analytic function g, = ef", we have

e™M< gl = e < M.
It follows by Montel’s Theorem 4.4 that there is a subsequence {g,, } such that g, con-
verges uniformly on compact subsets of D(zy,r) to an analytic function g in D(z,, 1)
satisfying e™ < g < M. In view of the uniform continuity of the log function on the
closed interval [e™, eM],

h,, =loglg, | —logg=h

uniformly on compact subsets of D(z,, r). Thus h is harmonic in D(z,, r), and since z,
was arbitrary, h is harmonic in Q. O

In keeping with the Bloch principle, since a positive harmonic function in the com-
plex plane reduces to a constant, we have the following:

7.49 Theorem. The family of positive harmonic functions H* of a domain Q is normal.

Proof. We will show that #* is normal at an arbitrary point z, € Q. For a sequence
{u,} in H*, the sequence of values {u,(z,)} has a subsequence {uy, (z)} that converges
to some limit /, possibly, infinite. Taking a closed disk D(z,,r) in Q, by Harnack’s in-
equality applied to these functions, we have

1
pLus (20) < up, (2) < cuy, (zo)

forallz € E(ZO, r/2). If | < oo, then the sequence {unk} is bounded in a neighborhood
of z, and hence normal there. Otherwise, if ] = co, then Uy, — 00 uniformly in 5(20, r),
so that in either case, %" is a normal family. O

7.50 Remark. It is clear that if u(z) = @, € R for all u € H*, then the family is also
compact.
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Harnack principle

Intuitively, the next result is obvious in 1-dimension. A monotonically increasing/de-
creasing sequence of straight lines (which represent harmonic functions) defined in
a domain either converges to another straight line in the domain or carries on to +co.
Moreover, if the sequence converges at one point, then it converges throughout the
domain.

7.51 Harnack principle. Let {u,} be a sequence of harmonic functions on a domain Q
withu, < u,,,forn=1,2,3,.... Then eitheru,, — co uniformly on compact subsets of Q,
or u, converges to a harmonic function uniformly on compact subsets of Q. Analogously,
for a decreasing sequence of harmonic functions.

Proof. A normal family argument makes light work of the traditionally more technical
proof. Indeed, setting v,, = u,, — u;, the sequence of positive harmonic functions {v,}
forms a normal family in Q. Since {v,,} is increasing, it must either converge or diverge
to +oo at each point of Q. In view of the normality of the sequence {v,}, the convergence
is uniform on compact subsets either to a harmonic function or to +co. Then the same
holds for {u,}, and the result is proved, and likewise for a decreasing sequence. O

We can replace the property of monotonicity by the omission of a single value.
This is the analogue of the Montel theorem for analytic functions.

7.52 Theorem. If a family H of harmonic functions on a domain Q omits a single value
a € R, then it is normal.

To see this, note that for each u € H, we have either u(z) > a or u(z) < a for all
z € Q, since if it were the case that u(z;) > a and u(z,) < a, then there would be a point
z on any curve joining z; to z, at which u(z) = a. As a consequence, we can divide the
family # into two disjoint subfamilies

Hy={ueH:uz) >al, H,={ueH:u@) <al,

both of which are normal, establishing the normality of .

The Laplace equation is a subclass of the more general class of elliptic partial
equations. The above theorem has been extended to this more general category by
A. Beardon.?

7.53 Exercise. Show that the family # of harmonic functions that do not take any
value in the interval (0, 1) is normal.

We will require the following, which is the harmonic analogue of the analytic case
(Corollary 4.8).

24 Montel’s theorem for subharmonic functions and solutions of partial differential equations, Proc.
Camb. Phil. Soc. 69 (1971), 123-150.
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7.54 Proposition. A normal family of harmonic functions that is bounded at a point is
locally bounded.

Proof. Exercise. O

Schottky theorem for harmonic functions

In view of the above proposition, we have the harmonic version of Schottky’s theo-
rem. The previous version (Chapter 4) was for analytic functions omitting the values
0 and 1, which allowed the use of a normal family argument. In the harmonic version,
we assume more generally that the family is normal.

7.55 Theorem. Let
H = {u harmonicin |z| < R : u(0) = a,}
be a normal family. Then for each 0 < § < 1, there is a constant M = M(a,, 6) such that
|u(z)| < M(ay, 6)

for|z| <6Rand allu € H.

The proof (exercise) follows as in the analytic case by means of the preceding
proposition.

Julia theorem for harmonic functions

We next prove an analogue of the Julia theorem for analytic functions in a sector em-
anating from an essential singularity. This result is a consequence of the preceding
Schottky theorem and demonstrates the somewhat remarkable behavior of a har-
monic function in the complex plane even though we are not dealing with any type of
singularity in this case.

7.56 Theorem.? Let u(z) be a nonconstant harmonic functionin C. Then there is at least
oneray arg z = ¢ emanating from the origin such that in each sector p—¢ < argz < ¢p-¢,
the function u(z) assumes every real value infinitely often.

Proof. Forz € U : |z| < 1 with z = x + iy, define the sequence of harmonic functions

U, (x,y) = u(2"x,2"y)

25 P. Montel, Sur quelques familles de fonctions harmoniques, Fund. Math. 25 (1935), 388-407.
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forn = 1,2,3,.... We claim that the family of functions {u,} does not form a normal
family in U. If it were a normal family in U, then together with the fact that

u,(0) = u(0) = ao,
the preceding harmonic version of Schottky’s theorem would imply that
|un(2)| < M(ay,1/2)

in the disk |z| < 1/2. This in turn would mean that the function u is bounded in C,
which cannot be the case as u is nonconstant. We infer that there is a point (an irregular
point) in U at which the family of harmonic functions {u,} is not normal.

If say z = O were the only irregular point in U, then by normality there would be a
subsequence of {u,} that converges uniformly on the compact set |z| = r < 1 and thus
on the disk |z| < p < r by Poisson’s formula. We may conclude from this argument that
an irregular point cannot be isolated.

As a consequence, there is an irregular point z, # 0 such that in any arbitrarily
small disk with center z,, the family {u,} is not normal. Therefore {u,} attains every
value in a suitably small disk D, : |z — z,| < r for infinitely many values of n.

If we define a sequence of homothetic disks

D, ={]z-2"z|} < 2"r

forn = 1,2,3,..., then we have u,(Dy) = u(D,). It follows that the function u takes
every real value in the collection of disks {D,} infinitely many times, proving the
theorem. O



8 Subharmonic/superharmonic functions

Subharmonic and superharmonic functions are important for many reasons and par-
ticularly since they arise naturally in complex function theory and potential theory.
In one dimension, harmonic functions are represented by straight lines, and sub-
harmonic (superharmonic) functions are convex (concave) functions that lie below
(above) them, and the same analogy applies for subharmonic (superharmonic) func-
tions in the complex plane.

8.1 Definition. A functionv : Q — R U {-oo} is subharmonic on a domain Q ¢ C if:

(i) visuppersemicontinuous (u.s. c.)in Q, thatis, for each z, € Qand eachn > v(z,),
there exists § = §(z,,17) > Osuch thatv(z) < nwhenever [z—-z;| < 6. In other words,
the sets where v(z;) < n are open. Equivalently,

zanle v(z) < v(zp).

(if) For any subdomain D ¢ Q and harmonic function h in D that is continuous on
D c Qwithv <hondD,v(z) < h(z) forall z € D.

8.2 Remarks. Although a subharmonic function is allowed to take the value —co, the
value +co cannot be in the range of the function. Property (ii) is essentially how the
function gets its name. Moreover, it follows by property (i) that if v(z,) = —co, then
lim,_,, v(z) = —co. The definition allows for the function v = —co to be subharmonic
although some authors do not allow this by definition. In what follows, we assume
that v £ —oo unless it is convenient to assume otherwise.

Analogously, a function v is superharmonic in a domain Q if —v is subharmonic
in Q. Thus a superharmonic function can take the value +oo but not the value —co.

As is the case of continuous functions, we have the following:

8.3 Proposition. An upper semicontinuous function v on a domain Q attains it maxi-
mum on any compact set K c Q.

In fact, let

supv(z) =M,
zeK

and let {z,,} be a sequence in K such that lim,,_,, v(z,) = M. Since K is compact, there

is a convergent subsequence {z,, } such that lim_,, z, =z, € K. Then by property (i)

M = Zﬂl:g}z0 V(an) <Vv(zg) <M,

so that v(z,;) = M < co.

https://doi.org/10.1515/9783110757828-008
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Every upper semicontinuous function v has the following property, which we will
exploit further.

8.4 Lemma. Ifv is upper semicontinuous on any set E c Q, then v is the limit of a non-
increasing sequence of continuous functions ¢, on E, that is, ¢,(z) \ v(z) asn — oo for
allz € E.

For the very technical proof, see Hayman and Kennedy (1976, Theorem 1.4).

For a subharmonic function v on Q, we will exploit this as follows. For some disk
D with D c Q, there is a sequence of continuous functions ¢, on oD such that ¢,, \, v.
Solving the Dirichlet problem in D for each continuous boundary value ¢, gives a
corresponding sequence of harmonic functions h,, in D such that h,|0D = ¢,|0D and
h, > h,,; > .... By Harnack’s principle, h, \ h for some harmonic function h in D,
and h, > v on oD implies by property (ii) that h, > vin D, and hence h > v in D.

Submean value properties

As we might expect, a subharmonic function takes a value at the center of each disk
that is below its mean value on the boundary of the disk.

8.5 Theorem. Ifv is subharmonic in a domain Q and v(z,) > —oo, then v satisfies the
submean-value properties:
@

2n

1 i
v(zg) < o J v(zg + re)do

o

(i)
v(zg) < L

nr2 v(zy + pe pdpd@

© e,
O_.?

in any disk {|z—z,| < r} ¢ Q. Ifvis superharmonic in Q and v(z,) < +0co, then the reverse
inequalities hold.

Proof. For the disk |z — z,| < r, consider a nonincreasing sequence of harmonic func-
tions h, \ hin|z-z,| < rwith h,, > von |z-z,| = r. Then by the monotonic convergence
theorem

21 21
—00 <V(2o) < h(zo) = lim hy(2p) = %T J lim hy,(z, + re’)d = % j v(zo + re)de,
0 0

and the function v is Lebesgue-integrable on [0, 277], completing the proof of (i).
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The second part follows from (i) by integrating pdp on both sides of the inequality
from O to r. Note that the integrability over the disk |z — z,| < r means that v(z) = —co
can possibly hold on at most a set of two-dimensional Lebesgue measure zero. More-
over, it is known that v(z,) > —co at a single point z, € Q implies that v(z) > —coon a
dense subset of Q (cf. Rad6 1971, p. 4). O

8.6 Corollary. A function v that is both subharmonic and superharmonic satisfies the
mean value property

and since v is continuous, it is harmonic.!

The above mean-value theorems in fact characterize subharmonic functions in
the following sense.

8.7 Theorem. Let v be a function that is upper semicontinuous in a domain Q such that
—00 <V < 400, V £ —00, and such that for each point z, € Q with —co < v(z,), thereis a
disk |z — zg| < p in Q for which the integral mean satisfies

2n
j v(zo + re"®)do
0

1
V(Zg) £ —
() < 5

for 0 < r < p. Thenv is subharmonic in Q.

Proof. Let h be a harmonic function in a disk that is continuous on D ¢ Q such that
v < h on 0D. We must show that v(z) < h(z) for all z € D, so let us assume on the
contrary that v(z,) > h(z,) for some z, € D. Then the upper semicontinuous function
u = v — h has a positive maximum value m in D. Since the set S of all points z € D
for which u(z) = m forms a closed subset of D, there is a point z/, € S such that z/,
minimizes the distance to 9Q. Then for all sufficiently small circles |z—z(| = r contained
in D, we have u(z) < m on some arc ¢, < {|z - z(’)l = r} that lies outside of S. For the
integral mean of u, we have

2 2

% J v(z) +re'®)do - h(z)) = % J u(zh +re®)do < m = v(z)) - h(z}),
0 0

implying

1 By Corollary 7.8.
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2n

1 i0
> J v(zf +re”)do
0

v(z) >

for all sufficiently small values of r, contradicting the hypothesis. O
A variation of the above argument establishes the following maximum principle.

8.8 Proposition. Ifv is subharmonic in Q, then v has no maximum in Q unless v = con-
stant.

Indeed, if v(z,) = m is maximum for z, € Q, then
S=1{zeQ:v(z)=m}

is a closed set in Q as above. For any z; € S, take a disk D(z;,r) with E(zl, r) c Q. We
claim that D(z;,r) c S. For if not, then there is a point z, € D(z;,r) that is not in S and
|2y — z,| = p < r. Since v(z,) < m, we have that v(z) < mand an arc ¢, ¢ {lz; - z,| = p},
again by the upper semicontinuity of v. Then

2

1 .
m=v(z) < o J v(z, +pe®)do < m,

a contradiction, proving that D(z;,r) c S, and hence S is an open set in Q. Since Q is
connected, either S = @ or S = Q, establishing the result.
As is the case with harmonic functions we maintain the following:

8.9 Proposition. If {v,} is a sequence of subharmonic functions converging uniformly
on compact subsets of a domain Q to a function v, then v is subharmonic in Q.

Proof. We can readily verify that the function v is upper semicontinuous, and, more-
over, for z, € Q with —co < v(z;),
2
1

o v(zo +re®)do

V(zp) = lim v, (zo) < lim % J Vp(zo + reig)de =
0

o —y

for all sufficiently small values of r, so that by the preceding theorem, v is subhar-
monic. O

Let us denote the integral mean value of v(z,) by

2m
1 .
L(v,zg,1) = > J v(zo + re"®)do,
0

which is a nondecreasing function of r. To see this, suppose that r; < r, and
D(zy,1,) ¢ Q. In view of Lemma 8.4, there is a nonincreasing sequence of harmonic
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functions {h,} that are continuous on E(ZO, r,) with h, Ny von |z — zy| = r,, and thus
h, = vin D(z,r,). It follows that

L(hy, zy,17) = hy(zy) = L(hy, zg,11) = L(v, 29, 14)

foralln. Since h,, \v von |z-zy| = r,, uponlettingn — oo, we conclude that L(v, z,,1,) >
L(v,zy,11), as desired.

Growth rate/integral means

To determine the rate of growth of L(v, z,, r), it suffices to consider our domain as an
annular region A : p < |z -z,| < R. For a harmonic functionuin Aandp <r, <1, <R,
by Green’s second identity we have

ou ou
J —ds = j —ds,
on on
lz=zol=r, lz—zo|=1,
and henceforanyr, <r<r,andC,: |z -z =T,

2
_ ou _ 0 i0
c—rCJ ard@-rar E)[u(zo+re )do,

where c is some constant. Therefore, on each circle C, : |z — zy| = r, we have
L(u,zy,r) =alogr + b.

For a subharmonic function v in A, v # —0o, since the Dirichlet problem is solvable
for the closed annulus r; < r < r,, we can find a nonincreasing sequence of harmonic
functions {h,} inr; < |z — zy| < r, having continuous boundary values with h, \ v on
the boundary r = ry, 1.

Then by the above in the closed annular region r; < r < r,, we have

L(h,,zy, 1) = a,logr + b, (8.1)

forn=1,23,....
Now by Harnack’s principle the functions h,, \, h uniformly on the compact sub-
sets C, (r; <r <1,),and his harmonicinr, < r < r, with

nlLrgo(an logr + b,) = L(h,z,,7)

forallr, < r < r,. Taking two values of r in the preceding equation and subtracting the
results, we find that the limits lim a, = a and lim b, = b exist and are finite
with L(h, z,,r) = alogr + b.

n—oo n—oo
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Now for r = r;, by (8.1) we have
lim L(hy,zo,1) = lim (a, logr, + by) = alogr, +b, (8.2)

and likewise for r = r,. By the max/min principle the integral means L(h,,, z,, ;) are de-
creasing, and we have demonstrated that the sequence of integral means is bounded
below. This allows us to take the limit inside the integral on the left side of (8.2) to
conclude that L(v, z, ;) is finite. Indeed, L(v, z,, r) exists on any circle in the annular
region A.

Finally, note that for r; < r < r,, since h,, > v, we have

L(v,zy,1r) < nlLToL(h"’ZO’r) =alogr+b

with equality at the endpoints:
L(v,zy, 1)) =alogry+b, L(v,zy,1,) =alogr, +b.

Thus we have proved the theorem of Riesz (1926).

8.10 Theorem. Ifv is subharmonic in a domain Q containing the annular regionr; <r <
r,, then the integral mean of v is a convex function of logr.

We also have a subharmonic areal mean value as in Theorem 7.1b given by

2

r

1

A(v,zy,1) = p J J v(z, +pe pdpd@
00

The relationship between the circular and areal means is somewhat counterintuitive.

8.11 Proposition. For v subharmonic in a domain Q, on any disk contained in Q,

AW, 2y,1) < L(v, 2o, 7).

Proof. For any disk D(z,,r) with l_)(zo, r) c Q,notethatforO<p<r,

r

2
AW, zy,1) = 2 JL(v,zo,p)pdp. (8.3)
0

Moreover, L(v,z,,p) is a continuous function of p, and if we let F(p) = L(v,zy,p) - p,
then its Riemann sum from O to r is given by

2 If vis continuous, then the converse is also true, that is, A(v, zo, ) < L(v, 2o, r). Cf. Beckenbach, E. F.
and Rado, T., Subharmonic functions and surfaces of negative curvature, Trans. Amer. Math. Soc. 35
(1933), 662-674.
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n n
z L(v,zo, I—<r><l—<r><£> =7 z L(v,zo, l—<r><£2)
par] n n n prue] n n
Therefore by (8.3) each areal mean can be written as
) L k k
AW,zg,1) = nlg(r)l()Z}(Z_%L(V,zo, Er)(;)

As L(v, z,, p) is a nondecreasing function of p, (noted previously) we obtain

n
A(v,zy,1) < 2L(v, 2y, 1) - nlim z kz = L(v,zo,r),3
—00 n
k=1

proving the result. O

Laplacian

As a harmonic function is characterized by its Laplacian being equal to zero, there is
a similar characterization of subharmonic functions via its Laplacian.

8.12 Proposition. v € C3(Q) is subharmonic in Q if and only if Av > 0.

Proof. Suppose that Av > 0. Let D ¢ Q, and let h be a harmonic function in D that is
continuous on D and such that v < h on aD. To show that v < h in D, suppose on the
contrary that v(zy) > h(z,) for some z, € D. Then the subharmonic functionu =v-h
attains a maximum at some z; € D, implying that Au < O at z;. However, as the Laplace
operator is linear, 0 < Av = Au + Ah = Au at the point z;, a contradiction. Thusv < hin
D, and v is subharmonic.

It remains to show that if Av > 0, then v is subharmonic. Consider the function
v = v +a(? +y?) for a > 0, which is subharmonic and satisfies Av' > 0. Then v’ is
subharmonic, and a — 0 implies v/ — v locally uniformly in Q, implying that v is
subharmonic by Proposition 8.9.

For the converse, suppose that v is subharmonic and that Av < 0 at some point z,, €
D, which implies that v is superharmonic in a neighborhood of z, by the analogue of
the preceding argument. Therefore v is subharmonic and superharmonic in this neigh-
borhood and so harmonic there, i. e., Av = 0 in the neighborhood, a contradiction. [

8.13 Examples.

(i)  Green’s function G(z, z,) for a domain Q defined in Chapter 7 is superharmonic
in Q as it is harmonic in Q except for a logarithmic singularity at the pole z,.

(ii) Ifuis a nonnegative solution to the elliptic partial differential equation

Au = Pu

3 The proof of the theorem is from: Montel, P., Sur les fonctions convexes et les fonctions soushar-
moniques, J. Math. Pures Appl., Ser. 9, 7 (1928), 29-60.
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with P > 0, then u is subharmonic.* Similarly, any solution u to the equation
Au = P is subharmonic for P > 0.

(iii) If uis harmonic, then |ulP is subharmonic for p > 1. Indeed, for p = 1, the result
is obvious by the mean value property. For p > 1, by Holder’s inequality

2 1

1 i g 1
lu(zo)| < £<J|u(zo + re’9)|pd9> - @m)3,
0
where 11) + é = 1. Raising both sides to the power p yields

2
|u(zo)|” < L J|u(zo +re®)F de,
0

N

7T

as desired. Likewise, if f is analytic, then |f|? is subharmonic for p > 1, and:

(iv) Iff(z)is analytic in a domain Q, then |f(z)| is subharmonic, which follows from
the mean value property for analytic functions.

(v) If f(z) is analytic in a domain Q, then log |f(z)| is harmonic wherever f(z) # O.
With log |f (zy)| = —co whenever f(z,) = O, clearly, the submean value property
is satisfied at z;,. As a consequence, log |f(z)| is subharmonic in Q.

(vi) Ifvy, v, are subharmonic, then so is v; + v, or any finite sum for that matter.

(vii) Ifv, and v, are subharmonic, then so is v = max(v;, v,). It is clear that condition
(i) holds, so now take a point z, and a circle C, : |z — z5| = r in a domain Q.
As vy, v, are upper semicontinuous, they are both bounded above on C, by some
constant m, and, consequently, v; < v < mon C,. As both v; and m are integrable
around C, with respect to 8, so is v. Assuming that v(z,) = v;(z,), we have

2m 2n
1 i 1 i
v(zg) < > J vy(zo + re)de < > J v(zo +re’®)de,
0 0

and v is subharmonic. Likewise, if v;,v,,...,v, are subharmonic, then v =
max(vy,Vy,...,V,) is subharmonic.

(viii) The class of functions v > 0 such that u = logv is subharmonic in a domain Q
was introduced by T. Rad6 as the class PL. At the zeros of v, we take u to be —co.
The modulus of an analytic function is of class PL by example (v). Moreover, if
v is of class PL, then v itself must be subharmonic. Indeed, the subharmonicity
of log v means that v # —co and that v is upper semicontinuous. To demonstrate
the submean value property, we fortunately have the pleasing inequality

4 These are known as P-harmonic functions.



194 — 8 Subharmonic/superharmonic functions

1 2 1 2
— J logf(6)d6 < log 5 Oj £(6)d6

for Lebesgue integrable functions.” Since u = logv is subharmonic, from the
preceding inequality we obtain

eu(zo) < eL(u,zo,r

v(zg) = ) < L(v,zy,7),

and thus v is subharmonic.
(ix) Iff:Q; — Q,isconformal andvis subharmonic on Q,, then vof is subharmonic
on Q,. Compare with Lemma 7.10. The proof is left as an exercise.

Another approach to some of the above examples is via the following useful result.

8.14 Jensen Inequality.® Let f be a real-valued p-integrable function on a finite measure
space X, and let I be an interval such that f(X) c I. If ¢ is a convex function on I and
¢ o f is integrable, then

¢<I%X)}!fdu> < }%J(qbof)du.

8.15 Example. Let ¢ be a convex increasing function on an interval I, and let v be
subharmonic in a domain Q with v(z) € I. Then the composition ¢ o v is subharmonic
in Q.

Proof. As ¢ is continuous, ¢ - v remains upper semicontinuous. Furthermore, since v
is subharmonic and ¢ is an increasing function,

2 2n

(Pov)(zy) < ¢>< % J v(zo + reig)d9> < %r J(gb o vV)(zo + re’®)ds,

where the last inequality follows by the Jensen inequality. Hence ¢ o v is subharmonic
by Theorem 8.7. O

Observe that Example (iii) immediately follows since the function |x|” is convex
and increasing for p > 1.

8.16 Corollary. Ifv is subharmonic, then e® is subharmonic for a > 0.

5 A proof can be found in Riesz, F., Sur les valeurs moyennes des fonctions, J. London Math. Soc. 5
(1930), 120-121.

6 Sur les fonctions convexes et les inégalités entre les valeurs moyennes, Acta Math. 30 (1906),
175-193.
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Growth rate/subharmonic functions

Let v be subharmonic in C and consider a closed annulus .A: r; <r < r,, setting m(r) =
max,_, v(z), which exists by Proposition 8.3. Then the function

logr, —logr
logr, - logn;

logr —logr,

h(z) =
@ logr, —logn,

m(ry) + m(r,) (8.4)

is harmonic in .4 and satisfies v(z) < h(z) whenever |z| = r;, 1 = 1,2. Hence v(z) < h(z)
for all z € A. This is the Hadamard three-circles theorem for subharmonic functions,
and equality (8.4) means that m(r) is a convex function of logr.

Furthermore, if we now assume that v that is subharmonic in C and satisfies the
growth condition lim, | _(m(r)/logr) = O, then letting r, — oo in (8.4), we obtain

v(z) < m(ry)
for 0 < ry < |z|. Since v is upper semicontinuous, we obtain
v(z) < lim m(r;) = v(0)
r—0
for all z € C, implying that v is constant by the maximum principle. Thus we have
established the following:

8.17 Theorem. A subharmonic functionv in C satisfying

mw
r—oo lOgr

where m(r) = max,, v(2), reduces to a constant. In particular, if v(z) is bounded above
in C, then v(z) reduces to a constant.

Growth rate/superharmonic functions

For positive superharmonic functions in the unit disk, as was the case for their har-
monic counterparts, there are also bounds on just how rapidly such functions can
approach the value zero without collapsing to zero.

8.18 Theorem.” If s(z) is positive superharmonic in U and

s(z)
1-|z|

z—4y

for some point {, € oU, then s = 0.

7 U. Kuran and J. L. Schiff, A uniqueness theorem for nonnegative superharmonic functions in planar
domains, J. Math. Anal. Appl. 93 (1) (1983), 195-205.
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Proof. For positive superharmonic functions, we use the Riesz-Herglotz representa-
.8
tion

s(z) = J] G(z,a)dv(a) + J K(z,{)du({),

U ou

where G(z,a) = log| | is Green’s function for U with pole at &, K(z, {) is the Poisson

kernel, and v and u are nonnegative Borel measures. The second integral is a positive

harmonic function h(z), and the hypothesis implies that h(z) = 0 by Proposition 7.40.
For the first integral, by Fatou’s lemma we have

BT

z—y

> g lim

0=1li Lzl ﬂ Gz, Q)dv(@)
U

dv(a)

log

z—»(o |Z|

Considering the integrand of the integral on the right, from the growth estimate of
Corollary 5.3 we obtain

log L= 5 (=lab~Iz)
zZ-« 1+|z]
and we infer that
1 1-« 1-
lim log i ld > 0.
=g 1- |Z| zZ-a 2
This implies that v = 0, and therefore s = 0. O

Poisson extension

For an upper semicontinuous function v(z) in a domain Q, we next need to extend
the Poisson integral to any disk D(z,p) < Q using the boundary values of v. Again by
considering a sequence of continuous functions ¢, N von { =z, + pe’¢ we have

P
P,(z) = lim S J %‘%(Od(ﬁ

—00 2T
0

1 TMV(W,
- I - 2|2

2n
0

8 See Helms (1969, p. 116).
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by the monotone convergence theorem. Thus P, is harmonic in the disk, where v(z) <
P,(z). We know from Chapter 7 that when v is continuous at { € 0Q, we have

lim P, (z) = v({).
z—(

In the present case,
lim P, (z) < v({)
z—(

for all { € 9Q. We omit the technical details.’

8.19 Theorem. Let v be subharmonic in a domain Q, and let D be an open disk with
D c Q. Then the function w defined by

{Pv(z) zeD
w(z) =
v(z) zeD =Q-D,

is subharmonic in Q.

Proof. To verify the upper semicontinuity, note that for any { ¢ 9D and z € D',

@W(Z) = @V(Z) <v({) =w({)

and forz € D,

@w(z) = @PV(Z) <v({) = w(Q).

To establish the subharmonicity of w, take { € oD such that for all r > 0 sufficiently
small,

2 2
_ 1 i0 1 J i0
w(() =v(() < o Jv(( +re”)do < > w(¢ +re”)ds,
0 0
and now w satisfies the submean value property in all of D. O

Perron method

The following method initiated by Oskar Perron (1880-1975) is a very versatile method
for solving the Dirichlet problem.!® For a bounded region Q ¢ C whose boundary con-

9 These can be found in Helms (1969, p. 24).
10 Eine neue Behandlung der ersten Randwertaufgabe fiir Au = 0, Math. Zeit. 18 (1923), 42-54.
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sists of finitely many Jordan curves and boundary values f (not necessarily continu-
ous), the method determines an associated harmonic function HF so that when the
classical Dirichlet problem has a solution, it is identically equal to Hj?. Other methods
developed by Norbert Weiner and Marcel Brelot produce the same function Hj?, which
is known as the generalized solution to the Dirichlet problem.

8.20 Theorem. Consider the family § = $; of subharmonic functions v defined on a
bounded domain Q c C such that for any real-valued function f (which can take infinite
values) defined on 0Q, the following condition holds:

@v(z) <f(Q)

for all { € 0Q. Then the function

HfQ(z) =supv(z)
veEDH

is either harmonic in Q or identically +co in Q.

Proof. Here if we allow v = —oco to be subharmonic then the family § is always
nonempty, and if $) only consists of this single function, then we set HfQ(z) = —oo.
Otherwise, take a small open disk D with D c Q such that for a fixed z;, € D, thereisa
sequence v, € § with

Vp(20) 7 HfQ(zO)

as n — oo. Define V,, = max(vy,v,,...,V,) € $ and let

Py (z), zeD,
Wy(2) =4 ,
Vy2), zeD =Q-D.

As we have seen by Theorem 8.19, w,, is subharmonic in Q, and for all { € 0Q,
;ifrr;wn(@ = @ Va(2) < f(0),
so that w,, € $). Moreover, V,, < V,,,; implies that w,, < w,,,;, and then we obtain
Vp(2o) < Vi(zp) < PVn(ZO) =Wy,(zg) < H}?(zo).

Firstly, we assume that HfQ (zg) = o0, so that by Harnack’s principle co =
lim,,_, o, Wy(2) sH]? (z) in D. On the other hand, if HfQ (zg) <00, then w(z) =lim,,_,, wy,(2)
is a harmonic function in D such that w(z,) = HF (z9) and w(z) < H]f) (z) forall z € D.

To show that w = HfQ in D, we take any other point z; € D and a sequence v, (z;) /
HfQ(zl) asn — oo. Now for the clever part, we first take V; = max(v,,v},), and then
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proceeding just as above, let V,, = max(V], V,,..., V). Thus, for W,(z) = Py (z)inD

(and = Vn in D'), we obtain lim W, (z) = W(z), which is harmonic in D or +c0, and

n—oo

w(z) < W(z) < Hj?(z)

with W(z;) = ij’(zl). Furthermore, w(z,) = H/?(zo) implies that w(zy) = W(z,), but
then the harmonic function W — w in D attains a zero minimum at the interior point
zq, implying that W = win D, and so w(z;) = H)?(zl). We conclude that, w = HfQ inD.
Consequently, taking an arbitrary open disk D, either H;) is a harmonic function
in D or equals co in D. A connectedness argument then proves the theorem. O

8.21Remark. Ifthe Dirichlet problem happens to have a solution hin Q for continuous
boundary values f, then certainly h € $, and so h < H;). On the other hand, for each
vVeSn,

Ev(z) <f()=hQ)

at all points { € 0Q means that for any point { on the boundary and any € > 0, there
is an open disk D, about the point such that v(z) < h(z) + € for all z € D, n Q. Now for
u = v — h, if there is a point z, € Q with u(z,) = m > 0, once again consider the set
S ={z € Q: u(z) = m}. Inview of the boundary condition, every point { € 0Q has a disk
DC about it with u(z) < m/2 on each D( N Q. Thus assuming m to be the maximum of u,
since S is a closed subset of Q, we can find a point z; € S that minimizes the distance
to 0Q, and the arc argument of Theorem 8.7 on a sufficiently small disk about z; gives
a contradiction, so that u < 0. Hence v(z) < h(z) forallz € Q and all v € §) implies
H]f) < h, and, consequently, H}9 =h.

8.22 Corollary. Ifv is subharmonic in a bounded domain Q and

lim v(z) < h({)
z—(
for h harmonic in Q and continuous on Q, then v(z) < h(z) in Q. Moreover, v(z) < h(z)

unless v(z) = h(z).

The latter statement is true since v(z) — h(z) cannot attain a maximum in Q unless
it is identically constant.

Barrier/regular points

Now that we have associated the harmonic function HfQ with given boundary values in
a seemingly natural way, we must investigate the boundary behavior of this harmonic
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function and therefore the nature of the boundary comes into play. To this end, we re-
quire the following type of functions. Without loss of much generality, we will hence-
forth consider only functions f that are bounded on the boundary of some bounded
open set in the complex plane.

8.23 Definition. A subharmonic function b(z) defined in Q is called a barrier at a point
§ € 0Qif

) lim,_,. b(z) = 0 and

(ii) mz_)(b(z) <Oforall { € 0Q, { # {,.

Points on the boundary that have a barrier are known as regular (for the Dirichlet prob-
lem).

8.24 Remark. From the preceding corollary we see that b(z) < 0 in Q. For any disk D,
about a point {, € 0Q, condition (ii) implies sup{b(z) € Q n (D(O)’ } = —-m < 0. Without
loss of generality, we can normalize our barrier by letting -m = -1 and subsequently
taking max(b(z), -1), which is also a barrier at {;, and will again be denoted by b(z),
which now equals -1 outside of D, NQ. Equivalently, a barrier can be defined in terms
of superharmonic functions (cf. Helms 1969).

Here is the reason we want a barrier at a boundary point. All the properties of the
barrier come to the fore.

8.25 Theorem. If {, is a regular point and f is bounded on 0Q, then

Jlim £(¢) < lim Hy'(2) < im H7'(2) < im (0). (8.5)

Proof. Letus start with the first inequality of (8.5) by setting a = lim,_, & f({)for{ € 0Q.
Then given € > 0, there is a closed disk A of {; such that f({) > a — € for { € \. Note
that for |f({)| < M, the function

¢z) = (a+M)b(z) + (a—¢)
is subharmonic in Q. Moreover, since EZ_){[J(Z) < O forany ¢ € A/, we have

@(P(Z) <a-e<f(Q).

On the other hand, for { € A/, since b(z) = —1 outside the closed set

;g_rr;¢<4) =-M-e<f(Q.

It follows that our function ¢(z) belongs to the family ), and hence ¢(z) < HfQ (2).
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Finally, since limz%(0 b(z) = 0, we conclude that

lim H;)(z) > lim ¢(z) =a-e¢.
z—{, z—4y

As € > 0 was arbitrary, lim,_,. f({) < lim,_, 0HfQ(z) as desired.
For the second inequality of (8.5), let us set 8 = ﬂ(_)(o f({), so that given some
€ > 0, there is a closed neighborhood A of {, in which f({) < 8 + € for { € N. In this

instance we consider an analogous function to ¢(z),
Y(z) = (M -B)b(2) + (v-B) (8.6)

for an arbitrary v € $. Note that 1)(z) is subharmonic in Q, and since ﬁz_,(b(z) <0
for{ e N,

lim(z) <limv(z) -B<f({)-B<e.

z—( z—(
Moreover, as b(z) = —1 outside N and since v € §) implies that ﬂz_)(v(z) < M, we
again obtain that mz_)ﬂ,b(z) < efor ¢ € N'.1' As a consequence, mz_}ﬁ/}(z) < ¢ for

all 0Q, and hence (z) < eforall z € Q and v € $. Therefore, after solving for v in
equation (8.6), we deduce that

Hf'(z) < B— (M- P)b(2) +&,

and hence
lim HQ(z) <f+e.
z—{, f ﬁ
We conclude that
lim H2(2) < Iim f({),
iy @) < i 16
proving the theorem. O

The upshot of all this is that at points of continuity, we have exactly what we want:

8.26 Corollary. If the boundary function f is continuous at the regular point {,, then
lim H{'(2) = £(§).
z—(,

8.27 Corollary. If the boundary function has continuous boundary values f and each
point of the boundary is regular, then the Dirichlet problem has a unique solution.

11 In fact, in this case, Hzﬂ(lp(z) <O0.
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Interestingly, the converse is also true.

8.28 Corollary. If the Dirichlet problem has a solution for every continuous function on
the boundary, then every point of the boundary is regular.

This is so as it is always possible to find a continuous function that is zero at a
boundary point and negative at all other boundary points. Then the solution to the
Dirichlet problem is the requisite barrier at that point.

Harmonic measure extension

At this juncture, let us utilize the Perron method to extend the notion of harmonic
measure as initiated by Nevanlinna in Chapter 7 in a natural way from arcs to Borel
sets on 0Q. See Garnett (1986) for further details.

8.29 Definition. Let E be a Borel set on 0Q with the characteristic function yy of E,
and let $,, be the Perron family of subharmonic functions v in Q satisfying

;ifn;v(z) <xe({)

for all { € 0Q. Then the harmonic measure of E with respect to the domain Q is the
bounded harmonic function

w(z,E,Q) = H)g (z) =supv(z)

VES

in Q satisfying O < w(z,E, Q) < 1.

It is clear that when E is an arc on 0Q, the two definitions are the same. As in
the case of arcs, the harmonic measure is conformally invariant under a conformal
mapping of the domain.

As we have previously encountered in Chapter 7 another harmonic measure with
regard to the Riesz representation theorem, let us apply the Perron method to establish
that our two notions of harmonic measure are in fact the same, that is, the measure
yf(( ) from the RRT for functions f({) continuous on 0Q

Y@ = [ FOa )

T

is the same as the harmonic measure defined by w(z,E, Q) = H)i in Chapter 7.

To this end, for a bounded domain Q, let E be a closed set on 0Q. Our proof uses
the family ) of Theorem 8.20. Take a sequence of continuous functions {f,} on 0Q such
that f,,({) N xg({). Then H;: is a decreasing sequence of harmonic functions, so that

Hffn2 \ H? and H is harmonic in Q by Harnack’s principle. It follows that
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1@ = lim [ £©de) = [ lim £0di§) = k)

2Q E
Moreover, for all n,

lim H(z) < lim Hy (2) = £,({),

z—¢ z—¢ "
whence mz_)(HQ(z) < x(). Thus H is belongs to the Perron family 9y, which
implies that H%(z) < Hy (2).

Moreover, every function v € Ny, also belongs to the family 9y, for each n, imply-
ing thatv < H}: for each n. We conclude that

Hp (2) < lim HP(2) = H(2),

and hence w(z,E, Q) = H)?E (z) = H%(z) = p?(E ), which was to be proved.
Next, let E € 0Q be any Borel set and note that

)5 (E) = sup{y; (K) : K closed, K € E} < Hy, (2),

where we have used the fact that f < g implies HfQ (z) < H;’ (z). Finally, since 5 U g €
Df g Setting 0Q — E = E', we have

Mo (B) =1- i (E') 2 1-H (2) > Hy. (2),

and we conclude that w(z,E, Q) = y? (E) for all Borel sets on 0Q.

This means that we can write

@) = [ fQ)dwtz. ()
0Q

for every f({) continuous on 0Q. In the case the domain Q is the open unit disk, the
above formulation reduces to the Poisson integral.
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The modern study of the iteration of rational functions began with the work of Gaston
Julia® and Pierre Fatou? early in the 20th century basing their studies on the prior work
of Montel regarding normal families. No doubt, a great impetus for this large outpour-
ing of research was the Grand Prix des Sciences Mathématiques to be awarded in 1918
for work in this subject area, and although Julia entered (and won), Fatou did not. The
subject occurs implicitly in the well-known Newton—-Raphson method of the 17th cen-
tury.” It was the development of the theory of normal families that allowed an elegant
separation of iterations that at a point behaved wildly from those that had a more regu-
lar development. One striking feature of the iteration of rational functions is that very
simple functions can have extraordinarily complex dynamics, which makes them so
interesting to study. Unlike Julia and Fatou, we now have computers to calculate the
behavior of the iterates. If only they could see now what beautiful complexity they had
unleashed, as for example, displayed in the book by Peitgen and Richter (1986).

Rational functions
We consider the quotient of two polynomials considered as mappings from C to C,

_P(z) Gotaz+-+ayz

Q@) by+biz+-+byz?

R(2)

where the coefficients are complex numbers, and neither polynomial is identically
zero, nor do they have common zeros. Associated with such rational functions is the
number

d = deg(R) = max{deg P, deg Q}.

An interesting fact of rational functions is that the number of roots of R(z) = ain C
equals the number of poles of R(z) in C (both counted according to multiplicity), and
it equals the degree d (exercise).

A further fact that will be useful is that a meromorphic function f(z) on C is a ra-
tional function. To see this, note that the number of poles of f(z) is finite by the com-
pactness of C and let us assume in the most general case that b, = co is also a pole.

Enumerating the finite poles and the one at infinity , we have the set {b;, b,, ..., by, boo }

1 Mémoire sur I’iteration des fractions rationnelles, J. Math. Pures Appl. (8) 1 (1918), 47-245.

2 Sur les équations fonctionnelles, Bull. Soc. Math. France, 47 (1919), 161-271; 48 (1920), 33-94
and 208-314. “Nous avons fait exclusivement usage dans nos recherches des propositions de M. Mon-
tel.”

3 Indeed, Ernst Schroder published in 1870/71 a work in this regard associated with the polynomial
p(z) = z° — 1. The Newton-Raphson method is also known as Newton’s method and referred to by
A. Cayley as the Newton—-Fourier method in the context of polynomials of a complex variable. See
Figure 9.7.

https://doi.org/10.1515/9783110757828-009
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At each finite pole bj, let Pi(z+b,-) be the principal part of f(z), each of which rep-
resents a rational function. For such values of j, the point at infinity is a removable
singularity since P;( z—_1b,) — 0asz — oo.

At b, letting w = 1/z, the principal part of f(w) at w = 0 is of the form

1\ kn  Kkno k,
o) = ol i ey

for some m, so that P (z) is a polynomial. As a consequence, the function

1
Z—bj

G(2) = f(2) - lzl AL )P

is analytic in € as all the singularities are removable. Since G(z) is continuous on the
compact set € and hence bounded on C, an application of Liouville’s theorem implies
that G = c. Thus f = YL, P; + P, + ¢, proving that f is rational.

Orbits

Starting with some initial point z,, we will be concerned with the successive iterations
of this point by the rational function R(z), that is,

R"(zg) =R°Ro---R(zp)

(n-fold composition), and we write z, = R*(zy), n = 1,2,3,..., with z, = Ro(zo). The
result is a sequence of successive iterations

Or'(zy) = {2921, 2, - .. }
in C known as the forward orbit of z,. Analogously, the backward orbit of z, is
Or(zy)={zeC : R¥(z) = z, for some k = 0, 1,2,...}

A useful notion from the linear algebra of matrices is the following.

Conjugates

9.1 Definition. Rational functions R(z) and S(z) are said to be conjugate if there exists
a Mobius transformation M(z) = 22 ad - bc # 0, such that S= Mo Ro M.

cz+d’

Note that the conjugate of a rational function is again a rational function of the
same degree. Moreover, S" = MoR" o M -1 (why?), that is, the iterates are conjugate as
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well. Therefore their dynamical developments are “equivalent.” So, for example, the
quadratic polynomial

R(z) = az* + bz +c

satisfies the conjugacy relation S = MoRo M 1 where S(z) = 22 +dand M(z) = az+b/2,
and d is the constant ac+b/2—b?/4." Hence, to study the dynamical nature of a general
quadratic R(z), it suffices to study the case of S(z) = z’+ constant.

If R(zy) = zy, then z, is a fixed point of R(z), and the iterations remain stationary.
If a sequence of iterates {z,} of z, converges to some point ¢, then

R = R(Jim z,) = Jim Rezy) = Jim,z,.1 = ¢

by the continuity of R(z), implying that { is necessarily a fixed point of R(z). Note that
z is a fixed point of R(z) if and only if M(z;) is a fixed point of the conjugate S(z) =
MoRoM7\(z).

If R"(zy) = z, for some positive integer n, that is, z, is a fixed point of R", and
R™(zy) # z, for 0 < m < n, then z, is a periodic point of period n or a fixed point of
order n. Hence the orbit consists of n distinct points

Yy =0r"(zy) = {20,215 - - » Zp1}

where z;, = R (z9), k = 0,1,2,...,n - 1. In this instance, Or*(z,) forms an n-cycle or
a periodic orbit. A point z; is called preperiodic if z, is not periodic but some iterate
R™(zy) is. If Or*(zy) = {2021, 25, ... } is infinite, then the point z, is a wandering point.

9.2 Example. R(z) = z2. Then there are exactly three fixed points of order one, namely,
0, 1, and co. Any point z, with O < |z,| < 10r |z,| > 1is a wandering point since Or* (z)
is a sequence of points converging to the origin or to co, respectively. The point z, = -1
is preperiodic since its orbit is {-1,1,1,... }. Finally, the points e™> and e*™/3 on the
unit circle |z| = 1 form a 2-cycle.

Fixed points and their nature form a fundamental part of the theory, but not all
fixed points are created equal. The distinguishing factor is the derivative of (R”)’(zo)
and the reasons for that will become more apparent further. Let z, € C be a fixed point
of order n, and let A = (R")'(z,). This gives rise to the following classification:

(i) IfA =0, then Or*(z,) is superattracting;
(ii) If0 < |A| < 1, then Or*(z,) is attracting;
(iii) If ]| = 1, then Or* (z,) is indifferent;

(iv) If|A] > 1, then Or*(z,) is repelling.

If z, = 0o, then we take A = 1/(R™)’(c0).

4 The reader is invited to check that the author has got this right.
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By repeated applications of the chain-rule we obtain (when all terms are finite)
A = R’(Zo) . R’(Zl) e R’(Zn—l)’

which means that each point z; of Or*(z,) has the same value A = (R")'(z;) (exercise),
and thus each z; has the same classification as z,. Thus the eigenvalue A is an invariant
of the orbit of z,.

9.3 Example.

(i) R(z) = 2z? - z. Then 0, 2, and oo are fixed points of R(z). Moreover, |[R'(0)| = 1and
[R'(2)] = 3, making z = 0 an indifferent fixed point and z = 2 a repelling fixed
point. Also, A = 0 for z = co, making z = co a superattracting fixed point.

(ii) R(z) = z% - 1. Then the points 0 and -1 form a 2-cycle, and since

Al = |R'(0)-R'(-D| =0,
the 2-cycle is superattracting.

(iii) R(z) = zlz Then the points 0 and co are attractors of period 2, and (RH'(0) =
(Rz)’(oo) = 0, so that the 2-cycle is superattracting.

Iteration of Mobius transformations

Since the Mdbius transformations are rational functions of degree 1, we first consider
their iterations before moving on to more general considerations. Recall from Chap-
ter 1 that the Mobius transformations w = T(z) € M6b(C), i. e.,

_az+b

T ]
@ cz+d

ad - bc = 1, can be classified according to the square of their trace values 7 = a + d,
where the fixed points of the transformations are given by the roots

(@-d)+ @ d’=4

51»52 = 2c

Let us now examine the iterations of each class.

One fixed point (parabolic case: t* = 4)

With one fixed point, & =& = &,.If c = 0, then T(z) = gz + 5, and ¢ = oo, so without
loss of generality, in this case, let us assume thata =d = 1. Hence T(z) =z + b, b # O.
It follows that T"(z) = z + nb — co as n — co.

On the other hand, if c # O, then & = (a — d)/2c + oo, and there is a Mobius
transformation w = M(z) = 1/(z—¢) that maps ¢ to co. Then the conjugate S = MoToM ™!
has a single fixed point at co such that S"(w) — co. Since T" = M~! o §" « M, we see
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Figure 9.1: A Parabolic transformation with a single fixed-point attractor (center). Courtesy José
Ibrahim Villanueva Gutiérrez.

that T"(z) — M‘l(oo) = ¢ asn — oo. We conclude that in either case, T"(z) — ¢ as
n — oo forall z € C, and T is a parabolic transformation. See Figure 9.1.

Two fixed points

Denote the fixed points of T(z) by &;, &, and assume that ¢ # 0, so that both points are
finite. Then the M&bius transformation

w=M(z)= Z—_f1
z-4
maps & and &, to 0 and oo, respectively.® It follows that the conjugate mapping S =
Mo T oM fixes the points 0 and co. Then we can write S(w) = kw, which satisfies
S"(w) = kw. Clearly, the behavior of S" as n — oo at all z # 0, co depends crucially
on the value of k.
AsS(w) = M o T o MY (w) = kw, we obtain the normal form of the transforma-
tion T(z)

T(Z) _61 _ kz_gl

T@)-& z-§& oy

5 Of course, we could just as well write
w=M@) = Z:‘fz.

z
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We can deduce something interesting about the value of the multiplier k by using a
cross-ratio® since the points &, &, and co are mapped by T(z), respectively, to &, &,
and a/c. The cross-ratio in this instance becomes

w-&)(%-4) _z-§
w-&) (5 -&) z-&’

implying that )
c 6

ey

9.4 Exercise. In the preceding case, using the fact that &, +&, = ©2, £& = -2, £2+& =
(afd;JerC’ and ad - bc = 1, show that

k+ % =(a+d)’-2=17"-2
Returning to equality (9.1), we deduce that |T'(&)| = |k| and |T'(&)] = 1/]k|. It

follows that if (i) |k| < 1, then & is an attractor, and &, is a repeller, and (ii) if |k| > 1,
then the roles of ¢, and ¢&, are reversed. In other words, the iterates T" converge to

Figure 9.2: Iterations of a loxodromic transformation with two finite fixed points, one an attractor
and the other a repeller. Courtesy José Ibrahim Villanueva Gutiérrez.

6 Here for convenience, we use an equivalent cross-ratio to that given in (1.12) of the Mdbius trans-
formation w = T(z) that maps the points w; = T(z;), i = 1,2, 3, all of which are finite, namely
wW-w)w, —w3)  (z-2)(z; —23)
(W —wyp)(w; —ws) - (z - 2))(z1 — 23)
with the right-hand side becoming (z — z;)/(z — z,) when z; = oo as in the present case.
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Figure 9.3: The iterates of a hyperbolic transformation traverse circular orbits away from the repeller
toward the attractor. Courtesy José Ibrahim Villanueva Gutiérrez.

one of the two fixed points, respectively, with the second point being a repeller. If k is

complex, then this corresponds to a loxodromic transformation: 7> € C. The iterates

move along S-shaped orbits away from the repeller toward the attractor. See Figure 9.2.
If (iii) k is real, k > 0, k # 1, then the iterates move in circular orbits away from the

repeller toward the attractor. This is the hyperbolic case (7 real, 2 > 4). See Figure 9.3.
In the case (iv) |k| = 1, k # 1, since a Mobius transformation maps circles to circles

(straight lines are circles of infinite radius), there are two possibilities:

(a) kis an nth root of unity, and therefore the iterates T" cycle through a finite set of
points on a circle, or

(b) the iterates form a dense subset of a circle. In either case, T is an elliptic transfor-
mation (7 real, 0 < 72 < 4), and iterations move in fixed circular orbits about one
or the other of the fixed points. See Figure 9.4.

In all the above cases of two fixed points, we have stipulated that ¢ # 0. If ¢ = 0,
then the fixed points are ¢, = d—f’a and &, = co. The development engenders the same
classifications as in the preceding cases (exercise).

Next, for our subsequent considerations, we will assume that d = deg(R) > 2.

Julia and Fatou sets

We now define some of the most fascinating sets in mathematics. Our discussion of
normal families in Chapter 4 will now play a major role.
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Figure 9.4: Iterations of an elliptic transformation with two fixed points. All iterations remain on
circles whose radius is that of the seed point. Courtesy José Ibrahim Villanueva Gutiérrez.

9.5 Definition. For a rational mapping R(z), the Fatou set (stable set) is
Fr={( €C:{R"(2)},n=0,1,2,..., is anormal family at {},
and the Julia set is Jg = C - Fg.”

Recall that a family is normal at a point if it is normal in a neighborhood of the
point, so that the Fatou set is open, the Julia set is closed, and the connected compo-
nents of F are domains of maximum normality of the family {R"(z)}.

9.6 Example. GivenR(z) = z% d > 2, the iterates of any z, with |z,| < 1satisfy R"(z) —
0 uniformly on compact subsets of the unit disk U : |z| < 1, and, furthermore, R"(z) —
oo uniformly on compact subsets of U’ : |z| > 1. Moreover, for any zo with |zg| = 1, there
is no neighborhood of z, in which the family of iterates {R"(z)} constitutes a normal
family. We conclude that Fy = U U U’ and that J = {|z| = 1}.

The significance of the derivative (R")'(z,) will now become more apparent.

9.7 Theorem. If Or*(z,) is a (super)attracting periodic orbit, then Or*(z,) < Fg. If
Or*(z,) is a repelling periodic orbit, then Or*(zy) < Ji.

Proof. Without loss of generality, we assume that z, is an attracting fixed point (of or-
der one) and finite. Then for all points z in some sufficiently small disk D(z,, r), we have

R R

z -2z

7 ‘...définissons comme ’ensemble des points ot les itérées ne forment pas une suite normale...’
Fatou op. cit., p. 163.
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so that |[R(z) —zy| < €]z—-z,|. Consequently, |R"(z)-z,| < €'rforn =1,2,3,..., implying
that the family {R"(2)} is uniformly bounded in D(z,, r) and hence normal at z,. We
conclude that z, € Fp and, as a matter of fact, D(zy,r) € Fp.

The second part of the theorem is proved analogously. O

As a consequence, since J is closed, we have

{repelling periodic points} ¢ Ji.

There is the equality in the above relation, which we mention further on.

9.8 Exercise. Prove that if { is a repelling fixed point of R(z), then the iterates z, can
converge to { only if z, = { for all n sufficiently large.

Note that in the first part of the preceding theorem, for any z € D(z, ), R"(z) — z,,
n=1,273,.... Moreover, in the example R(z) = 2%, there were two open sets U and U’
in which the iterates tended to an attracting fixed point. This suggests the following:

9.9 Definition. Ifz, is an attracting fixed point in C, then the basin (domain) of attrac-
tion is the set

A(zy) = {z € C:R'(z) — zyas n — oo}.

It consists of all the points z whose forward orbits Or* (z) approach z, and clearly
includes all the points of Or™(z,). The immediate basin of attraction is denoted by
A*(z,) and is the connected component of A(z,) that contains the point z.

In the case of a cycle y of period n, each of the fixed points of period n, z;, = R¥(z,),
k=0,1,2,...,n-1, has a basin of attraction for the iterates R", and the basin of attrac-
tion of the n-cycle A(y) is the union of these basins.? The immediate basin of attraction
of y, denoted by A*(y), is the union of the corresponding immediate basins of attrac-
tion of all the points zy, z;, . .., z,_; in the cycle.

Exceptional points

One of the most salient features of the theory of normal families is the fundamental
normality test 4.35, namely that a family of meromorphic functions defined on a do-
main Q ¢ C that omits three distinct values is normal.’ This result can be applied in
relation to a Julia set.

2
8 The Newton-Raphson rational function associated with p(z) = 22~ 1isR(z) = % In the afore-
mentioned work, E. Schroder showed that the points +1 are superattracting fixed points of R(z) and
that their respective basins of attraction are half-planes x > 0 and x < 0, respectively.

9 See also the comments after Theorem 4.29.
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9.10 Proposition. For each point { € Jy and any neighborhood A of {, then

Ey=C-|JR'®)

n>0

contains at most two points (exceptional points).

For example, if R(z) = a,z" + a,_;2"' +--- + ay, n > 2, then z = co is a superat-
tracting fixed point belonging to the Fatou set. Therefore the Julia set is contained in
C, so that

UR%Q:C,

n>0
implying that z = co is the sole exceptional point.

9.11 Definition. Given { € Ji, the set of exceptional points is

E;=JEn
where the union is taken over all neighborhoods A of {.

As we have seen, the cardinality of E, satisfies 0 < ]:T( < 2, and for all sufficiently
small neighborhoods A, E( is independent of A.

It is interesting that the nature of the set E; allows for the classification of the
rational function R(z) in the following manner.

9.12 Theorem. Let { € Jp with E; # 0.
i If E_( =1, then R(z) is conjugate to a polynomial;
(i) If I:T( = 2 then R(2) is conjugate to the mapping z — z*¢ with d = deg(R).

Proof. 1t is evident that R’l(E() = E, with the set E, consisting of either one fixed

point, or two fixed points, or a 2-cycle. Thus we have three cases to consider.

@ If E, = {a}, then we can find a M6bius transformation M(z) such that M(a) = co.
Then the conjugate mapping

P(z)=MoRoM (z)

is a rational function satisfying P(co) = oo but having no poles in C. Therefore
P(z) reduces to a polynomial.
(i) If E( = {a, b}, then again choose a Mobius transformation with M(a) = oo and
M(b) = 0. For the conjugate P(z) = M - R - M~(2), we have two possibilities:
(*) If a and b both are fixed points of R(z), then 0 and oo are the respective fixed
points of P(z). Then as in (i), P(z) is a polynomial. Moreover, PY0) = {0}
(why?), so that the origin is a zero of multiplicity d = deg(R) and P(z) = cz4.
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By taking an expansion or contraction we can conclude that R(z) is conjugate
to Q(z) = z%.

(**) If a and b are 2-cycles of R(z), then the two points 0 and co are a 2-cycle of
P(z). With analogous reasoning R(z) is conjugate to Q(z) = 7274 (exercise). [

At first glance, it might seem that the set E, could depend on the point ¢ of the
Julia set. In fact, it does not, and, interestingly, any point of E( belongs to the Fatou
set.

9.13 Corollary.
1) E, is independent of the choice of { € Jg.
(i) E; € Fp.

Proof. (i) For E( # @and { € J, by the theorem R(z) is conjugate either to a polynomial
or to the mapping Q(z) = z*4. In the first instance, taking the domain A = C implies
that E; = E,, which is also valid in the second case taking A = C - {0, c0}."°

To prove (ii), simply note that if either E:( =1lor L;( = 2, then E consists either
of a single superattracting fixed point or of two superattracting fixed points or a su-
perattracting 2-cycle, respectively. In all cases, the result is a consequence of Theo-
rem 9.7. O

Since the set E; only depends on the rational function R(z), we set E, = Eg.

We have seen that for R(z) = zd, d > 2, the Julia set is simply the unit circle |z| = 1.
However, with the simplest of modifications, say R(z) = 2% + ¢, the Julia set can turn
out to be exquisitely intricate (see Figure 9.5). So let us now turn to examining the
properties and structure of Jp more closely.

Basic properties of /,

9.14 Theorem. For the Julia set of R(z):

(i) R(g) = Jg, forward invariance; Jp = R‘l(]R), backward invariance;"

(ii) Jg # 9, and it is equal to its set of accumulation points and hence is a perfect set;
(iii) If Jx contains an interior point, then J = C;

(iv) Forany a € Jg, Jg = Upso R(a);

(v) Given any attracting fixed point z, of R(z), we have A(z,) < Fp and 0A(z,) =] R.1z

10 To simplify matters, we need not distinguish between R(z) and its conjugate.

11 A set that is both forward invariant and backward invariant is completely invariant. Since R(z) is
surjective, backward invariance is the same as complete invariance for R(z).

12 Note that this means that if R(z) has multiple attracting fixed points, say a, 8, y, then Jp = 0A(a) U
0A(B) U 0A(y).
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Figure 9.5: The Julia set of the function R(z) = Z% + c with ¢ = 0.26006 + 0.00178i. The set is actually
connected, which is discussed in the sequel. Courtesy José Ibrahim Villanueva Gutiérrez.

Proof. To establish (i), it is perhaps simpler to consider the complementary Fatou
set Fp. Since each R(z) is a continuous open mapping, open neighborhoods are
mapped to open neighborhoods by both R™! and R. As a consequence, given any
z € Fp, we have R(z) € Fp and RY2) cF »- These observations are sufficient to show
that (exercise)

R(Fg) = Fp = R™\(Fp),

and thusly for Jp.

(ii) To show that J is nonempty, let us assume on the contrary that J, = @. This
means that {R"} is normal on the Riemann sphere C and there is a subsequence {R"}
that converges spherically uniformly on C to a limit function S(z). Then S(z) is mero-
morphic in C (or = o) by Corollary 3.18 and hence a rational function of degree 8,
including the case where S(z) may be a finite or identically infinite constant. If S(z) is
not constant, then let a be an arbitrary point, and if S(z) = c, then take a # c. Since the
equation S(z) —a = 0 has exactly & roots, we conclude that R"™ — a = 0 also has & roots
for all k sufficiently large (why?). However, deg(R™) — oo as k — oo, a contradiction
proving that Jp + 0.

We proceed to show that J; is equal to the set of all its accumulation points. First,
we establish that for any a € J, thereis b € J such that a € Or*(b) but b ¢ Or*(a).
Indeed, if a is a nonperiodic point, then we can simply choose any b € R"}(a) (why?).



216 —— 9 lteration of rational mappings

However, if a € ]y is a periodic point with period n, then consider the mapping
S(z) = R"(z) and the equation

S(z) =a. (9.2)

Suppose for a moment that SY(a) = {a}, in which case we choose a Mobius transfor-
mation M such that M(a) = co. Then the conjugate

P(z)=MoS-M(z)

has no poles in C, and only P(co) = co. Therefore P(z) is a polynomial with attracting
fixed point z,, = co, implying that z, € Fp or, in other words, a € Fs. This however
contradicts the fact that a € Jz. Hence we can conclude that there is another point
b € SY(a), that is, R"(b) = a, and once again, a € Or"(b). Furthermore, observe that
the point a is the only solution of equation (9.2) that is a member of Or*(a), which
implies that b ¢ Or*(a), as stated above.

We are now in a position to prove that J is a perfect set. Take an arbitrary point
a € Jp and a neighborhood A, of a. By the preceding there is another point b € Jp such
that a € Or*(b) but b ¢ Or*(a). Moreover, no point of J; can be an exceptional point
(since Eg < Fg by Corollary 9.13), implying that b ¢ Eg. This means that b € R™(A,) for
some positive integer m, and hence there is ¢ € A, such that R"(c) = b. As b ¢ Or*(a),
it follows that ¢ # a. On the other hand, since Jy is backward invariant and b € Jp,
we conclude that ¢ € Ji, which means that a is an accumulation of point of Ji, as
desired.?

(iii) Assume that a € J is an interior point, and let A, < Ji be an open disk
about a. Since {R"(z)} is not a normal family in A, we know that | J,. R"(A,) can omit
at most two points in C. The forward invariance property of the Julia set implies that
Unso R*(A,) <€ Jg, and since Jy is a closed set, we conclude that J = C.

(iv) Take some point a € Ji and a neighborhood A, of some b € J,. As we saw
earlier, a = R™(c) for some ¢ € A,, m > 1, since a ¢ Eg. Therefore ¢ € |J,.o R (a).
Since the neighborhood A, can be arbitrarily small, we conclude that b is an accu-
mulation point of the set | J,.o R ""(a). As b was an arbitrary point of the Julia set, we
obtain J; < | J,s9 R™(a). To establish the reverse inclusion, note that by the backward
invariance of J; we have | 5 R™(a) ¢ Ji. Since Ji is a closed set, Unso R™@a) < Jg,
providing the desired equality.

(v) Note that if z, is an attracting fixed point, then z, € Fg by Theorem 9.7.
Since Fy is an open set, take a disk D(zy,r) € Fg and any point z € A(zy). Then
for all n sufficiently large, the iterates R"(z) are in the disk D(z,,r) which means
that z € Fy in view of the backward invariance of Fy. Hence A(z,) < Fp, as de-
sired.

13 Then, trivially, J contains no isolated points.
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Furthermore, take a point a € Jg; by the last inclusion a ¢ A(zo)' so that any
neighborhood A, of a satisfies A, N A(z,)' # 0, implying that the sequence {R"(A,)}
can omit at most two points. We conclude that the iterations of some points of A,
belong to the set A(z,), which means that A, N A(z,) # @ (why?), and thus J; € 0A(z,).
Finally, if a € 0A(z,), any neighborhood A, of a intersects both A(z,) and A(z,)'. Then
{R"} cannot be a normal family in A,, implying that a € Jg, proving that 0A(z,) = Jg
and thus concluding the proof of the theorem. O

It was demonstrated in 1918 that (iii) actually does occur, in particular, that for
the rational function

(z2 + 1)2

R(z) = m,

9.3)

Jp = C1
It is interesting that the proof involves the Weierstrass g-function of Chapter 3and
the duplication formula it satisfies,'® namely

@ (w) +1)°
W= —
OW) = W @) 1)

Given a point z;, € C, suppose that w; is a solution to the equation p(w) = z,. For any
arbitrarily small neighborhood N(z,) about z,, there is a neighborhood N(w,) of w,
such that p(N(wg)) = N(zy). Then for any z € N(z,), we infer from (9.3) that R(z) =
R(p(w)) = p(2w) and, in general,

R"(2) = R"(p(w)) = p(2"w)

forn =1,2,3,...; thatis, the values of the iterates R"(z) for z € N(z,) take the values of
p(w) in an increasing sequence of homothetic neighborhoods N"(w,) obtained from
N(w,) by the multiplicative factor of 2". With increasing n, these neighborhoods cover
an increasing number of period parallelograms, which means that foreach z € N(z,) =
©(N(wp)), the iterates R"(z) = { take each value { an ever-increasing number of times.
This being the case, suppose now that there is a subsequence R™(z) that converges
spherically uniformly on compact subsets of N(z,) to a rational function S(z) (or to
= 00), that we have noted previously. As in the proof of part (ii) of Theorem 9.14, we
can conclude that for all k sufficiently large, the equations S(z) = { and R™(z) = { have
the same number of roots in N(z,). This is clearly a contradiction, which implies that

14 S. Lattés, Sur l'itération des substitutions rationnelles et les fonctions de Poincaré, C. R. Acad. Sci.
Paris, 166 (1918), 26-28.

15 See]. V. Armitage and W. F. Eberlein, Elliptic Functions, LMS Student Texts 67, Cambridge Univer-
sity Press, 2006.
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Figure 9.6: The famous Mandelbrot set is an atlas of the values of the parameter ¢ of the quadratic
polynomial R.(z) = 22 + ¢, for which the corresponding Julia set is connected. Equivalently, for each
value of c in the Mandelbrot set, R?(O) -+ ocoasn — oo.Grayregions are indicative of relative
escape times to infinity. Courtesy José Ibrahim Villanueva Gutiérrez.

the sequence {R"(z)} cannot be normal in N(z). As z, € C was arbitrary, we conclude
that J = C.1

Mandelbrot set

We have not said anything about the connectedness or otherwise of the Julia set, be-
cause it can be either connected or indeed totally disconnected. As it turns out, in the
quadratic case for R.(z) = 2% + ¢, the Julia set is connected whenever ¢ belongs to the
Mandelbrot set,” which is the set of complex values c for which RZ(O) -+ 00asn — 0o
(Figure 9.6). Thus the Julia set in Figure 9.5 is connected as the parameter c lies within
the Mandelbrot set.'® For values of ¢ € C in the complement of the Mandelbrot set, Jy is
totally disconnected. The connectedness of the Mandelbrot set itself was established
by A. Douady and J. Hubbard."

2 .
16 In more recent times the rational function R(z) = (22;2) was also shown to have Jp = Cin R. Maié,

P. Sad, D. Sullivan, On the dynamics of rational maps, Ann. Sci. Ecole Norm. Sup. 16 (1983) 193-217.
17 Attributed to B. Mandelbrot (1924-2010), but the set had appeared in the work by J. P. Matelski
and R. W. Brooks (1978) prior to Mandelbrot’s publication in 1980.

18 For the value ¢ = 0.26006 + 0.00178i, which was used to generate the Julia set of Figure 9.5, we
can determine that the iterations R7(0) have a periodic orbit via a brief computer program. We leave it
to the reader to determine the period.

19 Itération des polyndmes quadratiques complexes, C. R. Acad. Sci. Paris 294 (1982), 123-126.
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Critical points

To discuss the Julia set a bit further, we first want to examine the relationship between
Jr and the periodic points, and so we will need the following notion. Recall that if R(z)
is of degree d > 2, then it represents a d-fold mapping of C onto itself.

9.15 Definition. A point ¢ € C is a critical point of the rational function R(z) if R(z)
is not one-to-one in any neighborhood of ¢, and if v € C satisfies R(c) = v for some
critical point c, then v is called a critical value.

Let Cp = {critical points} and V = {critical values}. Clearly, R(Cy) = V. Further-
more, ifz € Cand R'(z) # 0, 00, then R(z) is one-to-one in a neighborhood of z, which
means that C_R < 0o. As we might expect, the cardinality of C; depends on the degree
of R(z), and in fact Cg < 2d — 2.°

In the case where w = R(z) is not a critical value, its inverse R*(w) consists of d
distinct points z;, i = 1,2,...,d. This means that fori = 1,2,...,d, there is a neighbor-
hood N; of z; that is mapped by R(z) one-to-one and onto some neighborhood of N,, of
w with d inverse branches Ri‘l(NW) — N;,i=1,2,...,d. This leads to the following:

9.16 Theorem. ]  {periodic points}.

Proof. We make use of the set
Ky = Jg — {critical values of Rz},

which differs from J; by only a finite set of points. Thus we need only demonstrate
that Ky < {periodic points} since Jy is a perfect set. The ingenious reason for taking
R? will now become apparent. For any point w € Kz and open neighborhood W of w,
it follows that R-2(w) consists of at least four distinct points since d > 2 with at least
three of them a;, a,, a; distinct from w. In view of our preceding discussion, there exist
pairwise disjoint neighborhoods Nj, N,, N; of a;, a,, as, respectively, such that

R@) :N>W cw
is a homeomorphism fori =1,2,3.
Consider now the inverse mapping of R2| N;, which we denote by S; : W' — N,

i=1,23.1Ifforall { e W',

R"'({) # Si(O),

20 This result is a consequence of the Riemann-Hurwitz theorem, where d = deg(R). See: P. Blan-
chard, Complex analytic dynamics on the Riemann sphere, Bull. Amer. Soc., 11 (1) (1984), 85-141.
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fori=1,2,3andn =1,2,3,..., then {R"} would omit three values and hence be normal
in W' by the FNT, a contradiction since w € J. Hence there mustbe (' ¢ W/, m > 1,
and 1 < j < 3 such that R™(¢") = S;(¢"). Then an application of the mapping R? gives

R™(¢") = R¥(5(¢")) = ¢

which means that {' € W' ¢ W is a periodic point of R. Since w € Ky was arbitrary, we
have the desired conclusion K < {periodic points}. O

Therefore, at this juncture, we have

{repelling periodic points} € Jp € {periodic points}.

The difference between the periodic and repelling periodic points is the attracting and
indifferent fixed points, and we can say something significant regarding the number
of attracting fixed points.

9.17 Theorem. The number of attracting cycles of a rational mapping R(z) with deg(R) =
d > 2is less than or equal to 2d — 2.

Proof. Recall that the number 2d-2is the upper bound of the number of critical points,
and we will show that for each attracting cycle y, the immediate basin of attraction
A™(y) contains at least one critical value. To this end, let us first consider the case
where a is an attracting fixed point (order 1) and assume that no critical value lies in
A*(a). Let N, ¢ A*(a) be an open neighborhood of a and consider a branch R;l of the
inverse R™!(z) satisfying R"!(a) = a. By the monodromy theorem the branch R;" can be
extended to a meromorphic function in all N, since by assumption there are no critical
values in N, arising from critical points in A*(a). As a consequence, R;l(Na) c A*(a).
In the same fashion, we can define a sequence of functions

- -1/ p-(n-1
R"2) =R (R;""(2)), zeN,

forn = 2,3,4,..., and once again, we obtain R."(z) ¢ A*(a). We have thus derived a
sequence of meromorphic functions {R."} defined on N, such that R;"(N,) n ] = 0.
This implies that {R."} is normal in N,, which contradicts the fact that a must be a
repelling fixed point of R*. We conclude that A*(a) contains at least one critical value
arising from critical points in A*(a). Thus the number of attracting fixed points is less
than or equal to 2d - 2.

In the general case of an attracting cycle y = {a,a;,...,a,}, we obtain the func-
tions R."(z) derived from

R.Xa) = a,, R;%(@) = ayy_y>...,R;™@) = a

and proceed as in the previous argument. We leave the details as an exercise. O
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No wandering domains

Although much attention was paid to characterizing the Julia set, we state here a re-
markable result regarding the nature of the Fatou set. It is evident that if C is a com-
ponent of the Fatou set, then the iterates R"(C) are also components of the Fatou set.
Can these iterates wander indefinitely all over the complex plane?

9.18 No wandering domains theorem.?! Let R(z) be a rational map of degree d > 2. Then
every component of the Fatou set is eventually periodic, that is, if C is a component of
the Fatou set, then for some 0 < m < n, R*(C) = R™(C).

The proof is beyond the scope of this book. As it turns out for entire maps, the
statement is false since the function f(z) = z + sin(271z) has wandering Fatou compo-
nents.

Newton-Raphson method

Let us now revisit the Newton—-Raphson method regarding rational functions. The root
finding method is given by the iterative sequence

f(z,)

Zni1 = 2n _f’(Z )’
n

which under suitable assumptions produces successively better approximations to the
roots of the equation f(z) = 0, starting with an appropriate initial value for z,.

In the case of quadratic equations P(z) = az’ + bz + ¢, the situation is not so
interesting. Cayley (1879) established that if the (distinct) roots are z; and z, in the
complex plane and L is the perpendicular bisector of the line segment joining z; to z,,
then by Newton’s method, L divides the complex plane into two half-planes that are
the two basins of attraction A(z;) and A(z,). This is just what Ernst Schréder found in
the aforementioned study of p(z) = 2% — 1, where A(1) = {z:R(z) > 0}and A(-1) = {z :
R(z) < 0}. The Julia set is the imaginary axis, which is 0A(1) = 0A(-1). Cayley hoped to
extend his results to the case of cubic polynomials but admitted that this proved too
difficult.”?

Indeed, it is! Only with the advent of modern computers could the basins of attrac-
tion for cubic polynomials and those of higher degree ever be realized together with
their separating boundary the Julia set. For a simple cubic polynomial like f(z) = 2> -1,

21 D. Sullivan, Quasiconformal homeomorphisms and dynamics. I. Solution of the Fatou-Julia prob-
lem on wandering domains, Ann. Math. 122 (1985) (3) 401-418.

22 “Pespére appliquer cette théorie au cas d’une équation cubique, mais les calculs sont beaucoup
plus difficiles.”
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Figure 9.7: The Newton—Raphson method for the equation f(z) = z*> — 1 leads to the rational func-
tionR(2) = 2;;’1. The Julia set for R(2) is in white bordering the basins of attraction for the three
roots (indicated by small black circles) of f(2): 1 (red), e/2™/3 fan/3

Ibrahim Villanueva Gutiérrez.

(yellow), and e (blue). Courtesy José

the basins are remarkably complex structures exhibiting the property of self-similarity
at smaller and smaller scales. See Figure 9.7.
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Entre deux vérités du domaine réel, le chemin le plus facile et le plus court passe bien souvent
par le domaine complexe'...

Paul Painlevé

In this chapter, we consider some applications of complex analysis to deal with issues
in number theory. Of course, the subject is vast, so we touch on a few of the most
salient highlights. Many of the topics have had their origins defined for real variables
but take on a new life in the complex domain.

Gamma function

This function originates with Euler’s generalization of the notion of the factorial func-
tion n!. Since its creation in 1730, it has found applications in various scientific fields,
and we will see it again in the discussion of the Riemann zeta function.

For a complex variable s = ¢ + it, the gamma function is defined by the integral

I(s) = Jt“e*tdt, (10.1)
0

which is analytic for ¢ = Re(s) > 0.2 It represents the Mellin transform of the func-
tion e{.3 It is clear that T(1) = 1.

1 Between two truths of the real domain, the easiest and shortest path very often passes through the
complex domain.

2 Weuse the complex variable s instead of our more customary complex variable z, because the master
Riemann used the variable s in his seminal work regarding the Riemann zeta function, and this has

become somewhat conventional. Euler’s original formulation was given by the integral
1

J(— log £y ldt
0

for x > 0, which after a change of variable yields the conventional form using Legendre’s notation
(o)

T() = I P letat.
0

3 The Mellin transform of a function f(t) is defined as M(f(t)) = ®(s) = fgo ts_lf (t)dt fors € C. Itis

named after Hjalmar Mellin (1854-1933). Under suitable conditions, its inverse is given by
Xx+ico
_ 1 -
MY D) = F(0) = — j £50(s)ds.
2m )
X-100

See later regarding the Laplace transform, where the integration is taken over an infinite vertical line.

https://doi.org/10.1515/9783110757828-010
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In fact, considering the tail of the integral f:o t5tetdt for a > 0 and s constrained
to a compact subset of Re(s) > 0,

(o) n [oe)
J e tar - J e tat j e tar
a a n

o0 (o]
t n
< J e tdt < C J e idt=C 2 -0
n

n

<

as n — oo, which implies the uniform convergence of the integral j;o t5letdt on
compact subsets of the right half-plane.
Defining

= JtHeitdt (Re(s) > 0),

it follows by Corollary 1.4 of Chapter 1 that each F,(s) is analytic for Re(s) > 0. We now
show that the sequence {F,(s)} in fact converges uniformly to I'(s), which implies that
I['(s) is analytic by the Weierstrass Theorem 1.27. Indeed, it suffices to show that the
sequence is uniformly Cauchy.

To this end, take 0 > a > 0, and we only need to consider the values 0 < t < 1,
where our integration will take place. Then for n > m,

1/m

—1 a-1 1 1 l
dtsjt dt:—<———>.
a\m* n%

1/n

|Fr(S) = Fpu(s)| =

'—.5\»—-

1
J 7 le ldt| <

As the last quantity can be made arbitrarily small for m, n sufficiently large, we con-
clude that the sequence {F,,(s)} is uniformly convergent on compact subsets of Re(s) >
0, and thus I'(s) is analytic.

Just as for real variables, integration by parts applied to I'(s) yields

I'(s+1) = —tse‘t|8O +s J tle7tdt = sT(s) (Re(s) > 0). (10.2)
0

Since I'(1) = 1, we have the familiar formula
I'n+1)=n!

by induction onn = 1,2,3,.... Thus I'(s) is viewed as a generalization of the factorial
to the half-plane Re(s) > 0. Furthermore, equation (10.2) yields the following elegant
extension of the gamma function.

10.1 Theorem. I'(s) can be extended to a meromorphic function in C with simple poles
at zero and the negative integers.
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Figure 10.1: Graph of [[(s)| showing the poles at the origin and the negative integers. Courtesy Chris
King.

Proof. For each integer n > 1and Re(s) > 0, (n—1) applications of equation (10.2) give

I(s) = I'(s+n)

Ts(s+1)---(s+n-1) (10.3)

Since the function I'(s+n) is analytic in the half-plane Re(s) > —n, we conclude that I'(s)
has a meromorphic extension to Re(s) > —n given by equation (10.3) with simple poles
at0,-1,-2,..., —(n - 1). As n is arbitrary, the proof is complete! See Figure 10.1. O

10.2 Corollary. The residue of I'(s) at each simple pole s = —n is given by

Indeed, by direct computation via (10.2)

which is also valid for n = 0.

10.3 Example. Note that for positive integers n > m,

m
a" , n! S

deZ (n-m)!

so that, at least formally, we can write
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d_yZn _ 'n+1) ny
dx# n-p+1)

>

which is a fractional derivative. More generally, if f (z) = Y7, a,z" is analytic, then the
fractional derivative is given by

In+1) ny

" B (e8]
f@ = Za"l"(n—y+1)

n=0

, Z2#0,ueR,

and z" is the principal branch of e™¥1"? _7 < Im(logz) < 7, where it is also pos-

sible to consider u € C. However, we will not pursue this topic further. See Miller and
Ross (1993) for more details about fractional derivatives.
The Gauss version of the gamma function is the pi-function II(s) given by

I(s) =T(s+1) = J teldt.
0

This led Gauss to the relation

S

|
I(s) = lim e

n—co s(s+1)---(s+n)’ (10.4)

which we will now prove as it is useful for establishing another characterization of the
gamma function.”

First, we need to establish a lemma for the gamma function, which is not unex-
pected given the definition of the exponential function.

10.4 Lemma. For Re(s) > 0, the gamma function can be expressed as
n

n
I(s) = lim j<1- %) £t
0

Proof. Define

n t n
Yn(s) = Kl - ;) £t
0

so that

n

T(s) = yp(s) = j(et - (l - %) )tHdt + Ie%”dt. (10.5)

4 Of course, Euler had his own characterization of the gamma function for s # 0,-1,-2,...:
S

103 (1+3)

S n=1 (1 + E)

n

I'(s) =
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As the integral for the gamma function converges for Re(s) > 0, the second integral
converges to zero as n — oo. As for the first integral, taking 0 < x < 1, note that
1+x)<e< %X, which gives

n -n
<1—£) se‘ts<1+£>
n n

for x = t/nand O < t < n. Therefore, for the integrand of the first integral in (10.5),

n

ocer= (- e o-s(-3))

n n

S
(o))

If0 <y < 1andny < 1, then we have (1 - y)" > 1 - ny, which holds trivially if ny > 1.
Setting y = t%/n? gives

for 0 < t < n. Hence, it follows from (10.6) that

n

oSe*‘—<1—5> <t
n

2
—et.
n

We conclude that for Re(s) = o > 0,

u’(e—f_(l_;)"ys—ldt

as n — oo, proving the lemma. O

n

1( g1 - 1
S—Jt” 12e7tdt < ~T(0+2) = 0
n n
0

10.5 Theorem (Euler 1729, Gauss 1811). Foralls € C,s + 0,-1,-2,... the gamma
function can be expressed as

S

. nin
R S GO}

Proof. Using the substitution % = v and integrating by parts, we have

n

n 1
J(l - %) 7 ldt = n® j(l -Vl
0 0
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- n5< <(1 - v)"v;s>
:ns<

To treat this last integral, repeated integration by parts leads to (exercise)

1

1
L J(l - v)"_lvsdv>

o S
0

©nl3

1
J(l - v)"lvsdv>. (10.7)
0

‘ n-1NHn-2)---1

1
n-1.s _ Ss+n—1
J(l—v) Vdv_(s+1)(s+2)~-~(s+n—1)(!v v,

which coupled with (10.7) implies that

n s

( t s-1 4, nin
(J)'<1_E>t dt_s(s+1)---(s+n)'

In view of the preceding lemma, taking the limit as n — oo of both sides yields the
result. N

This leads to a further characterization of the gamma function in terms of a Weier-
strass product.

10.6 Theorem (Weierstrass 1856). Foralls € C,s + 0,-1,-2,...,
1 = < S > _
_ op)S s/n
— =Se 1+—)e”",
I'(s) g n
where y is the Euler—Mascheroni constant of Example 2.5.

Proof. By the preceding theorem

S

n'n

I'(s) = li

(s) anIgos(s+1)(s+2)~-~(s+n)
eslogn

= lim
=0 s(1+5)(1+3) - (1+7)

i es(log n—l—%—m—% es(l+%+-~~+%)

= 11m

n—co S A+s)(1+3)--(1+7)
-ys n -1

=% im <1 + E) e’k (10.8)
§ n—oo i k

Since the canonical product in (10.8) is nonzero in view of Example 2.5, the result fol-
lows by inverting the last expression. O



Gamma function =— 229

The Euler reflection formula is the following beautiful expression relating the
gamma function to trigonometric functions.’

10.7 Proposition. Foralls € C,s + 0,+1,+2,...,

i
[(s)f(1-s) = pemp—g
Proof. By Theorem 10.5
n'n® nn®
I'(s)['(-s) = li
(S)T(=s) anIEIOs(s+1)~~-(s+n) -S(-s+1)---(-s+n)
= lim !
= 2 T 1+ )= 3)
. n
~ ssinns

by the Euler product for the sine in Example 2.7 of Chapter 2. Since I'(s + 1) = sI'(s) (for
s as above we can establish this via (10.8) — exercise), implying that

n

TSI -s) =TS (8)(=s) = = —

as desired. Note that the formula holds for all s where both sides become infinite. [

A trivial but noteworthy consequence of the preceding result is that for s = %,
r( 1) =n
5)=m
Observe that here we link a generalization of the notion of factorial with the ratio of

the circumference of a circle to its diameter. This illustrates that something quite ex-
traordinary is going on in the netherworld of complex analysis.

Furthermore,
Vi1
M2 je“t‘l/zdt,
2 2
0

and with the substitution t = x2, via symmetry of the resulting function, we obtain

VT = j e dx. (10.9)

5 The Euler reflection formula can also be derived from the canonical product P(z) and Proposition 2.6
of Chapter 2 coupled with (2.9). Exercise.
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The bell-shaped curve

1 2
fx) = L
o
is the probability density function of a standard normal distribution. From the preceding
we conclude that

1 o0

1,2

— j e Ndx=1.
2m

-00

Beta function

We now derive a function of two complex variables from the gamma function intro-
duced by Euler and studied by Legendre. The resulting beta function appears in statis-
tics, computing, and particle physics, including string theory.®

For Re(z) > 0 and Re(w) > 0, consider the product

I['z)(w) = J e ' ldr - j e 't at = J J e T Y grae.
0 0 00

Substituting T= yZ and t = X2 ylelds
I(z)[(w) = 4J Je—(x +y) 21,201y,
00

Using polar coordinates x = r cos 8, y = r sin 6, we get

/2

2
J e rPEW1ginZ1 9 cos?™ ! 9drdd
0

00 /2
- (2 J e"rZrZ(“W)_ldr)(Z j sinZ ' 9 cos?! 9d6>
0

0

I'z)I'(w) =4

Ov—‘g

/2
=T(z + w)( J 2sinZ 19 cos? ! 6d0>. (10.10)
0

6 Quite remarkably, two centuries later, Euler’s beta function was used to describe interactions
in elementary particle physics. The dual resonance model of Gabriele Veneziano (in work between
1968-1973) only made physical sense with one-dimensional strings instead of zero-dimensional
points, that led to the birth of string theory, which is now one of the leading theories attempting to
describe the workings of the Universe at its smallest scale. See Riddhi D., Beta function and its appli-
cations, http://sces.phys.utk.edu/~moreo/mmo08/Riddi.pdf


http://sces.phys.utk.edu/~moreo/mm08/Riddi.pdf
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Define the beta function (Euler integral of the first kind) as the latter integral:

/2 /2
B(z,w) =2 J sin? 19 cos™10do =2 J cosZ 1 0sin®™ 1 6do = B(w, z)
0 0
1
= jyz‘l(l -y)"ay, (10.11)

0

where the last integral equals the first one via the substitution y = sin?6. Thus by
equation (10.10) we have established Euler’s formula for the beta function:

B(z,w) = B(w,z2) = %

So, for example,

B<1’ 1) =7,
22
and for O < Re(z) < 1 (and actually valid for z # 0, +1,+2,...)

B(z,1-2) =

sinnz
by the Euler reflection formula (10.7). For positive integers m, n, we have

_(m-Dl(n-1)!
B(m.n) = (m+n-1)!

Furthermore, formula (10.10) with z = 1/2 and w = 3/2 gives
/2
F<§> = % J cos’ 6d6 = %ﬁ
0
This is a particular case of the following formula for I'(z + %)
10.8 Legendre duplication formula (1809). For Re(z) > 0 and Re(w) > 0,
I'2z) = ﬁl’(z)l“(z + 1)
T 2
Proof. From Euler’s formula for the beta function and representation (10.11) we have
1

_T@r(w) Juyz—l(1 _ y)w—ldy.

Bzw) = T(z+w) )
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Letting w = z, this becomes

1
I’(z) (.21 z-1
r(zz)_Jyz A=yydy.

0

The substitution y = HTX gives
1 -1

1 1
M(z) 1 ((1+x\ ' (1-x\"" 1 INE. 221
r(zz)—EJ;<T> <T> dX—FJ.(l—X) dX—FJ(l—X) dX,

that is,

711(z) = 2T(22) | (1 - X2 dx. (10.12)

O e,

Again by (10.11),

and by the substitution y = t2

1
B(%,z) =2 J(l ~ & .
0
As a consequence, from (10.12) and F(%) = /it we infer that

I'(z)
I(z + %)’

which establishes the Legendre formula. O

2%7r(z) = r(zz)BG,z) =TQz)Vr

An immediate consequence is the following for n a nonegative integer:
10.9 Corollary.
r(})@2n)
r<n + 1) = L

2 22np!

10.10 Exercise. The Wallis integrals are defined as

5 3
w, - Jsin" 6d6 = Jcos" 6do.
0 0
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Show that
(@ w, B(Z”lz,;)
(b) W2n+l =20

@n+)1?
2n)!
© Wan = 3 - 5

Riemann zeta function

The famous Riemann zeta function has at its source the ordinary p-series from calculus

! + L + ! + ! + ! +
P 22 3P 4P 5P ’
which converges to some finite value forp > 1. Atp = 1, we obtaln the harmonic series

that diverges to infinity. For p = 2, the senes converges to Z-, for p = 4, the series

converges to X 307 and for p = 6, the sum s ;- 945 7

The first step is replacing the power p with a complex number power s (which is
the traditional letter). So, the series now reads

§(s) = Z is (10.13)

Here n® = €°1°8" n = 1,2,3,..., and each term of the series is an entire function. For
this series to converge, we must have Re(s) > 1, which is analogous top > 1.8
In fact, forany € > O and 0 = Re(s) > 1 +¢,

By the Weierstrass M-test we conclude that the series in (10.13) converges absolutely
and uniformly in ¢ > 1+ ¢, and hence ((s) represents an analytic function in Re(s) > 1.
It is interesting that in view of the absolute convergence for o > 2,

[e'e) 1 e} 1 7'[2
|((5)|SZ_USZ_2:Z’
which is the value of {(s) at s = 2.

A closely related function is the Dirichlet eta function (alternating zeta function)
given by

7 These values for the p-series can be established via Fourier series for an appropriate function.

8 The series representation in (10.13) is a particular case of a Dirichlet series Y o, Z—;‘ with complex s

and a,,.
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n-1
n(s) = z(l)

which converges for Re(s) > 0. To see this, we prove a more general result about Dirich-
let series of the form Y 2, Z—;‘ foro=Re(s) >e>0and S, =a; +a, +--- + a, satisfying

IS,| < C < o0. To this end, note that for m > n > n,, we can write (exercise)

ax & Sk - Sk Sm Sn s < 1 1 )
— = = - Spl = - .
ks Z ks m+1°® (n+1)S * z k\ ks (k+1)8

k=n+1 k=n+1 k=n+1

Therefore

m
a
2 | =

k=n+1 k=n+1 (k + 1)5
2 +1
S
< — +C Z J Fd)(
k=n+1 x
- 1
<t 0l Y
k=n+1
c M1
<2l J el
n
2C s\ 1
—S+C|s| <2+U)—g.
n & nO

We conclude that the series Y%, % under the above conditions converges uniformly

on compact subsets of Re(s) > 0 and hence defines an analytic function. In particular,
the result holds for the Dirichlet eta series where a,, = (-1)" ' and so 1S, < 1.

The eta function is related to the zeta function by the following formula for
Re(s) > 1:

n(s) = (1-2"°)¢(s).

Indeed, since the absolute value of the terms of 17(s) coincide with those of {(s), the se-
ries for n(s) converges absolutely for Re(s) > 1and hence converges. Thus, rearranging
the terms, we have

ns)=1°-2"+3°-4%+...
=(1°+27° 43 +4 + ) =22 +4°+67°..))
={(s)-2-2°1°+2°+3% +-.)
= (1-27)6s),

establishing the result.
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Note that the zeros of n(s) occur at all the zeros of {(s), including all the points

where s = 1- 25 = 0, that is, wheres = 1 — %, for all integers k # 0. These latter are

arrayed equidistantly along the line Re(s) = 1.

Riemann functional equation

We now proceed to establish the values of the Riemann zeta function in the entire
complex plane via a remarkable functional equation established by Riemann (1859).
We start with the gamma function and make the substitution ¢ = nx, so that

o0 (o)
I'(s) = .[ 7 le7ldt = n® st_le_"xdx,
0 0

that is,

Asa consequence,

o0
x5! Z e ™dx,

n=1

T(s)¢(s) = 020: st_le_"xdx =
0

n=1

oe—g

where reversing the order of summation and integration is a consequence of the con-
vergence of ) Igo |x*~1e™™ |dx. Therefore we have established a wonderful relationship
between the gamma function and zeta function:’

Xs—l

TeX6) = |

dx (Re(s) > 1). (10.14)

ow—3g

To treat the preceding integral and avoid the issue of integrability at the origin,
let T be the contour depicted in Figure 10.2 ensuring that the circular curve y, is suf-
ficiently small so as to exclude any of the poles at & = +2nsi for n # 0. Consider the
integral®

1

- Fors =2, we have

9 Note that this formulation is the Mellin transform of the function f(x) =

s-1)(log |z|+i Arg z

10 Taking the principal branch of log z, note that on [r, c0), 25 = e ), where Argz =0

on the upper edge of the branch cut, and Arg z = 271 on the lower edge.
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I

r

N
1%

Figure 10.2: The contour I for the evaluation of the integral /(s). Image courtesy Katy Metcalf.

o0 [ee) .
Zs—l Xs—l Zs—l Xs—l est
I(s) = dr - - d dz+ [ % ax. 101
(s) Jez—lz Jex—1X+Jez—12+J o1 & (10.15)
r r y’

It is left as an exercise to prove that this definition of I(s) is independent of the choice
of r > 0 by taking 0 < r' < r and showing that the integral over the contour T — I" is
zero by Cauchy’s theorem.!! Moreover, I(s) is an entire function.'?

For the integral over y, and 0 = Re(s) > 1, we can write & — 1 = zg(z) for g(z)
analytic and g(0) = 1. Then for z on y, and all r > 0 sufficiently small, we will have

|g(2)| = 1/2, implying

IN

le* - 1]

It follows that"> asr — 0

Zs—l
U e 1%

Yr

m
<M J r’lae = Mr° ! = o.
0

By (10.14) and (10.15) we conclude that for Re(s) > 1,

. ® 571 .
I(s) = (e™ - 1) J eﬁ —dx = (€™ — 1)I(s)¢(s). (10.16)
0

Now I(s) is an entire function with the simple zeros of (ez’"’S — 1) at the points at

s = 0,-1,-2,..., exactly cancelling the simple poles of I'(s). Since we already know

11 The contour I" is the curve corresponding to the circle of radius .

12 “The contour integral is in fact absolutely convergent for any s € C and from the usual argument
involving the Cauchy, Fubini, and Morera theorems we see that this integral depends holomorphically
on s.” (Exercise). From: https://terrytao.wordpress.com/2014/12/15/254a-supplement-3-the-gamma-
function-and-the-functional-equation-optional/

13 Observe that fors = ¢ + it, z = ré?, then |2°7"| = r°'e™™ = 0¢° 7).


https://terrytao.wordpress.com/2014/12/15/254a-supplement-3-the-gamma-function-and-the-functional-equation-optional/
https://terrytao.wordpress.com/2014/12/15/254a-supplement-3-the-gamma-function-and-the-functional-equation-optional/
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L, A
D C

r r.o=(2ntlr

Figure 10.3: The contour ABCDEA enclosing the poles with a branch cut along the positive real axis.
Image courtesy Katy Metcalf.

that {(s) is analytic for Re(s) > 1, we use (10.16) to provide an analytic continuation of
{(s) to Re(s) < 1 except when (¢*™ — 1)I'(s) = 0 in this half-plane, which is only at the
point s = 1. This sole point is a simple pole of {(s) with

Is) I

Res(s =1) =lm(s Do D) ~ 2mi-

From the definition of I(s) we have fors =1,

I(1) = J ezl_ 1dz =2mi
Vr

by the residue theorem in this instance applied to the integrand. It follows that Res(s =
1) = 1 at the simple pole of {(s), which is analytic at every other point of C, which we
state formally as the following:

10.11 Theorem. The Riemann zeta function {(s) is an analytic function in the complex
plane except for a simple pole at the point s = 1 with Res(s = 1) = 1. Moreover, equality
(10.16) holds for all s € C.

To establish the celebrated functional equation, let us take a branch cut along
the positive real axis and integrate a branch of our function z°!/(e* - 1) over contour
ABCDEA as in Figure 10.3, with the radius of I', being r, = 2n+ ), n = 1,2,3,...,
and with fixed radius 0 < r < 27 of y, (see Figure 10.3) and ¢ = Re(s) < 0. The latter
condition is only relevant near the end of our deliberations.

In this instance, we have simple poles in the annular region enclosed by the con-
tour ABCDEA at the points & = +2kmi, k = 1,2,..., n, indicated by the dots in Figure 10.3.
A direct calculation, which we leave to the reader, gives

Res(2kmi) = ~i(2km)* e, Res(~2krmi) = i(2km)* ™12,
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As a consequence of the residue theorem,

zs"ld (Z)Siﬁnl (Z)S@nl
z = (2m)e? —(Zm)e 2
e-1 g’l ki-s kZl ki-s
ABCDEA - -
n
. i . s 1
= _21(2ﬂ)selﬂs Sln<?>kz F (1017)
=1

As is normally done with contour integrals, we now show that .[ABC:F — 0 as
n — oo. To this end, we first show the following:

10.12 Lemma. The function f(z) = ﬁ is uniformly bounded for z € T, with radius
r,=Qn+m,n=123,....

Proof. To achieve our result, we need to find a lower found for |&* - 1].

Case (i) Re(z) > 1: In this instance, | - 1| > e - 1.

Case (i) Re(z) <-1:Then|e” -1 >1- 1.

Case (iii) —1 < Re(z) < 1: Since the function f(z) = é is 2mi-periodic, we need only
consider its behavior in the strip

S={z=x+iy:-1<x<L2nm<y<2n+m}

as in Figure 10.4.

Let us avoid the pole at any point ¢ = 2ni by taking a circle of radius r = 1
about it. Then the function f(z) = ﬁ is analytic in the shaded region R of S
in Figure 10.4, external to any such circle about a pole and hence bounded
there, say |[f(z)| < M forz € R.Thereforeforz € I',NR, wehave |[f(z)| < M, and
by periodicity and (i) and (ii) we conclude that f(z) is uniformly bounded for
allzel,forn=1,23,..., proving the lemma. O

Rewriting equality (10.17) as

Zs—l Xs—l eZnis Zs—l Xs—l
dz + J dx + J dz + J dx
.[ez—l eXx -1 e -1 eX -1
T, cD —Vr EA

n
= -2i(2m)°e"™ sin(?) Z 1 , (10.18)

we see that the very first term vanishes since

Zs—l
d
U 17

n

<C[@n+1n])” -0
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Figure 10.4: A strip S containing the region R for -1 < Re(z) < 1, which includes an arc of the
curve ,. Image not to scale. Courtesy Katy Metcalf.

asn — oo, invoking the condition ¢ = Re(s) < 0. As well, the last term of (10.18)
converges to —2i(2m)°e"™ sin Z2{(1 - s) as n — oco. Regarding the convergence of the
left-hand side of (10.18) and taking the limit as n — co for the remaining terms,

s-12mis s—1 s-1
J Xex—ildXJr J ;_1dz+ J ;_1dx—> -I(s)
CcD —¥r EA

in view of (10.15), since the corresponding direction of integration in this instance is
the opposite to that of the previous case. Thus via (10.16), (10.18), and the preceding
considerations, we arrive at

1(s) = (7™ - 1)I(s){(s) = 2i(2m)°e™ sin< % >((1 -5) (10.19)

for Re(s) < 0. By the identity theorem equality (10.19) remains valid for all s € C. We
have nearly reached our goal. Since €™ — 1 = 2ie™ sin 71s and by Proposition 10.7 we

have I'(s) = /T(1 - s) sin ts, we conclude from equality (10.19) that

{(s)=2n"" sin< ?)F(l -s){(1-5)

forall s € C. Moreover, this equation demonstrates how the zeta function takes values
in the left-half plane Re(s) < O directly from the values at its reflected counterpart 1-s
in the half-plane Re(s) > 1. We restate this absolutely magnificent result.
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10.13 Riemann functional equation. For all complex values s € C, we have'

() = 2! sin( g )F(l —8)((1-s),

where {(s) is analytic in C — {1} with a simple pole at s = 1 and simple zeros at the points
-2,~4,-6,....

Observe that on the right-hand side of the Riemann functional equation, at s = 2n, for
n=1273,..., thefactor sin( ’?) has simple zeros that cancel the simple poles of I'(1-s)

at those points. We have already seen the values of {(s) at s = 2,4, and 6, namely %2,
4

’9’—0, and g—;, respectively. A simple calculation shows that {(0) = —%. Ats =2n+1,
n = 0,1,2,..., the factor {(1 - s) must have simple zeros that cancel the remaining

poles of T'(1 — s) except, of course, for the pole at s = 1, which is shared by both sides.
Furthermore, we find that {(s) has simple zeros at s = -2n, n = 1,2,..., and these
are called the trivial zeros of the zeta function and are of no particular interest. On
the other hand, there are other zeros of the Riemann zeta function at infinitely many
other points in the complex plane. Riemann himself calculated a few of these zeros
and noted that they all have real part ¢ = 1/2. See Figures 10.5 and 10.6 for the location
of the first few of these “nontrivial” zeros. To keep track of the known (nontrivial)
zeros, we write them as

Sy = % +ity,

where the real part is %, and the imaginary part will be some decimal number that
increases the more zeros we calculate. Due to the symmetric nature of the Riemann
zeta function, each of these zeros has a counterpart with negative imaginary part,
but since we know that they are always there, we need only focus on those with pos-
itive imaginary parts. To visualize the Riemann zeta function {(s) we consider the
values |{(s)| for s € C. A portion of the real values near the critical line x = 1/2
is depicted in Figure 10.5 with the simple pole at s = 1. Note the zeros where the
function dips down to the complex plane along the critical line as determined in Fig-
ure 10.6.

14 There are various other formulations of this result and Riemann’s original one in his landmark
paper, On the number of prime numbers less than a given quantity, Monatsberichte der Berliner
Akademie, 1859, is of a slightly different form. His proof also used the Euler product formula and
an identity for Jacobi theta functions, whereas our proof is more elementary but retains the flavor of
the original.
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3 Y
/ /Q / //"
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Figure 10.5: A plot of a small region for the Riemann zeta function. The vertical axis represents |{(s)|
for -3 < x < 4and -30 < y < 30. The imaginary axis runs horizontally. The sharp upward peak is at
the point s = 1, where the function {(s) has a pole. Courtesy Chris King.

Riemann hypothesis

Riemann’s great conjecture, the Riemann hypothesis (RH), which the Clay Mathemat-
ics Institute has put US$1 million price on its resolution, is that all the (nontrivial)
zeros s, of the zeta function lie on the critical line o = 1/2 (Figure 10.6). According to
the 20th century mathematical giant David Hilbert, “If I were to awaken after having
slept for a thousand years, my first question would be: Has the Riemann hypothesis
been proven?” Indeed, the conjecture is without doubt one of the most important un-
resolved questions in mathematics, certainly one of the most famous, and since it is
still unresolved since 1859, one of the most difficult. See the fine account by Derbyshire
(2003).

Prime number theorem

Although it seems rather obscure, RH has deep connections with the distribution of
prime numbers, as well as connections with quantum mechanics. A lot of historical
work has gone into understanding the distribution of prime numbers, which culmi-
nated in the prime number theorem:*

m1(x) ~ X
Inx

15 Conjectured by Adrien-Marie Legendre in 1798, but of course also known to Gauss.
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(Nontrivial zeros)
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1/, + (14.13.0)i
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(Trivial zeros s =-2,-4,-6, ... /pole s=1
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Figure 10.6: A depiction of the first few trivial and nontrivial zeros of the Riemann zeta function, with
the latter all on the vertical line 0 = 1/2. Courtesy Katy Metcalf/Springer.
where 77(x) is the number of primes less than or equal to x. In other words,

nx)
RS x/Inx

The first formal proofs were given by Jacques Hadamard and Charles de la Vallée
Poussin in 1896. As it turns out, there is an explicit formula due to Riemann for deter-
mining the number of prime numbers up to any given number and measuring their
distribution. However, to utilize the formula, we have to take an infinite sum over the
nontrivial zeros of {(s) all of which must lie on the critical line x = 1/2. Some progress
over the years has been made by various mathematicians. The distinguished English
mathematician G. H. Hardy (1877-1947) proved that there are infinitely many zeros on
the critical line. On the other hand, the mathematical scientist Andrew Odlyzko using
a computer showed that the first ten trillion zeros of the zeta function were all on the
critical line. Of course, to disprove RH, we only have to find a single zero not on the
critical line. Thus far (2022), it has been shown that at least two-fifths of the nontrivial
zeros lie on the critical line.'®

Relation to quantum mechanics

Another approach to probing the validity of RH lies in the realm of quantum mechan-
ics. Evidence suggests a correspondence between the distribution of the zeros of the

16 ]. Conrey, At least two fifths of the zeros of the Riemann zeta function lie on the critical line, Bull.
Amer. Math. Soc. 20 (1989), 79-81.
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Riemann zeta function along the critical line and the distribution of the eigenvalues of
a random Hermitian matrix (the Hilbert—Pélya conjecture). Such matrices are directly
related to quantum mechanical states so that if a quantum system can be found such
that the nontrivial zeros s,, of {(s) correspond to the energy levels E,, of the system
with
Sp = % +iE,,

then RH would be proved. The reason is because the energy levels E, are all ac-
tual real numbers, and therefore all the zeros s, must necessarily lie on Re(s) =
1/2. Alternatively, there are various other mathematical results equivalent to the
Riemann hypothesis, which, if proven, would establish the validity of RH. In this
regard, we will discuss the Mertens conjecture in the sequel. Let us digress first
and put the value s = -1 into the Riemann zeta function given by Theorem 10.13:

() =272 sin< % )F(Z)((Z).

Since sin(‘—Z”) =-1,T(2) =1and {(2) = 7°/6, we find that

11 °
{(-1) = 5;(—1)(1)&) -

Next, suppose that we consider the original definition (10.13) of the Riemann zeta
function, that is,

which was only valid for Re(s) > 1. Throwing all caution to the wind, let us fudge
matters just a little and put the value s = —1 into this formula. Then we arrive at the
ridiculously absurd conclusion that

1+2+3+---=-1/12.

On the other hand, the genius Indian mathematician Srinivasa Ramanujan using
a technique known as Ramanujan summation arrived at exactly the same result.”

17 The Ramanujan sum of the series can be derived from the Ramanujan summation formula

oS = Leoy - 3 B gy gy 1
1+2+3+ _n;f(n)— SF(©0) n;(zn)!f 0=~

with f(x) = x, the Bernoulli numbers B,,, and B, = 1/6. From: Bruce C. Berndt, Ramanujan’s Notebooks
Part 1, Springer-Verlag, 1985, pp. 134-135.
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Moreover, this result also appears in a book on string theory,'® one of the foremost
theories attempting to bridge the gap between quantum mechanics and the theory
of relativity. Shakespeare’s Hamlet comes to mind: “There are more things in Heaven
and Earth, Horatio, that are dreamt of in your philosophy.”

Euler product formula

There is a beautiful connection between the Riemann zeta function and the set of all
prime numbers. It is a wonderful equality known as the Euler product formula:

‘o= 11 1—1p’s :<1—12*S><1—13*S><1—15*S>”'<1—;*S>"'

p prime

with the infinite product taken over all primes 2, 3,5,7,11,... in the denominators, and
Re(s) > 1, where the product converges absolutely. The proof going back to Euler (who
used positive integer values for s) is as follows. Consider

((s)=l+zl+l+_+l+-.-, (10.20)

which converges absolutely and uniformly for Re(s) > a > 1, and likewise for the series
of all the primes p,, since ). IpLSI <y ﬁ as all the terms of the first series are in common

with the second series.!” Next, multiply expression (10.20) by 1/2°, giving

lygol, L, 1 1 1,
25 T 45 65 8 108

Subtraction yields

(1 1)(’(s)—1+1+1+1+1+1+
2 15 35 55 75 95 1S ’

with all the even terms removed. Multiplying the last expression with 1/3° and sub-
tracting the result from it, we obtain

1 1 1 1 1 1
(1—§><1—§>((S)=1—S+§+%+F+"',

where all multiples of 3 are eliminated. We continue in this fashion, multiplying the
expression previously obtained by 1/p}, where p,, increasingly runs through all the

18 J. Polchinski, String Theory, Cambridge University Press, 1998, p. 43.

19 Interestingly the sum } pi diverges, as was shown by Euler in spite of the increasing sparseness
n
of the primes.
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primes, thus sieving out all the multiples of 2, 3, ..., n, so that by the nth stage we have

1) < 1>< 1) 1 1
1-— |- (1-=)I1-=)¢(s)-1= + e
( pfl 3 2 ( p§1+1 pfl+2

Consequently,

()= 302 -

as n — oo uniformly for Re(s) > a > 0, that is,

(1 1) (1= 2)(1- 2.

which establishes the Euler product formula. Of course, there are various other proofs.

1

+..->0
S
pn+1

+

S
b n+2

10.14 Exercise. Prove the Euler product formula by writing each term in the infinite
product

1

1
1-L1
p;

as a geometric series that converges for Re(s) > 1, so that [1/p}| < 1. Hint: Write the
first few terms of the first two geometric series and multiply them together to establish
a general pattern, which will become the terms of Riemann zeta function.

As an example, for s = 2, since {(2) = 71°/6, we obtain

n’ _( 1 >< 1 >< 1 )( 1 ) _4-9-25-49-121--

6 \1-22)\1-32/\1-52/\1-72 ©3.8-24-48-120--
linking 7% with an infinite product of all the squares of prime numbers, which seems
to be a gift from the gods.

Mébius function

Of great significance in the sequel is the Mbius function investigated by August Fer-
dinand Mébius in 1832,%° although it was known to Euler and touched upon by Gauss
(naturally). It is a rather peculiar function, and it is a wonder that it has found any use

20 Uber eine besondere Art von Umkehrung der Reihen, J. fiir die reine und angewandte Math. 9
(1832), 105-123.
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Figure 10.7: The first 40 values of the Mdbius function taking the values 1, 0, —1. Courtesy Katy Met-
calf.

at all, not to mention its intimate connection to the Riemann zeta function and the
Riemann hypothesis. To wit,

ul =1
u(n) =0 if p* | n for some prime p;

un) = (—1)j if n is the product of j distinct primes.

The first 40 values of the Mobius function are depicted in Figure 10.7.
There is another expression for the Mobius function that does not involve primes
but rather the primitive roots of unity:*!

um= Y e

1<k<n
ged(k,n) =1

This leads to the following fundamental property of the Mdbius function which we
will make extensive use of:

Y u(d) = {1 =t (10.21)

din 0 n>1,

which follows from the preceding expression for u(n), since each nth root of unity is a
primitive dth root for just one value of d that divides n, and the nth roots of unity sum
to zero. Sometimes, (10.21) is written for n > 1 as

yua)-e

since if d is a divisor of n, then so is n/d and vice versa.

21 Cf. Apostol (2010, p. 48).
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10.15 Exercise. Let f(n) be an arithmetical function, that is, one that maps the positive
integers to C. Show that if g is an arithmetical function given by

gn) = ) f(d),

din
then
o = 3 g5 ).
d|n

This is the Mdbius inversion formula. An infinite version will be presented in the
sequel.

It is remarkable that the M&bius function also has a strong connection with the
Riemann zeta function, namely,

R um)
{(s) pgme< p> ,,zl (10.22)

for Re(s) > 1. The first equality follows from the Euler product formula for {(s), and for
the second, in view of the absolute convergence, we can expand the product

10300030 3)03)
p prime p pl pz p3 p4
1 1 1 1
_1—< —S+—s+—s+"'>
ri pv5 b D
+«L4_L+_L+ NS >_
pip5  pip5  pip; 5 pip;
1
—1‘2_ Z— Y et

0<i P 0<i<j b; p O<i<j<k pipipk

& ptn)

S
n=1 n

by the definition of the M&bius function, whereby establishing the result.

Mertens conjecture

Let us write the partial sum

M) = )" u(n),

n<x
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Figure 10.8: Graph of the Mertens function M(n) and ++/n for n < 1,000,000. Mertens “only” consid-
ered values of n from 1to 10,000. Courtesy Anita Kean.

where M(x) is known as the Mertens function. Franz Mertens (1840-1927) conjectured
in 1897 that |M(x)| < x%, x > 1, which was an eminently reasonable assumption if we
consider Figure 10.8.

This would have proved the Riemann hypothesis if true. To see this, we use the
preceding relation (10.22) and the fact that M(x) is constant on the intervals [n,n +1):

z H(n) Z M) -Mn-1)
n=1

n=1 n®
n+1
B ZM( )<n5 (n+1)5> nle(n) J s
n+l 00
S M(x) M(x)
:an::1 J TS dx:sj TS dx.

Assuming that |[M(x)| < x% x > 1, the last integral would converge for ¢ = Re(s) > 1

2
and hence would define an analytic function there. This would imply that has no

poles, that is, {(s) has no zeros in g = Re(s) > 5. By the Riemann functlonal equatlon
there can be no other nontrivial zeros other than those on the line Re(s) = %, so if the

Mertens conjecture were true, then it would imply that RH is true as well.
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However, the Mertens conjecture was disproved by A.M. Odlyzko and H.J.]J.
te Riele in 1985.% To prove the Riemann hypothesis, we actually need to establish that

M) = Y pin) = 0(x2*)

nsx

for an arbitrary € > 0.

Mébius inversion

We again consider the notion of Mébius inversion (see Exercise 10.15), a powerful idea
that is implicit in the seminal 1832 paper of Mdbius and a basic tool in the arsenal
of number theorists. We state it here in a manner to suit our analytical applications
that subsequently follow. There are numerous other applications of Mobius inversion,
especially to problems in physics, which can be found in the excellent book by Chen
(2010).

10.16 Theorem (M&bius inversion). Let ¢;, ¢, c3, ... be a sequence of complex numbers
such that

[ee]
Y lcal < 00,
n=1
and let by, by, bs, . .. be defined by
()
bn = z Ckn-
k=1
Under the assumption that
Z kici| < oo,
k=1

we have the Mobius inversion formula

Cp = Zy(k)bkn.
k=1

22 Disproof of the Mertens conjecture, J. fiir die reine und angewandte Mathematik 357 (1985),
138-160. The authors showed that lim,_,,, % > 106 and lim _, % < —1.09 but did not provide
a specific counterexample. Further computer studies have extended the lim sup and lim inf values to

1.826054 and —1.837625, respectively, by G. Hurst.
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Proof. We consider the array

uDb, = u)c, + p)cyy + u)csy + pMcyy + -5

u2)by, = UQ)cyp + UQ)Cyp + 0
uQB3)bs, = UB)Czy + - PR
u@byy, = U(B)Cpp + s

Summing the absolute values of the jth column gives

G = (Zlu(i)|>|fin| <J1Cjl,

dlj

and therefore summing these column values over all columns, we get

(oe)
jlepl < Z klcy| < oo.
k=1

G <

18
18

-
Il

—_
-
Il

—_

Hence by the Weierstrass double series theorem the double series converges with the
sum by columns equal to the sum by rows. Invoking the fundamental property of the
Mobius function (10.21), the sum of the double series by columns is just c,, and hence

Cn = z H(K)bjens
k=1
as desired. O

We simply note that there are more general sufficient conditions for M6bius inversion
such as

o0
Z nflc,l < oo
n=1

for some € > 0 (Wintner 1945).

10.17 Lemma. For any positive integer j,

i e]](?) _ O ] :fE kn
m=1 n ] = kn,

for some positive integer k.

The proof is elementary and left as an exercise for the reader.
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Arithmetic Fourier transform

We now consider the case of a function f(z) analytic on the closed unit disk U and
hence in a slightly larger open disk containing U. We will demonstrate that each of
the Taylor coefficients of f(z) can be determined by an infinite series of the values of
the function f(z) taken over a symmetrically arrayed sets of points on the boundary
U : |z| = 1. A similar formulation for Fourier cosine coefficients was found by Bruns
(1903) and Wintner (1945). Without loss of generality, we will take the normalization

1 2
N
» J F(e)d6 = 0.

CO:

10.18 Theorem.? If f(z) is analytic on the closed unit disk U with Taylor series

f@ =Y ¢,
j=1
then the Taylor coefficients are given by
k
c, _Z”( )Zf ), n=123,.... (10.23)
Proof. For |z| = 1, we can write
. o Iy
= f(e?) = D ce”. (10.24)
j=1

Define the averages f,(0) over a symmetrically arrayed set of points by

1 & 2m
fn(e)—ﬁmz_lf(9+7>, n=123,....

Then by (10.24) and Lemma 10.17

n

f2(0) = % Z Zc]e (0+22) _ icje’w% i Q) _ gckneian

m=1j=1 j=1 m=1

8

Upon setting 6 = 0, we now have

23 J.L. Schiff and W.]. Walker, A sampling theorem for analytic functions, Proc. Amer. Math. Soc. 99
(4) (1987), 737-740; A sampling theorem and Wintner’s results on Fourier coefficients, J. Math. Anal.
Appl. 133 (2) (1988), 466-471.
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= fo(0) = Z Chn- (10.25)
By the analyticity of f(2),

[ee)

Y kleyl < oo.

k=1

In view of (10.25) and the M&bius inversion Theorem 10.16, we obtain
k 2nm
¢ - Zu(mfkn Z £ Zf
O

proving the theorem.
10.19 Corollary. Iff(z) is analytic on the open unit disk U : |z| < 1 with Taylor series

f2)=) caz",
n=1

then the Taylor coefficients are given by

0 kn
c =lZILk) f(re'(%)), 0<r<lL,n=123,....
oG ke

= m=

s} cjz"j is used to handle discrete sets of data
= 1/z we have the

The Z-transform given by X(z) =
and represents a Laurent series. By considering the function w

following:

10.20 Corollary. If

X(z) = icjzfj

j=1

converges for |z| > randr < 1, then

© 3 mm
cnzz’%l) ), n=123,....

The series in (10.22) is known as the arithmetic Fourier transform (AFT) and

has applications in the field of signal processing. Of course, in real-world applica
tions, only a finite number of terms can be considered, but the resulting sum is still
known by the same name. One of the AFT’s virtues is that it can be readily com-
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puted by parallel processing and rivals the fast Fourier transform?* in speed and
efficiency.

The next theorem is a remarkable result of Aurel Wintner (1945), which, although
similar, is not quite the AFT, but intimately connected with the prime number theorem.
Let us first consider the following case which we state without proof.

10.21 Theorem. Let f(t) be a Riemann-integrable function of period 1. Then

Jf(t)dt—z Zu(d)f( ) (10.26)

dln

for any irrational number x.

To appreciate the deep connection with the prime number theorem, consider the
period 1 function for irrational x

0 O<t<l, t+x
f(t) =
1 t=x

The values at the endpoints f(0) = f(1) are unimportant as they are not included in
the sum on the right-hand side of (10.26). Note that the interior sum runs over all the
divisors d of n, so that f (%5 ) = 0 except for d = nsince x is irrational. As f(t) = 0 except
for t = x, we obtain

n)

>
n

(@]
I
Mg

1

=
11

and this convergence of 2221 u(n)/n to zero is a well-known equivalent of the PNT.”
Equality (10.26) leads directly to the more general form (Wintner 1945, p. 24) for
Fourier series.

10.22 Theorem. Let f(t) be a Riemann-integrable function of period 1 with Fourier co-
efficients ¢, k = 0,+1,+2,.... Then

ck—Z LY ()

dln

where x is an arbitrary irrational number.

An indispensable transform in signal processing that uses complex exponentials
is the discrete Fourier transform.

24 The fast Fourier transform is an algorithm for efficiently computing the discrete Fourier transform
discussed in the sequel.

25 See Apostol (2010), who also showed that M(x) = Y., u(n) = o(x) as x — oo if and only if
Ynex @ = 0(1) as x — oo, where M(x) is the Mertens function, thus providing another equivalent of

the PNT.
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Figure 10.9: The 345 data points of the variation in light magnitude from the periodic variable star XX
Cygnus. Copyright 2021 Anthony Ayiomamitis.

Discrete Fourier transform

In this scenario, we have N equally spaced sampled data points that arise from either
a finite continuous or discrete signal x(t) with sampled values x(0), x(1),...,x (N - 1),
where the function x(t) is N-periodic as in Figure 10.9. We are interested in expressing
the signal as a sum of various frequencies, similar to a Fourier series.

To this end, define the discrete Fourier transform (DFT) as the set of values?®

N-1 S N-1
X(k) = X(wy) = Z x(n)eiiT = z x(n) cos(w) -1 Z x(n) sin(zrr—kn),
n=0 n=0 N n=0 N

where the frequencies are given by w;, = %, k=0,1,...,N — 1. Note that

N-1

X(0) =) x(n).

n=0

26 Electrical engineers prefer using the letter j instead of our customary i for the imaginary num-
ber v=1. Chacun a son gofit.
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Figure 10.10: The power spectrum (vertical axis) of the DFT from the data in Figure 10.9 showing the
dominant frequencies. Courtesy Nick Dudley Ward.

The power of each frequency component is given by P(k) = |X (k))? and gives an indi-
cation of the relative significance of each frequency as in Figure 10.10.%
Moreover,

N-1

X = = ¥ XN (10.27)
N k=0

is the inverse DFT(see Figure 10.11). To see this, observe that in view of Lemma 10.17,

N-1 N-1/N-1
1 + 2mkn 1 _; 2mkm : 2mkn
— Y X(eln == x(m)e' v )e'w

k=0 \m=0
N-1 N-1 N-1
1 _; 2mk(m—n)
- Z x(m)(N Z el w ) = Z xX(M)8,, = x(n),
m=0 k=0 m=0

where 8, ,,, is the Kroncker delta function, which equals 1 for n = m and zero otherwise.
Note that representation (10.27) is in fact periodic of period N and thus extends the
signal values to be periodic and is equal to the signal values on [0, N — 1]. Each X(k)

27 For the sampling rate f; (samples/sec), the frequency is given by f = %, which allows the power
spectrum to be plotted against frequency.
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Reconstruction of data using inverse dft with frequencies < 60 Hz
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Figure 10.11: A reconstruction of the original data from the inverse DFT with a cutoff of frequencies
greater than 60 Hz. Courtesy Nick Dudley Ward.

represents the coefficients of the inverse x(n), encoding both the amplitude and phase

of a sinusoidal wave with frequency %

10.23 Exercise. Prove Parseval’s theorem for the DFT:

N-1 5 1 N-1 5
>l = % ¥ [Xdol,
n=0 k=0

that is, the energy of the signal in the time domain (given by the left-hand side) equals
the energy of the transformed signal in the frequency domain (given by the right-hand
side).

Laplace transform

Integral transforms date back to the work of Léonard Euler (1763 and 1769), and the
Laplace transform has turned out to be one of the most useful tools in analysis. Placing
it in the complex domain goes back to Poincaré and Pincherle, which opens up the
entire calculus of residues.

We deal with real-valued functions f that are piecewise continuous on [0, co) and
satisfy the growth condition of exponential order a > 0, that is,
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If(O)] < Me™, t=>t,,

for some constant M > 0 and some ¢, > 0. Since e® < € for a < B, generally, the
smallest a for which the inequality holds is considered. Often, the specific value of a
is not significant.

Then we have the following basic result, where s = x + iy is a complex variable.

10.24 Theorem. Iff is piecewise continuous on [0, co) of exponential order a, then the
Laplace transform

F(s) = £(f) = j e (Ddt
0

is well-defined and converges uniformly for Re(s) > x, > a and absolutely for Re(s) > a
and represents an analytic function there.

Proof. Assuming that
If(t)] < Me™, t=t,,

for x = Re(s) > a, we have

(o8]
[ etonar

to

Me—(x—v()t0
(x-a)

J e Sl (tdt
to

Now for x > x, > a, we have for the last term

Me*(xfa)to Me*(xofa)to
<
(x-a) (o - )

>

and taking t, sufficiently large, the right-hand side can be made arbitrarily small. This
establishes the uniform convergence of the Laplace transform integral in the region
Re(s) > x, > aand, consequently, represents an analytic function for Re(s) > a (why?).
The absolute convergence is evident. O

10.25 Corollary. If f is piecewise continuous on [0, c0) of exponential order a, then
F(s) — 0asRe(s) — oo.

10.26 Exercise. Show that

@ £(e™)=,Re(s)>a;

(b) L) = S%,Re(s) > 0;

(©) ct" = S%,Re(s) >0,forn=1,23,...;
@ £@)="4Ls>0,v>-1.
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10.27 Example. We are presently interested in evaluating the integral

e
1+ ax?)
00

forv > 1/2.
Let us write the result in Exercise 10.26(d) as

o0
1 —st ,v—-1 1
—_— dt = —. 10.2
o je et = - (10.28)
0

Using (10.28) and setting s = 1 + ax? (a real), we get
_ 1 (

0
1+ax) v-1
—_— tadt )d
J (1+ax2)" L) e > X
-0

g —3
o—3

where we leave justification of reversing the order of integration to the reader.

As well, we can relate the Laplace transform to the Euler beta function. To this
end, let us consider a very important integral operator that has many widespread ap-
plications. For functions f and g defined on [0, co), the integral

t
(F*g)0) = jf(r)g(t _7)dr
0

is called the convolution of f and g. The integral certainly exists in our present setting
of f and g being piecewise continuous, and it is readily verified that the convolution
satisfies elementary algebraic properties.?®

28 Namely,

cfxg)=cfxg=f=*cg, c>0
fr@xh)=(=*g) *h
frg+h)=f+g+f=h

Their verification is left as an exercise.
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For example, considering the Laplace transform (with a + b)

L t_ bt
ﬁ(eat % ebt) _ E(Jeareb(pr)dr> _ £< et _ e )
a
0

the latter term happens to be the product £(e®) -L(e") of the respective Laplace trans-
forms.

For a convolution, whenever f and g are piecewise continuous on [0, co) of expo-
nential order a, indeed it is always the case that:

L(f = g)(t) = LIFD)L(g®)  (Re(s) > a).”?

Given this convolution theorem, let us take f(t) = t* ! and g(t) = t* ' fora,b > 0, so
that

t
¢+ )0 = [ e- o e
0
With a substitution T = ut, we obtain
1
(f " g)(t) _ ta+b—1 j ua—l(1 _ u)b—ldu _ taerilB(a,b),
0
the latter term encompassing the Euler beta function. Therefore

I'(a)T'(b)
Sa+b

£(t*P7B(a, b)) = L(f = g)(t) =

by the convolution theorem and Exercise 10.26(d). The left-hand side of the preceding
expression equals

I'(a +b)

Sa+b

B(a, b),

whence we obtain the Euler formula for the beta function for real numbers a,b > 0,

I'(a)'(b)

Ba.b) = tavn:

29 The proof is straightforward and can be found in Schiff (1999, pp. 92-93).



260 —— 10 Analytic number theory

Inverse Laplace transform

The algorithm employed with the Laplace transform involves to take the inverse trans-
form to retrieve the original function:

£NF(s)) =f(t), t=0.

Note however that altering the function f(¢) at a finite number of points will yield the
same Laplace transform, and therefore the inverse £ }(F(s)) is not uniquely defined.
However, restricting ourselves to continuous functions, we have the following:

10.28 Lerch theorem.>® Distinct continuous functions on [0, co) have distinct Laplace
transforms.

For example,

E‘l( 2w 2):sinha}t,
s?-w

but of course, altering the function f(t) = sinh wt at a finite number of points mak-
ing it piecewise continuous will give the same inverse. However, since most of the
applications deal with solutions to differential equations, we will take the inverse to
be continuous. On the other hand, one of the great virtues of the Laplace transform is
that it can be applied to discontinuous functions, and we must bear in mind the caveat
about the inverse.

10.29 Example. A classical function in electrical systems is the Heaviside (step) func-
tion

1 t>a
U,(t) =
0 t<a,

for a > 0. Commonly also, u,(t) = 1for t > a and u,(t) = 0 otherwise. The Laplace
transform in either case is easily determined to be

—as

£(uq0) = &

(Re(s) > 0),

and thus we can write

c—1< e;‘”) — uy(8).

30 Sur un point de la théorie des fonctions génératrices d’Abel, Acta Math. 27 (1903), 339-351.
M. Lerch in fact proved that the inverse Laplace transform is uniquely determined with the proviso
that we identify any two functions that differ only on a set of Lebesgue measure zero.
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As itis clear that the Laplace transform is linear, the utility of the transform comes
from computing the transform for each term of say a linear differential equation, sim-
plifying the algebraic terms and then determining the inverse function from a table of
standard Laplace transforms if possible. Therefore we need the following:

10.30 Derivative theorem. Suppose that f is continuous on (0, co) of exponential or-
der a. Iff' is piecewise continuous on [0, co), then

L(f'(0) = sc(f(6)) - £(07).

The proof follows is via integration by parts for Re(s) > a:

(o] T T

J et (Odt = lim J et (dt = lim (e_STf(T) —eSf(e) + J e‘S‘f(t)dt>
£— e—0
0 T—oo € T — 00 €
=5 J et (6)dt - ().
0

The fact that f(0") exists follows from the equality

K

Jf’(t)dt - () - f(€)

for x sufficiently small and letting € — 0.
Similarly, we have the following:

10.31 Integral theorem. If f is piecewise continuous on [0, co) of exponential order a,
then the function

t
g(t) = jf(r)dr
0

has the Laplace transform

L(gt)) = %ﬂ(f(t)), Re(s) > a.

Indeed, again integrating by parts gives

by —st |T

ooyt - 1 e
6[ e g(t)ydt = TlLrgo<g(t) il

. Je“f(t)dt).
s 0

Then the first term vanishes (why?) so that the result follows. Similarly, the result also
holds for a = 0.
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Computing the inverse Laplace transform via residues

Here we discuss a very useful technique for finding the inverse Laplace transform
based on complex variable theory. To this end, let us assume that our function f(t)
is continuous on [0, co), which we extend to (—oo, co) by defining f(t) = 0 for t < 0.
Moreover, we assume that f has exponential order a and that f’ is piecewise continu-
ous on [0, 00).

Therefore, for s = x + iy, x > a,

L(f(t) = j eV (e™f(t))dt = F(x,y),

where F(x,y) is now the Fourier transform of the function g(t) = e f(t). Here we
merely state the critical result concerning the inversion of the Fourier transform:>!

10.32 Fourier inversion theorem. Suppose that f and f' are piecewise continuous on
(00, 00) and that f is absolutely integrable. Then for a real parameter A, the Fourier
transform of f (t) is given by

F(A) = j e Mf(t)t,

and its inverse by

_1 e
fo) = o J M E(A)dA

at each point where f (t) is continuous. At a jump discontinuity t,

i J eMtF(/l)d/\ — f(t+) +f(t_)’
2n 2

—00
where f(t*) and f (t”) are the right- and left-hand limits of f (t), respectively.

Note that in the present setting, by Theorem 10.24, g(t) = e *f(t) is absolutely
integrable. It follows from the Fourier inversion formula that

e (t) = %1 j V' F (x,y)dy

31 See A. Jerri, Integral and Discrete Transforms with Applications to Error Analysis, Marcel Dekker
Inc., 1992.
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A(x+iy)

E(x-iy)

B/

D

Figure 10.12: The contour l'; and its various components, including the Bromwich line. Courtesy Katy
Metcalf.

or, in other words,

f(t) = % J ¥ F(x,y)dy, t> 0. (10.29)
(o)

Since dy = (%)ds, for fixed x > a, we can write (10.29) as a contour integral

x+ico X+ly

f) = i J e'F(s)ds = lim L J eF(s)ds (10.30)
2mi ) y—oo 2mi )

x—ico x—iy
for t > 0, where the integration is to be taken along the vertical line at x > a known as
the Bromwich line, and the integral in (10.30) is known as the Fourier—Mellin inversion

formula.

We proceed to evaluate the integral in (10.30) via contour integration as in Fig-
ure 10.12. Our contour is I'y = Cy + EA, where the circular part is C, = ABCDE, so that

1 St 1 J st 1 J St
= F = — . .
> J e F(s)ds i e” F(s)ds + > e F(s)ds (10.31)
g Cr EA

As the Laplace transform F(s) is analytic in the region Re(s) > a, any possible
singularities of F(s) must lie to the left of the Bromwich line. We first assume that
F(s) is analytic in the region Re(s) < a except for finitely many poles at the points
a,,a,,...,a,, which we may assume lie inside the contour I'y. Thus by the Cauchy
residue theorem

1 " z
> J e F(s)ds = Z Res(a;),

Ty i=1
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where Res(q;) is the residue of e F(s) at a;. Hence by (10.31)

X+iy
1 1 L
— J SF(s)ds + — J et F(s)ds = Z Res(a;). (10.32)
2mi 27 =
Cr x—iy i=1
Our next goal is to show that the first integral tends to zero as R — co. To achieve
this, we must impose a mild condition on the growth of the function F(s), which turns

out to be the typical growth of most Laplace transforms anyway.

10.33 Lemma. If F(s) satisfies the growth condition |F(s)| < og and og - 0asR — oo
uniformly for all s € Cg, then

j et F(s)ds — 0 (t>0)
Cr

asR — oo.

Proof. Forson Cg, lets = Re' so that |F(s)] < og. As a consequence, for the arc BCD
of Figure 10.12,

3n

3
J " F(s)ds| < Rog J eRteosbgg,
3

BCD

which after the substitution ¢ = 8 — (17/2) becomes

J e F(s)ds

m 3
SRO_RJ’e*R[Sin¢d¢=2RO_RJe*R[SiD¢d¢.
BCD 0 0

We can obtain a bound for the last integral by noting that sin ¢p > 2¢p/m on the interval
[0, 5]. Therefore, for |s| = Rand t > 0,

3
J e* F(s)ds| < 2Roy J e ROIMgep = O‘Ri?-[(l —e®y o0
BCD 0

asR — oo.
To treat the integrals over the arcs AB and DE, note that their lengths remain
bounded as R — oo, so that

J e F(s)ds| < og J eM|ds| + o J elds| — 0
ABYDE AB DE

as R — oo for any fixed t > 0. This concludes the proof of the lemma. O
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10.34 Exercise. Compute the Laplace transform of the function f(t) = sinhat and
show that it satisfies the condition of the preceding lemma.

We have just demonstrated from (10.32) and Lemma 10.33 the following exception-
ally useful result.

10.35 Theorem. Suppose that f is continuous of exponential order a on [0, c0) such
that f' is also piecewise continuous there. Assuming that the Laplace transform F(s) =
L(f(t)) exists for Re(s) > a and satisfies on Cy : |s| = R the growth condition |F(s)| <
og — 0as R — oo uniformly for all s € Cyg, then for F(s) meromorphic in C except for
poles at the points ay, a,, .. ., a,, the inverse transform is given by

X+iy
T i st _ 4 .
ft) = ylgglo i J e’ F(s)ds = ;Res(a,) (t > 0),

x—iy

where Res(a;) is the residue of the function eSlF(s)ats = a;.
According to the Fourier inversion formula, we also obtain the following:

10.36 Corollary. Iff is only piecewise continuous on [0, co) as above, then the value of
f(t) at any jump discontinuity t > 0 is given by

f©® 5

10.37 Example. Let us consider the form of numerous Laplace transforms, the quo-
tient of two polynomials

P(S) ansn + anilsnil + e+ ao
F& =46 = B #0
® Q)  BpS™+ BpgSTL 4+ By (@, B # 0)
a';_l + o0 4 z_g _ &

sm—n(ﬁm_},f% +...+f_,9l) q(s)

a, +

where P(s) and Q(s) have no common roots, and m > n. Expressing Q(s) in terms of its
m linear factors, we have m simple poles of F(s) at the points a;, a5, ..., a,,. Note that
for all |s| = R sufficiently large,

[p(s)| < lay] + laty 4] + -+ + |ag| = ¢,
and

lg(s)] = R™™"

lﬁ = RminCZ.
2

Therefore
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R
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0’0 MW\

El) —_

)|
/
Q

L)
L

Figure 10.13: An example of an RCL circuit. Courtesy Katy Metcalf.

/¢
m—-n

|F(s)| < R

-0

as R — oco. Regarding the poles fori =1,2,...,m, we obtain

e%'P(a;)

Res(ai) = W,

so that by Theorem 10.35

meaitp(ai)
t) = — (t>0).
f@® Zl @ 0

10.38 Example. An RCL circuit consists of a resistor (R), a capacitor (C), and an induc-
tor (L), where I(t) represents the current as in Figure 10.13.2
Let us assume then that the current I(¢t) satisfies the equation33

a 1
LE + c JI(T)dT =E,,
0
whereL, C, E, are constants, and I(0) = I,. Taking the Laplace transform of both sides,
we obtain
1 E,
Lsc(I(t)) - LI, + —L(I(t)) = —,
SE(I(0) - Lly + 2 £I0) = =

which yields

32 These quantities are related by Kirchoff’s voltage law:
dl

t
1
LE +RI + ¢ 6[I(T)dT = E(t),

where E(t) is the impressed voltage.
33 Thus there is no resistor in this circuit example.
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Ey + Llys

LI®)=F©) = 1 5 ey

so that O(F(s)) =1/s — O as |s| — oo.

N . _ ; _ _;’ o N .
Since F(s) has simple poles at s = Tic and s = Tl direct calculation (exercise)
shows that

I(t) = ) Res :EO\/gsin \/% +1 cos\/%

by Theorem 10.35.
10.39 Exercise. Find the current I(t), t > 0O, if

t
dl 1 .
LE +RI + E(J)-I(T)dT =sint

forL=1,R=1,C=1,and I(0) = 0. Use L(sint) = 5.

In the case that F(s) has infinitely many poles at a;,a,,as, ... to the left of the
Bromwich line with |a;| < |a,| < ... such that |a,| — co asn — oo, we have to take a
sequence of contours I';, = C,, U [xy — iy, Xo + 1y,,] such that each T, encloses just the
poles a;, ay, as, ..., a,. Once again, we have

Xo+iYy n
1 st 1 J St
— | e F(s)ds + — e F(s)ds = ) Res(a;),
Zm'J s+ o (s)ds = ), Res(a)

. i=1
Cn Xo—Wn

and therefore we have to show in each particular case that

1
— J e*'F(s)ds — 0
2mi
o
asn — oo for suitably chosen contours C,, that straddle the poles. Once this is achieved
then one obtains the following elegant formulation of the inversion formula:

. i X+ico . ) . |
f@t) = i J e F(s)ds = ;Res(al),

x—ioco

where Res(q;) is the residue of the function e*F(s)ats = a;. See Schiff (1999, p. 160),
for examples.
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