


Chapter 1

Existence,   Uniqueness  and
Approximate   Solutions   of  Fuzzy

Fractional   Differential  Equations
Atimad   Harir,   Said   Melliani   and   Lalla   Saadia  Chadli

Abstract

In   this   paper,   the   Cauchy   problem   of   fuzzy   fractional   differential  equations 

T γ u ð t Þ ¼ F ð t,   u ð t Þ Þ,  u ð t 0 Þ ¼ u 0 ,   with   fuzzy   conformable   fractional  derivative
( γ -differentiability,   where   γ   ∈   ð 0,   1Þ are   introduced.   We   study   the   existence  and 
uniqueness   of   solutions   and   approximate   solutions   for   the   fuzzy-valued  mappings 

of   a   real   variable,   we   prove   some   results   by   applying   the   embedding   theorem,  and 
the   properties   of   the   fuzzy   solution   are   investigated   and   developed.   Also,   we  show 
the   relation   between   a   solution   and   its   approximate   solutions   to   the   fuzzy  fractional 

differential   equations   of   order  γ .

Keywords:   fuzzy   conformable   fractional   derivative,   fuzzy   fractional  differential 
equations,   existence   and   uniqueness   of   solution,   approximate   solutions,  Cauchy 

problem   of   fuzzy   fractional   differential  equations

1. Introduction

                       In this paper, we will study Fuzzy solutions to

T γ               u tð Þ ¼ F t u t, ð Þð Þ, u t0   ð Þ ¼ u0                , 0, 1γ ∈ ð , (1)

              where subject to initial condition u 0                     for fuzzy numbers, by the use of the
                       concept of conformable fractional -differentiability, we study the CauchyH

                             problem of fuzzy fractional differential equations for the fuzzy valued mappings
                                of a real variable. Several import-extant results are obtained by applying the

                                embedding theorem in [1] which is a generalization of the classical embedding
     results [2, 3].

                                         In Section 2 we recall some basic results on fuzzy number. In Section 3 we
                             introduce some basic results on the conformable fractional differentiability [4, 5]

                                   and conformable integrability [5, 6] for the fuzzy set-valued mapping in [7]. In
                                      Section 4 we show the relation between a solution and its approximate solution to

                             the Cauchy problem of the fuzzy fractional differential equation, and furthermore,
                                      and we prove the existence and uniqueness theorem for a solution to the Cauchy

                 problem of the fuzzy fractional differential equation.
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 2. Preliminaries

            We now recall some definitions needed in throughout the paper. Let us denote
 by R F               the class of fuzzy subsets of the real axis R 0, 1u : ! ½ f g  satisfying the

 following properties:

      i. is normal: there existsu x 0    ∈ R with u x 0ð Þ ¼ 1,

                    ii. is convex fuzzy set: for all , R and 0 1, it holds thatu x t ∈ < λ ≤

        u xλ þ 1 λð Þ tð Þ ≥ min u xð Þ , u tð Þf g  , (2)

       iii. is upper semicontinuous: for anyu x 0     ∈ R, it holds that

u x 0  ð Þ ≥ lim
x x! 0

 u xð Þ , (3)

 iv. u½ 
0

     ¼ jcl x ∈ R u xð Þ > 0f g  is compact.

 Then RF             is called the space of fuzzy numbers see [8]. Obviously, R R⊂ F   . If u is a
    fuzzy set, we define u½ α     ¼ jx ∈ R u xð Þ ≥ αf g       the -level (cut) sets of , withα u

         0 1. Also, if R< α ≤ u ∈ F       then -cut of denoted byα u u½ α  ¼ u α
1  , u α

2

 
:

        Lemma 1 see [9] , RLet u v : F              ! 0, 1½  be the fuzzy sets. Then u v if and only if¼
u½ α  ¼ v½  α      for all α ∈ 0, 1½ :

    For , Ru v ∈ F                and R the sum and the product are defined byλ ∈ u vþ λu

  u vþ½ α  ¼ uα
1  þ v α

1  , uα
2  þ vα

2

 
 , (4)

λu½ α   ¼ λ u½  α  ¼ λuα
1  , λuα

2

 
    , 0;λ ≥ λuα

2  , λu α
1

 
   , 0,λ <


(5)

       ∀ ∈α 0, 1½ . Additionally if we denote  ̂  0 ¼ χ 0f g  , then ^   0 R∈ F    is a neutral element

   with respert to þ:
   Let Rd : F   RF  ! R þ  ∪ 0f g    by the following equation:

 d u , vð Þ ¼ sup
   α ∈ 0, 1½ 

dH u½ α  , v½ α      ð Þ , , Rforall u v ∈ F  , (6)

 where dH      is the Hausdorff metric defined as:

dH u½ α  , v½  α  ð Þ ¼ max ju α
1   v α

1  j, uα
2   v α

2 jj
 

(7)

      The following properties are well-known see [10]:

               d u þ þw v, wð Þ ¼ d u , vð Þ and d u v,ð Þ ¼ d v , uð Þ , , , R∀ u v w ∈ F  , (8)

         d k u, kvð Þ ¼ ∣ ∣k d u , vð Þ , R, , R∀ ∈k u v ∈ F (9)

              d u þ þv w, eð Þ ≤ d u , wð Þ þ d v, eð Þ , , , , R∀ u v w e ∈ F  , (10)

 and RF      , dð Þ is a complete metric space.
       Definition 1 The mapping 0,u : a½  ! RF       for some interval 0, a½  is called a

          fuzzy process. Therefore, its -level set can be written as follows:α

u tð Þ½ 
α

 ¼ u α
1  tð Þ , u α

2 tð Þ
 

         , 0,t ∈ a½  , 0, 1α ∈ ½ : (11)
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       Theorem 1.1 [11] Let 0,u : a½  ! R F     be Seikkala differentiable and denote
u tð Þ½  α  ¼ u α

1  tð Þ , uα
2 tð Þ

 
     . Then, the boundary function u α

1  tð Þ and u α
2  tð Þ are differentiable

and

u0 tð Þ½ 
α

 ¼ uα
1

  0
 tð Þ , uα

2

 0
tð Þ

h i
     , 0, 1α ∈ ½ : (12)

       Definition 2 [12] Let 0,u : a½  ! R F      . The fuzzy integral, denoted byÐ c
b             u tð Þ dt b c a, , ∈ 0,½  , is defined levelwise by the following equation:

ðc

b
u tð Þ dt

 α

¼

ð c

b
u α

1 tð Þ dt,

ð c

b
u α

2 tð Þ dt

 
 , (13)

             for all 0 1. In [12], if 0,≤ ≤α u : a½  ! RF      is continuous, it is fuzzy integrable.
      Theorem 1.2 [13] If Ru ∈ F      , :then the following properties hold

i. u½ α2  ⊂ u½ α 1     , 0if ≤ α 1  ≤ α2   ≤ 1; (14)

 ii. αkf g           ⊂ 0, 1½  is a nondecreasing sequence which converges to thenα

u½ α  ¼ ⋂
  k ≥ 1

u½ αk  : (15)

  Conversely if A α  ¼ f uα
1  , u α

2

 
          ; 0, 1α ∈ ð g is a family of closed real intervals

    verifying ið Þ and iið Þ , then Aαf g       defined a fuzzy number u ∈ RF   such that u½  α  ¼ Aα :
      From [1], we have the following theorems:

           Theorem 1.3 There exists a real Banach space X such that F    can be the embedding
              as a convex cone C with vertex into X. Furthermore, the following conditions hold0 :

     i. the embedding is isometric,j

       ii. addition in induces addition inX F        , i.e, for any ,u v ∈  F ,

          iii. multiplication by a nonnegative real number in induces theX
   corresponding operation in  F       , i.e., for any u ∈  F ,

     iv. C-C is dense in ,X

   v. is closed.C

      3. Fuzzy conformable fractional differentiability and integral

       Definition 3 [4] 0,Let F : að Þ !  F     be a fuzzy function. γ th  order fuzzy“

       conformable fractional derivative of F is defined by”

T γ  Fð Þ tð Þ ¼ lim
ε!0þ

 F t þ εt1γ  ð Þ ⊖ F tð Þ

ε
 ¼ lim

ε!0þ

  F tð Þ ⊖ F t  εt1γð Þ

ε
 : (16)

          for all t > 0, 0, 1γ ∈ ð Þ. Let F γð Þ   tð Þ stands for T γ  Fð Þ tð Þ . Hence
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F γð Þ  tð Þ ¼ lim
ε!0þ

 F t þ εt 1γ  ð Þ ⊖ F tð Þ

ε
 ¼ lim

ε!0 þ

  F tð Þ ⊖ F t  εt 1γð Þ

ε
 : (17)

          If F is differentiable in some aγ - 0,ð Þ, limand t!0þ F γð Þ  tð Þ exists, then

F γð Þ 0ð Þ ¼ lim
t!0þ

F γð Þ  tð Þ (18)

      and the limits in the metric d( ).
              Remark 1 From the definition, it directly follows that if F is -differentiable then theγ

  multivalued mapping Fα        is -differentiable for allγ α ∈ 0, 1½  and

T γF α  ¼ F γð Þ tð Þ
h iα

 , (19)

 where T γF α         is denoted from the conformable fractional derivative of F α  of order
            γ . The converse result does not hold, since the existence of Hukuhara difference

u½ α  ⊖ v½  α              , 0, 1α ∈ ½  does not imply the existence of H-difference u v⊖ :
       Theorem 1.4 [4] Let 0, 1γ ∈ ð  .

        If is differentiable and is -differentiable thenF F γ

Tγ F tð Þ ¼ t1γ F 0  tð Þ (20)

        Theorem 1.5 [5, 14] If 0,F : að Þ ! F      is -differentiable then it is continuous.γ

      Remark 2 If 0,F : að Þ ! F    is -differentiable andγ F γð Þ      for all 0, 1γ ∈ ð  is

      continuous, then we denote F C∈ 1   0, að Þ,  Fð Þ .
              Theorem 1.6 [5, 14] Let 0, 1γ ∈ ð  and if , 0,F G : að Þ !  F  are -differentiableγ

    and thenλ ∈ 

T γ   F Gþð Þ tð Þ ¼ T γ Fð Þ tð Þ þ T γ   Gð Þ tð Þ and Tγ λFð Þ tð Þ ¼ λT γ  Fð Þ tð Þ : (21)

         Definition 4 [5] 0,Let F C∈ að Þ, Fð Þ ∩L 1   0, að Þ,  F    ð Þ , Define the fuzzy
fractional.

         integral for a and≥ 0 γ ∈ 0, 1ð :

I a
γ Fð Þ tð Þ ¼ I a

1 tγ 1 F
 

tð Þ ¼

ðt

a

F

s 1γ
 sð Þ ds, (22)

        where the integral is the usual Riemann improper integral.
   Theorem 1.7 [5] T γ Ia

γ             Fð Þ tð Þ , for , where is any continuous function in thet a≥ F

  domain of I a
γ.

              Theorem 1.8 [5] Let 0, 1γ ∈ ð  and be -differentiable in 0,F γ að Þ and assume

    that the conformable derivative F γð Þ        is integrable over 0, að Þ . Then for each
    s a∈ 0,ð Þ we have

F sð Þ ¼ F að Þ þ I a
γ F γð Þ  tð Þ (23)

        4. Existence and uniqueness solution to fuzzy fractional differential
equations

              In this section we state the main results of the paper, i.e. we will concern
           ourselves with the question of the existence theorem of approximate solutions by
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        using the embedding results on fuzzy number space F     , dð Þ and we prove the
          uniqueness theorem of solution for the Cauchy problem of fuzzy fractional

       differential equations of order 0, 1γ ∈ ð .

     4.1 Solution and its approximate solutions

     Assume that 0,F : að Þ  F  !  F     is continuous 0,C að Þ  F  ð Þ ,  F  ð Þ . Consider
    the fractional initial value problem

Tγ   uð Þ tð Þ ¼ F t, u tð Þð Þ , u t 0ð Þ ¼ u 0  , (24)

 where u0  ∈ F     and 0, 1γ ∈ ð :
        From Theorems (1.5), (1.7) and (1.8), it immediately follows:

       Theorem 1.9 A mapping 0,u : að Þ !  F         is a solution to the problem (24) if and
         only if it is continuous and satisfies the integral equation

u tð Þ ¼ u0 þ

ðt

t0

s γ 1   F s, u sð Þð Þ ds (25)

         for all 0,t ∈ að Þ and 0, 1γ ∈ ð  :
            In the following we give the relation between a solution and its approximate

solutions.
  We denote Δ0  ¼ t 0  , t 0  þ θ½   B u0         , μð Þ where , be two positive real numbersθ μ

u0  ∈ F  , B u 0    , μð Þ ¼ x ∈  F  jd u , u0  ð Þ ≤ μf g :
          Theorem 1.10 Let 0, 1γ ∈ ð  and F C∈ Δ 0  ,  F     ð Þ , 0,η ∈ θð Þ,

un  ∈ C 1 t0  , t 0   þ η½  , B u0    , μ Þð Þð such that

ju γð Þ
n   tð Þ ¼ jF t u, n tð Þð Þ þ B n  tð Þ , un t 0ð Þ ¼ u0  , ∥B n tð Þ ∥ ≤ ε n (26)

  ∀ ∈t t0  , t 0       þ η½  , 1, 2,n ¼ …:

 where εn   > 0, εn   ! 0, B n  tð Þ ∈ C t 0  , t0         þ η½  , Xð Þ , and s the isometric embeddingj
 from  F              , dð Þ onto its range in the Banach space . For eachX t t∈ 0  , t 0  þ η½  there

         exists an 0 such that the H-differencesβ > un   t tþ ε 1γ  ð Þ ⊖ u n tð Þ and

un  tð Þ ⊖ un   t t ε 1γ                 ð Þ exist for all 0 and 1, 2, If we have≤ ε β< n ¼ …:

d u n   tð Þ , u tð Þð Þ ! 0 (27)

       uniform convergence (u.c) for all t t∈ 0  , t 0      þ η½  , , thenn ! ∞

  u C∈ 1 t0  , t 0   þ η½  , B u 0   , μ Þð Þð and

Tγ   u tð Þð Þ ¼ F t, u tð Þð Þ , u t0ð Þ ¼ u 0    , t t∈ 0  , t0   þ η½  : (28)

       Proof: By (27) we know that u tð Þ ∈ C t0  , t 0   þ η½  , B u 0     , μÞð Þð . For fixed

t1  ∈ t0  , t 0      þ η½  and any t t∈ 0  , t0     þ η½  , t t> 1     , denote ε ¼ htγ 1
1      and 0, 1∀ ∈γ ð 

 G t , nð Þ ¼
jun t1  þ εt1γ

1

 
  ju n t1ð Þ

ε
   jF t 1  , u n t 1ð Þð Þ  B n t 1  ð Þ: (29)

¼
jun t 1  þ hð Þ  jun t1ð Þ

htγ 1
1

   jF t1  , u n t1ð Þð Þ  Bn t 1  ð Þ: (30)

 ¼ t1γ
1

jun tð Þ  ju n t1ð Þ

  t t 1
   jF t 1  , u n t1ð Þð Þ  B n t1  ð Þ: (31)
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    It is well know that

lim
t t! 1

 G t , nð Þ ¼ j unð Þ γð Þ t 1  ð Þ  jF t1  , u n t 1ð Þð Þ  Bn t1  ð Þ (32)

 ¼ j unð Þ γð Þ t 1  ð Þ  jF t 1  , un t1ð Þð Þ  B n t1    ð Þ ¼ Θ ∈ X (33)

lim
n!∞

 G t , nð Þ ¼ t1γ

1

  ju tð Þ  ju t 1ð Þ

  t t 1
   jF t 1  , u t1  ð Þð Þ (34)

   From F C∈ 1
Δ 0  , F            ð Þ , is know that for any 0, there existsε > β 1    > 0 such that

  d F t, vð Þ, F tð 1  , u t 1ð ÞÞð Þ <
ε

4
(35)

 whenever t 1    < <t t1  þ β 1   and d v , u t 1  ð Þð Þ < β 1    with v ∈ B u 0   , μð Þ Take natural
     number 0 such hatN >

ε n <
ε

4
 , d u n  tð Þ , u tð Þð Þ <

β 1

2
       for any n N t t> , ∈ 0  , t 0   þ η½  (36)

        Take 0 such thatβ > β β< 1 and

 d u tð Þ , u t1ð Þð Þ <
β1

2
(37)

 whenever t 1    < <t t1  þ β :
            By the definition of G t , nð Þ and (26), we have 0, 1∀ ∈γ ð 

ju n t 1  þ εt1γ
1

 
  jun t 1ð Þ  εð Þ j unð Þ γð Þ t 1  ð Þ ¼ εð ÞjF t 1  , u n t 1  ð Þð Þ (38)

t
1γ

1 ju n tð Þ  jun t 1ð Þ
 

    t t1ð Þ t 1γ

1 j unð Þ 0 t1   ð Þ ¼ t t 1  ð Þ jF t1  , u n t 1ð Þð Þ (39)

    We choose ψ ∈ X ∗             such that 1 and for all 0, 1∥ ∥ψ ¼ γ ∈ ð 

 ψ t 1γ
1 jun tð Þ  jun t1ð Þ

 
    t t 1ð Þ t1γ

1 j u nð Þ0 t 1ð Þ
 

(40)

 ¼ ∥t1γ

1 jun tð Þ  ju n t1ð Þ
 

    t t1ð Þ t1γ

1 j unð Þ 0 t 1  ð Þ∥ (41)

 Let t1γ

1  φ tð Þ ¼ t 1γ

1  ψ jun tð Þ
 

    t t1ð Þ t1γ

1 j u nð Þ 0 t1  ð Þ, consequently

t1γ

1 φ 0 tð Þ ¼ t 1γ

1  ψ ju0
n tð Þ

 
  t1γ

1 j unð Þ 0 t1  ð Þ (42)

hence

∥t1γ

1 ju n tð Þ  ju n t1ð Þ
 

    t t1ð Þ t1γ

1 j unð Þ 0 t1  ð Þ∥ (43)

 ¼ t 1γ

1   φ tð Þ  φ t 1ð Þð Þ ¼ t1γ

1 φ0 ^   tð Þ t t 1  ð Þ (44)

  ¼ ψ t 1γ

1 ju0
n t̂ð Þ  ju 0

n t 1ð Þ
  

  t t 1  ð Þ (45)

 ≤ ∥ψ ∥∥t 1γ
1 ju 0

n t̂ð Þ  ju0
n t1ð Þ

 
   ∥ t t 1  ð Þ (46)

 ¼ ∥t1γ
1 ju 0

n t̂ð Þ  ju0
n t 1ð Þ

 
   ∥ t t 1  ð Þ , (47)

 where t 1 ≤  ̂        t t≤ : In view of (39), we have
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 ∥G t , nð Þ ∥ ≤ ∥t 1γ

1 ju 0
n t̂ð Þ  ju 0

n t 1ð Þ
 

 ∥, t1 ≤  ̂   t t≤ : (48)

      From (36) and (37) we know that

d u ^  tð Þ , u t 1ð Þð Þ <
β1

2
(49)

and

d u n ^  tð Þ , u t1  ð Þð Þ ≤ d u n ^  tð Þ , u t̂ð Þð Þ þ d u ^  tð Þ , u t 1  ð Þð Þ (50)

<
β 1

2
þ

β 1

2
 ¼ β 1 (51)

            Hence by (35) and (48) we have for all 0, 1γ ∈ ð :

 ∥G t , nð Þ ∥ ≤ ∥t 1γ
1 ju0

n t̂ð Þ  ju 0
n t 1ð Þ

 
 ∥ (52)

 ¼ ∥jF ^  t u, n t̂ð Þð Þ þ Bn ^  tð Þ  jF t1  , u n t 1ð Þð Þ  Bn t 1  ð Þ∥ (53)

≤ ∥ jF ^  t u, n ^  tð Þð Þ  jF t1  , u t1  ð Þð Þ ∥ (54)

 þ∥jF t 1  , u t1  ð Þð Þ  jF t 1  , u n t1   ð Þð Þ ∥ þ 2 ε n (55)

 ≤ d j F ^  t u, n ^  tð Þ Þ  jF t1  , u t1 ð ÞÞð Þðð (56)

þd j F t 1  , u t 1  ð ÞÞ  jF t 1  , u n t1ð ÞÞð Þ þ 2ε n ðð (57)

<
ε

4
þ

ε

4
 þ 2ε n   < ε (58)

     whenever andn N> t1    < <t t 1  þ β :
        Let , and applying (34), we haven ! ∞

∥t 1γ

1

  ju tð Þ  ju t1ð Þ

  t t 1
   jF t 1  , u t 1  ð Þð Þ ∥ ≤ ε, t1    < <t t1   þ β : (59)

            On the other hand, from the assumption of Theorem (1.9), there exists an
 β t1       ð Þ ∈ 0, βð Þ such that the H-differences un  tð Þ ⊖ un t 1   ð Þ exist for all

  t t∈ 1  , t1   þ β t1      ð Þ½  and 1, 2,n ¼ …:
  Now let v n tð Þ ¼ un  tð Þ ⊖ u n t 1       ð Þ we verify that the fuzzy number-valued sequence

v n tð Þf g    uniformly converges on t 1  , t1   þ β t 1      ð Þ½  . In fact, from the assumption
d un        tð Þ , u tð Þð Þ ! 0 u.c. for all t t∈ 0  , t 0    þ η½  , we know

d v n  tð Þ , v m tð Þð Þ ¼ d vn tð Þ þ un t 1  ð Þ, v m tð Þ þ u n t 1ð Þð Þ (60)

 ≤ d un  tð Þ , u m tð Þð Þ þ d um  tð Þ , v m tð Þ þ un t1ð Þð Þ (61)

 ¼ d u n  tð Þ , um tð Þð Þ þ d v m tð Þ þ u m t 1  ð Þ, vm tð Þ þ un t1ð Þð Þ (62)

 ¼ d un  tð Þ , um tð Þð Þ þ d um t 1  ð Þ, un t1  ð Þð Þ (63)

    ! u c t t: ∀ ∈ 1  , t 1   þ β t 1     ð Þ½  n m, ! ∞: (64)

 Since  F          , dð Þ is complete, there exists a fuzzy number-valued mapping v tð Þ such
 that vn tð Þf g    u.c to v tð Þ on t 1  , t1   þ β t 1    ð Þ½  as n ! ∞:

   In addition, we have

d u t1   ð Þ þ v tð Þ , u tð Þð Þ ≤ d u t 1  ð Þ þ v tð Þ , u n t 1  þ vn t 1ð Þð Þ þ d u n t1  þ v n   tð Þ , u tð Þð Þðð (65)

 ≤ d u t 1  ð Þ þ v tð Þ , u t1ð Þ þ vn tð Þð Þ (66)
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þd u t1ð Þ þ vn  tð Þ , un t 1ð Þ þ v n tð Þð Þ þ d un   tð Þ , u tð Þð Þ (67)

 ¼ d v n  tð Þ , u tð Þð Þ þ d u n t 1  ð Þ, u t1ð Þð Þ þ d un   tð Þ , u tð Þð Þ (68)

  ∀ ∈t t1  , t1   þ β t 1ð Þ½  :

      Let It follows thatn ! ∞:

u t 1     ð Þ þ v tð Þ  u tð Þ for all t t∈ 1  , t1   þ β t 1  ð Þ½  : (69)

    Hence the H-difference u tð Þ ⊖ u t1      ð Þ exist for all t t∈ 1  , t 1   þ β t 1ð Þ½  :

          Thus from (59) we have for all 0, 1γ ∈ ð :

d
u t1  þ t1γ

1 ε
 

 ⊖ u t1ð Þ

ε
 , F tð 1  , u t1ð ÞÞ

0

@

1

A     ≤ ∈ε , t t 1  , t 1   þ β t 1  ð Þ½  : (70)

 So, lim ε!0 þ u t 1  þ t 1γ

1 ε
 

 ⊖ u t1   ð Þ=ε ¼ F t1  , u t1    ð Þð Þ : Similarty, we have

lim
ε!0 

u t 1  þ t 1γ
1 ε

 
 ⊖ u t 1ð Þ

ε
 ¼ F t1  , u t 1ð Þð Þ :

 Hence u γð Þ t 1  ð Þ exists and

u γð Þ t 1ð Þ ¼ F t1  , u t1  ð Þð Þ : (71)

 from t1  ∈ t0  , t0           þ η½  is arbitrary, we know that Eq. (28) holds true and

  u C∈ 1 t0  , t 0   þ η½  , B u 0      , μ Þð Þ:ð The proof is concluded.
      Lemma 2 For all t t∈ 0  , t0            þ η½  , 1, 2, and 0, 1n ¼ … γ ∈ ð :

     If we replace Eq. (26) by

junþ1   tð Þ ¼ jF t u, n tð Þð Þ þ Bn  tð Þ , un t0ð Þ ¼ u 0  , ∥B n tð Þ ∥ ≤ εn  , (72)

        retain other assumptions, then the conclusions also hold true.
            Proof: This is completely similar to the proof of Theorem (1.10), hence itis

 omitted here.

  4.2 Uniqueness solution

           In this section, by using existence theorom of approximate solutions, and the
      embedding results on fuzzy number space F  , dð Þ, we give the existence and uniqueness

             theorem for the Cauchy problem of the fuzzy fractional differential equations of order γ :
 Theorem 1.11

     i. Let F C∈ Δ 0  , F   ð Þ and d F t, uð Þ , 0̂
 

      ≤ σ for all ,t uð Þ ∈ Δ 0 :

   ii. G ∈ C t 0  , t0           þ θ½   0, ,μ ½ Þ ,ð G t , 0ð Þ  0, and 0 ≤ G t , yð Þ ≤ σ 1   , for all
  t t∈ 0  , t 0              þ θ½  , 0 ≤ ≤y μ such that G t , yð Þ is noncreasing on the fractionaly

  initial value problem

Tγ   y tð Þ ¼ G t , y tð Þð Þ , y t0  ð Þ ¼ 0 (73)

    has only the solution y tð Þ  0 o n  t 0  , t 0  þ θ½  .
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              iii. d F t , uð Þ , F t, vÞð Þ ≤ G t , d u , vð Þð Þð for all ,t uð Þ , ,t vð Þ ∈ Δ0     , and d u , vð Þ ≤ μ:

          Then the Cauchy problem (28) has unique solution u C∈ 1 t 0  , t0   þ η½  , B u0  , μÞð Þð
 on t 0  , t0         þ η½  , where min , ,η ¼ θ μ σ= μ σ= 1f g     , and the successive iterations

unþ1 tð Þ ¼ u 0 þ

ð t

t0

sγ 1  F s, u n  sð Þð Þ ds (74)

    uniformly converge to u tð Þ on t0  , t 0  þ η½  :

             Proof: In the proof of Theorem 4.1 in [15], taking the conformable derivative u γð Þ

                 for all 0, 1γ ∈ ð , using theorem (1.4) and properties (9), then we obtain the proof of
 Theorem (1.11).

                 Example 1 Let L > 0 is a constant, taking G t, yð Þ ¼ Ly in the proof of Theorem (4.2),
         then obtain the proof of Corollary 4.1 in [15] where σ 1   ¼ Lμ, hence η ¼

  min θ μ σ, = , 1=Lf g         . Then the Cauchy problem (28) has unique solution

  u C∈ 1 t0  , t 0    þ η½  , B Δ 0           , μ Þð Þð , and the successive iterations (74) uniformly converge to
 u tð Þ on t0  , t 0  þ η½  :

 5. Conclusion

           In this work, we introduce the concept of conformable differentiability for fuzzy
            mappings, enlarging the class of -differentiable fuzzy mappings where 0, 1γ γ ∈ ð .

          Subsequently, by using the -differentiable and embedding theorem, we study theγ

          Cauchy problem of fuzzy fractional differential equations for the fuzzy valued
           mappings of a real variable. The advantage of the -differentiability being alsoγ

            practically applicable, and we can calculate by this derivative the product of two
         functions because all fractional derivatives do not satisfy see [4].

              On the other hand, we show and prove the relation between a solution and its
          approximate solutions to the Cauchy problem of the fuzzy fractional differential

            equation, and the existence and uniqueness theorem for a solution to the problem
  (1) are proved.

             For further research, we propose to extend the results of the present paper and
           to combine them the results in citeref for fuzzy conformable fractional differential

equations.
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Chapter 2

( α ,   β ) Pythagorean  Fuzzy
Numbers   Descriptor  Systems

Chuan-qiang   Fan,   Wei-he   Xie   and   Feng  Liu

Abstract

By   using   pythagorean   fuzzy   sets   and   T-S   fuzzy   descriptor   systems,   the  new
( α ,   β )-pythagorean   fuzzy   descriptor   systems   are   proposed   in   this   paper.  Their 

definition   is   given   firstly,   and   the   stability   of   this   kind   of   systems   is   studied,  the 
relation   of   ( α ,   β )-pythagorean   fuzzy   descriptor   systems   and   T-S   fuzzy  descriptor 

systems   is   discussed.   The   ( α ,   β )-pythagorean   fuzzy   controller   and   the   stability  of 
( α ,   β )-pythagorean   fuzzy   descriptor   systems   are   deeply   researched.  The
( α ,   β )-pythagorean   fuzzy   descriptor   systems   can   be   better   used   to   solve  the 

problems   of   actual   nonlinear   control.   The   ( α ,   β )-pythagorean   fuzzy  descriptor 
systems   will   be   a   new   research   direction,   and   will   become   a   universal   method  to 

solve   practical   problems.   Finally,   an   example   is   given   to   illustrate  effectiveness
of   the   proposed  method.

Keywords:   Pythagorean   fuzzy   sets,   T-S   fuzzy   descriptor   systems,  stability

1. Introduction

Pythagorean   fuzzy   sets   [1 –4]   were   proposed   by   Yager   in   2013,   are   a   new   tool  to 
deal   with   vagueness.   Pythagorean   fuzzy   sets   maintain   the   advantages   of  both 

membership   and   non-membership,   but   the   value   range   of   membership  function 
and   non-membership   function   is   expanded   from   triangle   to   quarter  circle.

The   expansion   of   the   value   area   makes   the   amount   of   information   of  pythagorean 
fuzzy   sets   expand   1.57   times   that   of   the   intuitionistic   fuzzy   sets,   and   ensures  that 

intuitionistic   fuzzy   sets   are   all   pythagorean   fuzzy   sets.   They   can   be   used   to  charac-
terize   the   uncertain   information   more   sufficiently   and   accurately   than  intuitionistic 

fuzzy   sets.   Pythagorean   fuzzy   sets   have   attracted   great   attention   of   a   great  many 
scholars   that   have   been   extended   to   new   fields   and   these   extensions   have   been  used 

in   many   areas   such   as   decision   making,   aggregation   operators,   and  information 
measures.   Due   to   theirs   wide   scope   of   description   cases   are   very   common   in  diverse 

real-life   issue,   pythagorean   fuzzy   sets   have   given   a   boost   to   the   management  of 
vagueness   caused   by   fuzzy   scope.   Pythagorean   fuzzy   sets   have   provided   two  novel 

algorithms   in   decision   making   problems   under   Pythagorean   fuzzy  environment.

Takagi-Sugeno   (T-S)   fuzzy   systems   [5 –9]   has   been   applied   on   intelligent  com-
puting   research   and   complex   nonlinear   systems.   T-S   fuzzy   systems   have   also  been 

extended   to   new   fields   and   these   extensions   have   been   used   in   many   areas   by  a 
great   many   scholars.   However,   the   membership   functions   of   T-S   fuzzy  systems 

cannot   make   full   use   of   the   all   uncertain   message   in   the   premise   conditions.   So  we 
decide   to   study   the   new   ( α , β )-pythagorean   fuzzy   descriptor   systems   in   order  to 

solve   practical   control   problems   more   easily   and  feasible.
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          The advantages of ( , )-pythagorean fuzzy descriptor systems are the following:α β

           1. Pythagorean fuzzy sets maintain the advantages of bot h membership and non-
         membership, but the value range of membership function and non-membership

            function is expanded from triangle to quarter circle. The expansion of the value
            area makes the amount of information of pythagorean fuzzy sets expand 1.57 times

             that of the intuitionistic fuzzy sets . The y c an be used to chara cterize the uncertain
        information more suffificiently and accurately than intuiti onistic fuz zy sets.

       2. The membership function and non-membership function of pythagorean
             fuzzy sets can be easy to be defined. The value ranges of membership function

         and non-membership function are also more consistent with objective reality
      and many hesitant problems and people’s thinking.

          3. Pythagorean fuzzy sets can ensure that intuitionistic fuzzy sets are all
           pythagorean fuzzy sets, i.e. intuitionistic fuzzy sets are the special examples of
          pythagorean fuzzy sets. So intuitionistic fuzzy control systems can be changed

    into (0,1)-pythagorean fuzzy control systems.

        4. ( , )-pythagorean fuzzy descriptor systems are a broader generalization ofα β

           T-S fuzzy descriptor systems i.e. T-S fuzzy descriptor systems are the special
      examples of ( , )-pythagorean fuzzy descriptor systems.α β

             5. We can judge the degree of weight in the control process according to the
         value of membership function and non-membership function of the rules.

               By setting the values of and , we decide whether the rules will participate inα β

         the final calculation, thereby reducing the calculation process and improving
    the control efficiency and effectiveness.

          6. In fact, ( , )-pythagorean fuzzy descriptor systems are consistent with theα β

            control methods of human being. This method is to imitate the control process
          of people and also solves the most difficult problem for humans.

                The rest of this paper is organized as follows: In S ection 1, th e basic concepts of T-S
         fuzzy descriptor systems are introduced. In Section 2, (α,β)-pythagorean fuzzy

           descriptor systems are firstly proposed. Then th e relationship of T-S fuzzy descrip tor
          systems and (α β, )-pythagorean fuzzy descriptor s ystems are discussed in Section 3.

        (α,β)-pythagorean fu zzy controller an d the stability of (α,β)-pythagorean fuzzy
            descriptor systemsare deeply research ed in Section 4. In Section 5, a numbers examples

              is given to sh ow the corollaries are corrected. W e discussed in detail the effects of
             controls in several cases. Through this p ractical example, we find that the selection of

            pythagorean fuzzy membership functions in t he premise conditions o f the rules has a
            great in fluence on the control effect. Therefore, the choice of pythagorean fuzzy mem-

            bership fu nctions must b e determined after more tests, and we can not completely
            believe th e original given functions. Finally, the conclusion is given in Section 6.

    Notations: Throughout this paper, Rn  and R n m    denote respectively the n
           dimensional Euclidean space and dimensional Euclidean space. PFS denotesn m

  pythagorean fuzzy set.

 2. Preliminaries

          This section will briefly introduce some baisc definitions and theorems on
       pythagorean fuzzy sets and T-S fuzzy descriptor systems.
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                 Definition 1.1 [1 4] Let be a universe of discourse. A PFS in is given by.– X P X

    P x¼ < , μ P  xð Þ , ν P     xð Þ > j x X∈f g,

 where μP           : [0,1] denotes the degree of membership andX ! νP    : [0,1]X !
              denotes the degree of non-membership of the element to the set ,x X∈ P

       respectively, with the condition that 0 (≤ μ P ( ))x 2 + ( νP ( ))x 2
    ≤ 1. The degree of

 indeterminacy πP  ( (x) = 1  μ P ( ))x 2   (ν P ( ))x 2.
      For convenience, a pythagorean fuzzy number (μ P  ( ),x νP   ( )) denoted byx

 p = ( μP  , νP ).
          Definition 1.2 [10, 11] T-S fuzzy descriptor systems are as follows:

 Rule i: if x1  tð Þ is F i
1  and...and xn  tð Þ is Fi

n  , then.

E _x tð Þ ¼ A i x tð Þ þ B i  μ tð Þ

y tð Þ ¼ Ci x tð Þ þ Di  μ tð Þ

  Where x tð Þ ¼ x1  tð Þ , x2   tð Þ , ,⋯ x n tð Þ
 T

 ∈ R n    and μ tð Þ ∈ Rm     are the state and control

  input, respectively; Ai  , Bi  , C i  and Di      are known real constant matrices with
 appropriate dimension;

    E Fis a singular matrix; i
1  , F i

2  , ,⋯ Fi
n           ( 1, 2, , ) are the fuzzy sets.i ¼ … r

          By fuzzy blending, the overall fuzzy model is inferred as follows.

E_  x tð Þ ¼ A tð Þx tð Þ þ B tð Þμ tð Þ

 y tð Þ ¼ C tð Þ x tð Þ þ D tð Þ μ tð Þ

where

A tð Þ ¼
Pr

i¼1
hi x tð Þð Þ A i  , B tð Þ ¼

Pr

i¼1
hi x tð Þð Þ

B i  , C tð Þ ¼
Pr

i¼1
hi x tð Þð Þ Ci  , D tð Þ ¼

Pr

i¼1
h i x tð Þð Þ D i ,

 and hi        x tð Þð Þ is the normalized grade of membership, given as.

hi x tð Þð Þ ¼
ω i x tð Þð ÞPr

i¼1 ωi x tð Þð Þ
 , ω i x tð Þð Þ ¼ Πn

i¼1μ ij x j tð Þ
 

,

  which is satisfying

  0 ≤ hi  x tð Þð Þ ≤ 1,
Xr

i¼1

h i x tð Þð Þ ¼ 1,

μij x j tð Þ
 

       is the grade of membership function of x j  tð Þ in F i
j .

     3. ,α βð Þpythagorean fuzzy descriptor systems

            As T-S fuzzy descriptor systems are very familiar to us, and pythagorean fuzzy
                 sets are a new tool to deal with vagueness. So we decide to study the new ( , )-α β
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          pythagorean fuzzy descriptor systems in order to solve practical control problems
           more easily and feasible. Next, the related definitions of ,α βð Þpythagorean fuzzy

    descriptor systems are gradually given.
         Definition 2.1 α β,ð Þpythagorean fuzzy descriptor systems are as follows:

 Rule i: if x1  tð Þ is P i
1  and...and xn  tð Þ is Pi

n  , then.

E _x tð Þ ¼ A i x tð Þ þ B i   μ tð Þ (1)

y tð Þ ¼ Ci x tð Þ þ Di   μ tð Þ (2)

  where x tð Þ ¼ x1 tð Þ
 

 , x2   tð Þ, ,⋯ x n tð Þ T  ∈ R n    and μ tð Þ ∈ Rm     are the state vector and

         the control input vector, respectively;y tð Þ is the measurable output vector; Ai  , Bi  , C i

 and Di          are known real constant matrices with appropriate dimension; is a singularE

 matrix; Pi
1 ,Pi

2 ,...,Pi
n            ( 1, 2, , ) are all pythagorean fuzzy sets.i ¼ … r

          By fuzzy blending, the overall fuzzy model is inferred as follows.

E_  x tð Þ ¼ A tð Þx tð Þ þ B tð Þμ tð Þ

 y tð Þ ¼ C tð Þ x tð Þ þ D tð Þ μ tð Þ

where

A tð Þ ¼
Xr

i¼1

hi x tð Þð Þ A i  , B tð Þ ¼
Xr

i¼1

hi x tð Þð Þ Bi ,

C tð Þ ¼
Xr

i¼1

hi x tð Þð Þ C i  , D tð Þ ¼
Xr

i¼1

h i x tð Þð Þ D i ,

 and hi        x tð Þð Þ is the normalized grade of membership, given as.

h i x tð Þð Þ ¼
h i α β,ð Þ x tð Þð Þ

Pr
i¼1 hi α β,ð Þ x tð Þð Þ

       , 1, 2, 3, , ;i ¼ ⋯ r

where

hi α β,ð Þ x tð Þð Þ ¼
h1

i x tð Þð Þ when h
1
i    x tð Þð Þ ≥ α or h 2

i  x tð Þð Þ ≤ β

 0 else

(
            , 1, 1, 2, 3, , ;α βþ ≤ i ¼ ⋯ r

h 1
i x tð Þð Þ ¼

μPi x tð Þð ÞPr
i¼1 μP i x tð Þð Þ

 , h2
i x tð Þð Þ ¼

νp i x tð Þð Þ
Pr

i¼1 νp i x tð Þð Þ
,

 where h1
i  x tð Þð Þ and h2

i      x tð Þð Þ are respectively positive and negative membership
functions.

Xr

i¼1

hi 1 x tð Þð Þ ¼ 1,
Xr

i¼1

h i 2 x tð Þð Þ ¼ 1;

μP i x j tð Þ

 

¼

Y

r

j¼1

μP i
j

x j tð Þ

 

 , ν Pi x j tð Þ

 

¼

Y

r

j¼1

νP i
j

x j tð Þ

 

;

μP j
i

x j tð Þ
 

 and ν Pi
j

x j tð Þ
 

      is the membership function value of x j  tð Þthat belongs

          and does not belong to the intuitionistic fuzzy numbers set P i
j:
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 Remark 2.1:

             1. We can judge the degree of weight in the control process according to the
           value of the positive and negative membership functions of the rules. By

               setting the values of and , we decide whether the rules will participate in theα β

         final calculation, thereby reducing the calculation process and improving the
   control efficiency and effectiveness.

         2. In fact, ( , )-pythagorean fuzzy descriptor systems are consistent with theα β

         control methods of human being. People generally proceed appropriate control
            at one point by the past experience, i.e. people’s decisions are decided and

           implemented at roughly one point. This method is to imitate the control
  process of people

        3. The relations between ( , )-pythagorean fuzzy descriptor systems and T-Sα β

  fuzzy descriptor systems

         Firstly, the relation of T-S fuzzy descriptor systems and ( , )-pythagoreanα β

       fuzzy descriptor systems is studied through an example.
       When 0, 1, thenα ¼ β ¼

hi x tð Þð Þ ¼ hi α β,ð Þ x tð Þð Þ ¼ hi 1 x tð Þð Þ ¼
μ M

i x tð Þð ÞPr
i¼1 μM

i
x tð Þð Þ

 , h i 2  x tð Þð Þ ¼ 0, μ M
i x tð Þð Þ

¼
Yn

j¼1

μij
M x j tð Þ
 

:

         Then the special (0,1)-pythagorean fuzzy descriptor systems are T-S fuzzy
           descriptor systems. In other words, T-S fuzzy descriptor systems are all the

           special (0,1)-pythagorean fuzzy descriptor systems. Therefore, it is easy to get the
  following Theorem 3.1.

          Theorem 3.1 T-S fuzzy descriptor systems are all the ( , )-pythagorean fuzzyα β

 descriptor systems.
     Proof:It is so easy, so omit.

     4. ,α βð Þpythagorean fuzzy numbers controller

           Now we continue to study the feedback control and stability of pythagorean
           fuzzy descriptor systems according to the traditional research path of the control

systems.
Suppose.

 Rule i: if x1  tð Þ is P i
1 x1    tð Þð Þ and ... and xn  tð Þ is P i

n xn  tð Þð Þ , then.

u x tð Þð Þ ¼
Xr

i¼1

hi x tð Þð Þ Þ Gi  x tð Þ (3)

 where Gi         ( = 1,2,..., ) are the state feedback-gains matrices.i r

h i x tð Þð Þ ¼
h i α β,ð Þ x tð Þð Þ

P
r
i¼1 hi α β,ð Þ x tð Þð Þ

       , 1, 2, 3, , ;i ¼ ⋯ r
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where

hi α β,ð Þ x tð Þð Þ ¼
h1

i  x tð Þð Þ when h 1
i    x tð Þð Þ ≥ α or h2

i  x tð Þð Þ ≤ β

 0 else

(
            , 1, 1, 2, 3, , ;α βþ ≤ i ¼ ⋯ r

h 1
i x tð Þð Þ ¼

μPi x tð Þð ÞPr
i¼1 μP i x tð Þð Þ

 , h2
i x tð Þð Þ ¼

νp i x tð Þð Þ
Pr

i¼1 νp i x tð Þð Þ
,

 where h
1
i  x tð Þð Þ and h

2
i      x tð Þð Þ are respectively positive and negative membership

functions.

Xr

i¼1

hi 1 x tð Þð Þ ¼ 1,
Xr

i¼1

h i 2 x tð Þð Þ ¼ 1;

μP i x j tð Þ
 

¼
Yr

j¼1

μP i
j

x j tð Þ
 

 , ν Pi x j tð Þ
 

¼
Yr

j¼1

νP i
j

x j tð Þ
 

;

μP j
i

x j tð Þ
 

 and νPi
j

x j tð Þ
 

      is the membership function value of x j  tð Þ that belongs

          and does not belong to the intuitionistic fuzzy numbers set P i
j:

         If we take (3) into (1, 2), we can get.

E _x tð Þ ¼
Xr

i¼1

Xr

j¼1

hi x tð Þð Þ h j x tð Þð Þ Ai  þ B i G j

 
 x tð Þ (4)

y tð Þ ¼
Xr

i¼1

Xr

j¼1

h i x tð Þð Þ h j x tð Þð Þ Ci  þ Di G j

 
 x tð Þ (5)

          The system stability is guaranteed by determining the feedback gains G j .

         Basic LMI-based stability conditions guaranteeing the stability of the above
             control system in the form of (4, 5) are given in the following theorem.

           Theorem 4.1 The system (3) is asymptotically stable, if there exist matrices

N j  ∈ R m n        ( = 1,2,3,..., ) andj r K K¼ T
 ∈ Rn n      such that the following LMIs are

satisfied:

   K > 0 (6)

ET   K K¼ T    E ≥ 0 (7)

Q ij  ¼ Ai K 1  þ K 1 A i
T  þ Bi N j  þ N j

T Bi
T

   < 0 , (8)∀i j

       where the feedback gains are defined as G j  ¼ N j    K jfor all :

     Proof: Considering the quadratic Lyapunov function.

V x tð Þð Þ ¼ xT tð ÞET  Kx tð Þ ,

     where 0 < K K¼ T
 ∈ Rn n .

then

_

V x tð Þð Þ ¼ _x T tð ÞE T  Kx tð Þ þ x T tð Þ ETK _  x tð Þ ¼ E _x tð Þð Þ T  Kx tð Þ þ xT tð ÞK T E _x tð Þð Þ

¼
X

r

i¼1 X

r

j¼1

hih j x T tð Þ KK 1 A T
i   K Kþ TN T

j BT
i   K Kþ T A i  þ K TB i N jK

n 
gK 1  Kx tð Þ,
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    let = ( ), thenZ Kx t

_

V x tð Þð Þ ¼
Xr

i¼1

Xr

j¼1

hi h j x T tð Þ KK 1 A T
i   K KNþ T

j B T
i   K KAþ i  þ KB i N j K

n 
gK 1  Kx tð Þ

¼
Xr

i¼1

Xr

j¼1

hi h j Z K 1 AT
i  þ N T

j BT
i  þ A iK 1  þ Bi N j

 
Z :

 As Qij  ¼ A i K 1  þ K1 A i
T  þ B iN j  þ N j

T Bi
T

      < 0, so the system (3) is

 asymptotically stable.

  5. Simulation example

         Example 5.1: Considering an inverted pendulum, subject to parameter uncer-
            tainties [12 15] as the nonlinear plant to be controlled. The dynamic equation for–

     the inverted pendulum is given by.

€

 θ tð Þ ¼
   g tsin θ ð Þð Þ  am p L

_

 θ tð Þ2         sin 2θ tð Þð Þ=2 cos a θ tð Þð Þ μ tð Þ

  4 3L=  am p  L cos 2  θ tð Þð Þ

            Where θ tð Þ is the angular displacement of the pendulum, = 9.8 m/sg 2 is
     the acceleration due to gravity, mp  ∈ [mp min

,m p max
       ] = [2,3] is the mass of thekg

 pendulum, Mc  ∈ Mmin  , M max   ½  = [8, 12].

          Kg a mis the mass of the cart, ¼ 1= p  þ M c

 
        , 2 L = 1 m is the length of the

            pendulum, and u tð Þis the force (in newtons) applied to the cart. The inverted
         pendulum is considered working in the operating domain characterized by

x1      ¼ θ tð Þ ∈ 5 12, 5 12π = π =½  and x2 ¼
_

  θ tð Þ ∈ [ 5,5].

   Rule 1: If x1  tð Þ is M1
1  , x2  tð Þ is M 1

2  , then

_x1 tð Þ
_x2 tð Þ

 
¼

0 1

 10 0078 0:

 
x1 tð Þ

x2 tð Þ

 
þ

0

0 1765:

 
 μ tð Þ;

   Rule 2: If x1  tð Þ is M2
1  , x2  tð Þ is M2

2  , then

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

 10 0078 0:

 
x 1 tð Þ

x 2 tð Þ

 
þ

0

0 0261:

 
 μ tð Þ ;

   Rule 3: If x1  tð Þ is M3
1  , x2  tð Þ is M 3

2  , then

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

 18 4800 0:

 
x1 tð Þ

x2 tð Þ

 
þ

0

0 1765:

 
 μ tð Þ;

   Rule 4: If x1  tð Þ is M 4
1  , x2  tð Þ is M4

2  , then

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

 18 4800 0:
 

x 1 tð Þ

x 2 tð Þ
 

þ
0

0 0261:
 

 μ tð Þ ;

            Next, according to the ideas based on the principles of interpolation and interval
          coverage, we firstly change the interval-valued T-S fuzzy model of inverted
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          pendulum into the special ( , )- pythagorean fuzzy descriptor systems of invertedα β

  pendulum as follows.

   Rule 1: If x1  tð Þ is P 1
1 x1  tð Þð Þ, x2  tð Þ is P 1

2 x 2  tð Þð Þ , then

_x1 tð Þ
_x2 tð Þ

 
¼

0 1

 10 0078 0:

 
x1 tð Þ

x2 tð Þ

 
þ

0

0 1765:

 
 μ tð Þ;

   Rule 2: If x1  kð Þ is P 2
1 x1  tð Þð Þ , x2  tð Þ is P2

2 x2  tð Þð Þ , then

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

 10 0078 0:

 
x 1 tð Þ

x 2 tð Þ

 
þ

0

0 0261:

 
 μ tð Þ ;

   Rule 3: If x1  tð Þ is P 3
1 x 1  kð Þð Þ , x2  tð Þ is P3

2 x2  tð Þð Þ , then

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

 18 4800 0:

 
x1 tð Þ

x2 tð Þ

 
þ

0

0 1765:

 
 μ tð Þ;

   Rule 4: If x1  tð Þ is P 4
1 x 1  kð Þð Þ , x 2  tð Þ is P4

2 x 2  tð Þð Þ , then

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

 18 4800 0:

 
x 1 tð Þ

x 2 tð Þ

 
þ

0

0 0261:

 
 μ tð Þ ;

       According to the theorem 4.1, we can get.

 K ¼
 1 7 1 7=  =

1=7 8 =7

 
 , K 1 ¼

8 1

1 1

 
 , N1  ¼ N 3    ¼ 100 100ð Þ, N2  ¼ N 4   ¼ 1000 1000ð Þ ,

         So the above ( , )-pythagorean fuzzy descriptor systems of inverted pendulumα β

        is asymptotically stable, and the state feedback-gains matrices G1  ¼ G3  ¼ 0 100ð Þ,
G 2  ¼ G4  ¼ 0 1000ð Þ .

    The first case, suppose x1 0ð Þ ¼  11π
29 ,x2        0ð Þ ¼ 0 88, 0 3, 0 25, then take: α ¼ : β ¼ :

  the variable x1              tð Þ as the main factor of the control, and according to we canTable 2
     control in three steps, i.e. x 1 0ð Þ ¼  11π

29  ! x 1 t 1ð Þ ! x 1 t2      ð Þ ≈ 0 and 0 < t1  ≤ t 2 .

 When x1 0ð Þ ¼  11π
29 ,x 2          0ð Þ ¼ 0 88, and 0 30, 0 25, according to: α ¼ : β ¼ :

     Table 2 we can get μP 1
1

x 1  0ð Þð Þ = μP 2
1

x 1   0ð Þð Þ = 0.69, νP 1
1

x 1  0ð Þð Þ = ν P2
1

x1 0ð Þð Þ =

0.72,μP 3
1

x1  0ð Þð Þ = μ P4
1

x1 0ð Þð Þ = 0 , νP 3
1

x 1  0ð Þð Þ = ν P4
1

x1 0ð Þð Þ = 1, μ P1
2

x 2  0ð Þð Þ = μP 2
2

x2 0ð Þð Þ =

0.02,νP1
2

x 2  0ð Þð Þ = ν P2
2

x 2 0ð Þð Þ = 1 , μ P3
2

x2  0ð Þð Þ = μ P 4
2

x 2   0ð Þð Þ = 0.40, ν P3
2

x2 0ð Þð Þ =

ν P4
2

x 2    0ð Þð Þ = 0.92, noteworthy, μP 1
1

x 1 0ð Þð Þ+ν P1
1

x 1  0ð Þð Þ = μP 2
1

x1 0ð Þð Þ+ν P2
1

x 1 0ð Þð Þ =

   1.41 1,> μP3
2

x2  0ð Þð Þ + ν P3
2

x2  0ð Þð Þ = μ P4
2

x2 0ð Þð Þ +ν P 4
2

x2      0ð Þð Þ = 1.32 1. Then according>

           to Definition 2.1, taking it one step further, we can get h1
1   = 0.49, h 2

1   = 0.22, h1
2 =

 0.49, h 2
2   = 0.22, h 1

3   = 0.01, h2
3   = 0.28, h 1

4   = 0.01, h 2
4    = 0.28, so h 1   = 0.5, h 2   = 0.5, h3 = 0,

h4              = 0, according to 4.2, so the overall fuzzy model of the (0.30,0.25)- pythagorean
   fuzzy descriptor systems is.

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 0 :25

 2 5019 13 929:  :

 
x 1 tð Þ

x 2 tð Þ

 
,

      The solution of the systems is x tð Þ ¼


11

29
  π þ 0 25: t

    0 2172 0 045 1 0972:  : t  : e 13 93: t
0
@

1
A
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 When x1   4ð Þ ≈  0 19103,: x 2           4ð Þ ≈ 0 0372, and 0 30, 0 25, according to: α ¼ : β ¼ :
     Table 2, we can get μP 1

1
x 1  4ð Þð Þ = μP 2

1
x1   4ð Þð Þ = 0.03, νP 1

1
x 1  4ð Þð Þ = ν P2

1
x1 4ð Þð Þ =

1,μP3
1

x 1  4ð Þð Þ = μ P 4
1

x1   4ð Þð Þ = 0.20, ν P3
1

x1  4ð Þð Þ = ν P4
1

x1   4ð Þð Þ = 0.98, μP1
2

x2 4ð Þð Þ =

μP2
2

x 2   4ð Þð Þ = 0.50, νP 1
2

x 2  4ð Þð Þ = νP 2
2

x 2   4ð Þð Þ = 0.87, μP 3
2

x 2  4ð Þð Þ = μP4
2

x 2 4ð Þð Þ = 0 ,

ν P3
2

x 2  4ð Þð Þ = ν P4
2

x2    4ð Þð Þ = 1, noteworthy, μP 1
1

x1 4ð Þð Þ +νP 1
1

x 1  4ð Þð Þ = μP2
1

x 1 4ð Þð Þ +

ν P2
1

x 1     4ð Þð Þ = 1.03 1,> μ P1
2

x2 4ð Þð Þ +ν P1
2

x2  4ð Þð Þ = μP 2
2

x 2 4ð Þð Þ +ν P 2
2

x2    4ð Þð Þ = 1.37 1.Then>

            according to Definition 2.1, taking it one step further, we can get h1
1   = 0.49, h2

1 =

 0.23, h1
2   = 0.49, h2

2   = 0.23, h1
3   = 0.01, h 2

3   = 0.27, h 1
4   = 0.01, h 2

4    = 0.27, so h1   = 0.50, h 2 =

 0.50, h 3 = 0 , h4             = 0, then according to 4.2, so the overall fuzzy model of the
     (0.3,0.3)- pythagorean fuzzy descriptor systems is.

_x 1   t  4ð Þ
_x 2   t  4ð Þ

 
¼

0 0 :25

 2 5019 13 929:  :

 
x 1   t  4ð Þ

x 2   t  4ð Þ

 
,

      The solution of the systems is x tð Þ ¼
   þ0 19103: 0 25: t

    0 03754 0 045 0 00034:  : t  : e 13 93: t

 

 When x1    4 764:ð Þ ≈  0 0000344,: x2      4 764:ð Þ ≈ 0 00323, so the overall fuzzy:
         model of the (0.30, 0.25)-pythagorean fuzzy descriptor systems is -asymptoticE

        stability. But it takes a shorter time ( ).Figure 1
         The second case(interval-valued T-S fuzzy model of inverted pendulum), sup-

 pose x1 0ð Þ ¼  11π
29 ,x2      0ð Þ ¼ 0 88, then take the variable: x 1     tð Þ as the main factor of

              the control, and according to we can control in three steps, i.e.Table 1 x1 0ð Þ ¼

 11π
29  ! x 1 1ð Þ ! x1  tð Þ ≈ 0.

 When x1 0ð Þ ¼  11π
29  ∈  11π

29 , 0
 

 , x2      0ð Þ ¼ 0 88 0 88, 0: ∈  :½ Þ, and λ 1  ¼ λ2 ¼ 1
2,

       according to , we can getTable 1 h1   = 0.26, h2   = 0.58, h3   = 0.05, h 4   = 0.11, according
           to theorem 4.1, so the overall interval-valued fuzzy model of the interval-valued

   fuzzy descriptor systems is

_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

  48 561: 59 925:

 
x1 tð Þ

x2 tð Þ

 
,

      The solution of the systems is x tð Þ ¼
1 2229: e 0 82: t  þ 0 0319: e59 1: t

1 0048: e0 82: t   1 8848 : e59 1: t

 
;

 When x1     1ð Þ ¼ 0 5386 0 5386, 0: ∈  :½ Þ, x2      1ð Þ ¼ 0 4425 0, 0 4425: ∈ :½ Þ, and λ1 ¼

λ 2 ¼ 1
2         , according to , we can getTable 1 h1   = 0.32, h2   = 0.25, h 3   = 0.24, h 4  = 0.19,

          according to 4.2, the overall interval-valued fuzzy model of the interval-valued
   fuzzy descriptor systems is

 Figure 1.
x 1  tð Þ and x 2       tð Þ under the (0.30,0.25)- pythagorean fuzzy descriptor systems.
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_x 1 tð Þ
_x 2 tð Þ

 
¼

0 1

  44 49: 58 141:

 
x 1 tð Þ

x 2 tð Þ

 

,

      The solution of the systems is x tð Þ ¼
0 4654: e  0 78: tð Þ   0 0732: e  57 37: tð Þ

0 4174: e  0 78: tð Þ  þ 0 0251: e  57 37: tð Þ !;

     Left membership functions Right membership functions

M 1
M1

1
x1   ð Þ ¼ 1  e

x 2
1

1 2: M 3
M 1

1
x 1   ð Þ ¼ 1 0 23 : e 

x2
1

0 25:

M 1
M2

1
x1   ð Þ ¼ 1  e

x 2
1

1 2: M 3
M 2

1
x 1   ð Þ ¼ 1 0 23 : e 

x2
1

0 25:

M 1
M3

1
x1ð Þ ¼ 0 23: e 

x2
1

0 25: M 3
M 3

1
x 1ð Þ ¼ e

x 2
1

1 2:

M 1
M4

1
x1ð Þ ¼ 0 23: e 

x 2
1

0 25: M 3
M 4

1
x1ð Þ ¼ e

x 2
1

1 2:

M 1
M1

2
x2ð Þ ¼ 0 5: e

x 2
2

0 25: M 3
M 1

2
x 2ð Þ ¼ e

x 2
2

1 5:

M 1
M2

2
x2   ð Þ ¼ 1  e 

x 2
2

1 5: M 3
M 2

2
x 2   ð Þ ¼ 1 0 5 : e

x2
2

0 25:

M 1
M3

2
x2ð Þ ¼ 0 5: e

x 2
2

0 25: M 3
M 3

2
x 2ð Þ ¼ e

x 2
2

1 5:

M 1
M4

2
x2   ð Þ ¼ 1  e 

x2
2

1 5: M 3
M 4

2
x2   ð Þ ¼ 1 0 5 : e

x2
2

0 25:

 Table 1.
           The membership functions of the IT-2 T-S fuzzy model of inverted pendulum.

   Membership functions Non-membership functions

μ P 1
1

x1   ð Þ ¼ 1  e
x 2

1
1 2:

ν P1
1

x 1ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

    1 1  e
x2

1
1 2:

 2
s

μ P 2
1

x1   ð Þ ¼ 1  e
x 2

1
1 2:

ν P2
1

x1ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

    1 1  e
x2

1
1 2:

 2
s

μ P 3
1

x1ð Þ ¼ 0 23: e 
x 2

1
0 25:

ν P3
1

x1ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

  1 0 23 : e
x 2

1
0 25:

 2
s

μ P 4
1

x 1ð Þ ¼ 0 23: e 
x 2

1
0 25:

ν P4
1

x1ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

  1 0 23 : e
x 2

1
0 25:

 2
s

μ P 1
2

x2ð Þ ¼ 0 5: e 
x2

2
0 25:

ν P1
2

x2ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

  1 0 5 : e
x 2

2
0 25:

 2
s

μ P 2
2

x2   ð Þ ¼ 1  e
x 2

2
1 5:

ν P2
2

x2ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

    1 1  e
x2

2
1 5:

 2
s

μ P 3
2

x2ð Þ ¼ 0 5: e 
x2

2
0 25:

ν P3
2

x2ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

  1 0 5 : e
x 2

2
0 25:

 2
s

μ P 4
2

x 2   ð Þ ¼ 1  e
x 2

2
1 5:

ν P4
2

x2ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

    1 1  e
x2

2
1 5:

 2
s

 Table 2.
           The membership functions and non-membership functions of ( , )-pythagorean fuzzy descriptor systems ofα β

 inverted pendulum.
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 When x1    9 6:ð Þ ≈  0 0006,: x2         9 6:ð Þ ≈  0 0005, so the IT2 T-S fuzzy descriptor:
         system of the inverted pendulum will to be stable too.

         Thus the stable control time of the (0.30,0.25)-pythagorean fuzzy descriptor
           systems of inverted pendulum is second shorter than the interval-valued T-S4.836

        fuzzy descriptor systems of the inverted pendulum ( ).Figure 2
         Remark 5.1: In this way, the (0.30,0.25)-pythagorean fuzzy descriptor systems

             can get the better effect than the control effect of interval-valued T-S fuzzy model
           of inverted pendulum. It is easy to see that the (0.30,0.25)-pythagorean fuzzy

             descriptor systems has the best control, and can reduce the number of rules and
     thus reduce the amount of calculations.

              In this way, it can get the better effect than the control effect of interval-valued
             T-S fuzzy model of inverted pendulum. Because the feedback more or less needs a

            little time, when the system carries out feedback instructions, but the time has
                gone, so the feedback that have been given are also lagging and out of date. ,α βð Þ

            pythagorean fuzzy descriptor systems can be closer to the actual, and easy to
            control the error range. The new control method is more convenient and feasible!

 6. Conclusions

          In this paper, the new ,α βð Þpythagorean fuzzy descriptor systemsare firstly
             introduced, and more consistent with the human way of thinking and more likely to

           be set up and more convenient for popularization. The new ,α βð Þpythagorean
             fuzzy descriptor systems is very simply and quickly. We can do not know the

            control principle, but we can directly achieve good control effect. The new theory
               can be studied in parallel to the basic framework of the original theories and easy to

             promote the old theories and achieve good results. In addition, we can judge the
              degree of weight in the control process according to the value of the positive and

          negative membership functions of the rules. By setting the values of andα β , we
           decide whether the rules will participate in the final calculation, thereby reducing

            the number of the rules and the calculation process, and improving the control
          efficiency and effectiveness. Otherwise, T-S fuzzy descriptor systems are the special

        examples of ,α βð Þpythagorean fuzzy descriptor systems. ,α βð Þpythagorean
           fuzzy controller and the stability of ,α βð Þpythagorean fuzzy descriptor systems are

 Figure 2.
x
1

 tð Þ and x
2

      tð Þ under the IT2 T-S fuzzy descriptor systems.

11

     ( , ) Pythagorean Fuzzy Numbers Descriptor Systemsα β 
 DOI: http://dx.doi.org/10.5772/ TexLi.9I 5007



             deeply researched. At last, a numbers example is given to show the corollaries are
corrected.

             But the theoretical part of the new systems need to be in-depth studied, and
           specific applications are also to be further developed. For example, ,α βð Þ pythag-

            orean fuzzy descriptor systems can also be used as the model of autonomous
             learning in order to establish intelligent control, and can be used well in unmanned

             driving in the future. So ,α βð Þpythagorean fuzzy descriptor systems is just to meet
  the reality requirements.
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Chapter 3

A   Study   of   Fuzzy   Sequence  Spaces
Vakeel   A.   Khan,   Mobeen   Ahmad   and   Masood  Alam

Abstract

The   purpose   of   this   chapter   is   to   introduce   and   study   some   new   ideal  conver-

gence   sequence  spaces F S J θ ð T Þ, F S 0
J θ ð T Þ and F S J θ ð T Þ on   a   fuzzy   real   number  F

                                  defined by a compact operator . We investigate algebraic properties like linearity,T
                             solidness and monotinicity with some important examples. Further, we also analyze

                             closedness of the subspace and inclusion relations on the said spaces.

                    Keywords: Ideal, J{convergence, J{Cauchy, Fuzzy number, Lacunary sequence,
  Compact operator

 1. Introduction

                                      The concepts of fuzzy sets were initiated by Zadeh [1], since then it has
                                   become an active area of researchers. Matloka [2] initiated the notion of ordinary

                                convergence of a sequence of fuzzy real numbers and studied convergent and
                                bounded sequences of fuzzy numbers and some of their properties, and proved

                             that every convergent sequence of fuzzy numbers is bounded. Nanda [3]
                                   investigated some basic properties for these sequences and showed that the set of

                                all convergent sequences of fuzzy real numbers form a complete metric space.
                                Alaba and Norahun [4] studied fuzzy Ideals and fuzzy filters of pseudocom-

                             plemented semilattices Moreover, Nuray and Savas [5] extended the notion of
                                   convergence of the sequence of fuzzy real numbers to the notion of statistical

convergence.
                                Fast [6] introduced the theory of statistical convergence. After that, and under

                             different names, statistical convergence has been discussed in the ergodic theory,
                             Fourier analysis and number theory. Furthermore, it was examined from the

                                   sequence space point of view and linked with summability theory. Esi and Acikgoz
                              [7] examined almost -statistical convergence of fuzzy numbers. Kostyrko et al. [8]λ 

                                    introduced ideal convergence which is based on the natural density of the sub-J 
                                      sets of positive integers. Kumar and Kumar [9] extended the theory of ideal con-

                                       vergence to apply to sequences of fuzzy numbers. Khan et al. [10 12] studied the–

                         notion of -convergence in intuitionistic fuzzy normed spaces. Subsequently,J
                                Hazarika [3] studied the concept of lacunary ideal convergent sequence of fuzzy

                                      real numbers. Where a lacunary sequence is an increasing integer sequence θ ¼ kr ð Þ
     such that k 0         ¼ 0 and h r   ¼ kr    k r1                             ! !∞ ∞as r . The intervals are determined by

           θ and defined by I r   ¼ kr1   , kr ð .
                                      We outline the present work as follows. In Section 2, we recall some basic

                             definitions related to the fuzzy number, ideal convergent, monotonic sequence and
                                   compact operator. In Section 3, we introduce the spaces of fuzzy valued lacunary

                                      ideal convergence of sequence with the help of a compact operator and prove our
                                maim results. In Section 4, we state the conclusion of this chapter.
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 2. Preliminaries

            In this section, we recall some basic notion, definitions and lemma that are
    required for the following sections.

                   Definition F2.1. A mapping :  ↦ λ ¼ 0, 1½ ð Þ is a real fuzzy number on the set 

               associating real number with its grade of memberships F sð Þ. Let denote the set ofC

       all closed and bounded intervals F f¼ 1  , f 2

 
        on the real line . For G g¼ 1  , g 2

 
 in ,C

         one define if and only ifF G≤ f 1  ≤ f 2  and g1  ≤ g 2        . Determine a metric on byρ C

    ρ F G,ð Þ ¼ max j f 1   g 1   j j, f 2   g 2 j
 

 : (1)

                   It can be easily seen that is a partial order on and ,” ”≤ C C ρð Þ is a complete
            metric space. The absolute value of∣ ∣F F ∈  λð Þ is defined by

 ∣ ∣F sð Þ ¼
   max F sð Þ, F sð Þf g   , if s > 0

    0, if 0s < :



Suppose         ρ λ:  ð Þ   λð Þ ↦  be determined as

     ρ F G,ð Þ ¼ sup ,ρ F Gð Þ :

Hence,             ρ λdefines a metric on  ð Þ. The multiplicative and additive identity in

    λð Þ are denoted by    1 and 0, respectively.
               Definition P2.2. A family of subsets of the power setJ ð Þ of the natural number

                is known as an ideal if and only if the following conditions are satisfied [8]

  i. ,∅ ∈ J

   ii. for every A 1  , A 2     ∈ J Aone obtain 1  ∪ A 2   ∈ J ,

   iii. for every A 1     ∈ J Aand every 2  ⊆ A1   one obtain A2   ∈ J .

                  An ideal is known as non trivial ifJ – J 6¼ P ð Þ and non trivial ideal is said to–

      be an admissible if J ⊇ nf g    : n ∈ f g.
                   Lemma 1. If ideal is maximal, then for every we have either orJ A ⊂  A J∈

   nA J∈ [8].
               Definition P2.3. A family of subsets of the power setH ð Þ of the natural number

               is known as filter in if and only if following condition are satisfied [8].

 i. ,∅ ∉ H

   ii. for every A 1  , A 2     ∈ H Aone have 1  ∩ A1  ∈ H,

   iii. for every A 1    ∈ H Aand 2  ⊇ A 1   one have A 2  ∈ H.

              Remark 1. Filter associated with the ideal is defined by the family of setsJ

           H Jð Þ ¼ K K⊂ ∃ ∈ : A J : ¼ nAf g

    Definition F2.4. A sequence k        ð Þ of fuzzy real numbers is known as conver-J 
     gent to fuzzy real numbers F 0         if for each 0, the set [9].ε >

   k ∈  :  ρ F k  , F0  ð Þ ≥ εf g   ∈ J :
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    Definition F2.5. A sequence k          ð Þ is known as null if there exists a fuzzy realJ 

numbers         0 such that for each 0 [9],ε >

   k ∈  :  ρ F k  , 0
 

 ≥ ε
 

  ∈ J :

    Definition F2.6. A sequence k       ð Þ of fuzzy real numbers is known as
       J -Cauchy if there exists a subsequence F l ε

 ð Þ of F k       ð Þ in such a way that for every
   ε > 0 [13],

   k ∈  :  ρ Fk  , F lε
 ð Þ ≥ ε

 
  ∈ J :

    Definition F2.7. A sequence k         ð Þ is known as bounded if there exists a fuzzyJ 
         real numbers 0 so that, the set [9].M >

   k ∈  :  ρ F k  , 0
 

 > M
 

  ∈ J :

     Definition K k2.8. Suppose ¼ i    ∈  : k1  < k 2  < …f g        ⊆  and be a sequence space.
          A step space of is a sequence space [12].K – E

Λ


K  ¼ xk i
   ð Þ ∈ ω : x k  ð Þ ∈ 

 
:

      The canonical pre-image of a sequence xki  ð Þ ∈ λ

K    is a sequence yk

 
  ∈ ω defined

 as follows:

y k ¼
x k   , if n K∈

 0, otherwise:

(

      y is in canonical pre-image of Λ

K        if is canonical pre-image of some elementy

  x ∈Λ


K :

              Definition 2.9. A sequence space is known as monotone, if it is contains the

       canonical pre-images of it is step space [12].
          That is, if for all infinite andK ⊆  xk     ð Þ ∈  the sequence α k xk   ð Þ, where αk   ¼ 1 for

    k K∈ and α k      ¼ 0 otherwise, belongs to .

             Definition x2.10. [12] A sequence space is known as convergent free, if k  ð Þ ∈ 

 whenever y k

 
   ∈  and y k

 
    ¼ 0 implies that x k      ð Þ ¼ 0 for all .k ∈ 

       Lemma 2.1. Every solid space is monotone [12].
                Definition U V U V2.11. Suppose and are normed spaces. An operator T : ! is

      known as compact linear operator if [12].

  1. is linearT

     2. maps every bounded sequenceT xk       ð Þ in onto a sequenceU T xk   ð Þ in whichV
   has a convergent subsequence.

  3. Main results

           In this section, we introduce the spaces of fuzzy valued lacunary ideal
            convergence of sequence with the help of a compact operator and investigate some

         topological and algebraic properties on these spaces. We denote ω F    the class of all
               sequences of fuzzy real numbers and be an admissible ideal of the subset of theJ

  natural numbers .
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F S J θ    Tð Þ ¼ F F¼ k  ð Þ ∈ ωF
     : :fr ∈  h 1

r

X

  k J∈ r

  ρðT Fk  ð Þ , F 0        Þ g J≥ ε ∈ for some F 0   ∈  λð Þ

( )
,

F S J θ

0    Tð Þ ¼ F F¼ k  ð Þ ∈ ω F
     : :fr ∈  h 1

r

X

  k J∈ r

  ρðT F k      ð Þ, 0Þ g J≥ ε ∈

( )
,

F S J θ

∞
   Tð Þ ¼ F F¼ k  ð Þ ∈ ωF

          : : :∃ M > 0 fr ∈  h1
r

X

  k J∈ r

 ρðT F k      ð Þ, 0Þ Mg J≥ ∈

( )
,

F S θ
∞

   Tð Þ ¼ F F¼ k  ð Þ ∈ ω F
 : sup

r
h1

r

X

  k J∈ r

 ρðT F k    ð Þ, 0Þ < ∞

( )
:

    Theorem 3 . 1. The sequence spaces F S J θ Tð Þ, F S J θ

0 Tð Þ and F S J
∞

  Tð Þ are linear spaces.

            Proof. F FSuppose and be scalars, and assume thatα β ¼ k    ð Þ, G g¼ k

 
∈ F S J θ Tð Þ.

 Since Fk  , Gk ∈ F S J θ           Tð Þ. Then for a given 0, there existsε > F 1  , F2     ∈ ℂ in such a
 manner that

    r h∈  :
1
r

X

  k J∈ r

 ρðT Fk  ð Þ, F1  Þ ≥
ε

2

( )
  ∈ J :

and

    r h∈  :
1
r

X

  k J∈ r

 ρðT F k  ð Þ, F 2  Þ ≥
ε

2

( )
  ∈ J :

 Now, let

A1      ¼ r h∈  :
1
r

X

  k J∈ r

 ρðT F k  ð Þ, F 1  Þ <
t

2∣ ∣α

( )
 ∈ H Jð Þ:

A2      ¼ r h∈  :
1
r

X

  k J∈ r

 ρðT F k  ð Þ, F 2  Þ <
t

2∣ ∣β

( )
 ∈ H Jð Þ :

   be such that A c
1  , Ac

2      ∈ J . Therefore, the set

A3      ¼ r h∈  :
1
r

X

  k J∈ r

  ρ αðT Fk  ð Þ þ β G k  ð Þð Þ, αL1  þ βL 2  ð ÞÞ < ε

( )

     ⊇ ∈r  : h1
r

X

  k J∈ r

 ρðT F k  ð Þ, L1  Þ <
ε

2∣ ∣α

( )
     ∩ ∈r  : h 1

r

X

  k J∈ r

 ρðT Fk  ð Þ, L 1  Þ <
ε

2∣ ∣β

( )
:

(2)

             Thus, the sets on right hand side of (2) belong to H Jð Þ . Therefore A c
3  belongs to

    J . Therefore, α Fk  ð Þ þ β G kð Þ ∈ F SJ θ  Tð Þ. Hence F SJ θ   Tð Þ is linear space.

       In similar manner, one can easily prove that F S Jθ

0 Tð Þ and F S J
∞

 Tð Þ are linear
 spaces. □

   Example 3.1. Suppose J ¼ J ρ         ¼ B ⊆  : ρ Bð Þ ¼ 0f g, where ρ Bð Þ denotes the

      asymptotic density of . In this caseB F S J ρ Tð Þ ¼ F S θ  Tð Þ , where
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F S θ  Tð Þ ¼ F k  ∈ ω F
      : :ρ r ∈  h1

r

X

  k J∈ r

  ρ T F k  ð Þ, F0  ð Þ ≥ ε

( ) !

    ¼ 0 for some F0   ∈  γð Þ

( )
:

   Example 3.2. Suppose J ¼ J f       ¼ B ⊆  : B is finitef g . J f   is an admissible

   ideal in and F S J f Tð Þ ¼F S θ Tð Þ .

   Theorem 3.2. The spaces F S J θ Tð Þ and F SJ θ

0    Tð Þ are not convergent free.
            Proof. For the proof of the theorem, we consider the subsequent example. □

   Example 3.3. Suppose J ¼ J δ   and T F kð Þ ¼ F k.

   Consider the sequence F k ∈ F S J θ

0 Tð Þ ⊂ F S Jθ Tð Þ as:

   For k i6¼ 2    , i ∈ 

F k sð Þ ¼
      1, if 0 ≤ ≤s k 1

 0, otherwise:

8
<

:

   For k i¼ 2     , ,i ∈  F k  sð Þ ¼ 0. Therefore

Fk ¼
 0, 0½  , i f k2  ¼ i

 0, k 1
 

   , k i6¼ 2
:

8
<

:

 Hence, F k        ! !0 as k ∞. Thus Fk ∈ F S J θ

0 Tð Þ ⊂ F S J θ   Tð Þ. Let G k   be sequence in

       such a way that, for k i¼ 2     , ,i ∈  Fk    sð Þ ¼ 0. Therefore, one obtain

Gk sð Þ ¼
      1, if 0 ≤ ≤s k

 0, otherwise:

(

   For k i¼ 2     , ,i ∈  F k  sð Þ ¼ 0. Therefore

Gk ¼
 0, 0½  , i f k2  ¼ i

    0, k½  , k i6¼ 2
:

(

      It can be easily seen that Gk ∉ F SJ θ

0 Tð Þ ⊂ F S J θ Tð Þ.

Hence F SJ θ Tð Þ and F S J θ

0    Tð Þ are not convergence free.

      Theorem 3.3. The sequence F F¼ kð Þ ∈ F S θ
∞

     Tð Þ is convergent if and only ifJ 
       for every 0, there existsε > N ε       ∈  in such a way that

    r h∈  :
1
r

X

  k J∈ r

 ρðT F k   ð Þ, T FN ε
 ð ÞÞ < ε

( )
  ∈ H Jð Þ: (3)

     Proof. F FSuppose that ¼ kð Þ ∈ F Sθ
∞

 Tð Þ Let F 0         ¼ J  lim . Then for everyF ε > 0,
 the set

B ε      ¼ r h∈  :
1
r

X  k J∈ r

 ρðT F k  ð Þ, F 0  Þ <
ε

2( )
 ∈ H Jð Þ:

  Fix an N ε  ∈ B ε    . Then, we have
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  ρ T F k   ð Þ, T FN ε
   ð Þð Þ ≤ ρ T F k  ð Þ, F 0ð Þ

þ   ρ T F N ε
 ð Þ, F 0ð Þ <

ε

2
þ

ε

2
 ¼ ε:

    Which holds for all Nε  ∈ Bε  . Hence

    r h∈  :
1
r

X

  k J∈ r

 ρðT F k   ð Þ, T FN ε
 ð ÞÞ < ε

( )
 ∈ H Jð Þ:

   On Contrary, assume that

    r h∈  :
1
r

X

  k J∈ r

 ρðT F k   ð Þ, T FN ε
 ð ÞÞ < ε

( )
 ∈ H Jð Þ:

 That is

    r h∈  :
1
r

X

  k J∈ r

 ρðT F k   ð Þ, T F N ε
 ð ÞÞ < ε

( )
     ∈ H Jð Þ for all 0ε > :

  Then, the set

Cε       ¼ Tk ∈  : F k   ð Þ ∈ T F N ε
  ð Þ  ε, T FN ε

ð Þ þ ε½ g      ∈ H Jð Þ for all 0ε > :f

 Let I ε ¼ T F N ε
  ð Þ  ε, T F Nε

           ð Þ þ ε½  . If we fix an 0, then we haveε > C ε  ∈ H Jð Þ
   as well as Cε

2
   ∈ H Jð Þ. Hence Cε

2
 ∩ Cε        ∈ H Jð Þ. This implies that I I¼ ε  ∩ Iε

2
   6¼ ∅. That is

     k F∈  : T k  ð Þ ∈ If g  ∈ H Jð Þ:

 That is

    diam diamI ≤ Iε :

               Where the diam of denotes the length of interval . Continuing in this way, byI I
       induction, we get the sequence of closed intervals.

I ε ¼ I 0  ⊇ I 1    ⊇ ⊇… I k  ⊇ …

   With the property that

 diam I k ≤
1

2
 diam I k1       for 2, 3, 4,k ¼ …ð Þ

and

     k F∈  : T k  ð Þ ∈ I kf g        ∈ H Jð Þ for 2, 3, 4,k ¼ …ð Þ:

     Then there exists a ξ ∈ ∩ I k             where in such a way that limk ∈  ξ ¼ J  T F kð Þ.
    Therefore, the result holds. □

   Theorem 3.4. The inclusions F S J θ

0 Tð Þ ⊂ F SJ θ Tð Þ ⊂ F S J θ

∞
Tð Þ hold.
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    Proof. F FLet ¼ kð Þ ∈ F S J θ       Tð Þ. Then there exists a number F 0    ∈  such that

J  lim
k!∞

  ρ T Fk  ð Þ, F0ð Þ ¼ 0:

   That is, the set

    r h∈  :
1
r

X

  k J∈ r

 ρðT Fk  ð Þ, F 0   Þ ≥ ε

( )
  ∈ J :

Here

h1
r

X

  k J∈ r

  ρ T Fk  ð Þ, 0
 

 ¼ h 1
r

X

  k I∈ r

  ρ T F k  ð Þ, F 0  þ F0ð Þ

 ≤ h 1
r

X

  k I∈ r

  ρ T F kð Þ  F 0ð Þ þ h1
r

X

  k J∈ r

  ρ T F k  ð Þ, F 0ð Þ

(4)

              On the both sides, taking the supremum over of the above equation, we obtaink

F k ∈ F S J θ    Tð Þ. Therefore inclusion holds.

    r h∈  :
1
r

X

  k J∈ r

 ρðT F
p
k

 
 , ap   Þ ≥ ε

( )
  ∈ J :

   Then, it proves that F S J θ

0 Tð Þ ⊂ FS J θ  Tð Þ . Hence F S Jθ

0 Tð Þ ⊂ F S J θ Tð Þ ⊂ F S J θ

∞
Tð Þ.
□

   Theorem 3.5. The space F S J θ         Tð Þ is neither normal nor monotone if is notJ
 maximal ideal.

    Example 3.4. Suppose fuzzy number

Gk sð Þ ¼

  1 þ s

2
     , i f  1 1≤ ≤s

  3  s

2
   , if 1 ≤ ≤s 3

 0, otherwise:

8
>>>>><

>>>>>:

 Then G k sð Þ ∈ F S J θ              Tð Þ . Applying Lemma 1, there exists a subset of in such aK 

               way that and . Determine a sequenceK ∉ J n JK ∉ G G¼ kð Þ as

G k ¼
F k    , k K∈

 0, otherwise:



 Therefore Gk            ð Þ belong to the canonical pre- image of the - step spaces ofK

F S J θ   Tð Þ. But G kð Þ ∉ F S J θ  Tð Þ . Hence F SJ θ      Tð Þ is not monotone. Hence, by Lemma

(2.1) F S J θ   Tð Þ is not normal.

    Theorem 3.6. The sequence space F S J θ

0    Tð Þ is solid and monotone.

    Proof. F FSuppose ¼ kð Þ ∈ F S J θ

0        Tð Þ, then for 0, the setε >

    r h∈  :
1
r
X  k J∈ r

 ρðT Fk  ð Þ, F 0   Þ ≥ ε( )    ∈ J : (5)
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     Suppose that sequence of scalars αk    ð Þ with the property ∣αk     ∣ ≤ 1 .∀ ∈k 

Therefore

  ρ αT k F k  ð Þ , F 0ð Þ ¼ ρ α k  T F k  ð Þ, F0ð Þ

≤ ∣α k   ∣ρ T F k  ð Þ, F0     ð Þ for all k ∈ :

(6)

         Hence, from the Eq. (5) and above inequality, one obtain

    r h∈  :
1
r

X

  k J∈ r

 ρ αðT k F k  ð Þ , F 0   Þ ≥ ε

( )

     ⊆ ∈r  : h 1
r

X

  k J∈ r

 ρðT Fk  ð Þ, F 0   Þ ≥ ε

( )
  ∈ J :

Implies

    r h∈  :
1
r

X

  k J∈ r

 ρ αðT k F k  ð Þ , F 0   Þ ≥ ε

( )
  ∈ J :

 Therefore, αk F kð Þ ∈ F S J θ

0  Tð Þ. Then F SJ θ

0       Tð Þ is solid and monotone by lemma 2.1.
□

    Theorem 3.7. The sequence space F S J θ    Tð Þ is closed subspace of F S θ
∞

Tð Þ.

  Proof. FSuppose q
k

 
    be a Cauchy sequence in F S J θ   Tð Þ. Then, F q

k   ! F in F S ∞ Tð Þ

     as . Sinceq ! ∞ F
q
k

 
∈ F S J θ          Tð Þ , then for each 0 there existsε > a q  such that

  converges to .a

   J  lim F a¼ :

 Since F
q

k

 
    be a Cauchy sequence in F S Iθ         Tð Þ . Then for each 0 there existsε >

n 0    ∈ , such that

sup
k

  ρ T F
q
k

 
  , T Fs

k

  
<

ε

3
     for all ,q s n≥ 0 :

     For a given 0,ε >

B q s,      ¼ r h∈  :
1
r

X

  k J∈ r

 ρðT F
q
k

 
  , T Fs

k

 
 Þ <

ε

3

( )
:

Now,

Bq      ¼ r h∈  :
1
r

X

  k J∈ r

 ρðT F
p
k

 
 , aq  Þ <

ε

3

( )

and

Bs      ¼ r h∈  :
1
r
X  k I∈ r

 ρðT Fs
k

 
 , as  Þ <

ε

3( ) :
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 Then B c
q s,  , B c

q  , B c
s     ∈ J . Let B c  ¼ Bc

q s,  ∪ Bc
q  ∪ B c

s  . Where

      B r h¼ ∈  :
1
r

X

  k J∈ r

 ρ aq  , a s

 
 < ε

( )
 then Bc   ∈ J :

 Assume n 0  ∈ B c        . Then, for every ,q s n≥ 0  it has

 ρ aq  , a s

 
≤   ρ T F

q
k

 
 , aq

 
þ   ρ T Fs

k

 
 , a s

 
þ   ρ T F

q
k

 
  , T Fs

k

  

<
ε

3
þ

ε

3
þ

ε

3
 ¼ ε:

 Hence, a q                 is a Cauchy sequence of scalars in , so there exists scalar in suchℂ a ∈ ℂ

   a way that a q

 
                  ! !a qas ∞. For this step, let 0 1 be given. Therefore it< <α

  proved that whenever

      U r h¼ ∈  :
1
r

X

  k J∈ r

    ρðT Fð Þ, aÞ < α

( )
 then U c

   ∈ J : (7)

 Since F
q
k

 
    ! F q, there exists 0    ∈  so that

      P r h¼ ∈  :
1
r

X

  k J∈ r

 ρðT Fq 0   ð Þ, T Fð ÞÞ <

α

3

( )
:

  implies that Pc      ∈ J . The number, qo         can be chosen together with Eq. (7), it have

      Q r h¼ ∈  :
1
r

X

  k J∈ r

 ρ a q0
 , a

 
<

α

3

( )
:

   Which implies that Q c
   ∈ J . Since

    r h∈  :
1
r

X

  k J∈ r

 ρðT F
q 0

k

 
 , a q0

 Þ ≥
α

3

( )
  ∈ J :

        Then it has a subset such thatS Sc    ∈ J , where

      S r h¼ ∈  :
1
r

X

  k J∈ r

 ρðT F
q 0

k

 
 , a q0

 Þ <
α

3

( )
:

  Suppose that U c  ¼ P c  ∪ Q c  ∪ S c       . Then, for every k U∈ c  it has

    r h∈  :
1
r

X

  k J∈ r

    ρ T Fð Þ, að Þ < α

( )
     ⊇ ∈r  : h1

r

X

  k I∈ r

 ρðT Fq 0  ð Þ, Fð ÞÞ <
α

3

( )
∩

    r h∈  :
1
r

X  k J∈ r

 ρ aq 0
 , a

 
<

α

3( )
     ∩ ∈r  : h1

r

X  k J∈ r

 ρðT F
q0

k

 
 , a q 0

 Þ <

α

3( )
:

(8)
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                The right hand side of Eq. (8) belongs to H Jð Þ. Hence, the sets on the left hand
              side of Eq. (8) belong to H Jð Þ. Therefore its complement belongs to . Thus,J

J  lim  ρ a q0
 , a

 
  ¼ 0. □

      In the following example to prove that F S J θ    Tð Þ is closed subspace of F S θ
∞

Tð Þ.
         Example 3.5. Suppose that sequence of fuzzy number determine by

Fk sð Þ ¼

21        1 þ sð Þ, for 1, 1s ∈ ½ 

21        3  sð Þ , for 1, 3s ∈ ½ 

 0, otherwise:

8
><

>:

Hence,  ρ Fk  , 0
 

  ¼ supρ Fk  , 0
 

  . Therefore F kð Þ ∈ F S J θ        Tð Þ and 0. So, it can beL ¼

  easily seen that F S J θ    Tð Þ is closed subspace of F S θ
∞

Tð Þ.

 4. Conclusion

The spaces of fuzzy valued lacunary ideal convergence of sequence with the help 
of a compact operator and investigate algebraic and topological properties together 
with some examples on the given spaces. We proved that the new introduced 
sequence spaces are linear. Some spaces are convergent free and we also proved that

space F S J θ ð T Þ is closed subspace of F Sθ
∞

ð T Þ. These new spaces and results provide 
new tools to help the authors for further research and to solve the engineering 
problems.
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Chapter 4

Towards   a   Fuzzy   Context  Logic
Hedda  Schmidtke

Abstract

A   key   step   towards   trustworthy,   reliable   and   explainable,   AI   is   bridging   the  gap 
between   the   quantitative   domain   of   sensor-actuator   systems   and   the  qualitative 

domain   of   intelligent   systems   reasoning.   Fuzzy   logic   is   a   well-known  formalism 
suitable   for   aiming   at   this   gap,   featuring   a   quantitative   mechanism   that   at   the  same 

time   adheres   to   logical   principles.   Context   logic   is   a   two-layered   logical  language 
originally   aimed   at   pervasive   computing   systems   for   reasoning   about   and  within 

context,   i.e.,   changing   logical   environments.   Both   logical   languages   are  linguistically 
motivated.   This   chapter   uncovers   the   close   connection   between   the   two  logical 

languages   presenting   two   new   results.   First,   a   proof   is   presented   that   context  logic 
with   a   lattice   semantics   can   be   understood   as   an   extension   of   fuzzy   logic.   Second,  a 

fuzzification   for   context   logic   is   proposed.   The   resulting   language,   which   can  be 
understood   as   a   two-layered   fuzzy   logic   or   as   a   fuzzified   context   logic,   expands  both 

fields   in   a   novel  manner.

Keywords:   intelligent   systems,   fuzzy   logic,   context   logic,  context

 1. Introduction

                          Fuzzy logic has been employed successfully in intelligent systems, sensor-
                             actuator systems, expert systems, and machine learning techniques for more than

                                         50 years [1]. Being a tool for inference at both the logical and the sensor-actuator
                                   systems level its use for reliable and explainable autonomous systems has become a

                                          focus of recent research [2 5]. One key building block for this has been a growing–

                                      understanding of fuzzy logic semantics over the past 20 years [6] and the position
                                         this family of logics assumes within the field of logics in general. In particular, the

                             connection to residuated lattices plays an important role for novel perspectives
                                      [7, 8]. One such new perspective is the connection to context logic, which is

        developed in this chapter.
                                 Context logic was introduced in [9 11] as a logic for representing context-–

                       dependency and context phenomena in pervasive computing systems. Recent
                             developments in context logic focus on a logical actuator control mechanism

                                 [12 14]. This chapter presents the logic with a fuzzy logic lattice semantics–

                                highlighting the close relation between the two formalisms and the close relation
                                between context logic and the sensory and machine learning components of intelli-

                             gent sensor actuator systems (ISAS), such as robotics and autonomous vehicles.
                                               We show that context logic can be understood as a fuzzy logic since it can be given

                                   an algebraic semantics like that of fuzzy logic as based upon lattice structures.
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     2. Fuzzy logic and context logic

           We briefly review the basics of how fuzzy logic handles quantitative informa-
             tion and contrast this with the approach chosen in context logic. Here, it may

              appear we go into basic aspects at a greater depth than what may seem necessary.
           However, to bring the two logics together, establishing the common ground con-

     ceptually is a critical first step.
             Fuzzy logic [15] was developed as a linguistically motivated logic that was to be

           more akin to how human beings reason with uncertain information and how
           experts analyze alternatives and act upon them [16]. Its main cognitive motivation

            was that human beings are able to relay, for instance, control information without
            the use of numerical values. In fact, human language outside scientific and technical

          contexts rarely employs quantities to express relations regarding a scale, amounts,
              or probabilities. We prefer to say, e.g., rather than giving an estimate about ararely

             concrete percentage, or give a color term, such as , instead of providing RGByellow
            values and we reason with such information. We compute with words [17]. One“ ”

            reason for this is the inherent uncertainty of perceptual or sensory information and
          the presence of intersubjective differences. Rules we receive or provide verbally

            benefit from this vagueness, as they have a wide applicability, allow a concise
         formulation, and allow for intersubjective differences: two people may disagree

                whether a certain fruit is yellow or rather a light orange, but they will agree that to
               at least some degree, something that has a light orange color is yellow. A rule given

                   by an expert to a novice, such as if a fruit is yellow, then it is ripe, is easy to“ ”

           understand for a human being, and accordingly fuzzy expert systems, fuzzy sensor-
            actuator systems, and the output of some fuzzy learning systems, can be understood

           and verified by human beings better than purely numerical systems that operate
  with numerical equations.

         In natural language, human beings convey information about continuous sen-
             sory domains, such as color or height, by use of adjectives. The phenomena of

         vagueness, uncertainty, and context-dependency are the main challenges for for-
             malization from a linguistic point of view [18]. Adjectives can be used in several

     different ways. The main categories are:
      Positive: Anne is tall (for her age).

     Comparative: Anne is taller than Betty.
      Equative: Ann is as tall as Betty.

        Superlative: Ann is the tallest (girl on the team).
           While the comparative and equative use are most easily mapped to a

         corresponding ordering and equivalence relation for the dimension in question
          (here: height), the positive and superlative can change their applicability depending

                  on context. If we talk about children, 1.50 m (5 ft) may be tall. If we talk about the
          average European female adult, this is comparatively small. Likewise, the superla-

               tive changes with the context: Ann may be the smallest person in the room and still
              be called the tallest while the current topic is her team. Context logic is interesting

             from a cognitive science perspective as it enables the modeling of such influence of
 the context.

             From a cognitive science point of view, fuzzy logic is an interesting formalism as
           it addresses issues of vagueness and uncertainty that appear especially in the

             semantics of adjectives. But it is also one of only few approaches bridging logical
    reasoning and machine learning [19].

          Fuzzy logic goes beyond multi-valued logics [20] by proposing semantics for
           approximate reasoning. In particular, [15, p.424] proposes to [view] the process of“

            inference [...] as the solution of a system of relational assignment equations. This”

          emphasizes the connection to both sensor-actuator systems and classical methods of
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         system modeling and evaluation with recent advances reaching from explainable
          machine learning [5] to advanced uncertainty mechanisms for ontology design [21].

           Combining the two languages promises to make the full expressiveness of natural
         language adjectives available for modeling, reasoning, and explanation in ISAS

design.

      3. Fuzzy logic as a logical language

            While the linguistic background facilitates usability of fuzzy logic, it is easier to
           see logical connections with respect to a more restrictive and conventional logic

           syntax. We therefore use a simple propositional logical language as a classical
             background language in this chapter. We adopt the following syntax for the set of

  all formulae LF       based on a set of variables V F       and a set of predicate symbols PF .

  For P� ∈PF   � �and x ∈VF   , P xð Þ� �is an  atomicð Þ�formula:

  For any formula� � �ϕ ∈LF , ¬ϕ� � �is a formula:

   For any formulae ,� � �ϕ ψ ∈LF        , , , and are formulaϕ ψ∧ ϕ ψ∨ � �ϕ ψ! � :

             Using this syntax, we can formalize a proposition similar to the above example as:

  Yellow colorð Þ ! Ripe ripenessð Þ:

            We can use the usual semantics for predicate logics to interpret this sentence
      based on a structure , ,U I iV  , iP          ð Þ. Here is the universe of discourse, which needsU

             to contain in this example: the referents for the constants, i.e., concrete colors, e.g.,
             as RGB values, and degrees of ripeness, e.g., as sets of tuples containing percentage

            of sugar and other substances indicative of degrees of ripeness. The term interpre-
  tation function iV  : V F          ! U ripeness colormaps the variable symbols and to

          elements from , distinct measurement values in a measurement value space.U

       Predicate symbols are interpreted by the function i P  : V P  ! 2 U   mapping out regions
         in . The classical formula interpretation functionU I : LF   ! 0, 1f g   maps formulae to

   values in 0, 1f g.

       3.1 Interpretation of predicates based on fuzzy sets

            A fundamental point where fuzzy logic differs from classical predicate logic is in
         the interpretation of the predicates and predication: classical logic considers

     I Yellow colorð Þð Þ as true iff i V  colorð Þ∈ iP     Yellowð Þ, realizing predication by set
            membership ( ). Fuzzy logic, in contrast, interprets predicate symbols such as∈

    Yellow with fuzzy sets μP       : U ! 0, 1½ , e.g., μ Yellow         : U ! 0, 1½ , i.e., as functions into
               0, 1½ . It then can replace the classical membership function (of type 2∈ U  U !

 0, 1f g                ), with a fuzzy set membership function 0, 1μ : U U ! ½ ð Þ ! 0, 1½  that
         simply applies the fuzzy set membership function: ,μ u μPð Þ↦μ P    uð Þ. Being based on

  fuzzy sets μP   , formulae LF          in fuzzy logic can then be interpreted with a fuzzy
       semantics using a suitable function I : LF     ! 0, 1½  for complex formulae.

      3.2 Interpretation of connectives based on -normst

          To evaluate complex formulae, fuzzy logic requires extended semantics for the
           propositional connectives that can handle arbitrary values in 0, 1½ , while remaining

         true to the classical interpretation in the cases 0, 1f g      . A general strategy in fuzzy
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              logic is to allow different semantics to take the place of the classical semantics for
             propositional connectives (¬, , , ), in particular, as t-norms (functions∧ ∨ ! t :

            0, 1½   0, 1½  ! 0, 1½ ) with corresponding t-conorms (functions 0, 1s : ½   0, 1½  !
              0, 1½ ), and their residuals ( 0, 1r : ½   0, 1½  ! 0, 1½ ), respectively [6]. These func-

            tions are described and discussed in more detail below. A t-norm based semantics
          interprets the logical language we defined above in the following way:

  For Q� ∈PF   � �and x ∈VF   : I Q xð Þð Þ ¼ μ i V  xð Þ; iP Qð Þð Þ ¼ μ Q iV xð Þð Þ

  For any formula� � �ϕ ∈LF      : I ¬ϕð Þ ¼ 1 I ϕð Þ

   For any formulae ,� � �ϕ ψ ∈LF       : I ϕ ψ∧ð Þ ¼ t I ϕð Þ; I ψð Þð Þ

   I ϕ ψ∨ð Þ ¼ s I ϕð Þ; I ψð Þð Þ

     I ϕ ψ!ð Þ ¼ r I ϕð Þ; I ψð Þð Þ

   3.3 Properties of -normst

             If the semantics for are based on a t-norm, this guarantees that important∧

           semantic properties of the classical conjunction are retained. A t-norm 0, 1½ 2 !
            0, 1½  is a commutative (1), associative (2), and monotone function (3), with a

   neutral element 1 (4).

   t x, yð Þ ¼ t y, xð Þ (1)

     t t x, yð Þ, zð Þ ¼ t x, t y, zð Þð Þ (2)

      If then� �x y⪯ �t x, zð Þ⪯ t y, zð Þ (3)

   t x1,ð Þ ¼ x (4)

             Examples are the minimum t-norm (5), used in Gödel logics, and the product t-
     norm (6), used in probability theory:

tmin     a b,ð Þ ¼ min ,a bð Þ (5)

t prod     a b,ð Þ ¼ a b∗ (6)

          The corresponding t-conorms, denoted by the symbol and accordingly alsos
           called s-norms, can be obtained by applying De Morgan’s laws assuming the

                semantics of negation of a value to be 1 . Their neutral element is 0.t  t

        s a, bð Þ ¼ 1 1 t  a, 1 bð Þ (7)

          The corresponding s-norms for the above example t-norms are then s min  , the
       minimum s-norm (8), and the product s-norm sprod (9):

smin     a b,ð Þ ¼ max ,a bð Þ (8)

sprod         a b,ð Þ ¼ a b a bþ  ∗ (9)

           There are several ways to interpret the implication and different approaches are
            suitable for different purposes (cf. [22], for a detailed overlook and comparison). As

            with other operators, fuzzy implication should be conservative for values in 0, 1f g.
       A widely used notion is the [23]:left-residual

       r a , bð Þ ¼ sup 0, 1z ∈ ½ jt a, zð Þ≤ bf g (10)
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           The relation between the residual and the t-norm/s-norm are covered by two
      additional axioms, continuity (11) and pre-linearity (12):

      t x, yð Þ⪯ ⪯z x� �iff r y, zð Þ (11)

    s r x, yð Þ, r y , sð Þð Þ ¼ 1 (12)

     For the above two t-norms tmin  , t prod     the following are corresponding residuals:

rmin  a b,ð Þ ¼
  1 iff� �a b≤

b�otherwise:


(13)

r prod  a b,ð Þ ¼
  1 iff� �a b≤

b a= �otherwise:


(14)

     3.4 Generalized -norms: the set-theoretic latticet

       The most widely used examples of functions μP       map elements of to values inU
             0, 1½ , with, e.g., the minimum or product t-norm. However, fuzzy logic can be

           given a generalized t-norm semantics based on residuated lattices, i.e., other lattice
           structures ,L ⪯ð Þ instead of 0, 1½ , ≤ð Þ. A particularly interesting residuated lattice

           for the purposes of comparison with context logic is 2L ¼ B  , ⊆
 

     , where is a givenB

             base set and . Given this structure, we can define interpretation functionsU B¼
iV  : V F              ! B for variable symbols as before. But we can now interpret predicates not

          with classical 0, 1½ -fuzzy sets but with generalized -fuzzy setsL μ P    : B ! 2 B   , so that

  I : LF  ! 2B  for formulae:

I P xð Þð Þ ¼ μP iV  xð Þð Þ, with�μP    : U ! 2B (15)

 I ¬ϕð Þ ¼ 2B     I ϕð Þ (16)

      I ϕ ψ∧ð Þ ¼ I ϕð Þ∩I ψð Þ (17)

    I ϕ ψ∨ð Þ ¼ I ϕð Þ∪I ψð Þ (18)

     I ϕ ψ!ð Þ ¼ I ψð Þ∪ 2 B    I ϕð Þ
 

(19)

                The intuition behind this is to map elements to, e.g., sets of points, i.e.,x U∈

               spatial regions or temporal or sensory values intervals. Instead of saying is to ax P
                degree of 0.5, for instance, we could thus distinguish as in a specific area of space,x

           time, or sensor value space. E.g., we can assign a function μ Yellow   to map measured
              RGB colors to sets that form a filter around the color #FFFF00. Measuring anx

                orange and a lime we could determine they are yellow to the same degree asx y
μYellow  xð Þ and μ Yellow         yð Þ yielding the same large region around the core value

                #FFFF00. We could say is as yellow as is yellow, since with Yellowx y I xð Þð Þ ¼

      I yYellowð Þð Þ holds YellowI xð Þ $ Yellow yð Þð Þ ¼ 2B        . This would be the same result as
            with classical fuzzy sets, but we would be able to additionally avoid comparing

               incompatible contexts, e.g.: while a red apple may be as aubergine as an orange isz
         yellow with classical fuzzy sets, the set theoretic interpretation yields

           I xYellowð Þ $ Aubergine zð Þð Þ⊆ I xYellowð Þ $ Yellow yð Þð Þ, as the regions for
             I xYellowð Þð Þ and AubergineI zð Þð Þ overlap but are distinct. In contrast to the strictly

      ordered 0, 1½ , the partially ordered 2B    thus allows higher expressiveness.
            Partial orders and corresponding lattice structures are at the heart of the seman-

               tics for context logic, and the two languages can on this basis be combined in a
 natural manner.
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     4. An overview of context logic

            We now specify the context logic language and describe a semantics similarly in
              terms of a predicate logical language, which in turn can be related to lattice struc-

     tures and thus fuzzy logical semantics.

    4.1 Contextualization in context logic

             Context logic has only one type of basic entity, , and a singlecontext variables
               partial order relation ( or ): the city of London, for instance, is a⊑ part of sub-context

            sub-context of England, and March 2017 is a sub-context of the year 2017:

  London England⊑

  March2017 Year2017⊑

           The language provides three term operators (intersection), (sum), and⊓ ⊔ 
(complement).

             Since any pre-order can be expressed as a sub-relation of a partial order relation,
             and be extended to a partial order relation over its equivalence classes, the single

          sub-context relation together with the operators allows the specification of⊓

           arbitrarily many different partial order relations [24]. More accurately we may, for
               instance, want to say that the city of London is a sub-context or a sub-regionspatial

              of England, and that March 2017 is a sub-context or a sub-interval of thetemporal
 year 2017.

    London Space England⊓ ⊑

    March2017 Time Year2017⊓ ⊑

           This and the following examples feature one simple spatial sub-context and one
           temporal sub-context relation. We can in the same manner however express, for

       instance, directional relations [25], temporal ordering relations (bi-directionally
         branching), and class hierarchies [9]. Ordering relations between thematic values,

              such as expressed by the comparative use of adjectives (Section 2) can also be added
              in the same way. The main purpose of the language is to facilitate expressing the

            common partial order core of all these theories, including the tractable fragments of
     these theories in a unified syntax.

          A syntactic shorthand reflects linguistically speaking a topicalized adverbial– –

position:

    c a b: ⊑½  ⇔
def

    c a b⊓ ⊑

    Space London England: ⊑½ 

    Time March2017 Year2017: ⊑½ 

            Spatially, London is a sub-context of England. Temporally, March 2017 is a sub-
              context of the year 2017. For entities such as cities or months, this may seem

            redundant. But contexts, such as a birthday party, which have both temporal and
            spatial extent can thus be located temporally within one context and spatially within

another:

  Space John:
0   sBirthday London⊑

 
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  Time John:
0   sBirthday March2017⊑

 

             We can also reflect that speakers may choose to topicalize the other way around
           [26], as the last two sentences are logically equivalent to the following:

John0     sBirthday Space London: ⊑½ 

John 0     sBirthday Time March2017: ⊑½ 

     or, leveraging the propositional second layer,

John 0        sBirthday Space London: ⊑½ ∧ ⊑Time March2017½ ð Þ

        where, for any propositional junctor ∘ ∈ ∧ , ,∨ !f g:

  c : ϕ1  ∘ ϕ 2ð Þ ⇔
def

  c : ϕ1    ∘ c : ϕ2     and ¬c : ϕ ⇔
def

  ¬c : ϕ

             Regarding John’s birthday party: the location is in London, the time is in March
             2017. Moreover, we can allow contexts to be stacked or combined, in order to

   express more complex contextualization:

  MarySays John:
0     sBirthday Time March2017: ⊑½ 

  TomSays John:
0     sBirthday Time August2017: ⊑½ 

           Similarly to how we would express conflicting opinions in natural language, we
  can equivalently state:

John0       sBirthday Time MarySays March2017⊓ : ⊑
 

   ∧ ⊑TomSays August2017
  

                  d c a b: : ⊑½   d c a b: ⊓ ⊑½   d c a b⊓ ⊓ ⊑

             Regarding John’s birthday party and the time, Mary says in March 2017 and Tom
           says in August 2017. Context logic thus allows to reflect colloquial contextua-

       lizations well, but also to represent conflicting information.

      4.2 Context logic as a logical language

            Context logic thus employs two syntactic layers: the term layer with the term
                  operators ⊓ ⊔ ∧ ∨, ,  and the propos itional layer with the logic connectives ( , , ¬, !).

  Context terms T C        are defined over a set of variables V C :1

  Any context variable�   �v ∈VC� � � �and the special symbols      ⊤ and ⊥

are atomic context terms�     :

   If is a context term, then is a context term� �c � �    c� � �   :

    If and are context terms then and are context terms� �c � �d �     � �c d⊓ � �c d⊔ �   :

  Context formulae LC    are defined as follows:

  If and are context terms then is an atomic context formula� �c � � d �     � �c d⊑         :

1                         We leave out brackets as possible applying the following precedence: , , , , ⊓ ⊔ ⊑ : , ¬,  ∧ ∨, , , .! $

         The scope of quantifiers is to be read as maximal.
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 If is a context formula, then¬ is a context formula� �ϕ � �   ϕ� � �   :

      If and are context formulae then , and are� �ϕ � �ψ �     �ϕ ψ∧ ϕ ψ∨ � � �ϕ ψ!

context formulae  :

  We further define:

   c d¼ ⇔

def
      c d⊑½ ∧ ⊑d c½  (20)

   c d⊏ ⇔

def
       c d⊑½ ∧ ⊑¬ d c½  (21)

          Different variant semantics have been proposed [10, 11, 26]. The different
            approaches slightly differ in the resulting semantics, but all three employ a lattice

            structure for specifying the meanings of context terms, assigning a partial order to
                give a semantics to . Here, we give a semantics by mapping the language to a⊑

            predicate logic with a single binary predicate , describing a pre-order relation, toP

          give the fundamental its semantics. We use a function⊑ τ PL
CL  : LC   V P ! LP ,

 where LC        is the set of context logic formulae, V P      is a vocabulary of predicate logic
  variables, and LP           is the set of predicate logic formulae. We also employ V C   , the set

        of variables, as the set of constants for LP    , and require V P ∩VC  ¼ ∅:

τ PL
CL   ⊤ ⊑ ⊤, mð Þ ¼ ⊤ (22)

τ PL
CL   ⊤ ⊑ ⊥, mð Þ ¼ ⊥ (23)

τPL
CL      ⊤ ⊑ v m,ð Þ ¼ P m, vð Þ, for�v ∈VC (24)

τPL
CL    ⊤ ⊑  c m,ð Þ ¼ τ

PL
CL     c ⊑ ⊥, mð Þ� �for c ∈ TC (25)

τ PL
CL    ⊤ ⊑ c d m⊓ ,ð Þ ¼ τPL

CL   ⊤ ⊑ c m,ð Þ∧ τ PL
CL   ⊤ ⊑ d m,ð Þ (26)

τPL
CL    ⊤ ⊑ c d m⊔ ,ð Þ ¼

∀m0  , P m0    , mð Þ : ∃m″, P m0   , mð Þ : τ
PL
CL  ⊤ ⊑ c m, ″ð Þ∨τ

PL
CL  ⊤ ⊑ d m, ″ð Þ

where�m0� � � � �and m″ are new variables:

(27)

τPL
CL    c d m⊑ ,ð Þ ¼ ∀m0  , P m0   , mð Þ : τ PL

CL  ⊤ ⊑ c m, 0ð Þ ! τ PL
CL  ⊤ ⊑ d m, 0ð Þ

where�m0� � � �is a new variable:
(28)

τPL
CL  ¬ ,ϕ mð Þ ¼ ¬τ PL

CL   ϕ, mð Þ (29)

τPL
CL    ϕ ψ∧ , mð Þ ¼ τ PL

CL   ϕ, mð Þ∧ τ PL
CL   ψ , mð Þ (30)

τPL
CL  ϕ ψ∨ , mð Þ ¼ τ

PL
CL  ϕ, mð Þ∨τ

PL
CL   ψ , mð Þ (31)

τPL
CL    ϕ ψ! , mð Þ ¼ τ PL

CL  ϕ, mð Þ ! τ PL
CL   ψ , mð Þ (32)

        We note that although we introduce new variables m0       , in (27) and (28), eachm″

            new variable is only used together with the variable last introduced – m0   with ,m m″

 with m0             but not with , not with any other variables introduced before. Thism –

           means, we can alternate between two variables and reuse afterm m0   , i.e., that
V P   ¼ m m, 0f g           . We also note, that the context variables v ∈V C   are constants with

                respect to the predicate logic and that they only appear in the second position of inP
           (24). This property allows us to reformulate any binary expression P m, vð Þ for

  v ∈VC      using a different monadic predicate P v     for each v ∈VC    , and write Pv mð Þ
   instead of P m, vð Þ.
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          Consequently, the fragment of predicate logic required in application of τ PL
CL

           alone is in the two-variable fragment known to be decidable. Moreover, the
     variables, such as andm m0        , only occur together in the atomic guard, a s P m0  , mð Þ,

              suggesting that the language as defined so far is in the so-called GFguarded fragment
      [27] defined as [cited after 28, p.1664f]:

Every atomic formula belongs to GF        � :

       GF is closed under¬, , , ,�     ∧ ∨ ! $ :

                 If , are tuples of variables, ( , ) is an atomic formula, ( , ) is in GF, andx y α x y ψ x y
                 free ( free (ψ ⊆ α) = { x y, }, where free ( ) is the set of the free variables of , thenϕ ϕ

 the formulae

       ∃y x y: α ,ð Þ∧ ψ x y,ð Þ

      ∀y x y: α ,ð Þ ! ψ x y,ð Þ

belong to GF  � :

            In order to obtain the reasoning capabilities, however, we would need to add
                pre-order axioms for , so as to be able to specify as a partial order relation:P ⊑

         ∀x y z, , : P x, yð Þ∧ P y, zð Þ ! P x , zð Þ (33)

    ∀x : P x , xð Þ (34)

           and we see that transitivity (13) cannot be axiomatized in the two-variable
            fragment, as it requires three variables. Fortunately, [28, 29] have shown that for

GF2
            + PG – the guarded fragment limited to two variables and a single binary pre-

                order that can only appear in the guard is in 2-EXPTIME. Moreover, this result is a–

            loose upper bound, since the language under inspection here can be expressed using
              the transitive binary relation in only one direction namely from wholes to partsP –

       –, using otherwise only the monadic predicates Pv    , v ∈V C     , placing the translation of

          context logic with the axioms for into the class MGF⊑ 2  þ TG
 

  , the two-variable
          monadic guarded fragment with one-way transitive guards, which is decidable and

      whose satisfiability problem is in EXPSPACE [28].
             In addition to the pre-order axioms, we can also add a localized guarded variant

             of the so-called [30, Ch. 3] for ensuring a minimalweak supplementation principle ⊑

   homogeneity constraint over v 1  , v2  ∈V C : 2

  ∀ ∀x : x 0  , P x0   , xð Þ : P x0  , v1ð Þ ! P x0  , v2ð Þð Þ

∧ ∃ x 0  , P x0   , xð Þ : P x0  , v2  ð Þ ∧ ¬P x0  , v 1ð Þð Þ

 ! ∃x0  , P x0   , xð Þ : P x0  , v2  ð Þ ∧ ∃¬ x0
0

 , P x0
0

 , x 0
 

 : P x0
0

 , v 1

  
:

(35)

           The principle says that, if for any all its partsx x0    that are in v1    are also in v 2  , but
    there is a part x0    that is in v2    but not in v 1  (paraphrasing: v 1      is a proper part of v 2 ),

     then there is a part x0  of v 2      that has no parts in v 1  (i.e.: x 0    does not overlap v 1   ), i.e., is
   completely outside of v 1          . Axiom 35 ensures that the entities described by v1  , v2  ∈V C

             do not have, e.g., singular points that are not entities themselves in the domain
            under inspection. This axiom is required for proving several of the lattice laws.

             Note that we thus characterize a weak supplementation principle only for , that⊑

2              The interested reader may find a brief discussion on mereological and ontological properties in

 Section 4.5.
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          we, however, cannot formulate a weak supplementation principle for withoutP
   leaving the guarded fragment.

          In order to do this, however, we have to employ v1  , v 2  ∈V C   as schema variables,

             i.e., we have to formally see this actually not as one axiom but ∣V 2
C   ∣ axioms. This

    means that for infinite VC        , the axiomatization becomes infinite. For practical, finite
  knowledge bases, VC        will be finite. If an infinite vocabulary V C   is employed, a

            practical realization would be to use a unification mechanism suitable for the par-
  ticular language VC employed.

                  Intuitively, the meaning of is that all parts of are part of . The readinga b⊑ a b
          thus corresponds to a universal quantification, and the properties expressed by

          contexts in this statement describe homogenous properties inherited from wholes to
          their parts. Correspondingly, ¬ a b⊑½  expresses an existential quantification, stating

                     that not all parts of are parts of , which means that there is a part of that is nota b a
              part of , or that does not have property . We can thus express heterogeneity.b b

            The complement , is interpreted with respect to the pseudo-0-element : the c ⊥

               atomic formula is interpreted as equivalent to⊤ ⊑  a a ⊑ ⊥, meaning that no part
              is in , implying universal quantification. There are thus two types of negation ¬ ona

               the logical level and on the context level. is a pseudo-element, it disappears in ⊥

             the translation when applying (28). We do not need to assume that an empty
 element exists:

τ PL
CL   c ⊑ ⊥ ; mð Þ  ∀m 0  , P m0   ; mð Þ : τ PL

CL  ⊤ ⊑ c m; 0ð Þ ! τ PL
CL  ⊤ ⊑ ⊥ ; m0ð Þ

  ∀m0  , P m0   ; mð Þ : τ PL
CL  ⊤ ⊑ c m; 0ð Þ ! ⊥

  ∀m0  , P m0   ; mð Þ : ¬τ PL
CL  ⊤ ⊑ c m; 0ð Þ

  ¬∃m 0  , P m0   ; mð Þ : τ PL
CL  ⊤ ⊑ c m; 0ð Þ

(36)

            A crucial consequence of adopting weak supplementation (35) is (2). It says that
       if all parts of a partm″ m0              have a part that is part of , this is equivalent tom‴ a m0

   being part of :a

  ∀m″, P m″; m 0
     ð Þ : ∃m‴, P m ‴ ″; mð Þ : P m‴; að Þ  P m0   ; að Þ (37)

           Proof ( ): this holds immediately with the reflexivity (34) and transitivity (33)⫤

 of P: if P m0       , að Þ then all parts ofm″ m 0      fulfill P m″, að Þ by transitivity, and therefore
               there is a part of , namely itself, by reflexivity, so thatm‴ m″ m″ P m‴, að Þ.

          Proof ( ): we prove the reverse direction by contradiction, applying (35).⊨

   Assume ,∀m″ P m″, m0        ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ and not P m0     , að Þ, i.e., that there
  is an m001       that has ,m‴ P m‴, að Þ but not P m001  , a

 
         . Then by (35) there has to be a part

m002  of m 0                that does not have a part wherem‴ P m ‴, að Þ. But this is prevented by the
   premise ,∀m″ P m″, m0      ð Þ : ∃m‴ , P m‴ ″, mð Þ : P m‴, að Þ.

          It can be shown (Section 4.4) that the definition of τ PL
CL    together with the two

          pre-order axioms and the local guarded variant of the weak supplementation
           principle is sufficient to characterize context terms as spanning a bounded lattice.

            We note that with a different axiomatization other types of lattice structures could
     be realized for different application domains.

       4.3 A fuzzy logic perspective on context logic

           This section shows context logic as specified above is a two-layered language
            with a generalized -norm-based fuzzy logic at the term level and a classicalt
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 0, 1f g                -based semantics at the formula level. From there it is a small step to also add
             a 0 , 1½ -based multivalued semantics to the formula level, so as to obtain a full two-

     layered fuzzy logic in Section 5.
      To see that the context terms T C         can be viewed as a generalized t-norm, we set

              the intersection , the meet operation of the lattice, as the monoid operation and⊓

             the term as the identity element of the monoid. The monoid properties associa-⊤

             tivity and identity element are fulfilled by any lattice (see Section 4.4, (44) and
           (46)). For the generalized fuzzy logic semantics, the lattice meet-operation will⊓

               be shown to fulfill the properties of a -norm, the join-operation , those of thet ⊔

          corresponding -norm. Both are required to be commutative (1), associative (2),s
             and support an identity element (4) and monotonicity (3) (for the full proofs see

          Section 4.4). We prove monotonicity for (38) and (39):⊓ ⊔

τ PL
CL             a c⊑½ ∧ ⊑b d½  ! a b c d⊓ ⊑ ⊓½ , mð Þ 

∀m 0  , P m0   , mð Þ : P m0  , að Þ ! P m 0  , cð Þð Þ

∧ ∀ m0  , P m0   , mð Þ : P m0  , bð Þ ! P m0  , dð Þð Þ

 ! ∀m0  , P m0   , mð Þ : P m0   , að Þ∧ P m0  , bð Þ ! P m0   , cð Þ∧ P m 0  , dð Þð Þ

(38)

τ PL
CL             a c⊑½ ∧ ⊑b d½  ! a b c d⊔ ⊑ ⊔½ , mð Þ 

∀m0  , P m 0   , mð Þ : P m0  , að Þ ! P m 0  , cð Þð Þ

∧ ∀ m0  , P m0   , mð Þ : P m0  , bð Þ ! P m 0  , dð Þð Þ

 ! ∀m0  , P m0  , mð Þ :

  ∀m″, P m″, m 0
      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ∨P m‴, bð Þð Þ

   ! ∀ m″, P m″, m0       ð Þ : ∃m‴, P m‴ ″, mð Þ : P m ‴, cð Þ∨P m‴, dð Þð Þ

(39)

    Proof (3): if every m0           that is part of is in and everya c m 0        that is part of is in ,b d
  then every m0                    that is part of and is also in both and . Proof (4): we see that ita b c d

                  follows from this condition also that any that exists as part of any in orm‴ m″ a b
         must also be part of or in .c d m″

           The generalized De Morgan law connects t-norms with s-norms (7). It follows
               for the translations of and directly from the De Morgan laws in predicate logic.⊓ ⊔

τPL
CL          a b a b⊔ ¼  ⊓ ð Þ; mð Þ 

∀m 0  , P m 0     ; mð Þ : ð∀m″, P m″; m0    ð Þ : ∃m‴, P m‴ ″; mð Þ :

  P m‴; að Þ∨P m‴; bð ÞÞ

   $ ¬ ,∃m″ P m″; m0      ð Þ : ¬∃m‴; P m‴ ″; mð Þ : P m ‴; að Þð Þ

     ∧ ∃¬ m‴; P m ‴ ″; mð Þ : P m‴; bð Þð Þ

(40)

        The residual can then be derived from its characterization:

    r a, bð Þ ¼ sup zjt a, zð Þ≼ bf g:

     The operation with the definition)

   a b) ⇔

def
     a b⊔ (41)
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               has the required property t a , zð Þ≼ ⊓ ⊑b (with the -norm andt , the lattice
   partial order ).≼ 3

τ PL
CL        a a b⊓  ⊔ð Þ⊑ b m;ð Þ 

∀m 0  , P m0     ; mð Þ : ð∀m″, P m″; m 0    ð Þ : ∃m‴, P m‴ ″; mð Þ :

¬∃m iv  ; P m iv  ; m‴

 
 : P miv  ; a
  

  ∨P m‴; bð ÞÞ∧ P m 0  ; að Þ ! P m0  ; bð Þ

(42)

     We prove that for any m0  , P m0  , mð Þ :

  ∀m″, P m″, m 0
   ð Þ : ∃m‴, P m ‴ ″, mð Þ :

¬∃m iv  , P miv  , m‴

 
 : P m iv  , a
 

 ∨P m‴, bð Þ
 

 ∧ P m0  , að Þ

⊨P m0  , bð Þ

               and the term expresses the maximal element local to with this a b⊔ m
property.

             Proof: assume the antecedent is true, then because of transitivity of (33) andP

  the conjunct P m0          , að Þ, there can be no part ofm‴ m0     for which all parts m iv,
    including itself fulfill ¬m‴ P miv  , a

 
       . Therefore the second disjunct P m‴, bð Þmust be

           true. But if we know that for all withm″ P m″, m0      ð Þ exists , so thatm‴ P m‴, bð Þ, we
             know by (2), a consequence of the localized guarded variant of the weak supple-

    mentation principle (35), that P m0            , bð Þ. To see that it is maximal, assume there is m01
       outside of and a b⊔ P m01  , a

 
 and P m01  , b
 

          . To be outside of , there would a b⊔

      have to be an ,m″ P m ″, m01
 

        so that for all ,m‴ P m‴ ″, mð Þ there is m iv   , so that

P m iv  , m‴

 
 and P miv  , a
 

         and ¬P m‴, bð Þ, but this cannot be, because P m ‴, m 01
 

and

   by the assumption P m01  , b
 

      , thus by transitivity (33) P m‴, bð Þ.
           This result indicates that, at least with respect to the supplementation property

              expressed through (35), fulfills the characterization of a residual. We can a b⊔

        also show continuity (54) and pre-linearity (55) (Section 4.4).
             We are thus justified to say that context logic terms have a generalized -normt

          semantics and we can give a -norm-based semantics to context logic.t
           We obtain: a t-norm-based classical semantics for context logic is a structure

   I i a L, , , T   , ≼ , 1T            , ,t sð Þ, where the terms are interpreted by i : T C  ! LT  together with
    the function a : VC  ! L T       assigning context terms and variables, respectively, to

    elements of a lattice LT         , and the formulae, by the classical interpretation function
  I : LC   ! 0, 1f g:

3           To understand the meaning of , we can translatea b)

τ
PL
CL       Τ ⊑ ⊔ a b x,ð Þ

  ∀ m0  , P m0     , mð Þ : ∃m″, P m ″, m0       ð Þ : ¬ ,∃m‴ P m ‴ ″, mð Þ : P m ‴, að Þð Þ∨P m ″, bð Þ

  ∀ m0  , P m0     , mð Þ : ¬ ,∀ m″ P m ″, m0      ð Þ : ∃m‴, P m ‴ ″, mð Þ : P m ‴, að Þð Þ

  ∨∃m″, P m ″, m0   ð Þ : P m ″, bð Þ

  ∀ m0  , P m0     , mð Þ : ∀ m″, P m ″, m0      ð Þ : ∃m‴, P m ‴ ″, mð Þ : P m ‴, að Þð Þ

   ! ∃m″, P m ″, m0   ð Þ : P m ″, bð Þ

  ∀ m0  , P m0   , mð Þ : P m0    , að Þ ! ∃m″, P m ″, m0   ð Þ : P m ″, bð Þ

  ∀ m0  , P m0   , mð Þ : P m0  , að Þ ! P m 0  , bð Þ,

     that is, for every part m0      of holds that: ifm m 0               is inside it is inside . Here the last two steps follow by (2)a b

    a consequence of (A9) .

12

     Fuzzy Systems - Theory and Applications



   i vð Þ ¼ a vð Þ, for�v V∈ C

  i cð Þ ¼ 1T   i cð Þ,

 With 1 T       i cð Þthe pseudo-complement of the lattice

  i c ⊓ dð Þ ¼ t i cð Þ, i dð Þð Þ

  i c ⊔ dð Þ ¼ s i cð Þ, i dð Þð Þ

  I c ⊑ dð Þ ¼ 1 iff� �i cð Þ≼ i dð Þ

    I ¬ϕð Þ ¼ 1 I ϕð Þ

       I ϕ ψ∧ð Þ ¼ min I ϕð Þ, I ψð Þð Þ

     I ϕ ψ∨ð Þ ¼ max I ϕð Þ, I ψð Þð Þ

            It only remains to show that the context term operators indeed support the
 lattice requirements.

        4.4 Proof: context logic with local, guarded weak supplementation
   characterizes a bounded lattice

            For the purpose of completeness, the proofs are listed here in detail. However,
             the results are part of basic, fundamental lattice theory and no novelty is claimed.

               We prove that and fulfill the laws for a bounded lattice. We start by⊓ ⊔

             showing that fulfills the laws of a semilattice: is idempotent (7), associative⊓ ⊓

          (8), commutative (9), and has as its neutral element (46).⊤

     a a a⊓ ¼ (43)

 a ⊓       b c⊓ð Þ ¼ a b⊓ð Þ⊓ c (44)

       a b b a⊓ ¼ ⊓ (45)

    a a⊓ ⊤ ¼ (46)

         These properties hold, since directly translates into :⊓ ∧

τ PL
CL    ⊤ ⊑ c d m⊓ ,ð Þ ¼ τPL

CL   ⊤ ⊑ c m,ð Þ∧ τ PL
CL  ⊤ ⊑ d m,ð Þ

   We show the translations:

τ PL
CL      a a a m⊓ ¼ ,ð Þ  ∀P m0   , mð Þ : P m 0   , að Þ∧ P m0  , að Þ $ P m 0  , að Þ

τPL
CL         a b c⊓ ⊓ð Þ ¼ a b⊓ð Þ⊓ c m,ð Þ  ∀P m0   , mð Þ : P m0   , að Þ∧ P m0   , bð Þ∧ P m0  , cð Þð Þ

 $ P m0   , að Þ∧ P m 0   , bð Þð Þ∧ P m0  , cð Þ

τ PL
CL        a b b a m⊓ ¼ ⊓ ,ð Þ  ∀P m0   , mð Þ : P m0   , að Þ∧ P m0  , bð Þ

 $ P m0   , bð Þ∧ P m0  , að Þ

τPL
CL     a a m⊓ ⊤ ¼ ,ð Þ  ∀P m 0   , mð Þ : P m0    , að Þ∧ ⊤ $ P m 0  , að Þ

            We can see that all translations of properties are tautologies and follow directly
                from the properties of . The semantics of requires a closer look. We first note∧ ⊔

      that a basic requirement of extensionality holds:

τPL
CL   ⊤ ⊑ a m,ð Þ P m, að Þ  ∀m0  , P m0   , mð Þ : P m0  , að Þ

  ∀P m 0   , mð Þ : τ PL
CL  ⊤ ⊑ a m, 0ð Þ

(47)
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       The property (47) holds because P m, að Þ entails P m0    , að Þ for all P m 0  , mð Þ because
       of transitivity of . Also, for allP m0  , P m 0   , mð Þ: P m0       , að Þ entails P m, að Þ, since isP

reflexive.
         We can now prove the semilattice laws for .⊔

     a a a⊔ ¼ (48)

        a b c⊔ ⊔ð Þ ¼ a b⊔ð Þ⊔ c (49)

       a b b a⊔ ¼ ⊔ (50)

    a a⊔ ⊥ ¼ (51)

    When we translate idempotency (48):

τ PL
CL      a a a m⊔ ¼ ,ð Þ

  ∀m0  , P m0     , mð Þ : ð∀m″, P m″, m0    ð Þ : ∃m‴, P m‴ ″, mð Þ :

  P m‴, að Þ∨P m‴, að ÞÞ $ P m0  , að Þ

  ∀m0  , P m0     , mð Þ : ð∀m″, P m″, m0    ð Þ : ∃m‴, P m‴ ″, mð Þ :

 P m‴, að ÞÞ $ P m0  , að Þ

               we see that the translation of provides one direction of the proof. With (2), a⊔

        consequence of weak supplementation, we obtain the other direction.
           The other laws follow in a similar manner. We show associativity (49):

τPL
CL         a b c⊔ ⊔ð Þ ¼ a b⊔ð Þ⊔ c m,ð Þ  ∀m0  , P m0  , mð Þ :

  ∀m″, P m″, m0      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ∨∀miv  , P m iv  , m‴

 
:

∃m v  , P m v  , m iv
 

 : P mv  , bð Þ∨ P m v  , cð Þ

   $ ∀m″, P m″ , m0     ð Þ : ∃m‴, P m‴ ″, mð Þ : ð∀miv  , P miv  , m‴

 

∃m v  , P mv  , miv
 

 : P m v  , að Þ∨ P m v   , bð Þ∨ P m ‴, cð Þ

      By proving the following for any m0       from which the above then follows directly
      via the associativity and commutativity of :∨

  ∀m″, P m″, m0      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ∨∀miv  , P m iv  , m‴

 
:

∃m v  , P mv  , miv
 

 : P mv  , bð Þ∨ P m v  , cð Þ

    ∀m″, P m″, m0        ð Þ : ∃m‴, P m‴ ″, mð Þ : P m ‴, að Þ∨P m‴, bð Þ∨P m‴, cð Þ

    We prove in two steps.
         Proof ( ): assume we choose an arbitrary ,⊨ m″ P m″, m0    ð Þ. The antecedent says

                 that if there is an ,m‴ P m ‴ ″, mð Þ so that P m‴, að Þ or there is P m‴ ″, mð Þ so that for all
  its parts miv     , we can find m v    , so that P mv   , bð Þ or P mv         , cð Þ. If there is an ,m‴ P m ‴, að Þ,

                 the consequent holds. If there is no such ,m‴ P m ‴, að Þ, there must be an , so thatm‴

   all its parts miv    have a part m v        in or . Since each suchb c m v      is also a part of m″, we
       can conclude that for all ,m″ P m ″, m0        ð Þ there is an namely, them‴ – m v  we identified

     –, so that P m‴, bð Þ∨P m‴, cð Þ.
         Proof ( ): assume we have for each ,⫤ m″ P m″, m0    ð Þ: ,∃m‴ P m‴ ″, mð Þ :

             P m‴, að Þ∨P m‴, bð Þ∨P m ‴, cð Þ and the consequent is false. In this case, there must be
 an m 00

1            , so that P m‴, að Þmust be false for all ,m‴ P m‴, m001

 
      and that there is a part of

                 any such so that all its subparts are neither in nor in . By the premisem‴ b c

    however, we know that m001     must have a part m″

0
1   so that P m″

0
1  , b

 
∨P m″

0
1  , c

 
 . But

          since is transitive we know that for all partsP miv
1  of m″

0
1   holds either P miv

1  , b
 

or

14

     Fuzzy Systems - Theory and Applications



P m iv
1  , c

 
        . By reflexivity we moreover know that each m iv

1     has a part, namely itself,

  for which P miv
1  , b

 
 or P miv

1  , c
 

hold.
            Applying this result twice via the associativity and commutativity of , we can∨

   conclude (49) must hold:

  ∀m″, P m″, m0      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ∨∀miv  , P m iv  , m‴

 
:

∃m v  , P mv  , miv
 

 : P mv  , bð Þ∨ P m v  , cð Þ

    ∀m″, P m″, m0        ð Þ : ∃m‴, P m‴ ″, mð Þ : P m ‴, að Þ∨P m‴, bð Þ∨P m‴, cð Þ

    ∀m″, P m″, m0     ð Þ : ∃m‴, P m‴ ″, mð Þ : ð∀m iv  , P miv  , m‴

 

∃m v  , P mv  , miv
 

 : P mð v a∨P m v  bð Þ∨P m‴ , cð Þ

            Theorem 14 holds immediately given the definition of the translation for and⊔

   the commutativity of :∨

τ PL
CL       a b b a⊔ ¼ ⊔ð Þ 

ð∀m0  , P m0     , mð Þ : ∀m″, P m ″, m0    ð Þ : ∃m‴, P m‴ ″, mð Þ :

  P m‴, að Þ∨P m‴, bð ÞÞ

$ ð∀m0  , P m0     , mð Þ : ∀m″, P m″, m0    ð Þ : ∃m‴, P m‴ ″, mð Þ :

  P m‴, bð Þ∨P m‴, að ÞÞ

       Proving the neutral element property (51) requires (35).

τPL
CL     a a m⊔ ⊥ ¼ ,ð Þ

  ∀m0  , P m0     , mð Þ : ð∀m″, P m″, m0    ð Þ : ∃m‴, P m‴ ″, mð Þ :

τ PL
CL  ⊤ ⊑ a m, ‴ð Þ∨τ

PL
CL  ⊤ ⊑ ⊥, m‴ð ÞÞ

 $ τ PL
CL  ⊤ ⊑ a m, 0ð Þ

  ∀m0  , P m0     , mð Þ : ∀m″, P m″, m 0      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ∨⊥ð Þ

 $ P m 0  , að Þ

  ∀m0  , P m0          , mð Þ : ∀m‴, P m″, mð Þ : ∃m‴, P m ‴ ″, mð Þ : P m‴, að Þð Þ

 $ P m 0  , að Þ

     The proof follows immediately by (2).
           In summary, we needed (35) for proving idempotency (48) and the neutral

         element (51). Associativity (49) and commutativity (50) were proven without
 using (35).

             We have thus shown that and each create a semilattice structure over⊓ ⊔

   the x ∈VC             . When we prove the absorption laws, we see that the absorption law
             (52) can be proven without requiring (35), while the proof for the absorption law

  (53) uses it:

     a a b⊓ ⊔ð Þ ¼ a (52)

     a a b⊔ ⊓ð Þ ¼ a (53)

 For (52):

τPL
CL      a a b⊓ ⊔ð Þ ¼ a m,ð Þ

  ∀m0  , P m0   , mð Þ : ðP m0    , að Þ∧ ∀m″, P m″, m0ð Þ :

        ∃m‴, P m‴ ″, mð Þ : P m‴ , að Þð Þ∨ ∃m‴, P m‴ ″, mð Þ : P m‴, bð Þð ÞÞ

 $ P m0  , að Þ
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     we show that for any m0 :

P m0    , að Þ∧ ∀ m″, P m″ , m0      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m ‴, að Þð Þ

    ∨ ∃m‴, P m‴ ″, mð Þ : P m‴ , bð Þð Þ

  P m0  , að Þ

            Proof ( ): this holds because of transitivity (33) and reflexivity (34) of⫤ P. I f
P m0         , að Þ, is true, we know ,∀m″ P m″, m0        ð Þ : ∃m‴, P m‴ ″, mð Þ : P m ‴, að Þð Þ is also true

           and thus also the disjunct. Therefore, the whole consequent must be true.
      Proof ( ): here we already know⊨ P m0       , að Þ in the antecedent, so the consequent

  cannot be false.
  We prove (53):

τ PL
CL      a a b⊔ ⊓ð Þ ¼ a m,ð Þ

  ∀m 0  , P m0     , mð Þ : ð∀m″, P m″, m0      ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þð Þ

      ∨ ∃m‴, P m‴ ″, mð Þ : P m‴ , að Þ∧ P m‴, bð Þð ÞÞ

 $ P m 0  , að Þ

    by showing for any m0:

  ∀m″, P m″, m0      ð Þ : ∃m‴, P m ‴ ″, mð Þ : P m‴, að Þð Þ

      ∨ ∃m‴, P m‴ ″, mð Þ : P m‴, að Þ∧ P m ‴, bð Þð Þ  P m0  , að Þ

    Proof ( ): ,⊨ ∀m″ P m″, m0        ð Þ : ∃m‴, P m ‴ ″, mð Þ : P m‴, að Þð Þ∨ ∃m‴, P m‴ ″, mð Þ :ð
        P m‴, að Þ ∧ P m‴, bð ÞÞ is true iff ,∀m ″ P m″, m0       ð Þ : ∃m‴, P m‴ ″, mð Þ : P m‴, að Þð Þ is true,

   and this entails P m0           , að Þ by (2). Proof ( ): this holds by transitivity and reflexivity.⫤

            The relation between the residual and the t-norm were covered by two addi-
       tional axioms above: continuity (11) and pre-linearity (12):

         x y z x y z⊓ ⊑ � �iff ⊑ )ð Þ (54)

      x y)ð Þ⊔ y x)ð Þ ¼ ⊤ (55)

       We prove continuity (54) by translation using τPL
CL .

τ PL
CL      x y z m⊓ ⊑ ,ð Þ  τ PL

CL       x y z⊑ )ð Þ, mð Þ�translates into  :

∀m 0  , P m0   , mð Þ : P m0   , xð Þ∧ P m0  , yð Þ ! P m0  , zð Þ

  ∀m0  , P m 0    , xð Þ ! ∀m″, P m″, m0    ð Þ : ∃m‴, P m‴ ″, mð Þ :

¬∃m iv  , P m iv  , m‴

 
 : P m iv  , y
  

 ∨P m‴, zð Þ

       Proof ( ): assume the antecedent holds, and⊨ P m0    , xð Þ for some m 0   . Then, for
            ∀m″, P m‴ ″, mð Þ : … P m‴, zð Þ to be false, there must be an m001  , P m001  , m0

 
  , so that

  ∀m‴, P m‴, m001

 
 : ∃m iv  , P miv  , m‴

 
 : P m iv  , y
  

   and ,∀m‴ P m‴, m001

 
  : ¬P m‴, zð Þ.

    However, if ,∀m‴ P m‴, m001

 
 : ∃m iv  , P m iv  , m‴

 
 : P m iv  , y
  

   holds then by (2),

P m001  , y
 

    and by transitivity also P m001  , x
 

     and by the assumption thus P m001  , z
 

,
        which cannot hold since all parts ofm‴ m001    including by reflexivity m001  itself fulfill

 ¬P m‴, zð Þ.
     Proof ( ): assume the antecedent⫤ ∀m0  , P m0      , xð Þ : … P m ‴, zð Þ holds. For

∀m0  , P m0   , mð Þ : P m0   , xð Þ ∧ P m0  , yð Þ ! P m0        , zð Þ to be false, there must be m01  , P m01  , m

 
,

  so that P m01  , x

 
 and P m 01  , y

 
   must hold, but P m 01  , z

 
      must be false. But then we also

     know that ,∃m‴ P m‴ ″, mð Þ : ¬∃miv  , P miv  , m‴

 
 : P m iv  , y
  

   cannot hold for any
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  m″, P m″, m01
 

             . Thus, ,∃m‴ P m‴ ″, mð Þ : P m ‴, zð Þmust hold for all , and thus bym″

 (2) P m01  , z
 

.
   We prove pre-linearity (55):

τPL
CL       x y)ð Þ⊔ y x)ð Þ ¼ ⊤, mð Þ 

∀m0  , P m 0     , mð Þ : ½∃m″, P m″, m0     ð Þ : ∀m‴, P m‴ ″, mð Þ : ∃m iv  , P m iv  , m‴

 
:

¬∃mv  , P m v  , miv
 

 : P m v  , xð Þ
 

∨P m iv  , y
 



  ∨ ∃½ m″, P m″, m 0
    ð Þ : ∀m‴, P m‴ ″, mð Þ : ∃miv  , P m iv  , m‴

 
:

¬∃mv  , P m v  , miv
 

 : P m v  , yð Þ
 

∨P miv  , x
 



   by showing for anym0  , P m0  , mð Þ :

  ¬ ,½∃m″ P m″, m 0     ð Þ : ∀m‴, P m‴ ″, mð Þ : ∃m iv  , P miv  , m‴

 
:

¬∃m v  , P m v  , miv
 

 : P m v  , xð Þ
 

∨P m iv  , y
 



  ⊨ ∃½ m″, P m″, m0     ð Þ : ∀m‴, P m‴ ″, mð Þ : ∃miv  , P m iv  , m‴

 
:

¬∃m v  , P m v  , miv
 

 : P m v  , yð Þ
 

∨P miv  , x
 



     Proof: we obtain for the antecedent:

  ∀m″, P m″, m0     ð Þ : ∃m‴, P m‴ ″, mð Þ : ∀miv  , P m iv  , m‴

 
 : ∃m v  , P mv  , miv

 
 : P m v  , xð Þ

 
∧

¬P miv  , y
 

       Since this holds for all ,m″ P m″, m0     ð Þ it also holds for m0     itself, i.e., it follows that:

  ∃m‴, P m‴, m0  ð Þ : ∀miv  , P miv  , m‴

 
 : ∃mv  , P m v  , m iv

 
 : P mv  , xð Þ

 
 ∧ ¬P m iv  , y
 

        We rename the variables to better show the structure:

  ∃m″, P m″, m0      ð Þ : ∀m‴, P m‴ ″, mð Þ : ¬P m‴, yð Þ∧ ∃ miv  , P miv  , m‴

 
 : P m iv  , x
  

    ∃m″, P m″, m0      ð Þ : ∀m‴, P m‴ ″, mð Þ : ¬P m‴, yð Þð Þ∧

   ∀m‴, P m‴ ″, mð Þ : ∃miv  , P miv  , m‴

 
 : P m iv  , x
   

  and by (2):

    ∃m″, P m″, m 0        ð Þ : ¬ ,∃m‴ P m‴ ″, mð Þ : P m‴, yð Þð Þ∧ P m″, xð Þ:

    We now know that m0                 has a part that is in and none of its parts is in . Withm″ x y
               P m″, xð Þ, however we also know by transitivity of that all parts ,P m‴ P m‴ ″, mð Þ

             fulfill P m‴, xð Þ, and thus by reflexivity of that there is anP m iv  , P m iv  , m‴

 
 , namely

miv        ¼ m m‴, for each ‴, which fulfills P m iv  , x
 

    . Moreover, since all parts

mv  , P m v  , miv
 

          are by transitivity also parts of , we know that ¬m″ ∃mv  , P mv  , m iv
 

:

P m iv  , y
 

 and thus:

  ∃m″, P m″, m0     ð Þ : ∀m‴, P m‴ ″, mð Þ : ∃m iv  , P miv  , m‴

 
 : ¬∃m v  , P mv  , miv

 
 : P mv  , yð Þ

 
∧

P m iv  , x

 
,

   which entails the consequent.
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       4.5 A note on mereological and ontological status

          The mereologically interested reader may notice that adding even the weakened
           variant of the weak supplementation principle is sufficient to collapse context logic

                term structures to a single level by (2). The reason for this is that the weak supple-
        mentation principle considerably strengthens the expressiveness of negation, which

            given the principle always ensures the existence of a fully negative individual. This
            is the case, although our system mereologically speaking is an MM system, i.e.,

          supports M1-M4 [30] only, with M4 acting as an axiom schema.
               We may note also, that we need not ensure product (M5) or sum (M6) to exists,

                nor do we need or posit a universal or null object to exist. The symbols⊤ ⊥

                 ⊤ ⊥ ⊓ ⊔, , , , are, so to speak, syntactic sugar only. The assumed mereology thus “ ”

            is slightly weaker than MM and ontologically careful and minimalistic. For a deeper
   discussion, cf. [30, 31].

   4.6 Example: set-theoretical model

           To make the discussion more concrete, we briefly sketch a set-theoretical inter-
            pretation. An example of a suitable model is the set-theoretic lattice, assuming the

               set of all subsets of a base universe as the universe for the interpretation of the
 translation τ PL

CL                ϕ, mð Þ of a context formula , and mapping to (17), to (18),ϕ t ∩ s ∪

             and the residual according to (19). Note that, within this interpretation, the vari-r

  ables ,m m0               , etc., as well as the constants , , , etc. of the translationa b c τ PL
CL  ϕ, mð Þ

            range over sets, not elements, of the base universe. With a set-theoretical model

            I i a U B, , , , ,⊆ , ,∩ ∪ð Þ, where 2U ⊆ B       for , the base set, we get:B

  i vð Þ ¼ a vð Þ� �for v ∈VC

  i cð Þ ¼ 1 T     i cð Þ ¼ B i cð Þ

  i c ⊓ dð Þ ¼ t i cð Þ, i dð Þð Þ ¼ i cð Þ∩i dð Þ

  i c ⊔ dð Þ ¼ s i cð Þ, i dð Þð Þ ¼ i cð Þ∪i dð Þ

  I c ⊑ dð Þ ¼ 1 iff� �i cð Þ⊆ i dð Þ

    I ¬ϕð Þ ¼ 1 I ϕð Þ

       I ϕ ψ∧ð Þ ¼ min I ϕð Þ, I ψð Þð Þ

     I ϕ ψ∨ð Þ ¼ max I ϕð Þ, I ψð Þð Þ

               We can show that, if the canonical interpretation , , , , , ,I i a U ⊆ B ∩    , ∪ð Þ is a model
            for formula , then there is a corresponding predicate logic model forϕ τPL

CL  ϕ, mð Þ

    with interpretations for ,m m0    from 2U ⊆ B   ∅f g       , interpreting as and individ-P ⊆

   uals v V∈ C       using an assignment function a : V C  ! 2 B      . While we allow the constants
  v V∈ C           to be empty, the variables used to describe their extension cannot.

            The pre-order axioms for obviously hold for . Also, the weakP ⊆

     supplementation principle holds for :⊆

  ∀ ∀x : x0    ⊆ x x:
0    ⊆ a x! 0  ⊆ bð Þ

∧ ∃ x0    ⊆ x x:
0    ⊆ ∧b ¬x 0  ⊆ að Þ

 ! ∃x0    ⊆ x x:
0    ⊆ ∧ ∃b ¬ x0

0
 ⊆ x0  : x0

0
 ⊆ a

 
:

    Proof: assume a set x0     ⊆ x xsupports that 0    ⊆ a ximplies 0       ⊆ b, and there is a set
x01    ⊆ x xsupporting 0

1     ⊆ b xbut not 0
1       ⊆ a x. We can then construct 0

2    ⊆ x xas 0
2  ¼ x01   a,

   which supports that x02        ⊆ b xand none of its subsets 00
2  ⊆ x02  supports x 002  ⊆ a.
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          We prove that , , over non-empty sets ,∩ ∪  m m0     , fulfill the characteristicm″

         properties for translations for , , , respectively:⊓ ⊔ 

           m a b m a m b⊆ ∩  ⊆ ∧ ⊆ (56)

    m a b m⊆ ∪  ∀ 0      ⊆ ∃ ⊆m : m″ m 0
      : m a m b″ ⊆ ∨ ″ ⊆ (57)

     m a m⊆   ∀ 0      ⊆ ∃ ⊆m : ¬ m″ m0     : m a″ ⊆ (58)

                The case of (20) is immediately clear. For (21), we look at the definition of in∪

         terms of elements , which we call :P B∈ points

            m a b P m P a P b⊆ ∪  ∀ ∈ : ∈ ∨ ∈

  ∀m0      ⊆ ∃ ∈m : P m0      : P a P b∈ ∨ ∈

  ∀m0      ⊆ ∃ ⊆m : m″ m0      : m a m b″ ⊆ ∨ ″ ⊆

                    Proof ( ): if the points in are in or in in the first step, then, since the⊨ m a b m0 are
     non-empty, it follows that each m0              ⊆ m a bhas a point either in or in . In the second

         step, if there is a point in eachP m0                , that is in or in , then there is a seta b m m″ ⊆ 0,
               namely the singleton containing , for which or must hold.P m a″ ⊆ m b″ ⊆

      Proof ( ): assume that for every⫤ m0        , there is a non-empty m m″ ⊆ 0      , with orm a″ ⊆

                    m b m P a P b″ ⊆ , then, since ″ non-empty, it must have a point ∈ or ∈ . Since this
     holds for all non-empty sets m0         , including all singleton sets, which have only one

         element, it must hold for all points .P m∈

                For (22), we similarly look at the definition of in terms of elements of , i.e., m
points:

           m a P m P a⊆   ∀ ∈ : ¬ ∈

  ∀m0      ⊆ ∃ ∈m : ¬ P m0    : P a∈

  ∀m0      ⊆ ∃ ⊆m : ¬ m″ m0  : m0  ⊆ a

         Proof ( ): the property carries over to all parts⊨ m0       of in the second step. Them
        third step follows, because any set m m″ ⊆ 0        must be non-empty, and if it contains a

           point, cannot be true, since no point inm a″ ⊆ m0       is in and is transitive.a ⊆

                  Proof ( ): as in the proof for , we can argue over singleton sets. If for all sets⫤ ⊔

m0                   , no subset is subset of , then this also holds for the singletons, and thus no setm″ a
m0               has a point in , but this again holds also for singleton setsP a m0     ⊆ m, and thus all

     points of are outside .m a
            We have thus seen that the set-thoretical standard model is a concrete example

        of a structure for interpreting context terms and formulae.

    5. A fuzzy context logic

             The key to the proposed fuzzy context logic is to additionally provide a fuzzy
               interpretation for the atomic formulae, via the symbol . To do that, we need a⊑

             residual that takes two elements from the context lattice and produces a fuzzy value
               in 0, 1½ . Then we can apply one of the well-known standard fuzzy semantics to the

 formula level.
          The fuzzy semantics is defined by two lattices: a bounded lattice

L T  , ≼ T  , t T  , sT , 1 T        ð Þ for the term level, and another bounded lattice
L F  , ≼ F  , sF  , t F  , r F , 1F   ð Þ, where LF         ¼ 0, 1½  for the formula level together with the

    interpretation functions a : V C  ! L T      for context variables, i : T C  ! L T  for terms,
   and I : LC  ! L F           for formulae. We interpret the terms as before based on LT :

19

    Towards a Fuzzy Context Logic
 DOI: http://dx.doi.org/10.5772/ TexLi.9I 5624



   i vð Þ ¼ a vð Þ, for�v V∈ C

  i cð Þ ¼ 1T   i cð Þ,

  with the 1T    i cð Þterm-level pseudo-complement

 i c ⊓ dð Þ ¼ tT  i cð Þ, i dð Þð Þ

 i c ⊔ dð Þ ¼ sT  i cð Þ, i dð Þð Þ:

         We will need to characterize a fuzzified variant of ≼ T    to obtain atomic formulae
        that can have a value outside of {0, 1}:

 I c ⊑ dð Þ ¼ ≼ TF  ði cð Þ, i dð Þ:

             On this basis, the interpretation of formulae can then follow one of the standard
     models of fuzzy logic in LF :

 I ¬ϕð Þ ¼ 1F    I ϕð Þ

   I ϕ ψ∧ð Þ ¼ t F    I ϕð Þ, I ψð Þð Þ

 I ϕ ψ∨ð Þ ¼ s F    I ϕð Þ, I ψð Þð Þ

       The key is to provide a function ≼ TF  : L T   LT  ! LF    for connecting the fuzzy
             term and formula layers. As usual, we want the relation to be conservative with

          respect to the classical partial order relation on the classical cases:

≼ TF  x y,ð Þ ¼ 1F  iff�x ≼Ty:

≼ TF  x x,ð Þ ¼ 1F   holds for all  � �x L∈T:

 If ≼ TF  x y,ð Þ ¼ 1F  �and ≼TF  y x,ð Þ ¼ 1F    for ,�x y L∈ T   � �then x y¼ :

 If ≼ TF  x y,ð Þ ¼ 1 F  �and ≼TF  y z,ð Þ ¼ 1 F  �then also  ≼TF  x z,ð Þ ¼ 1 F :

        What is a good choice depends on both LT  and L F      , and given a particular choice,
           different functions may support this weak restriction. A candidate for spatial appli-

  cations for LT  ¼ 2B       for a base set andB LF        ¼ 0, 1½  is a fuzzified variant of the
           qualitative granular relation systems proposed in [32]. Here, several types of gran-

           ular relations between regions are distinguished based on an absolute ranking of
                sizes, such as the largest circle a spatial region is contained in, or its diameter, or the

           length of an interval. Complementing topological notions, such as or ,part-of overlap
     granular relations can be defined [32]:

               • Two regions are iff they overlap but only in a part smaller than grain-adjacent
size.

             • Two regions are iff they differ only in a part smallerspatially indistinguishable
 than grain-size.

             • Two regions iff they overlap in a part larger than grain-sizerelevantly overlap
       and differ in a part larger than grain-size.

            We can generalize this notion using a 0, 1½  perspective instead of a discrete
            partitioning of the space of possible overlap-relations. For the example of a set-

             theoretical model, we could proceed, e.g., to find a fuzzification of into a⊆

 function ⊆ TF          mapping to 0, 1½  by assessing the largest difference between two
             arguments , in comparison to the diameter of . The intervals 14, 46x y x ð  and
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              14, 46½ Þ, for instance differ only in boundary points. The intervals 11, 34x ¼ ð Þ and
                   y ¼ 12, 36ð Þ overlap in 12, 34x y∩ ¼ ð Þ. With the overlap 12, 34∣ ∩ ∣ ∣x y ¼ ð Þ∣ ¼ 12 and

                ∣ ∣ ∣x ¼ 11, 34ð Þ∣ ∣ ∩ ∣ ∣ ∣¼ 13, this is an overlap of x y = x ¼ ¼12 13= 92%.
         Generally, we can employ a granularity function γ : LT  ! 

þ   to compute a
    mapping from entities of LT  to þ            . Based on this, we can use a suitable function r :

LT  ! L F             to make the transition between the term layer and the formula layer in
              such a way that it also connects appropriately to the basic properties of the residual

rF     , e.g., by employing r F itself:

≼ TF  x y,ð Þ ¼ r F    γ xð Þ, γ x y∩ð Þð Þ:

            We obtain a fully specified family of fuzzy context logics. Note that with
rF  ¼ rprod      , we receive the conditional probability:

rprod    γ xð Þ, γ x y∩ð Þð Þ ¼
 γ x y∩ð Þ

 γ xð Þ
¼

  1 if�x y⊆

 γ x y∩ð Þ

 γ xð Þ
otherwise

8
<

:

 For r F  ¼ rmin  we obtain:

rmin    γ xð Þ, γ x y∩ð Þð Þ ¼
   1 iff�x y⊆

 γ x y∩ð Þ otherwise :



           Among the potential applications, a two-layered fuzzy logic can help to reason
            about fuzzy logic systems. The base logic being decidable for the classical semantics,

              we can, at least for the classical case, make absolute guarantees for a given system.
              We can prove whether a given fuzzy system, e.g., the output of a machine learning

            mechanism, such as an ANFIS, together with a description of possible situations in
            the domain and desirable properties yields a tautology, thus proving that the system

            has the desirable properties under all possible circumstances. If we are interested in
              gaining an understanding of systems that are not tautological in this sense, so as to

          obtain, e.g., degrees of possibility of failure under certain circumstances, more
     advanced fuzzy proof methods are required.

 6. Conclusions

           This chapter illustrated that the lwo-layered logic context logic and fuzzy logic
              can be combined in a meaningful way. We first mapped both logics to a predicate

          logical background language, so as to highllight their commonalities and differences
             and to obtain a background compatible with both. In both cases, we discussed a

           common set-theoretical model that can be used to interpret the background lan-
           guage. We formally proved that the lattice-based generalized -norms of fuzzy logict

             provide a suitable semantics for the term-layer of context logic. To do this, we
           expressed context logic in terms of a single pre-order relation that additionally

          supports the weak supplementation principle and showed that, with this translation
           providing semantics, context logic fulfills the properties of a residuated lattice. We

        also derived that the language is decidable in EXPSPACE.
           The formula-layer of context logic could then additionally be imbued with a

           0, 1½ -based fuzzification. Proposals for adding either the product -norm or thet
           minimum -norm for the formula layer on top of the lattice-based generalizedt

            t-norm of the context term layer were suggested, and a mechanism for combining
        this with granularity to further expand expressiveness was discussed.
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Chapter 5

Modified   Expression   to  Evaluate
the   Correlation   Coefficient   of  Dual

Hesitant   Fuzzy   Sets   and  Its
Application   to  Multi-Attribute

Decision  Making
Akanksha  Singh

Abstract

The   main   objective   of   this   paper   is   to   understand   all   the   existing  correlation 
coefficients   (CoCfs)   to   determine   the   relation   and   dependency   between   two  vari-

ables   of   the   fuzzy   sets   and   its   extensions   for   solving   decision-making   (DM)  prob-
lems.   To   study   the   weighted   CoCfs   between   two   variables   the   environment  chosen 

here   is   dual   hesitant   fuzzy   set   (DHFS)   which   is   a   generalization   of   a   fuzzy   set  which 
considers   the   hesitant   value   of   both   the   membership   and   non-membership  elements 

of   a   set.   Although   there   exists   CoCfs   for   DHFS   but   a   detailed   mathematical  analysis 
suggests   that   there   exists   some   shortcomings   in   the   existing   CoCfs   for   DHFS.  Thus, 

an   attempt   has   been   made   to   properly   understand   the   root   cause   of   the  posed 
limitation   in   the   weighted   CoCfs   for   DHFS   and   hence,   modified   weighted   CoCfs  for 

DHFS   has   been   proposed   for   solving   DHFS   multi-attribute   decision  making
(MADM)   problems   i.e.,   DM   problems   in   which   rating   value   of   each   alternative  over 

each   criterion   is   represented   by   a   DHFS   in   the   real-life.   Also,   to   validate   the  pro-
posed   expressions   of   weighted   CoCfs   for   solving   DHFS   MADM   problems,  an 

existing   real-life   problem   is   evaluated   and   a   systematic   comparison   of   the   solution  is 
presented   for  clarification.

Keywords:   decision-making,   dual   hesitant   fuzzy   set,   correlation  coefficient, 
multi-attribute  decision-making

 1. Introduction

                                Decision-making is a process which has a wide range of real-life applications
                          which requires a great precision for desirable outcomes. Real-world applications

                    like supply chain management, marketing management, healthcare, telecommuni-
                       cation, finance, energy, banking, forestry, pattern recognition, investment, person-

                                      nel selection etc., has a set of data which includes information with both certainties
                                      and uncertainties. The study of uncertainties can be handled well by fuzzy sets [1]
                                 and its extensions [1 7], thus measures of decision-making helps in removing and–

                          controlling the existing constraints or uncertainties, it increases productivity, helps
        in better coordination etc.
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           To rank fuzzy sets and its generalizations there exists various ranking measures
         like distance measures, similarity measures, score function, accuracy function, cer-

          tainty function, divergence measure, CoCfs etc. Although in literature there exist
             expressions to evaluate the CoCf between fuzzy sets and many of its extensions as

             proposed by several researchers like, the CoCf between two fuzzy sets [8], the CoCf
          between two intuitionistic fuzzy sets [9 17], the CoCf between two interval-valued–

          intuitionistic fuzzy sets [18], the CoCf between two Pythagorean fuzzy sets
           [19, 20], the CoCf between two intuitionistic multiplicative sets [21], the CoCf

            between two hesitant fuzzy sets [22 27], the CoCf between two dual hesitant fuzzy–

           sets [28 30] etc.. Ye [29] proposed an expressions for evaluating the weighted–

            CoCfs between two DHFSs and solved a real-life problem (finding the best invest-
            ment company) where the uncertainty is represented as a DHFS. However, after a

           deep study, it is observed that some mathematical incorrect assumptions are con-
             sidered in the existing weighted CoCf and hence it is scientifically incorrect to apply

            existing weighted CoCf in real-life MADM problems for DHFSs in its present form.
              This limitation is a real motivation to modify the CoCfs for DHFSs which would be

          applicable for the evaluation of the real-life problems. Considering the existing
            weighted CoCf [29] for solving DHFSs MADM problems as a base, a modified
            weighted CoCf for DHFSs is proposed and using the modified expressions, the exact

            results of the real-life problem, considered in the existing paper [29] have been
obtained.

            The paper is organized as follows. Section 2. Preliminaries. Section 3. A brief
             review of the existing CoCf of DHFSs is presented here. Section 3.1. Gaps in

         the existing weighted CoCf for DHFSs. Section 3.2. Mathematical incorrect
           assumptions. Section 4. It proposes the modified CoCf for DHFSs. Section 5.

             Origin of the proposed CoCf for the DHFSs is discussed here. Section 6. It
           presents the exact solution to the existing real-life problem. Section 7. Advantages

           of modified CoCf for DHFSs. Section 8. Discussion and Concludes the presented
paper.

 2. Preliminaries

          This section states some requisites concerned with the DHFSs and the
         correlation coefficients while applying in the real-life application during DM

process.
    Definition 2.1 [31] A set ~    A x,¼ μ ~A xð Þ

 
     jx X, 0∈ ≤ μ ~A  xð Þ ≤ 1

 
   , defined on the

            universal set XX, is said to be an fuzzy set (FS), where μ ~A   xð Þ represents the degree
      of membership of the element x xin ~A.

    Definition 2.2 [1] A set ~    A x,¼ μ ~A  xð Þ , ν~A xð Þ
 

     jx X, 0∈ ≤ μ ~A  xð Þ ≤ 1,


  0 ≤ ν ~A   xð Þ ≤ 1, μ ~A xð Þ þ ν ~A             xð Þ ≤ 1 , defined on the universal set X, is said to be ang
     intuitionistic fuzzy set (IFS), where, μ ~A  xð Þ and ν ~A    xð Þ represents the degree of

          membership and degree of non-membership respectively of the element x in ~  A. The
 pair μ ~A  , ν ~A

 
          is called an intuitionistic fuzzy number (IFN) or an intuitionistic fuzzy

  (IFV), where, μ ~A    ∈ 0, 1½ , ν ~A    ∈ 0, 1½ , μ ~A  þ ν ~A  ≤ 1.
            Definition 2.3 [29] Let X be an initial universe of objects. A set ~    A on X defined

as ~    A x,¼ μ ~A x sð Þ

  

  jx X∈

 

        is called a hesitant fuzzy set (HFS), where μ ~A x sð Þ

 

 is a
   mapping defined by μ ~A x sð Þ

 

     : X 0, 1! ½  here, μ ~A x sð Þ

 

     is a set of some different
   values in [0,1] and 0 s0         represent the number of possible membership degrees of the

   element x ∈ X to ~      A. For convenience, we call μ ~A x sð Þ

 
    as a hesitant fuzzy element

(HFE).
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            Definition 2.4 [29] Let X be an initial universe of objects. A set ~     A on X then for
   a given HFE μ ~A x sð Þ 

         , its lower and upper bounds are defined as μ
~A x sð Þ 

¼
 min μ ~A x sð Þ 

 and μ þ
~A

x sð Þ 
  ¼ max μ~A x sð Þ 

  , respectively, where 0 s0  represent the

          number of possible membership degrees of the element x ∈ X to ~A.
            Definition 2.5 [29] Let X be an initial universe of objects. A set ~      A on X then for a

  given HFE μ ~A x sð Þ 
, A env μ ~A x sð Þ  

     is called the envelope of μ ~A x sð Þ 
 which is

  denoted as μ
~A  , 1  μ þ

~A

 
     , with the lower bound μ

~A    and upper bound μ þ
~A

 . Also,

Aenv μ ~A x sð Þ  
        establishes the relation between HFS and IFS i.e., A env μ ~A x sð Þ  

¼
 x, μ~A x sð Þ 

 , ν ~A x sð Þ   
  , where μ ~A x sð Þ 

 ¼ μ
~A  and ν ~A x sð Þ 

   ¼ 1 μ þ
~A

.

      Definition 2.6 [29] For a HFE μ ~A  , s μ~A

 
¼ 1

 l μ~Að Þ

 P
  γ μ∈ ~A

    γ is called the score

  function of μ ~A    , where l μ ~A

 
       is the number of the values in μ ~A      . For any two HFEs μ ~A1

 and μ ~A 2
         , the comparison between two HFEs is done as follows:

   i. If s μ~A 1

 
  > s μ ~A 2

 
  , then μ ~A1

 > μ~A2
.

   ii. If s μ ~A 1

 
  ¼ s μ ~A2

 
  , then μ ~A 1

 ¼ μ ~A2
.

 Let μ ~A1
 and μ ~A2

      be two HFEs such that l μ ~A 1

 
  6¼ l μ ~A2

 
     . For convenience, let l ¼

  max l μ ~A1

 
 , l μ ~A 2

 n o
          , then while comparing them, the shorter one is extended by

                adding the same value till both are of same length. The selection of the value to be
           added is dependent on the decision makers risk preferences. For example (adopted

   from 28), let μ ~A1
   ¼ 0 1, 0 2, 0 3: : :f g  , μ ~A2

  ¼ 0 4, 0 5: :f g   and l μ ~A 1

 
  > l μ ~A 2

 
   , then for the

   correct arithmetic operations μ ~A2
    must be extended to μ ~A2

0    , i.e. either μ ~A2

0 ¼
  0 4, 0 5, 0 5: : :f g     as an optimist or μ ~A2

0    ¼ 0 4, 0 4, 0 5: : :f g     as a pessimist depending on
           the risk taking factor of the decision-maker though their results would vary

definitely.
    Definition 2.7 [29] A set ~     A on X defined as ~    A x,¼ μ ~A x sð Þ 

 , ν~A x tð Þ  
  jx X∈

 
is

    called a DHFS, where, μ ~A x sð Þ 
 , ν ~A x tð Þ 

     is a mapping defined by μ ~A x sð Þ 
 , ν ~A x tð Þ 

:

     X 0, 1! ½  , here μ~A x sð Þ 
 , ν ~A x tð Þ 

        is a set of some different values in [0,1], 0 s 0

       represent the number of possible membership degrees and 0 t0   represent the number
          of possible non membership degrees of the element x ∈ X to ~    A. For convenience, we

   call d ¼ μ~A x sð Þ 
 , ν ~A x tð Þ  

      as a dual hesitant fuzzy element (DHFE).

    Definition 2.8 [29] Let d 1  ¼ μ ~A 1
 , ν ~A 1

n o
 and d2  ¼ μ~A2

 , ν ~A 2

n o
  be any two

       DHFEs, then the score function for DHFSs di      i 1, 2¼ð Þ is defined as

s dið Þ ¼ 1

 l μ ~Ai

 

0

@

1

A P
  γ μ∈ ~A i

 γ  1

 m ν ~A i

 

0

@

1

A P
  η ν∈ ~Ai

        η i ¼ 1, 2ð Þ and the accuracy function for

 DHFSs di       i 1, 2¼ð Þ is defined as p dið Þ ¼ 1

 l μ ~A i

 

0

@

1

A

P
  γ μ∈ ~Ai

 γ þ 1

 m ν ~Ai

 

0

@

1

A

P
  η ν∈ ~Ai

    η i ¼ 1, 2ð Þ

  where l μ ~A i

 
  and m ν ~Ai

 
       are the number of the values in μ ~Ai

 and ν~A i
respectively.

    For any two DHFEs d 1  and d2         , the comparison between two DHFEs is done as
follows:
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   i. If s d1  ð Þ > s d 2   ð Þ , then d 1  > d2 .

   ii. If s d 1ð Þ ¼ s d2        ð Þ , then check the accuracy function of DHFSs

  1. If s d 1  ð Þ > s d 2   ð Þ , then d 1  > d 2 .

  2. If s d 1ð Þ ¼ s d 2   ð Þ , then d 1  ¼ d 2.

      Definition 2.9 [29] Correlation coefficient of HFSs.
              The values in HFEs are generally not in order, so they are arranged in descending

    order i.e., for HFE μ ~A              , let 1, 2,σ : … , nð Þ ! 1, 2, … , nð Þ be such that μ ~  A jσ ð Þ  ≥ μ ~  A j 1σ þð Þ
         for j 1, 2, 1 and¼ … , n  μ ~  A jσ ð Þ       be the jth largest value in μ ~A .

     Definition 2.9.1 Let X x¼ 1, x 2   , … , x nf g         be an initial universe of objects and a set
~     A on X defined as ~    A x,¼ μ ~A x sð Þ  

  jx X∈
 

      be a HFS, then the information energy

of ~     A is defined as E HFS
~A
 

¼
P n

i 1¼
1

l i

Pli
j 1¼ μ2

~  A jσ ð Þ xið Þ
 

  , where li   ¼ l μ ~A xið Þ
 

denotes

       the total number of membership values in μ~A xið Þ , xi  ∈ X.

     Definition 2.9.2 Let X x¼ 1 , x 2   , … , xnf g       be a universal set and a set ~  A ¼
 x, μ~A x sð Þ  

  jx X∈
 

and ~    B x,¼ μ~B x sð Þ  
  jx X∈

 
       be any two HFSs on X, then the

 correlation between ~  A and ~     B is defined by C HFS
~A, ~B
 

¼
Pn

i 1¼
1
li

Pli
j 1¼ μ ~  A jσ ð Þ x ið Þ μ ~  B jσ ð Þ x ið Þ

 
 where l i    ¼ max l μ~A x ið Þ

 
 , l μ ~B xið Þ
  

 for each

xi      ∈ X. Also, when l μ ~A x ið Þ
 

  6¼ l μ ~B xið Þ
 

        , then they can be made equal by adding
           number of membership values in HFE which has least number of membership

               values in it. This can be done by adding the smallest membership values to make the
   lengths of both HFE ~  A and ~     B equal i.e. l μ~A x ið Þ

 
  ¼ l μ ~B xið Þ
 

  . For example, ~  A ¼
  0 3, 0 6, 0 8: : :h if g and ~    B 0 5, 0 4¼ : :h if g          , be any two HFSs and their lengths are not

       equal therefore it can be made equal as ~     A 0 3, 0 6, 0 8¼ : : :h if g and ~  B ¼
  0 5, 0 4, 0 4: : :h if g respectively.

     Definition 2.9.3 Let X x¼ 1 , x 2   , … , x nf g       be a universal set and a set ~  A ¼
 x, μ ~A x sð Þ  

  jx X∈
 

and ~    B x,¼ μ~B x sð Þ  
  jx X∈

 
      be any two HFSs on X, then

   the correlation coefficient between ~  A and ~    B is defined by

ρHFS
~A, ~B
 

¼ C HFS ~A, ~Bð Þffiffiffiffiffiffiffiffiffiffiffiffiffi
EHFS ~Að Þ
 p ffiffiffiffiffiffiffiffiffiffiffiffiffi

E HFS ~Bð Þ
p ¼

Pn

i 1¼
1
l i

Pli
j 1¼

μ ~  A jσ ð Þ xið Þ μ ~  B jσ ð Þ xið Þ
 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼
1

l i

Pli
j 1¼ μ2

~  A jσ ð Þ
x ið Þ

  r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼
1
l i

Pli
j 1¼ μ2

~  B jσ ð Þ
xið Þ

 r
:

      Definition 2.10 [29] Correlation coefficient of DHFSs.
             The values in DHFEs are generally not in order, so they are arranged in

       descending order i.e., for DHFE d ¼ μ ~A  , ν ~A

 
          , let 1, 2,σ : … , nð Þ ! 1, 2, … , nð Þ be

  such that μ~  A sσ ð Þ  ≥ μ ~  A s 1σ þð Þ          for s 1, 2, 1, and¼ … , n  μ ~  A sσ ð Þ   be the sth   largest value in
μ~A              ; let 1, 2,δ : … , mð Þ ! 1, 2, … , mð Þ be such that ν~  A tδ ð Þ  ≥ ν ~  A t 1δ þð Þ   for t ¼

      1, 2, 1, and… , m  ν ~  A tδð Þ   be the tth    largest value in ν ~A .
     Definition 2.10.1 Let X x¼ 1 , x 2   , … , x nf g      be an initial universe of objects

  and a set ~    A on X defined as ~    A x,¼ μ ~A x sð Þ  , ν ~A x tð Þ ,
   

  jx X∈
 

  be a DHFS,

    then the information energy of ~     A is defined as EDHFS
~A

 

¼

P

n
i 1¼

1
ki

P

k i
s 1¼ μ2

~  A sσ ð Þ xið Þ þ 1
li

P

l i
t 1¼ ν 2

~  A tσ ð Þ x ið Þ
 

  , where ki   ¼ k μ ~A x ið Þ
 

  denotes the total

     number of membership values in μ ~A x i  ð Þ and l i   ¼ l ν ~A x ið Þ
 

   denotes the total number
    of non-membership values in ν~A x ið Þ respectively.
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     Definition 2.10.2 Let X x¼ 1, x 2   , … , x nf g       be a universal set and a set ~  A ¼
 x, μ ~A x sð Þ  , ν ~A x tð Þ ,

   
  jx X∈

 
and ~    B x,¼ μ ~B x sð Þ  , ν ~B x tð Þ,

   
  jx X∈

 
  be any two

      DHFSs on X, then the correlation between ~  A and ~     B is defined by CDHFS
~A, ~B
 

¼
Pn

i 1¼
1
ki

Pk i
s 1¼ μ~  A sσð Þ xið Þ μ ~  B sσð Þ x ið Þ þ 1

li

Pl i
t 1¼ ν ~  A tδ ð Þ x ið Þ ν ~  B tδð Þ x ið Þ

 
 where ki ¼

  max k μ ~A xið Þ
 

 , k μ~B x ið Þ
  

li    ¼ max l ν ~A xið Þ
 

 , l ν ~B xið Þ
  

  for each x i   ∈ X. Also,
  when k μ ~A xið Þ
 

  6¼ k μ ~B x ið Þ
 

  or l ν ~A xið Þ
 

  6¼ l ν ~B xið Þ
 

       , then they can be made equal by
              adding some elements in DHFE which has least number of elements in it. This can

          be done by adding the smallest membership values or smallest non-membership
       values to make the lengths of both DHFE ~  A and ~    B equal i.e. k μ ~A x ið Þ

 
  ¼ k μ~B x ið Þ
 

or

 l ν ~A xið Þ
 

  ¼ l ν ~B xið Þ
 

  . For example, ~    A 0 3, 0 8¼ : :f g  , 0 : :2, 0 5f gh if g and ~  B ¼
 0 1, 0 7: :f g   , 0 : : :8, 0 9, 0 4f gh if g           , be any two DHFSs and their lengths are not equal

      therefore it can be made equal as ~    A 0 3, 0 8¼ : :f g    , 0 : :2, 0, 5, 0 2f gh if g and ~ B ¼
 0 1, 0 7: :f g   , 0 : : :8, 0 9, 0 4f gh if g respectively.

     Definition 2.10.3 Let X x¼ 1, x 2   , … , x nf g       be a universal set and a set ~  A ¼
 x, μ ~A x sð Þ  , ν ~A x tð Þ ,

   
  jx X∈

 
and ~    B x,¼ μ ~B x sð Þ  , ν ~B x tð Þ,

   
  jx X∈

 
  be any two

       DHFSs on X, then the correlation coefficient between ~ A and ~    B is defined by

ρDHFS
~A, ~B
 

¼ C DHFS ~A, ~Bð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E DHFS ~Að Þ
 p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E DHFS ~Bð Þ
p

¼

P n
i 1¼

1
k i

Pki
s 1¼ μ ~  A sσð Þ x ið Þ μ ~  B sσð Þ x ið Þ þ 1

li

Pli
t 1¼ ν~  A tδ ð Þ xið Þ ν ~  B tδ ð Þ x ið Þ

 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i 1¼

1
k i

Pki
s 1¼ μ2

~  A sσð Þ
xið Þ þ 1

li

Pl i
t 1¼ ν2

~  A tσ ð Þ
xið Þ

  r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i 1¼

1
ki

Pk i
s 1¼ μ 2

~  B sσð Þ
xið Þ þ 1

li

Pli
t 1¼ ν2

~  B tσ ð Þ
x ið Þ

 r :

         3. Brief review of the existing CoCf between two DHFSs

             In the existing literature [29] it is claimed that, there does not exist any
             expression to evaluate the CoCf between two DHFSs, so to fill this gap, the

            expression 1ð Þ is proposed to evaluate the weighted CoCf between two DHFSs A ¼

h  A sσð Þ x ið Þ , g
 A tσ ð Þ xið Þ

D En o
   and B h¼  B sσð Þ xið Þ , g

 B tσð Þ xið Þ
D En o

       , where i 1, 2,¼ … , n,

         and s, t represents the number of values in h  A sσð Þ  and g  A tσ ð Þ respectively.

ρ WDHFS  A, Bð Þ ¼

Pn
i 1¼ w i

1
ki

Pki
s 1¼ h  A sσð Þ x ið Þ h  B sσð Þ x ið Þ
 

þ 1
l i

Pli
t 1¼ g

 A tσ ð Þ xið Þ g
 B tσ ð Þ x ið Þ

  

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼ w i
1

k i

Pk i
s 1¼ h2

 A sσð Þ x ið Þ
 

þ 1
li

P li
t 1¼ g 2

 A tσ ð Þ x ið Þ
   r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i 1¼ w i

1
ki

Pk i
s 1¼ h2

 B sσð Þ xið Þ
 

þ 1
li

Pl i
t 1¼ g 2

 B tσð Þ xið Þ
  r

(1)

where,

 i. wi     represents the normalized weight wi   ≥ 0, and
Pn

i 1¼ wi  ¼ 1
 

  of the ith

element.

      ii. n represents the number of elements.

 iii. h  A sσð Þ x i  ð Þ and g  A tσð Þ x i            ð Þ are two sets of some values in 0, 1½ . Out of these
 two, h  A sσð Þ xi          ð Þ represents the set of all the possible membership degree and

g  A tσ ð Þ xi         ð Þ represents the set of all the possible non-membership degree.
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 iv. k i       represents the number of values in h  A sσð Þ xið Þ .

 v. li       represents the number of values in g
 A tσ ð Þ xið Þ .

    Its claimed that if wi ¼ 1
n          for all i then the expression 1ð Þ will be transformed into

 expression 2ð Þ.

ρDHFS  A, Bð Þ ¼

P n
i 1¼

1
ki

Pk i
s 1¼ h  A sσ ð Þ xið Þ h  B sσ ð Þ x ið Þ
 

þ 1
li

Pl i
t 1¼ g  A tσð Þ x ið Þ g  B tσð Þ x ið Þ
  

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼
1
ki

P ki
s 1¼ h 2

 A sσ ð Þ xið Þ
 

þ 1
l i

Pli
t 1¼ g2

 A tσð Þ xið Þ
   r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i 1¼

1
ki

Pk i
s 1¼ h2

 B sσ ð Þ x ið Þ
 

þ 1
l i

P li
t 1¼ g 2

 B tσð Þ xið Þ
  r :

(2)

        3.1 Gaps in the existing weighted CoCf for DHFSs

               In this paper, it is claimed that the existing CoCf 1ð Þ [29] is not valid in its
                 present form. To prove that this claim is valid, there is a need to discuss the origin of

          the expressions 1ð Þ . Therefore, the same is discussed in this section.
           It can be easily verified that the expression 1ð Þ can be obtained mathematically

   in the following manner:

Xn

i 1¼
w i

1
ki

Xk i

s 1¼
h  A sσð Þ x ið Þ h  B sσð Þ x ið Þ þ

1
li

Xli

t 1¼
g  A tσ ð Þ x ið Þ g  B tσð Þ xið Þ

 !

¼
Xn

i 1¼

Xki

s 1¼
wi

1
ki

h  A sσð Þ xið Þ h  B sσð Þ x ið Þ
 

 !
þ
Xn

i 1¼

Xl i

t 1¼
wi

1
l i

g  A tσ ð Þ xið Þ g  B tσ ð Þ x ið Þ
  !

¼
Xn

i 1¼

Xki

s 1¼

ffiffiffiffiffi
w i

p
ffiffiffiffi
k i

p h  A sσð Þ x ið Þ
 !


Xn

i 1¼

Xki

s 1¼

ffiffiffiffiffi
w i

p
ffiffiffiffi
k i

p h  B sσð Þ x ið Þ
 ! !

þ
Xn

i 1¼

Xli

t 1¼

ffiffiffiffiffi
w i

p
ffiffiffi
l i

p g  A tσ ð Þ xið Þ
 !


Xn

i 1¼

Xli

t 1¼

ffiffiffiffiffi
w i

p
ffiffiffi
l i

p g  B tσð Þ xið Þ
 ! !

 Assuming, X1 ¼
Pn

i 1¼

Pki

s 1¼

ffiffiffiffi
w i

p
ffiffiffi
k i

p h  A sσð Þ xið Þ , Y1 ¼
Pn

i 1¼

Pki

s 1¼

ffiffiffiffi
wi

p
ffiffiffi
ki

p h  B sσð Þ xið Þ ,

X2 ¼
Pn

i 1¼

Pli

t 1¼

ffiffiffiffi
w i

p
ffiffi
li

p g  A tσ ð Þ x i  ð Þ and Y 2 ¼
Pn

i 1¼

Pli

t 1¼

ffiffiffiffi
w i

p
ffiffi
li

p g  B tσð Þ x ið Þ .

Xn

i 1¼
w i

1
ki

Xk i

s 1¼
h  A sσð Þ x ið Þ h  B sσð Þ x ið Þ þ 1

li

Xli

t 1¼
g  A tσ ð Þ x ið Þ g  B tσð Þ xið Þ

 !

 ¼ X 1Y 1  þ X 2Y 2ð Þ ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X 2

1  þ X2
2

 q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y 2

1  þ Y 2
2

q

≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼
Pk i

s 1¼

ffiffiffiffi
w i

p

ffiffiffi

ki

p h  A sσ ð Þ xið Þ
 2

þ
Pn

i 1¼
Pl i

t 1¼

ffiffiffiffi
w i

p

ffiffi

li

p g  A tσð Þ x ið Þ
 2

s !



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

n
i 1¼
P

ki
s 1¼

ffiffiffiffi
w i

p

ffiffiffi
ki

p h  B sσð Þ x ið Þ 

2

þ
P

n
i 1¼
P

l i
t 1¼

ffiffiffiffi
w i

p

ffiffi
l i

p g  B tσð Þ xið Þ 

2:

s !
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≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼
ffiffiffiffiffi
w i

p 2 Pki
s 1¼

h  A sσ ð Þ x ið Þffiffiffi
k i

p
 2

þ
Pli

t 1¼
g  A tσð Þ x ið Þffiffi

li

p
 2

 !vuut
0

@

1

A

0

@

1

A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼
ffiffiffiffiffi
w i

p 2 Pk i
s 1¼

h  B sσ ð Þ x ið Þffiffiffi
ki

p
 2

þ
Pl i

t 1¼
g  B tσð Þ x ið Þffiffi

l i
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Pk i
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h  B sσ ð Þ xið Þffiffiffi
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Pn
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1

k i

Pki
s 1¼ h2

 A sσð Þ x ið Þ þ 1
l i

P li
t 1¼ g2

 A tσð Þ x ið Þ
 r  


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i 1¼ w i
1

k i

Pk i
s 1¼ h2

 B sσð Þ x ið Þ þ 1
li

Pl i
t 1¼ g 2

 B tσ ð Þ x ið Þ
 r 

)
Xn

i 1¼
w i

1
ki

Xki

s 1¼
h  A sσð Þ x ið Þ h  B sσð Þ x ið Þ þ 1

l i

Xli

t 1¼
g  A tσð Þ xið Þ g  B tσð Þ x ið Þ

 !

≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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k i

Xk i
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 A sσð Þ xið Þ þ 1

l i
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 A tσ ð Þ xið Þ

 s ! !


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i 1¼ w i
1

ki

Xki

s 1¼ h2
 B sσð Þ x ið Þ þ 1

li

Xl i

t 1¼ g 2
 B tσð Þ x ið Þ

 s !
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>>>>>>><

>>>>>>>:

9
>>>>>>>=

>>>>>>>;
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Pn

i 1¼
w i

1
ki

Pk i

s 1¼
h  A sσð Þ x ið Þ h  B sσð Þ xið Þ þ 1

l i

Pl i

t 1¼
g  A tσð Þ xið Þ g  B tσð Þ x ið Þ

 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P n

i 1¼ w i
1
ki

Pki
s 1¼ h 2

 A sσð Þ xið Þ þ 1
li

Pli
t 1¼ g 2

 A tσð Þ xið Þ
 r  


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i 1¼ wi
1

ki

Pk i
s 1¼ h 2

 B sσð Þ x ið Þ þ 1
l i

Pli
t 1¼ g 2

 B tσð Þ x ið Þ
 r   

 ≤ 1:

   3.2 Mathematical incorrect assumptions

         In this section, the mathematical incorrect assumptions, considered in existing
        literature [29] to obtain the expressions 1ð Þ have been discussed.

              It can be easily verified from Section 3.1 that to obtain the expressions 1ð Þ it have
  been assumed that,

i.
Pn

i 1¼
Pki

s 1¼
wi

ki
h  A sσ ð Þ x ið Þh  B sσ ð Þ x ið Þ

 
¼

Pn
i 1¼
Pki

s 1¼

ffiffiffiffi
w i

p
ffiffiffi
k i

p h  A sσ ð Þ x ið Þ
 


Pn

i 1¼
Pki

s 1¼

ffiffiffiffi
wi

p
ffiffiffi
k i

p h  B sσ ð Þ x ið Þ
 

,

ii.
Pn

i 1¼
Pl i

t 1¼
wi
l i

g  A tσ ð Þ x ið Þ g  B tσð Þ xið Þ
 

¼
Pn

i 1¼
Pl i

s 1¼

ffiffiffiffi
wi

p
ffiffi
l i

p g  A tσ ð Þ xið Þ
 


Pn

i 1¼
Pl i

s 1¼

ffiffiffiffi
wi

p
ffiffi
l i

p g  B tσ ð Þ x ið Þ
 

iii.

P

k
s 1¼

1

ffiffi
k

p h  A sσð Þ x 1ð Þ
 

2
¼ 1

k

P

k
s 1¼ h 2

 A sσð Þ x 1ð Þ

iv.
P

l
t 1¼

1

ffi
l

p g  A tσð Þ x 1ð Þ
 

2
¼ 1

l P
l
t 1¼ g 2

 A tσ ð Þ x1ð Þ
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v.
Pk

s 1¼
1ffiffi

k
p h  B sσð Þ x1ð Þ

 2
¼ 1

k

Pk
s 1¼ h2

 B sσð Þ x1ð Þ

vi.
P l

t 1¼
1ffi

l
p g  B tσð Þ x1ð Þ

 2
¼ 1

l

Pl
t 1¼ g2

 B tσð Þ x 1ð Þ:

    Let us consider an example,
  Example 1: Let

 A ¼
x 1   , 0: : :1, 0 2, 0 5f g, 0:3f gh i, x2     , 0: : :2, 0 4, 0 6f g , 0: : :4, 0 5, 0 8f gh i,

x3     , 0: : :1, 0 2, 0 4f g, 0: : :6, 0 8, 0 9f gh i , x4     , 0: : :2, 0 4, 0 1f g, 0: : :8, 0 9, 0 6f gf gh i

( )
and

(3)

 B ¼
x1   , 0: : :2, 0 3, 0 5f g   , 0 : : :3, 0 6, 0 9f gf gh i , x2   , 0: : :2, 0 3, 0 7f g  , 0 : :1, 0 9f gf gh i,

x3   , 0: : :6, 0 3, 0 5f g   , 0 : : :9, 0 2, 0 3f gf gh i , x4 , 0:5f g , 0 :9f gf gh i

( )

          be two DHFS and let w 0 3, 0 2, 0 1, 0 4¼ : : : :ð Þ T      be the weight vector of x i   . Then, it
    can be easily verified that

Xn

i 1¼

Xki

s 1¼

w i

k i
h  A sσð Þ x ið Þ h  B sσð Þ x ið Þ
 

 !
 ¼ 0 1289,:

Xn

i 1¼

Xk i

s 1¼

ffiffiffiffiffi
w i

p
ffiffiffiffi
k i

p h  A sσð Þ xið Þ
 !


Xn

i 1¼

Xk i

s 1¼

ffiffiffiffiffi
wi

p
ffiffiffiffi
ki

p h  B sσð Þ xið Þ
 !

 ¼ 1 1335:

   It is obvious that

Xn

i 1¼

Xk i

s 1¼

wi

k i
h  A sσð Þ x ið Þh  B sσð Þ xið Þ

 !
6¼

Xn

i 1¼

Xk i

s 1¼

ffiffiffiffiffi
wi

p
ffiffiffiffi
ki

p h  A sσð Þ x ið Þ
 !


Xn

i 1¼

Xk i

s 1¼

ffiffiffiffiffi
wi

p
ffiffiffiffi
k i

p h  B sσð Þ x ið Þ
 !

:

      Also, it can be easily verified that

Xn

i 1¼

Xli

t 1¼

w i

li
g  A tσð Þ xið Þ g  B tσð Þ xið Þ
  !

 ¼ 0 4003,:

Xn

i 1¼

Xl i

s 1¼

ffiffiffiffiffi
w i

p
ffiffiffi
l i

p g  A tσ ð Þ x ið Þ
 !


Xn

i 1¼

Xl i

s 1¼

ffiffiffiffiffi
w i

p
ffiffiffi
li

p g  B tσð Þ xið Þ
 !

 ¼ 3 1862: :

   It is obvious that,

Xn

i 1¼

Xli

t 1¼

w i

l i
g  A tσ ð Þ xið Þg  B tσ ð Þ xið Þ

 !
6¼

Xn

i 1¼

Xl i

t 1¼

ffiffiffiffiffi
wi

p
ffiffiffi
li

p g  A tσ ð Þ xið Þ
 !


Xn

i 1¼

Xl i

t 1¼

ffiffiffiffiffi
w i

p
ffiffiffi
li

p g  B tσ ð Þ xið Þ
 !

:

      Furthermore, it can be easily verified that

P

k i
s 1¼

1

ffiffiffi
k i

p h  A sσð Þ x1ð Þ
 

2

 ¼ 1 02,:

1
ki

P

ki

s 1¼
h 2

 A sσð Þ x 1ð Þ ¼ 0 4267 ,:

P
l i

t 1¼
1

ffiffi
li

p g
 A tσ ð Þ x 1ð Þ 

2

 ¼ 4 5800,:

1
l i P

li

t 1¼
g2

 A tσ ð Þ x 1ð Þ ¼ 1 6467 .:
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Pk 1
s 1¼

1ffiffiffiffi
k 1

p h  B sσð Þ x 1ð Þ
 2

 ¼ 2 8232,:

1
k1

Pk1

s 1¼
h2

 B sσð Þ x 1ð Þ ¼ 0 8166.:

P l 1
t 1¼

1ffiffiffi
l1

p g  B tσ ð Þ x1ð Þ
 2

 ¼ 4 1960,:

1
l 1

Pl1

t 1¼
g2

 B tσ ð Þ x1ð Þ ¼ 1 4133.:

   It is obvious that

i.
Pk

s 1¼
1ffiffi

k
p h  A sσð Þ x 1ð Þ

 2
6¼ 1

k

Pk

s 1¼
h 2

 A sσð Þ x 1ð Þ

ii.
P l

t 1¼
1ffi

l
p g  A tσ ð Þ x 1ð Þ

 2
6¼ 1

l

Pl

t 1¼
g2

 A tσð Þ x1ð Þ

iii.
Pk

s 1¼
1ffiffi

k
p h  B sσð Þ x1ð Þ

 2
6¼ 1

k

Pk

s 1¼
h 2

 B sσð Þ x1ð Þ

iv.
P l

t 1¼
1ffi

l
p g  B tσð Þ x1ð Þ

 2
6¼ 1

l

Pl

t 1¼
g 2

 B tσð Þ x1ð Þ:

          Thus, Example 1 verifies that the considered mathematical assumptions in the
          existing literature [29] to obtain the weighted correlation coefficient expressions 1ð Þ

    for DHFSs are not valid.

     4. Proposed CoCf for the DHFSs

           Considering the above mentioned limitation in Section 3 as a motivation, an
            attempt has been made to modify the existing expression 1ð Þ [29], and hence the

           weighted CoCf for DHFSs is proposed which is represented in expression 3ð Þ.

ρ WDHFS  A, Bð Þ ¼

Pn
i 1¼ wi

1
ki

Pki
s 1¼ h  A sσð Þ xið Þh  B sσð Þ x ið Þ þ 1

l i

P l i
t 1¼ g  A tσ ð Þ x ið Þg  B tσ ð Þ x ið Þ

 

Pn
i 1¼ w i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pki

s 1¼
h  A sσ ð Þffiffiffi

k i

p
 2Pki

s 1¼
h  B sσ ð Þ x ið Þffiffiffi

ki

p
  2

s !
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pl i

t 1¼
g  A tσð Þ x ið Þffiffi

li

p
 2 Pl i

t 1¼
g  B tσð Þ xið Þffiffi

l i

p
 2

s  ! !

(4)

where,

 i. wi     represents the normalized weight wi   ≥ 0, and
Pn

i 1¼
w i  ¼ 1

 
  of the i th

element.

      ii. n represents the number of elements.

 iii. h  A sσð Þ x i  ð Þ and g  A tσð Þ x i           ð Þ are two sets of some values in 0, 1½ . Out of
  these two, h  A sσð Þ x i        ð Þ represents the set of all the possible membership

  degree and g
 A tσ ð Þ xi        ð Þ represents the set of all the possible non-membership

degree.

 iv. k i       represents the number of values in h  A sσð Þ xið Þ .

 v. li       represents the number of values in g  A tσ ð Þ xið Þ .
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        5. Origin of the proposed CoCf for the DHFSs

        The modified expression 3ð Þ has been obtained mathematically as follows:

Xn

i 1¼
w i

1
ki

Xk i

s 1¼
h  A sσð Þ xið Þ h  B sσð Þ xið Þ þ 1

l i

Xli

t 1¼
g  A tσ ð Þ x ið Þ g  B tσð Þ xið Þ

 !

¼
Xn

i 1¼
w i

Xk i

s 1¼

h  A sσð Þ x ið Þffiffiffiffi
k i

p
h  B sσð Þ x ið Þffiffiffiffi

ki
p

 !
þ

Xl i

t 1¼

g  A tσ ð Þ xið Þ
ffiffiffi
li

p
g  B tσ ð Þ xið Þ

ffiffiffi
l i

p
 ! !

Assuming,

X sð Þ ¼ h  A sσ ð Þ xið Þffiffiffi
k i

p , Y sð Þ ¼ h  B sσ ð Þ x ið Þffiffiffi
ki

p ,

X tð Þ ¼ g  A tσð Þ xið Þffiffi
l i

p  and Y tð Þ ¼ g  B tσð Þ x ið Þffiffi
l i

p

Xn

i 1¼
wi

1
k i

Xki

s 1¼
h  A sσð Þ xið Þ h  B sσð Þ x ið Þ þ 1

li

Xli

t 1¼
g

 A tσ ð Þ xið Þ g
 B tσð Þ xið Þ

 !
¼
Xn

i 1¼
wi

Xki

s 1¼
X sð Þ Y sð Þ þ

Xl i

t 1¼
X tð Þ Y tð Þ

 !

≤

Xn

i 1¼
wi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk i

s 1¼
X sð Þ 2


Xki

s 1¼
Y sð Þ 2 r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX li

t 1¼
X tð Þ 2


Xli

t 1¼
Y tð Þ 2

r !

≤

Xn
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xk i

s 1¼
h  A sσð Þ x ið Þ

ffiffiffiffi
k i

p
 2


Xk i

s 1¼
h  B sσð Þ x ið Þ

ffiffiffiffi
ki

p
 2

s0
@

1
A þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xl i

t 1¼

g
 A tσð Þ x ið Þ
ffiffiffi
li

p
 !2


Xl i

t 1¼

g
 B tσð Þ xið Þ
ffiffiffi
l i

p
 !2

vuut

0
B@

1
CA

0
B@

1
CA

)
Pn

i 1¼ wi
1

k i

Pki
s 1¼ h  A sσð Þ xið Þh  B sσð Þ xið Þ þ 1

l i

Pl i
t 1¼ g

 A tσ ð Þ xið Þ g
 B tσ ð Þ x ið Þ

 

P n
i 1¼ wi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pki

s 1¼
h  A sσ ð Þ xið Þffiffiffi

k i

p
  2


Pki

s 1¼
h  B sσ ð Þ x ið Þffiffiffi

k i

p
 2

s !
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pl i

t 1¼
g  A tσð Þ xið Þffiffi

l i

p
 2


P li

t 1¼
g  B tσð Þ xið Þffiffi

l i

p
 2

s  ! !  ≤ 1:

        6. Exact results of the existing real life problem

              There is an investment company, which intends to invest a sum of money in the
        best alternative [29]. There are four available alternatives, A1     : a car company, A2 : a

  food company, A3      : a computer company, and A 4      : an arms company. The invest-
     ment company considers three attributes, C1     : the risk analysis, C 2   : the growth

  analysis, and C3          : the environment impact analysis to consider the best alternatives.
            Since, there is a need to identify the best investment company among A 1, A 2 , A 3 and

A4        , with respect to an ideal alternative A ∗       on the basis of three different attributes
C 1 , C2   , and C3     , it is assumed that:

       i. The weights assigned to the attributes Cj         j 1, 2 and 3¼ð Þ are 0 35, 0 25 and: :

 0 40 respectively.:

   ii. The DHFS A ∗  ¼ h ∗ , g ∗f g  ¼ 1f g, 0f gf g        j 1, 2 and 3¼ð Þ represents the ideal
alternative.

  iii. The i j:ð Þ th           element of , represented by a DHFS, represents the ratingTable 1

   value of the ith    alternative over the j th        attribute i.e. D is a dual hesitant fuzzy
 decision matrix.
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          Then, by applying the existing expression 1ð Þ [29] the obtained preferred com-
  pany is A 2            i.e. the food company is the best alternative for the investment. However

                it is discussed in Section 3 that the expression 1ð Þ [29] is not valid in its present form
           since it is scientifically incorrect. Therefore, the result of the considered real-life

             problem, obtained in existing literature [29], is also not exact. Thus, to obtain the
           exact results of the existing problem [29], the proposed CoCf represented by

         expression 3ð Þ is utilized and the solution is obtained successfully. Furthermore,
            comparison of the results of the considered real-life problem is obtained by the

             existing expression 1ð Þ [29] as well as by the modified expression 3ð Þ, and the results
     are shown below in .Table 2

              From the above obtained results as shown in , it is obvious that accordingTable 2
   to existing expression 1ð Þ , A2         i.e. the food company is the most preferred company
          to invest the money, while, according to the proposed expression 3ð Þ, A4  i.e. arms

              company is the most preferred company to invest the sum of the money by the
 investment company.

     7. Advantages of the proposed measure

           The proposed correlation coefficient measure is an efficient tool which has the
         following advantages for solving the decision-making problems under the dual

  hesitant fuzzy environment.

             i. Dual hesitant fuzzy set is an extension of hesitant fuzzy set (HFS), and
          intuitionistic fuzzy set (IFS) which contains more information i.e., it has

         wider range of hesitancy included both in membership and non-
            membership of an object than the others fuzzy sets (HFSs, deals with only
         membership hesitant degrees and IFSs deals with both membership degree

  and non-membership degree).

C1 C2 C 3

 D ¼

A 1

A 2

A 3

A 4

  0 5, 0 4, 0 3: : :f g  , 0: :4, 0 3f gf g  0 6, 0 4: :f g  , 0: :4, 0 2f gf g   0 3, 0 2, 0 1: : :f g  , 0: :6, 0 5f gf g

  0:7 , 0: :6, 0 4f g   , 0: :3, 0 2f gf g 0:7 , 0:6f g  , 0: :3, 0 2f gf g  0:7 , 0: :6, 0 4f g  , 0: :2, 0 1f gf g

  0 6, 0 4, 0 3: : :f g , 0:3f gf g 0:    6, 0 5:f g , 0:3f gf g 0 6, 0 5: :f g , 0: :3, 0 1f gf g

  0 8, 0 6: :7 , 0 :f g   , 0: :2, 0 1f gf g  0:7 , 0:6f g , 0:2f gf g  0 4, 0 3: :f g  , 0: :2, 0 1f gf g

2
66666664

3
77777775

.

 Table 1.

       Rating values of the alternatives over the attributes.

      Existing real-life problem [29] Existing expressions 1ð Þ
[29]

 Proposed expressions
3ð Þ

    Best investment company among A1 , A2 , A3 ,
 and A4

ρ 1 A ∗ , A1ð Þð Þ ¼ 0 5981:

ρ 1 A ∗ , A2ð Þð Þ ¼ 0 9200:

ρ 1 A ∗ , A3ð Þð Þ ¼ 0 8668:

ρ 1 A ∗ , A4ð Þð Þ ¼ 0 9088:

A 2  > A4  > A3  > A 1

 i.e. A 2   is the best
alternative.

ρ 1 A ∗ , A 1ð Þð Þ ¼ 0 9670:

ρ 1 A ∗ , A 2ð Þð Þ ¼ 0 9822:

ρ 1 A ∗ , A 3ð Þð Þ ¼ 0 9852:

ρ 1 A ∗ , A 4ð Þð Þ ¼ 0 9935:

A 4  > A3  > A 2  > A1

 i.e. A 4   is the best
alternative.

 Table 2.

     Results of the considered real-life problem.
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           ii. It is observed in the suggested modified approach that the correlation
            coefficients of HFS [22 24], IFS [9 17] are the special cases of the proposed– –

          correlation coefficients of DHFSs. Thus, it can be comprehended that the
          proposed correlation coefficients for DHFSs is quite efficient in solving the

       decision-making problems under HFS, IFS, environment, whereas the
      existing methods [9 17, 22 24] poses some limitations.– –

            iii. Since DHFSs contains more information in the data in relation to the
         uncertainties involved in comparison to the IFS, HFS environment hence

           the proposed tool is efficient in giving an appropriate solution in real-life
   applications in decision-making problems.

 8. Conclusions

             This paper is an outcome of the deep analysis made in understanding the ranking
             measures of DHFS using CoCf. In the present paper, a deep mathematical analysis is

              made to study the CoCf of a DHFS and it’s concluded that there exist certain
            limitations in the existing CoCf [29] for DHFS. These shortcomings are pointed out

           with a detailed mathematical derivation which suggests that there are some mathe-
           matical incorrect assumptions involved hence, it is not appropriate to apply the

             existing CoCf of a DHFS in its present form. This limitation encouraged to propose
            a valid mathematical expression for ranking DHFSs in terms of CoCfs. Therefore, a

             new CoCf given by expression 3ð Þ is proposed for DHFSS which is a modified form
             of expression 1ð Þ [29]. To validate the claim of the modified expressions of the CoCf

             for DHFSs the detailed mathematical derivation is stated and the results of the real-
            life problems considered in existing paper [29] are obtained and to validate the

         obtained results a systematic comparison between the results are made.
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Chapter 6

Evaluating   the  Organizational
Hierarchy   Using   the   IFSAW  and

TOPSIS  Techniques
Mahuya  Deb

Abstract

Performance   evaluations   in   organizations   are   viewed   as   ideal   instruments  for 

evaluating   and   rewarding   the   employee’s   performance.   While   much   emphasis   is  laid 
onto   the   administering   of   the   evaluation   techniques,   not   much   thought   has  been 

laid   out   on   assessing   the   contributions   of   each   hierarchical   level.   Moreover  the 
manifold   decision   making   criteria   can   also   impact   the   measurement   of  pertinent 

contributions   because   of   their   ambivalent   characteristics.   In   such   a  scenario, 
intuitionistic   fuzzy   multi-criteria   decision   making   can   help   strategists   and  policy 

makers   to   arrive   at   more   or   less   accurate   decisions.   This   paper   restricts   itself   to  six 
decision   making   criteria   and   adopts   the   intuitionistic   fuzzy   simple  additive 

weighting   (IFSAW)   method   and   TOPSIS   method   to   evaluate   and   rank   the  employee 
cadres.   The   results   obtained   were   compared   and   both   the   methods   revealed   that  the 
middle   management   displayed   impeccable   performance   standards   over   their  other 

counterparts.

Keywords:   performance   evaluation,   organisation,   intuitionistic   fuzzy,  IFSAW, 
TOPSIS

 1. Introduction

                       Organizational fit theories have long emphasized that appropriate selection
                                strategies can lead to superior performance compared to firms that relatively over-

                                         look the employee selection based on fit theories [1]. The extent of fit between the
                                 individual and the organization determines the labor productivity [2 4] as well as–

         the financial performance [5 8].–

                          The other criterions that influence the overall organizational performance are
                    informal learning [9], workplace competencies [10], organizational citizenship
           behavior [11] and the like.

                             While many employee focused parameters are relied on while determining the
                          organizational performance, very few researches have essayed the contributions of

                          each of the hierarchical cadres. Performance evaluations in organizations have
                          traditionally focused on short-term financial and technical results. But modern

                          organizations have not just demanded a generic short-term performance assess-
                                ment, but an effective means to categorize employees as vital opportunities or

                                   threats. By using measurable performance results, with a focus on the entire orga-
                                nization, managers will be able to determine their progress toward longterm goals
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           and objectives [12]. Moreover, superior performance cannot be achieved by just de-
           layering and de-staffing. Whilst these techniques can to a certain extent eliminate

            the imperfections within the system, it is the overall behaviors of the employees
             that need a volte-face. Explicit construal of roles of the employees and managers in

            particular, will ensure that the managers do not slip into the comfortable and
         familiar role structure of grand strategists, administrative controllers, and opera-

           tional implementers. Each hierarchical level or cadre needs to exemplify its cardinal
         responsibilities that add distinct value to an organization [13]. Identifying,

           weighting and evaluating the various level of managers against various criteria can
          be assumed as a function of multi criteria decision making process.

               While focus on HR metrics has been growing off late, there is still an element of
            bias and ambiguity regarding the criteria that are being used rather the greatest

             difficulty lies in the quantification of criteria being not clearly defined. The basis for
            the selection of criterions is the subjective judgements by the higher authorities in

        organisations. These judgements/verbal descriptions do not exhibit the characteristic
            of being classified into a dichotomous group and are therefore treated as linguistic

           variables. Also the relation between the different hierarchical levels and the criterions
              on the basis of which they are assessed are not known precisely. This provides a

           framework where a different methodology is required. Thus to understand such a
              structure a verbal description would suffice. A formal way of dealing with them is the

             linguistic approach by Zadeh [14]. Its basic feature is the use of linguistic variables
               which are the ones whose values are words or sentences in a language in place of

          numerical value and a fuzzy conditional statement for expressing the relation
            between linguistic variables. Here the meaning of a linguistic variable is equated with

             a fuzzy set while the meaning of the fuzzy conditional statement with a fuzzy
               relation. Since its inception about a decade ago, the theory of fuzzy sets has evolved in

              many directions, and is finding applications in a wide variety of fields in which the
              phenomena under study are too complex or too ill defined to be analyzed by con-

           ventional techniques. Fuzzy set theory (FST) [15] allows for subjective evaluation by
            the decision maker under conditions of uncertainty and ambiguity. It helps to express

         irreducible observations and measurement uncertainties which are intrinsic to the
           empirical data. It offers far greater resources for managing complexity and control-

           ling computational cost and allows for conversion of linguistic variables to fuzzy
          numbers using membership functions. Membership functions assigns to each object a

     grade of membership denoted by μA         (x) which ranges between zero and one. It maps
                every element of the universe of discourse X to the interval [0, 1] which is written as

μA                : X 0, 1! ½ . Each fuzzy set is completely and uniquely defined by one particular
            membership function. A direct use of verbal descriptions of those criteria via the“ ”

       concepts of the fuzzy set is proposed here.
     A fuzzy set is defined by

   A x¼ , μ A xð Þ
 

   =x X∈ , μA   xð Þ ∈ 0, 1½ 
 

    In the pair ,x μA xð Þ
 

           the first element x belong to the classical set X, the second
 element μA            xð Þ belong to the interval [0, 1] which is called the membership function

          or grade of membership function. This membership function is represented with
              the help of fuzzy number. It represents the degree of compatibility or a degree of

   truth of x in             A. The idea of fuzzy numbers was given by Dubois and Prade [16].

  A fuzzy subset          A of the real line R with membership function μ A     xð Þ : R ! 0, 1½ 
     is called a fuzzy number if.

i.         A xis normal, (i.e.) there exist an element 0   such that μA x0ð Þ ¼ 1.
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    ii. is fuzzy convex,A

 i.e. μ A λx 1    þ 1 λð Þ x2   ð Þ ≥ min μ A x 1  ð Þ, μ A x2ð Þ
 

x1  , x2      ∈ ∀ ∈R, λ 0, 1½ 

 iii. μ A    xð Þ is upper continuous, and.

 iv. supp            A A x Ris bounded, where supp ¼ ∈ : μ A  xð Þ > 0
 

.

  A fuzzy number          A of the universe of discourse U may be characterized
         by a triangular distribution function parameterized by a triplet a1  , a 2  , a 3ð Þ

 ( ).Figure 1
           Mikhailovich [17] used the fuzzy sets while solving the problem of factor

            causality. Dintsis [18] in his work dealt with the idea of implementing fuzzy
          logic for transforming descriptions of natural language to formal fuzzy and

           stochastic models. However, fuzzy sets lack in the idea of non -membership
           function. Whatever information is provided by fuzzy sets does not appear complete

             in context of decision making as there is no room for alternatives dissatisfying the
          attributes. Thus Atanassov [19] used the idea of membership value, non-

           membership value as well as the hesitation index to characterize an intuitionistic
           fuzzy set. He opined that the sum of membership value and non-membership

             value lies between zero and one and the hesitation index is calculated as one
            minus the sum of membership value and non-membership value of an element of

             a set. In other words some hesitation about degree of belongingness of an element
                of a set exists. For a fuzzy set the hesitation index is zero. The fuzzy sets along

           with intuitionistic fuzzy sets can depict real life application areas defined by
           uncertainity. Some recent applications of fuzzy systems are found in the works

  of [20, 21].

 Figure 1.
   Membership function of TFN.
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   1.1 Intuitionistic fuzzy set

       Let X be a fixed set. An IFS ~       A in X is of the form ~     A x¼ < , μ~A  xð Þ , v ~A     xð Þ > : x X∈
 

,
  where the μ ~A      xð Þ : X ! 0, 1½  and ν ~A         xð Þ : X ! 0, 1½ . This represents the degree

               of membership and of non membership respectively of the element x X∈ to t he set ~A,
               which is a subset of the set X, for every element of x X∈ , 0 ≤ μ ~A xð Þ þ v ~A   xð Þ ≤ 1 [22 ].

   The value of πA   Xð Þ ¼ 1  μ A Xð Þ  vA    Xð Þ represents the degree of
           hesitation (or uncertainty) associated with the membership of elements x Xɛ

               in IFS A. This is known as the intuitionistic fuzzy index of A with respect to
 element x.

   1.2 Intuitionistic fuzzy number

 An IFN ~      A is defined as follows [22]:

        i. an intuitionistic fuzzy subset of the real line

        ii. it is normal, i.e. there is any x 0     ∈ R such that μ ~A   xð Þ ¼ 1 so v~A xð Þ ¼ 0
 

        iii. a convex set for the membership function μ ~A xð Þ i.e.

μ ~A λx1    þ 1 λð Þ x 2   ð Þ ≥ min μ ~A x1  ð Þ, μ ~A x 2ð Þ
 

∀x 1  , x2     ∈ ∈Rλ 0, 1½ 

        iv. a concave set for the non-membership function v ~A xð Þ i.e.

v ~A λx 1    þ 1 λð Þ x 2   ð Þ ≤ max v ~A x1  ð Þ, v ~A x 2ð Þ
 

∀x 1  , x2      ∈ ∈R, λ 0, 1½ 

    A triangular intuitionistic fuzzy number ~   A a¼ 1  , a 2  , a3  ; a 0
1  , a2  , a0

3

 
   is a subset of

             intuitionistic fuzzy set on the set of real number R whose membership and non
    membership are defined as follows:

 Figure 2.
    A triangular intuitionistic fuzzy number.
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μ~A xð Þ ¼

  x a 1

a 2   a 1
 , a 1    < x a≤ 2

a3   x

a 3   a 2
 , a 2    < x a≤ 3

 0, otherwise

8
>>>><

>>>>:

v ~A xð Þ ¼

a 2   x

a2   a0
1

 , a0
1    < x a≤ 2

  x a 2

a0
3   a2

 , a2    < x a≤
0
3

 1, otherwise

8
>>>><

>>>>:

            Intuitionistic fuzzy set is widely r ecognised and is being studied and applied in
             various fields be it in science, psychology and other growing fields like consumer behav-

          iour, advertising and communications where dec ision making is crucial (Figure 2).
            In this work two methods of intuitionistic fuzzy sets viz. SAW (simple additive

           weight method) and TOPSIS (Technique for Order Preference by Similarity to Ideal
            Solution) are used for ranking the various levels of employees in an organisation.

             The paper is organised as follows: Section 2 begins with the basic operations of
            intuitionistic fuzzy sets; Section 3 and 4 explain the intuitionistic fuzzy SAW algo-

            rithm and TOPSIS methodology which are used in the paper. Section 5 illustrates
          the procedure for evaluating the hierarchical level using the proposed algorithms.

            Section 6 is the final discussion and conclusion related to the evaluation procedure.

     2. Operations on intuitionistic fuzzy sets

                Let A and B are IFS s of the set X, then multiplication operator is defined as
 follows [19]:

    A B⊗ ¼ μ A xð Þ :μB xð Þ V A
xð Þ þ v B xð Þ  vA xð Þ v B xð Þ , 1

h

 f μA xð Þ :μB xð Þ þ v A xð Þ þ v B xð Þ  vA xð Þ vB xð Þ gð  (1)

               Let A = ( , v) be an intuitionistic fuzzy number, a score function S of anμ

       intuitionistic fuzzy value can be represented as follows:

     S Að Þ ¼ μ‐v, S Að Þ ε ‐1, 1½  (2)

  If S (Ai         ) represents the largest among the values of { AS( i    )}, then the alternative
Ai    is the best choice.

      3. Intuitionistic fuzzy simple additive weighting algorithm

           This method is a simple additive weighting method developed by Hwang and
             Yoon [23]. According to this principle the first step ensures in obtaining a weighted

            sum of the performance ratings of each alternative under all attributes. Let A 1, A2 ,
A3   , … , An          be n alternatives which denotes the employee cadres. Let C1 , C 2, C 3   , ,…

C m                , be the criteria on the basis of which the evaluation is done. Further each criteria
              is assigned weight given by the decision makers and it is represented by a weighting

   vector W = {W1 , W2 , W3   , … , W n   }, where W1 , W2 , W 3   , … , W n   are represented by
     intuitionistic fuzzy sets defined as follows:

  Wj ¼ μw x j

 

, v w x j

 

 , πw x j

  

        , where j 1, 2,¼ … , n : (3)

          The procedure for Intuitionistic fuzzy SAW is being presented as follows:
         Step 1: Construct an intuitionistic fuzzy decision matrix: R = ( rij ) m x n  such that

~rij  ¼ μij  , ν ij  , π ij 
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~  R ¼

~r11 ~r 12  : … ~r 1n

~r21 ~r22 … ~r 2n

   … :: :: ::

~rm1 ~r m2 :: ~rmn

2

6664

3

7775

          (i = 1,2, ,m; j = 1,2, ,n),. In… … ~rij  , μ ij       indicates the degree that the alternative A i

 satisfies Cj  and ν ij       indicates the degree that the alternative Ai    does not satisfy the
 attribute Cj .

            Step 2: This step entails performing the transformation by using Eq. (1) and
       obtain the total intuitionistic fuzzy scores V (Ai      ) for individual vendors. This is

          determined by the product of intuitionistic fuzzy weight vectors (W) and
    intuitionistic fuzzy rating matrix (R).

V A i    ð Þ ¼ R W⊙ ¼
X

i¼1

μA i
x j

 
 , νA i

x j

 
 , π A i

x j

  
 ⊗ μ w x j

 
 , νw x j

 
 , π w i

x j

   

(4)

             Step 3: 2The third step is used for ranking the alternatives. Applying Eq. ( ) a
   crisp score function S(A1),S(A2   ), ,S(A… n       ) is calculated for the various alternatives.

     The largest value of S (Aj   ) among S(A1),S(A 2   ), ,S(A… n    ) represents the best
  alternative or vendor.

            Step 4: This approach is compared with Jun Ye [24] on weighted correlation
    coefficient under intuitionistic fuzzy environment.

          4. Principle of TOPSIS for decision making with intuitionistic fuzzy set

         TOPSIS methodology is proposed by [25]. The fundamental principle underlying
               this theory is that the alternative which is chosen entails that it has the least distance

            from the positive ideal- solution (i.e. alternative) and its distance is the farthest
      from the negative ideal- solution (i.e. alternative).

            Suppose there exists n decision making alternatives given by the set A = {A 1, A2,.
 .., An              } from which a most preferred alternative is to be selected. These are assessed

             based on m attributes, both quantitative and qualitative. The set of all attributes is
   denoted by X = {x1 , x2   ,. .., xm       }. The ratings of different alternatives A j   on attributes xi

      are expressed with intuitionistic fuzzy sets F ij  ¼ μij  , ν ij

 
 wher e μ ij    ∈ 0, 1½ , ν ij   ∈ 0, 1½ 

   and 0 ≤ μij  þ ν ij         ≤ 1. Thus, the ratings of any alternatives A j     on all m attributes x i are

     expressed with intuitionistic fuzzy vector μ1j  , ν 1j

D E
 , μ 2j  , ν2j

D ED
    , ,:: … μ mj  , νmj

D E 
T.

          The intuitionistic fuzzy decision matrix is represented as F ¼ μij  , ν ij

  
mxn

¼

μ 11  ; ν11ð Þ μ12  ; ν12    ð Þ : ::… μ 1n  ; ν1nð Þ ::

ðμ 21  , ν21  Þ μ22  ; ν22   ð Þ :: … μ 2n  ; ν2nð Þ
   … … : :… …

ðμm1  , νm1 μm2  ; νm2  ð Þ … μ mn  ; νmnð Þ

2

6664

3

7775 (5)

      It is assumed that the weights ω i    of the attributes xi      ∈ X are real numbers known

        a priori i.e. the weight vector ω ω¼ 1  , ω2  , ω 3   , … ωmð ÞT    of attributes are known.
            Since the weights of the attributes are not precisely defined therefore they are

              treated as intuitionistic fuzzy sets i.e. the weight of each factor is expressed with the
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   intuitionistic fuzzy set ω i  ¼ x i  , αi  , β ih if g  where αi    ∈ 0, 1½  and β i    ∈ 0, 1½  are respec-
           tively the degree of membership and non membership respectively of the attribute

xi    ∈ X . Usually ωi  ¼ x i  , αi  , β ih if g    is denoted by ω i  ¼ α i  , β ih i     in short. The weight of
          all attributes is concisely expressed in the vector format as follows:

  ω ω¼ 1  , ω2  , ω3   , … ω mð Þ T

 ¼ α1  , β 1h i  , α2  , β 2h i    , : … α m  , β mh ið Þ T
(6)

     4.1 Principle and process of TOPSIS

       The entire methodology can be summarized as follows:

         1. Identify and determine the attributes and alternatives, denoted respectively by
  A A¼ 1  , A2    , : … Anf g    and X x¼ 1  , x 2    , ,… xmf g

            2. The decision maker’s opinion is obtained to get ratings of the alternatives on
        the attributes i.e. construct the intuitionistic fuzzy decision matrix

  F ¼ μij  , ν ij

D E 
mxn

(7)

           3. The opinion so obtained are combined to determine the weights of the
         attributes expressed with intuitionistic fuzzy weight vector ω α¼ i  , β ih ið Þ mx1

         4. Next the weighted intuitionistic fuzzy decision matrix F ¼ μ ij  , ν ij

D E 
mxn

is

    computed using the following formula

μij  , νij

D E
  ¼ ω Fij

 ¼ αi  , β ih i μ ij  , ν ij

D E

 ¼ α iμij  , βi  þ ν ij   βi νij

D E
(8)

         5. For calculating the intuitionistic fuzzy positive ideal solution and intuitionistic–

        fuzzy neg ative ideal –solution the following formulas are obtained

A þ  ¼ μ 1
þ  , ν 1

þh i  , μ2
þ  , ν 2

þh i   , … μ m
þ  , ν m

þh ið Þ T

A _  ¼ μ1
  , ν 1

h i  , μ2
  , ν 2

h i   , … μ m
  , ν m

h ið ÞT
(9)

 where μ þ
i  ¼ max     1 ≤ ≤j n μij

n o
νþ

i  ¼ min     1 ≤ ≤j n νij

 

μ
i  ¼ min     1 ≤ ≤j n μij

n o
ν

i  ¼ max     1 ≤ ≤j n ν ij

  (10)

       6. The Euclidean distances of the various alternatives A j       (j = 1,2, n) from the…

        intuitionistic fuzzy positive ideal and intuitionistic fuzzy negative ideal
      solution are computed using the following equations
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D A j , Aþ 
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

X m

i¼1
μij   μ

þ
i

  2
 þ νij   ν

þ
i

 2  þ πij   π
þ
i

  2
  s

(11)

D A j , A 
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffiffiffiffiffiffiffiffiffi
1

2

X m

i 1¼ μij   μ

i

  2
 þ νij   ν


i

 2  þ πij   π

i

  2
  s

(12)

     7. Thereafter the relative closeness degree λ j    of the alternatives A      j (j = 1,2 ,n)… to
        the intuitionistic fuzzy positive ideal solution are obtained from

λ j ¼
D A j  , A 

D Aj  , A þ 
 þ D A j  , A          , 1, 2, , (13)j ¼ … n

        8. Lastly determine the ranking order of the alternatives A j      (j = 1,2 n) according…

          to the non increasing order of the relative closeness degrees λ j   and the best
  alternative from A.

            Using the two approaches the different level of workers in the organisation are
             assessed. For a better understanding of the situation an example is worked out below:

  5. Numerical example

     The example is illustrated as below:
            An organization has employed six decision making criteria in order to select the

           most effective hierarchical level in an organization based on the following criterions.

   • Instructional effectiveness (C1)

   • Decision making (C2)

    • Knowledge and Proficiency (C3)

  • Leadership (C4)

    • Organizational Citizenship Behaviour (C5)

    • Flexibility and Adaptability (C6)

           The hierarchical levels of an organization were broadly restricted to four and
             were compared based on the six decision making criteria (as indicated in ).Table 1

        Hierarchical Levels Criterion C1 C2 C3 C4 C5 C6

  Senior Management (HL1 ) A B A A B A

  Middle Management (HL 2) A A B A C B

  Junior Management (HL3 ) B A C B A C

 Staff (HL 4) B B C C A C

  A-High B-Average C-Low.

 Table 1.
   Comparison of Hierarchical levels.
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              The employees are rated (A, B, C) based on the judgement provided by experts in
  the organisation .

           The intuitionistic fuzzy decision matrix has been constructed as below (Table 2):

       The weights for the criteria are as below:

     The total intuitionistic fuzzy score V(HLi      ) for each hierarchical level is
  calculated as follows:

V H L 1    ð Þ ¼ :7 ; :1; :2ð Þ ∗ :2; :4; : 4ð Þ½  þ :5; :3; :2ð Þ ∗ :2; : 2; :6ð Þ½  þ :8; :1; : 1ð Þ ∗ :1; : 5; :4ð Þ½ 
        þ½ :7 ; : 2; :1ð Þ ∗ ð Þ þ: : :5, 3, 2 :5; :3; :2ð Þ ∗ :3; : 4; :3ð Þ½  þ :8; :1; :1ð Þ ∗ :2; :4; :4ð Þ½ 

V HL 1                      ð Þ ¼ : :7 ∗ 2; :1 4 1 4 1 7 2 1 4 1 4þ : ‐: ∗ : ; ‐ : ∗ : þ : þ : ‐: ∗ :ð Þ½  þ ½: : : :5 ∗ 2, 3 þ 2‐

                        : : : : : : : :3 ∗ 2, 1‐ 5 ∗ 2 þ 3 þ 2‐ 3 ∗ 2ð Þ þ : :8 ∗ 1; : 1 5 1 5 1 8 1 1þ : ‐: ∗ : ; ‐ : ∗ : þ :    þ : : :5‐ 1 ∗ 5ð Þ½ 
                                 þ½ þ þ þ: : :7 ∗ 5, 2 : : : : :3‐ 2 ∗ 3, 1‐ 7 ∗ 5 :2 : : :3‐ 2 ∗ 3ð Þ  þ : :5 ∗ 3; :3 4 3 4 1 5 3 3 4 3 4þ : ‐: ∗ : ; ‐ : ∗ : þ : þ : ‐: ∗ :ð Þ½ 

       þ : :8 ∗ 2; : 1 4 1þ : ‐: ∗ :           4 1 8 2 1 4 1 4; ‐ : ∗ : þ : þ : ‐: ∗ :ð Þ½ 

V HL1              ð Þ ¼ : : :14, 46, 4ð Þ þ : : :1, 44, 46ð Þ þ : : :08, 55, 37ð Þ þ : : :35, 44, 21ð Þ þ : : :15, 58, 27ð Þ þ : : :16, 46, 38ð Þ½ 
V HL1   ð Þ ¼ 0 98, 013, 007: : :½ 

         Similarly, the intuitionistic fuzzy scores for other hierarchical levels are
 calculated as:

V H L2   ð Þ ¼ 0 99, 009, 001: : :½ 
V H L3   ð Þ ¼ 0 82, 002, 178: : :½ 
V H L4   ð Þ ¼ 0 6, 028, 372: : :½ 

            The score functions for each hierarchical level calculated using Eq. (2) stands as
follows:

S H L1   ð Þ ¼ 0 98 013 0 967: ‐: ¼ :

S H L2   ð Þ ¼ 0 99 009 0 981: ‐: ¼ :

S H L3   ð Þ ¼ 0 82 0 002 0 818: ‐ : ¼ :

S H L4   ð Þ ¼ 0 6 0 028 0 572: ‐ : ¼ :

          The hierarchical level with the largest score function value is HL 2   i.e. the middle
management.

       Methods Criterion C1 C2 C3 C4 C5 C6

  Senior Management (HL1       ) (.7,.1,.2) (.5,.3,.2) (.8,.1,.1) (.7,.2,.1) (.5,.3,.2) (.8,.1,.1)

  Middle Management (HL 2       ) (.7,.1,.2) (.8,.1,.1) (.6,.3,.1) (.8,.1,.1) (.3,.3,.4) (.7,.2,.1)

  Junior Management (HL3       ) (.5,.1,.4) (.7,.1,.2) (.3,.5,.2) (.5,.3,.2) (.8,.1,.1) (.3,.3,.4)

 Staff (HL 4       ) (.5,.4,.1) (.6,.3,.1) (.3,.3,.4) (.2,.3,.5) (.7,.2,.1) (.2,.3,.5)

 Table 2.
   Intuitionistic fuzzy decision matrix.

     C1 C2 C3 C4 C5 C6

Wi      (.2,.4,.4) (.2,.2,.6) (.1,.5,.4) (.5,.3,.2) (.3,.4,.3) (.2,.4,.4)

 Table 3.
   Weights of the criteria.
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     The ranking order is as below:

HL 2  > HL 1  > HL3  > HL 4

             The ranking order for the hierarchical levels is in agreement with Jun Ye [24]
        result on weighted correlation coefficient under intuitionistic fuzzy environment.

  The TOPSIS methodology

     C1 C2 C3 C4 C5 C6

      HL1 (0.7,0.1,0.2) (0.5,0.3,0.2) (0.8,0.1,0.1) (0.7,0.2,0.1) (0.5,0.3,0.2) (0.8,0.1,0.1)

      HL2 (0.7,0.1,0.2) (0.8,0.1,0.1) (0.6,0.3,0.1) (0.8,0.1,0.1) (0.3,0.3,0.4) (0.7,0.2,0.1)

      HL3 (0.5,0.1,0.4) (0.7,0.1,0.2) (0.3,0.5,0.2) (0.5,0.3,0.2) (0.8,0.1,0.1) (0.3,0.3,0.4)

      HL4 (0.5,0.4,0.1) (0.6,0.3,0.1) (0.3,0.3,0.4) (0.2,0.3,0.4) (0.7,0.2,0.1) (0.2,0.3,0.5)

          The weights for the criteria are as mentioned in .Table 3
       The weighted IF decision matrix is obtained as:

     C1 C2 C3 C4 C5 C6

      HL1 (0.14,0.04,0.08) (0.10,0.06,0.12) (0.08,0.05,0.04) (0.35,0.06,0.02) (0.15,0.12,0.06) (0.16,0.04,0.04)

      HL2 (0.14,0.04,0.08) (0.16,0.02,0.06) (0.06,0.15,0.04) (0.45,0.03,0.02) (0.09,0.12,0.12) (0.14,0.2,0.16)

      HL3 (0.10,0.04,0.16) (0.14,0.02,0.12) (0.03,0.25,0.08) (0.25,0.09,0.04) (0.24,0.04,0.03) (0.06,0.12,0.16)

      HL4 (0.10,0.16,0.04) (0.12,0.06,0.06) (0.03,0.15,0.16) (0.10,0.09,0.10) (0.21,0.08,0.03) (0.04,0.12,0.20)

Aþ         ¼ 0 35, 0 04: :ð Þ , 0 45, 0 02 , 0 25, 0 02 , 0 21, 0 08ð : : Þ ð : : Þ ð : : Þf g

A      ¼ 0 08, 0 12: :ð Þ , 0: :06, 0 80Þ , 0: :03, 0 25Þ, 0 : :03, 0 16Þð gððf

D1  1 A; þð Þ ¼ 1

2

  0 14 0 35:  :ð Þ 2   þ 0 04: 0 04:ð Þ 2    þ 0 08: 0 61:ð Þ2    þ 0 14: 0 45:ð Þ 2 þ

  0 04 0 45:  :ð Þ 2    þ 0 04: 0 02:ð Þ2    þ 0 08: 0 53:ð Þ2   þ 0 10: 0 25:ð Þ2    þ 0 04: 0 02:ð Þ 2

  þ 0 16: 0 73:ð Þ 2    þ 0 10: 0 21:ð Þ2    þ 0 16: 0 08:ð Þ2    þ 0 04: 0 71:ð Þ 2

2

6664

3

7775

¼ 1

2

                  0 0441 0 0 2809 0 0961 0 0004 0 2025 0 0225 0 0004 0 3249 0 0121: þ þ : þ : þ : þ : þ : þ : þ : þ :

  þ þ0 0064: 0 4489:

 " # 1 2=

¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 4392:

p

¼ 1

2
  1 19966:

 ¼ 0 59983:

       Similarly the other measures are calculated as follows:

D 2 , A þð Þ ¼ 0 6251:

D 3 , A þð Þ ¼ 0 6462:

D 4 , Aþð Þ ¼ 0 5925:

D 5 , Aþð Þ ¼ 0 80475:

D 6 , A þð Þ ¼ 0 67749:
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Also

D1  1 A; ð Þ ¼ 1

2

  0 14 0 08:  :ð Þ2    þ 0 04: 0 12:ð Þ 2    þ 0 08: 0 80:ð Þ 2    þ 0 14: 0 06:ð Þ2 þ

  0 04 0 80:  :ð Þ 2    þ 0 08: 0 14:ð Þ 2    þ 0 10: 0 03:ð Þ2    þ 0 04: 0 25:ð Þ2

   þ 0 16: 0 53:ð Þ2    þ 0 10: 0 03:ð Þ 2    þ 0 16: 0 16:ð Þ 2    þ 0 04: 0 81:ð Þ 2

2
6664

3
7775

¼ 1

2

                  0 0036 0 0 0064 0 5184 0 0064 0 5776 0 0036 0 0049 0 0 5929: þ þ : þ : þ : þ : þ : þ : þ þ :

  þ þ0 0064: 0 4489:

 " #1 2=

¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 7138:

p

¼ 1

2
  1 3091:

 ¼ 0 6545:

D 2 , Að Þ ¼ 0 6900:

D 3 , A ð Þ ¼ 0 64033:

D 4 , A ð Þ ¼ 0 57621:

D 5 , Að Þ ¼ 0 619394:

D 6 , Að Þ ¼ 0 710:

     Now the relative closeness degree λ j    of the alternatives A      j (j = 1,2 ,n)…  to the
       intuitionistic fuzzy positive ideal solution are obtained from

λ j ¼
D A j  , A 

D Aj  , A þ 
 þ D A j  , A         , 1, 2, ,j ¼ … n

λ 1 ¼ 0 6545:

  0 6545 0 59983: þ :
 ¼ 0 52179:

λ 2 ¼
0 6900:

  0 6900 0 6251: þ : 
 ¼ 0 5246:

λ 3 ¼
0 64033:

  0 64033 0 6462: þ :
 ¼ 0 4977:

λ 4 ¼
0 57621:

  0 57621 0 5925: þ :
 ¼ 0 4930:

       Lastly the ranking order of the alternatives Aj         (j = 1,2 n) according to the non…

       increasing order of the relative closeness degrees λ j   is as follows:

      HL2 HL1 HL4 HL3> > >

             To obtain an overall result of the two methods for finding the effectiveness of
              the employees the average of the two methods is sought. This is shown in the

   following table as below:

       Hierarchical Levels IFSAW Method TOPSIS Method Average Rating

  Senior Management (HL1     ) 0.967(2) 0.52179(2) 0.74439 2

  Middle Management (HL 2     ) 0.981(1) 0.5246(1) 0.7528 1

  Junior Management (HL3     ) 0.818(3) 0.4977(4) 0.65785 4

 Staff (HL4     ) 0.572(4) 0.4930(3) 0.5325 3
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6. Conclusion

In this paper, the researcher worked on a first of its kind area which explored the 
effectiveness of the highest and the least contributions of the organizational hierar-
chical levels. The usage of intuitionistic fuzzy approach in the field of HR is a 
completely novel way of evaluating employees based on the four hierarchical levels. 
The approach is novel in the sense that such classification of employees using a 
mathematical model has hardly been used perhaps due to the fact that the parame-
ters defining such categories can hardly be defined in concrete mathematical forms. 
The results indicate that the middle management is superior in terms of their 
performance when compared to their counterparts. The proposed method can 
effectively provide significant implications to policy makers, strategists and human 
resource professionals which help them to effectively conduct appraisals, take 
staffing decisions, and allocate work responsibilities and the like when the relevant 
information is not available or imprecise. It can also provide the decision maker the 
freedom to minimize the worse or maximize the better case. The method so 
discussed can be used for performance evaluation of individual employees as well 
when the attributes measuring their performance are loosely defined i.e. defined in 
ambiguous terms. Above all the use of intuitionistic fuzzy set in evaluating 
employees at various organisational levels involves computational complexity as 
two types of uncertainties are used. But computational complexity is no hindrance 
in the route to efficient results.
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Chapter 7

Data   Clustering   for  Fuzzyfier
Value  Derivation

JaeHyuk  Cho

Abstract

The   fuzzifier   value   m   is   improving   significant   factor   for   achieving   the  accuracy 
of   data.   Therefore,   in   this   chapter,   various   clustering   method   is   introduced   with  the 

definition   of   important   values   for   clustering.   To   adaptively   calculate   the  appropri-
ate   purge   value   of   the   gap   type    2   fuzzy   c-means,   two   fuzzy   values m 1 and  m 2 are 

provided   by   extracting   information   from   individual   data   points   using   a  histogram 
scheme.   Most   of   the   clustering   in   this   chapter   automatically   obtains  determination 

of   m1   and  m2 values   that   depended   on   existent   repeated   experiments.   Also,   in  order 
to   increase   efficiency   on   deriving   valid   fuzzifier   value,   we   introduce   the  Interval 

type-2   possibilistic   fuzzy   C-means   (IT2PFCM),   as   one   of   advanced   fuzzy  clustering 
method   to   classify   a   fixed   pattern.   In   Efficient   IT2PFCM   method,   proper  fuzzifier 

values   for   each   data   is   obtained   from   an   algorithm   including   histogram   analysis  and 
Gaussian   Curve   Fitting   method.   Using   the   extracted   information   form  fuzzifier 

values,   two   modified   fuzzifier   value  m1 and  m 2 are   determined.   These  updated 
fuzzifier   values   are   used   to   calculated   the   new   membership   values.  Determining 

these   updated   values   improve   not   only   the   clustering   accuracy   rate   of   the  measured 
sensor   data,   but   also   can   be   used   without   additional   procedure   such   as   data  labeling. 

It   is   also   efficient   at   monitoring   numerous   sensors,   managing   and   verifying  sensor 
data   obtained   in   real   time   such   as   smart  cities.

Keywords:   fuzzifier   value   determining,   sensor   data   clustering,   fuzzy  C-means, 
histogram   approach,   interval   type-2  PFCM

 1. Introduction

                                      In the majority of cases, fuzzy clustering algorithms have been verified to be a
                                better method than hard clustering in dealing with discrimination of similar struc-

                                      tures [1], dataset in dimensional spaces [2], and is more useful for unlabeled data
                                   with outliers [3]. Fuzzy C-means proved to offer better solutions in machine learn-

                                      ing, and image processing than hard clustering such as Ward’s clustering and the k
                              mean algorithm [4 9]. Generally, fuzzy c-mean has 66% accuracy while Gustafson-–

                                      Kessel scored 70% [10]. Fuzzy c-mean is one of the most largely applied and
                             modified techniques in pattern recognition applications [11] even though the sensi-

                                            tivity of fuzzy C-means is counted as a weak point of outcome to the prototypes and
            also the optimizing process [12 14].–

                          Classification algorithms are generally subject to various sources of uncertainty
                                that should be appropriately managed. Fuzzy clustering can be used with datasets

1



           where the variables have a high level of overlap. Therefore, membership functions
             are represented as a fuzzy set which can be either Type-I, Type-II or Intuitionistic.

           Data are generated by a possible distribution or collected from various resources;
           Since Euclidean distance leads to clustering outcomes of spherical shapes, which is

               suitable for most cases, it is a top choice for many applications, it is the measure-
          ment used in most clustering algorithms to decide new centers [15].

  2. Basic notions

            • Degree of membership: The degree of likelihood of one dataset belonging to
          several centers. The sum of membership degrees is equivalent to 1.

            • Data: Data can be categories, compounded or numbers. Data in matrix form
           contains themes and features of various units. For instance, value and time.

             • Clusters: Cluster is a group of data points or datasets that share similarities.
           Distance or distance norm is a mathematic interpretation of likeness. The point

        of the model clustering algorithms is the data structure.

           • Fuzzifier value: The fuzzifier value is essential to find the clustering
           membership function when the density or volume of a given cluster is

             dissimilar to those of another cluster. It is assumed that all of the relative
            distances to the cluster center are equally 0.5, which implies that the fuzzifier

             value m is 1 and take account of a decision boundary. With these explained
      conditions, the fuzzy area does not exist.

               Figure 1(a) the case where a small m value is set in two clusters with different
             volumes. Because the section with a fuzzy membership value extends to a bulky C 2

     cluster, applying it to the C 1        cluster allot a lot of relatively unnecessary patterns.
              Figure 1(b) large value is set. It seems to have good performance since similarm

          membership values are assigned, but the center value of the C1   cluster tends to
   move to the C2           cluster, Fuzzy area in accordance with Interval type-2 mFigure 1(c)

           value. Instead of the fuzzy area according to the value of m 1  and m2  using the
          characteristics of the Interval type-2 membership set, uncertainty can be reduced

           and a proper fuzzy area for the cluster volume can be formed.
            As presented above, deciding the lowest and highest boundary range values of the

           fuzzier value extracted from particular data has been suggested by some methods.
           The following is about PFCM membership function for deciding the fuzzifier value’s

             range. The membership function at k-th data point for cluster is presented ini
  Eq. (1). dik /dij         signifies Euclidean distance value between cluster and data point.

 Figure 1.
                    Fuzzy area between clusters according to m. (a) the case where a small m value, (b) large m value is set,

        (c) instance of appropriate fuzzy area using Interval type-2.
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u ik ¼
1

Pc
j¼1 dik =dij

   2 1= mð Þ
(1)

        The neighbor membership values are computed, employing the membership
             value presented in Eq. (1) in order to decide the fuzzifier value’s range. Summari-

            zation with an expression including fuzzifier value indicates Eq. (2). It obtains the
            lower and upper boundary values of the fuzzy constant which includes the number

         of clusters as and the fuzzifier value as .C m

 1 þ
  C  1

C


2
δ

  Δj j   ≤ ≤m
  2 log d

log δ
1δ

 1
c1

      þ ¼1 where Δ
d i   d ∗

i

d ∗

i

   and is thresholdδ

(2)

    3. Conventional fuzzy clustering algorithm

    3.1 Fuzzy C- means (FCM)

             FCM includes the concept of a fuzzifier m being used to determine the mem-
    bership value of data Xk         in a specific cluster with cluster prototype. Specifically, the

               equation of FCM is consist of the cluster center vi and the membership value of data
X k                  , representing and , where n indicates the number of patternsk = 1, 2...n i = 1, 2...c

             and c indicates the number of clusters. FCM requests the knowledge of the initial
           number of desired clusters. The membership value is by the relative distance

   between the pattern Xk     and the cluster center V i      . However, one of the main
             weaknesses by using FCM is its noise sensitivity as well as its limited memberships.

            The weighting exponent ; is referred to the being effective on the clusteringm
    performance of FCM algorithm [16].

 3.2 PCM

             In order to solve problems of FCM method, PCM uses a parameter given by
          value estimated from the dataset itself. PCM applies the possibilistic approach

             which obviously means that the membership value of a point in a class represents
               the typicality of the point in the class. It also means the possibility of data X k  in the

    class with cluster prototype Vi             where = 1, 2...n and = 1, 2...c. Then, the noisek i
          points are comparatively less typical, using typicality in PCM algorithm. Further-

           more, noise sensitivity is significantly reduced [17, 18]. However, the PCM algo-
           rithm also has the problem that the clustering outcome is sensitively reacted

      according to the initial parameter value [19].

 3.3 PFCM

            The PFCM algorithm is a mixture of PCM algorithm and FCM algorithm [20].
            Although the representative value limit (or constraint = 1) was mitigated, the heat

           constraints on the membership value were preserved, so the PFCM algorithm gen-
           erated both membership and possibility, and solved the noise sensitivity problem as

               seen in the FCM [21]. The PFCM is based on the fuzzy value m, which determines
            the membership value, and the PFCM also uses constants to define the relative

          importance of fuzzy membership and typicality values in the objective function.
           The PFCM utilizes more parameters to determine the optimal solution for cluster-

             ing, which increases the degree of freedom and thus controls better results than the
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         above-mentioned study. However, when considering fuzzy sets and other parame-
             ters in certain algorithms, we face the potential for fuzzy of these parameters. In

               this paper, we describe the fuzziness of the fuzzy value m and the possible value of
           the bandwidth parameter and generate FOU of uncertainty for both considering the

     fuzzy interval, i.e. them m1  and m2       intervals and the fuzzy interval. Existing studies
            have been implemented to measure the optimal range along the upper and lower

            bounds of fuzzy values through multiple iterations [22]. This study is ongoing, but
           the same fuzzy constant range cannot be applied to all data [23].

    3.4 Type-1 fuzzy set (T1FS)

             Type 1 fuzzy logic was first introduced by Jade (1965). Fuzzy logic systems are
            based on Type 1 fuzzy sets (T1FS), and have demonstrated their capabilities in

          many applications, especially for control of complex nonlinear systems that are
             difficult to model analytically [24, 25]. Since the Type 1 fuzzy logic system (T1FS)

                uses a clear and accurate type 1 fuzzy set, T1FS can be used to model user behavior
           under certain conditions. Type 1 fuzzy sets deal with uncertainty using precise

         membership functions that users think capture uncertainty [26 30]. When the–

          Type 1 membership function is selected, all uncertainties disappear because the
            Type 1 membership function is completely accurate. The Type 2 fuzzy set concept

                was presented by Jade as an extension of the general fuzzy set concept., i.e. a type 1
              fuzzy set [31]. All fuzzy sets are identified as membership functions. In a type 1
          fuzzy set, each element is identified as a two-dimensional membership function.

               The membership rating for Type 1 fuzzy sets is [0, 1], which is an accurate number.
          The comparison of membership function and uncertainty extracted from the result

          of the conventional fuzzy clustering algorithm is shown as below [32].

FCM
J FCM   V U X, ,ð Þ ¼

Pc

i¼1

Pn

k¼1
um

ik xk   v i     k k 1 < <m ∞

PCM
J PCM   V U X, ,ð Þ ¼

Pc

i¼1

Pn

k¼1
um

ik d2
ik þ

Pc

i¼1
ηi

Pn

k¼1
  1  u ikð Þ

m

     η η: scale typicality, ¼

P
n

k¼1
u m

ik
x k v ik k

2

Pn

k¼1
u m

ik

FPCM
J FPCM   U T V, ,ð Þ ¼

Pc

i¼1

Pn

k¼1
u m

ik  þ t
η

ik

 
xk   v ik k 2

PFCM
J PFCM   U T V, ,ð Þ ¼

Pc

i¼1

Pn

k¼1
au m

ik  þ bt
η

ik

 
x k   v ik k2 þ

Pc

i¼1
δi

Pn

k¼1
  1 þ τ ikð Þη

T1FC
J T FC1   X U C, ,ð Þ ¼

Pc

i¼1

Pn

k¼1
u j x ið Þ

m d 2
ij

    4. Advanced fuzzy clustering algorithm

           Fuzzy c-means (FCM) is an unsupervised form of a clustering algorithm where
  unlabeled data X = {x1, x2  ..., x N         } is grouped together in accordance with their fuzzy

          membership values [33, 34]. Since, dat a anal ysis and computer visio n p roblems,
            analyzing and dealing the uncertainties are a very important issue, FCM is being

             widely used in these fields. Several methods of other IT2 approach for pattern recog-
          nition algorithms have been successfully reported [35–41]. Type-1 fuzzy sets cannot

           deal u ncertainties th erefore; t ype-2 fuzzy sets were d efined to represent the un cer-
            tainties as sociated wi th type-1 fuzzy se ts. As shown in Figure 2, the type-reduction

             process in IT2 FSs requires a relatively large amount of computation as type-2 fuzzy
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          methods increase the computational complexity due to the numerous combinations of
          embedded T2 FSs. Methods for reducing the computational complexity have been

             proposed, such as, the increase in computational complexity of T2 FSs may be less
            costly for improved performance by applying satisfactory results using T1 FSs. In [42],

              it was suggested that two Fuzzifier m values is used and the centroid type reduction
            algorithm for center update is incorporated for interval type-2 (IT2) fuzzy approach to

             FCM clustering. The IT2 FCM was suggested to clear up the complication with FCM
           for clusters with different number of volumes and patterns. Moreover, it was

        suggested that miscellaneous uncertainties were linked with clustering algorithms
                such as FCM and PCM [43]. Motivation of the success IT2 FSs has made on T1 FSs

algorithms.

     4.1 Type-2 fuzzy set (T2 FS)

            Due to their potential to model various uncertainties, Type-2 fuzzy sets (T2 FSs)
           have primarily received interest of increased research [44]. Type-2 fuzzy sets are

          characterized by a three-dimensional fuzzy membership function. The [0, 1] fuzzy
               set is the membership grade for each element of a type-2 fuzzy set. The extra third

           dimension provides extra degrees of freedom to get more information about the
             expressed term. Type-2 fuzzy sets are valuable in situations where it is difficult to

            resolve the exact membership function of the fuzzy set. This helps to incorporate
 uncertainty [45].

             The computational complexity of the Type-2 fuzzy set is higher than that of the
               Type 1 fuzzy set. However, the results gained by the Type-2 fuzzy set are much better

               than those gained by the Type 1 fuzzy set. Therefore, if type-2 fuzzy sets can signif-
         icantly improve performance (depending on the application), the increased compu-

              tational complexity of the type-2 fuzzy sets can be an affordable price to pay [46].

 Figure 2.
                (a) Cluster position uncertainty for T1FCM, (b) 1 T2 FCM, (c) QT2 FCM, (d) GT2 FCM algorithms.
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   4.2 Type-2 FCM (T2-FCM)

         Type-2 FCM (T2-FCM), whose type-2 membership is promptly generated by
           extending a scalar membership degree to a T1-FS. When limiting the secondary

           fuzzy set to have a triangular membership function, T2-FCM extends the scalar
 membership uij        to a triangular secondary membership function [47, 48].

   4.3 General type-2 FCM

           The GT2 FCM algorithm accepts a linguistic description of the fuzzifier value
              expressed as a set of T1 fuzzy- upper and lower value [49]. The linguistic fuzzifier

                 value is denoted as a T1 fuzzy set of . is shown as two examples ofm Figure 3
            encoding the linguistic nation of the appropriate Fuzzifier value for the GT2 FCM

    algorithm using three linguistic terms.

       4.4 Interval type 2 fuzzy sets (IT2 FSs)

             In order to model uncertainty associated to a type-1 fuzzy set with an interval
             type 2 fuzzy set, a membership interval with all secondary grades of the primary

         memberships equaling to one can represent the primary membership Jx 0   of a sample
 point x0  [18, 50].

              Figure 3(a) represents an instance of an interval type 2 fuzzy set where the gray
              shaded region indicates FOU. In the figure, the membership value for a sample isx’

     represented by the interval between upper μ ~A x0    ð Þ, and lower μ ~A
x0ð Þ membership.

        Therefore, each has a primary membership interval asx’

Jx 0  ¼ μ
~A

x0  ð Þ, μ ~A x 0ð Þ
h i

(3)

         In the shown as the vertical slice xFigure 3(b) 0      , where the secondary grade for
     the primary membership of each x0        equals one, in accordance with the property of

              interval type-2 fuzzy sets. This interval is defined as the FOU. An interval type 2
      fuzzy set A can be expressed as

~     A x u¼ ,ð Þ , μ ~A       x u, Þð Þ j∀ ∈ ∀ ∈x A, u J x      ⊆ 0, 1½ , ,x uð Þ , μ ~A  x u, Þð Þ ¼ 1
 

(4)

 Figure 3.
                 Two possible linguistic representation of the Fuzzifier M using T1 fuzzy sets. (a) membership value for a sample

x0    (b) vertical slice x 0 .
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    4.5 Interval type-2 FCM (IT2-FCM)

             In fuzzy clustering algorithms such as FCM, the fuzzy fire value m plays a
          significant [50] role in determining clustering uncertainty. However, it is generally

             difficult to properly determine the value of m. IT2-FCM regards fuzzy fire values as
 intervals [m1, m2       ] and settles two optimization matters [51].

               First, an interval type 2 FCM is used to obtain a rough estimate of which data
    points belong to which cluster.

        In Eq. (3) is minimized with respect to u ij     to provide upper and lower
 membership values.

u j x ið Þ ¼

1
Pc

k 1¼ dij =d ik
   2 m= 1 1ð Þ

, if  1=
Xc

k 1¼
dij =d ik
 

<
1
c

1
Pc

k 1¼ d ij =d ik
   2 m= 21ð Þ

 , otherwise

8
>>>><

>>>>:

(5)

u j x ið Þ ¼

1
Pc

k 1¼ dij =d ik
   2 m= 1 1ð Þ

, if  1=
Xc

k 1¼
dij =d ik
 

≥
1
c

1
Pc

k 1¼ d ij =d ik
   2 m= 21ð Þ

 , otherwise

8
>>>><

>>>>:

(6)

           After this cluster prototypes are calculated, then type reduction and then classi-
             fication is done. Qiu et al. (2014) proposed this complete method of interval type-2

             FCM for finding the clusters in each class of the histogram in individual dimensions
             is acquired with these labeled clusters. This histogram is smoothed by the mean of

             moving window (using a triangular window in my case). The curve fitting of this
         smoothed histogram gets the membership function. Histograms with values greater

           than the membership value are assigned as histograms for higher membership, and
            histograms for values less than membership value are saved as histograms for lower

            membership. Curve fitting is carried out severally in the top and bottom histograms
            to supply the top and bottom member values [52]. This membership value is

       suggested to estimate the values of fuzzifiers m 1  and m 2     . Fixed-point iteration is a
               method of expressing the transcendental equation in the form off(x) = 0 x = g(x)

          and then solving this expression iteratively for in iterative relationship.x

x iþ1  ¼ g x i        ð Þ , , , , (7)I 0¼ 1 2 …

 where x0            being some initial guess. Rewriting the equation to express Eq. (5) and
            (6) in the form of (7) and dropping the upper and lower term,

u j ¼
1

Pc
k¼1 dij =d ik

   2 1= mð Þ
(8)

)
1

u j
¼
Xc

k¼1
d ij=d ik

   2 1= mð Þ

         log on both sides, Eq. (8) can be rewritten as

log
1
uj 

 ¼ log

X

c

k¼1
dij =dik

 

 2 1= mð Þ

 
(9)

         ∵ log a cþð Þ ¼ log a logþ 1 þ
c

a 
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         Extending this logarithmic identity to the sum of elements,N

  ) log a0 þ
XN

k¼1

ak

 !
  ¼ log a0    þ þlog 1

XN

k¼1

a k

a 0

 !
(10)

log
1
u j

 
¼

2
  m 1ð Þ

log
dij

d1j

 
   þ þlog 1

Xc

k 2¼

d ij

d ik

   2 m= iold
1ð Þ

 !
(11)

             Rearranging Eq. (11) and expressing it in terms of , gives us Eq. (12).m

 γ ¼

log 1
u j

 
    þlog 1

Pc
k 2¼

d ij

dik

   2 m= iold
1ð Þ

 

log d ij

d 1j

  (12)

m jnew   ¼ þ1
2
γ

    So, Eq. (13) gives m1jnew  and m2jnew   , mwhere  1j new  ≥ m  2j new      . Eq. (12) is used to
             calculate fuzzifier values of each data. In some cases, the value of fuzzifier of

        particular data shows relatively large variation. Here, upper (m upper    ) and a lower
(mlower                ) fuzzifier is necessary, using Eq. (2). If the curtain data point has a fuzzy fire

             value below the lower bound, the fuzzy fire value is set to the mlower    bound, and if it
            exceeds the upper bound, the fuzzy fire value is set to the mupper    bound. In the end,

             a mean of these fuzzifiers is taken to get the last fuzzifier values m 1  and m2 .

    4.6 Multiple kernels PFCM algorithm

           Typically, the kernel method uses a spatial conversion function to convert input
              data from input property space to kernel property space [53]. This is to change the

              kernel property space to a kernel property space so that it is easy to distinguish
           between overlapping data and having a nonlinear boundary surface in the input

          property space. If the data in the input space is X i          , 1, , the data convertedi ¼ … N ,
            to the kernel property space through the function is represented by Φ X j

 
  , j ¼

                1 Alike as general PFCM, in the case of Kernels-PFCM, the goal is to minimize… N .
   the following objective function.

J ϕ ¼
Xn

k¼1

Xc

i¼1

au m
ik  þ bt η

ik

 
  d 2

ij þ
Xc

i¼1

γ
Xn

k¼1

  1  tikð Þ
η (13)

         In the input space for kernel , the patternK xi    and the distance dij   in the kernel
     attribute space of cluster prototype vj         are expressed as Eq. (14) by the kernel function.

dij   ¼ Φ x j
 

   Φ v j
  2

  ¼ Φ x j

 
 Φ x j

 
  þ Φ vj

 
 Φ v j

 
   2Φ x j

 
 Φ v j

 

 ¼ K x j  , x j

 

 þ K v j  , v j

 
  2k x j  , v j

 

(14)

    Commonly, the new Gaussian multi-kernel ~      k using a Gaussian kernel assumes a
             multi-kernel with the number of kernels , and the formula is as follows [54].S
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~k
jð Þ

 ¼ x j  , v j

 
¼
Xs

l¼1

w il

σ l

 exp 
x j v jk k

2

2σl
2

 

Ps
t¼1

w
σt

(15)

           From [55] way, using e FCM-MK, normalized kernel is defined to recognize
          weights by cluster prototypes, resolution and membership values. Using this opti-

          mization way, following PFCM objective equation should be minimized. By mini-
      mizing the objective function, cluster prototype v i    , resolution-specific weight w il ,

   and membership value uij  are defined.

J m,η    U T V X, , ;ð Þ ¼ 2
Xn

k¼1

Xc

i¼1

ðau m
ik  þ btη

ik 

 1 
Xs

l¼1

w il

σ 2  exp 
x j   v i

  2

2σ l
2

 !


1
Ps

t¼1
w

σt

0

B@

1

CA

þ
Xc

i¼1

γ i

Xn

k¼1

  1  tikð Þηð Þ

(16)

             Here, is a gradient descent way to learn rate parameter. Finally, using typeρ

           reduction and hard partitioning, clustering is performed as described in the Interval
  Type-2 PFCM [56].

     4.7 Interval type-2 fuzzy c-regression clustering

        Let the regression function be represented by Eq. (17)

y i  ¼ f z xi  , α j

 
 ¼ a z

1 x 1i  þ az
2 x 2i    þ þ⋯ a z

Mx Mi  þ b z
0 (17)

 where, x i = [ x1i ,x2i  , ..,x. Mi          ] represents points of data, the number of data indi-
cates i                  = 1,.. .,n, the number of clusters (or rules) indicates j = 1,.. ., c, the number of

             variables in each regression indicates q = 1,.. .,M and the number of regression
        functions indicates z = 1,.. ., r. By aj,      regression coefficients are denoted. We use

         weighted least square method (WLS) for calculating regression coefficients aj,

            In this way, membership grades of partition matrix are worked for weights.P
                 In Eq. (18), Xi is a data point matrix with inputs, y is a data point matrix with

outputs.

xi ¼

x 1,i

x 2,i

⋮

x M i,

2

6666664

3

7777775

T

  , y ¼

y 1,

y 2

⋮

y M

2

66664

3

77775

T

 , P j ¼

u j x1ð Þ 0

 0 u j x1ð Þ

 … 0

 … 0

⋮ ⋮

0 0

⋱ ⋮

 … u j x 1ð Þ

2

6666664

3

7777775
(18)

α j  ¼ Xt P jX
 1

XT P jy

          The partition matrix is acquired through Gaussian mixture distribution whichP
           is the first stage for computing regression coefficients. We consider two fuzzifiers

   or weighting exponent m1  and m2       for indicating the problem into IT2F. However,
               there is a difference that this model is FCM although our model is FCRM. These two
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             fuzzy fires divide the objective function into two separate functions. The aim is to
            minimize the total error from Eq. (19) shows these two objective functions. It

            should be mentioned that the following proof is an extended and modified version
      of type-1, which has been presented in [57].’

Jm 1
 U , υð Þ ¼

Xn

i¼1

XC

j¼1

u j xið Þm 1E ji α j

 

J m 2
 U , υð Þ ¼

Xn

i¼1

XC

j¼1

u j xið Þm 2E ji α j

 

8
>>>>>>><

>>>>>>>:

(19)

   Where type-1 FCRM, Eji        is the total error, which indicates the distance
           between actual output and estimated regression equation, and it is presented by

 Eq. (20).

Eji α j

 
 ¼ y i   f j xi  , α j

  2
(20)

           Eq. (21) represents the Lagrangian of the objective functions of IT2 FCRM
          model. We expend the type-1 NFCRM algorithm to interval type-2 NFCRM.

L1 λ 1  , u j

 
¼
Xn

i¼1

XC

j¼1

u j x ið Þm 1 Eji α j

 
  λ 1

Xc

j¼1

u j   1

 !

L2 λ 2  , u j

 
¼
Xn

i¼1

XC

j¼1

u j xið Þm2 E ji α j

 
  λ 2

Xc

j¼1

u j   1

 !

8
>>>>>><

>>>>>>:

(21)

      The partial derivatives with respect to uj           of Eq. (21) are set to 0 in Eq. (22) and
     (23) for minimizing the objective function.

∂L1

∂u 1 x ið Þ
 ¼ m 1 u 1 xið Þ m1 1 E 1i α 1ð Þ  λ 1  ¼ 0

⋮

∂L 1

∂u C xið Þ
 ¼ m 1 u C x ið Þm1 1 E Ci α Cð Þ  λ1  ¼ 0

8
>>>>>>><

>>>>>>>:

9
>>>>>>>=

>>>>>>>;

(22)

∂L2

∂u 1 x ið Þ
 ¼ m 2 u 1 xið Þ m2 1 E 1i α 1ð Þ  λ 2  ¼ 0

⋮

∂L 2

∂u C x ið Þ
 ¼ m 2 u C x ið Þm1 1 E Ci α Cð Þ  λ2  ¼ 0

8
>>>>>><

>>>>>>:

9
>>>>>>=

>>>>>>;

(23)

       Next, the partial derivatives with respect to k1  and k2  are performed.

∂L 1

∂λ 1
¼ 

X

c

j¼1

u j xið Þ  1 !   ¼ 0 (24)
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             To adapt KPCM to IT2 KPCM, three steps are included. In other words, we
          update the prototype location via initialization, two different fuzzy devices, high

          and low membership or typicality value calculation, format reduction, and de-
               fuzzing for data patterns. In the way we propose, by using IT2FS, our point lies in

            the development of a prototype update process that can solve the cluster matching
            problem caused by KPCM. Cluster matching usually results in a set of patterns

             containing clusters that are relatively close to each other. This allows by definition a
                type 1 fuzzy set to obtain a type reduction via an embedded fuzzy set, but a type-

            reduced fuzzy set can be obtained by a combination of central intervals estimated
            from the embedded fuzzy set. This approach is a standard method for obtaining

             reduced fuzzy set types from IT2FS. However, this approach avoids due to its huge
         computational requirements, which include a number of embedded fuzzy sets.

           Therefore, we consider the KM algorithm as an alternative type reduction method.
            Since KM is an iterative algorithm which estimates both ends of an interval,

     calculating the left (right) interval vL (vR         ) can be found without using all of the
  embedded fuzzy sets.

      Form KERNELS SFCM ALGORITHM in ,Figure 4
  The kernel distance,

 Φ xkð Þ  v ik k
2 (25)

       can be derived using the kernel way as

 Φ xkð Þ  v ik k2  ¼ K xk  , xkð Þ  2

PN
j¼1 um

ij K xk  , x j

 

PN
j¼1 u m

ij

þ

PN
j¼1

PN
l¼1 um

ij um
il K x j  , x l

 

PN
j¼1 um

ij

 2

(26)

           The inverse mapping of prototypes is also needed to approximate the prototypes
 expressions vi           in the feature space. The objective equation can be written as

V v̂i  , við Þ ¼
XC

i¼1

Φ v̂ið Þ  vik k ¼
XC

i¼1

Φ v̂ ið ÞT
Φ v̂ið Þ  2Φ v̂ið Þv i  þ v T

i vi


(27)

 Figure 4.
         FOU representation for our proposed IT2 KPCM approach with m

1
= 2, m

2
       = 5 and variance = 0.5; (a) FOU

        of cluster 1 (b) FOU of cluster 2 [58].
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    While, the final location for v̂ i     in the KPCM algorithm becomes,

v̂ i ¼

PN
k¼1 um

ik K xk , v̂ið Þ x kPN
k¼1 um

ik K xk , v̂ið Þ
(28)

             The left (right) interval of the centroids can be found by employing the KM
            algorithm on the ascending order of a pattern set and its associated interval

          memberships. The result of the KM algorithm can be expressed as,

v i   ¼ 1 0: = v L v R  ½  (29)

           While the procedure to calculate the left value of interval set vL   and right value
vR               , defuzzification is used next to calculate the crisp centers and is defined as the

  midpoint between vL  , vR            . We can now compute the defuzzified output that is a crisp
       value of the prototypes by using the expression.

vi ¼

P
  v J∈ Yi

u vð Þð Þ v
P

  v J∈ Yi
u vð Þð Þ

¼
v L  þ vR

2
(30)

            Hard partitioning is used to classify test patterns using the resulting prototype of
           the procedure above. Euclidian distance is now used to hard partition patterns

             because the prototype is in feature space. The pattern is assigned to a cluster
         prototype with a minimum Euclidean distance. Experimental results presented in

            the following sections will demonstrate the validity of the proposed IT2 approach to
 KPCM clustering.

      4.8 Interval type-2 possibilistic fuzzy C-means (IT2PFCM)

              In order to solve the uncertainty existing in the fuzzifier value m in the general
           PFCM algorithm, Multiple Kernels PFCM a lgorithm should be extended to the Interval

              Type-2 fuzzy set. If there are N data, W set of resolution-specific weight, U partition
               matric, C clusters, V set of cluster prototype and S kernels, the clu ster prototype can be

         obtained from minimizing the Gaussian kernel objective function as follows.

w newð Þ
il  ¼ w oldð Þ

il   ρ
∂J

∂w il
(31)

d 2
ij    ¼ 2 2

XS

i¼1

wil

σl

 exp 
x jv jk k

2

2σ 2
l

 

P s
t¼1

w
σt

0

BB@

1

CCA (32)

Where,

v i    ¼ 2 2

X

S

i¼1

wil

σl

 exp 
x jv jk k

2

2σ2
l

 

P

s
t¼1

w
σ t

0

BB@

1

CCA

(33)

           The cluster prototype is calculated to optimize the objective function for the
 center vi    of each cluster [23].
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Where,

K
ið Þ

x j  , vi

 
¼

XS

i¼1

wjl

σ3
l

 exp x j   v
 2
 

P S
t¼1

w
σ t

0

@

1

A (34)

          optimized membership value- the sm allest membership value and th e l argest mem-
              bership value for each pattern using the Interval Type-2 fuzzy set- is used for calcu lat-

    ing the crisp value vi      . In order to compute vR  and vL      , determination of the upper or
                lower bound of fuzzifier is essential. It is organized as follows by given Eq. (38) [59] .

  J U , ,V Wð Þ ¼ 2
XC

i¼1

XN

j¼1

um
ij d 2

ij (35)

   Using the final vR  and vL         , the crisp center value is obtained from defuzzification
 as follows.

 For v R ,

   if v i < kð Þð Þ then u ij  ¼ uij

 else uij  ¼ uij

(36)

    Using the cluster Prototype v i        , obtained through the optimization function and the
  membership value uij      , the resolution-specific weight value wil    is re-obtain as follows.

∂J

∂w il
¼  2

XN

i¼1

u m
ijPS

t¼1
w t

σ t

K x j  , v i   K
ið Þ

xi  , v j

  
(37)

Where

viR ¼

PN
j¼1u m

ij K
ið Þ

x j,v i

 
x j

PN
j¼1um

ij K
ið Þ

x j  , vi

  (38)

           To define the Interval Type-2 fuzzy set and calculate uncertainty for member-
              ship, the input data, the primary fuzzy set, is needed to assign into the Interval

           Type-2 fuzzy set. Eventually, the upper and lower membership function are created
    from the primary membership functions.

            After calculating the upper and lower membership for each cluster, we need to
            update the new center values. The membership is obtained from the Type-2 fuzzy

              set, however, the center value is a crisp value, the value cannot be calculated from
            the above method. Therefore, in order to compute the center value, type reduction

           is performed by the Type-1 fuzzy set. In addition, defuzzification is accomplished
         to change the value of Type-1 to a crisp value.

    5. Heuristic method: histogram analysis

            The goal of heuristic method is to extract information from data, and then
           adaptively calculates the fuzzifier value. In this approach, some heuristic type- 1

          membership function is used appropriately for given dataset. The parameters are
            defined as the upper and lower membership is decided according to following rules.

           First, given that the membership values are determined, the IT2 PFCM algorithm
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             calculates roughly in which cluster the data belongs to and then secure a histogram
             based on the classified clusters. The histogram from IT2 PFCM tends to be gentler

            and smoother through the membership function by curve fitting of the same histo-
            gram. Curve fitting is enforced separately on upper and lower histograms to obtain

             upper and lower membership values. In order to reach to the IT2 FS, determination
               of FOU is necessary, which is generally the set of membership values of the T2 FS.

            Given that, the greater values of the histogram than the membership value are
           allocated as the highest membership histogram while the opposite case is calculated.

          Figure 5 shows histograms and FOU determined by classification and dimensional
                 calculation. To find , satisfying , it can be expressed as usingX f (X) = 0 X = g(X)

    fixed-point iteration, where is,X

X iþ1          ¼ g Xð Þ, 0, 1, , (39)i ¼ … N

        Eq. (7) and (8) of the membership function ui       can be shown in the form of
   Eq. (38) as follows.

u i ¼
1

P dik

dij

  2
m1

(40)

             Where fuzzifier value is a value that determines the degree of final clusteringm
           fuzzifier as the value of the fuzzy parameter. This value of m1  and m2   is then applied

           into the algorithm for calculate updated clusters and this routine is repeated
      repeatedly. The detailed algorithm is as follows:

      1. Set the initial fuzzifier value of m1  and m2 .

 Figure 5.
                 FOU obtained for individual class and dimension updated fuzzifier value m1 and m2 are obtained (a) class 1

       dimension 1, and (b) class 2 dimension 1.
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 2. Apply m1  and m 2          to interval type-2 FCM and obtain the membership of data.

        3. Generate a histogram of each cluster from the membership.

       4. Curve fit the histogram to get primary memberships.

      5. Create histogram of upper and lower membership.

           6. Use curve fitting over upper and lower histograms to calculate upper and
 lower memberships.

      7. Normalize the memberships according to upper membership.

 8. Fuzzifier m 1i  and m 2i     are obtained using Eq. (13).

 9. Average m1i  and m2i   and update m1  and m 2   from the average.

       10. The algorithm is iteratively performed using updated m 1  and m 2.

        The Upper Membership Function (UMF) Histogram and Lower Membership
           Function (LMF) Histogram are drawn in . A new membership functionFigure 5

        obtained from the Gaussian Curve Fitting (GF-F) method as.
               From simply log process on both sides in Eq. (39), Eq. (40) can be expressed as

follows:

log
1

u1

 
¼

2
  m  1

log
dki

d1i

 
   þ þlog 1

Xc

j¼2

dki

d ji

  2
mdd 1

 !
 : (41)

              Rearranging Eq. (40) and calculate it in terms of , gives us Eq. (41), (42).m

 γ ¼

log 1
u j

 
    þlog 1

PC

k¼2

dij

d ik

 2=mold 1
 

log dij

dik

  (42)

m jnew   ¼ þ1
2
γ

(43)

        As in the above process, the membership value ui  ∈ {ui (X k   )} and mjnew   is used as
     a function to get the ui            . Where Eq. (9) is applied to each clustered data and updated,

m1inew  and m2inew         values is easily calculated, averaging the fuzzifier value by
      Eq. (42), the new fuzzifier value m1  and m2     are finally calculated as follow

m1 ¼
XN

i¼1

m 1i

 !
 =N m, 2 ¼

XN

i¼1

m 2i

 !
 =N (44)

   6. Comparing performances algorithms

         Algorithms can be compared in previous experiences using the following
criteria:
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            Root Mean Squared Error (RMSE): The evaluation metric used by all algorithms of
              clustering is RMSE. RMSE is calculated by the root of the averaging all squared errors

           between the original data ( ) and the corresponding predicted values data ( ).X X̅

 RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
n

k¼1

P
c

i¼1 ðxik   xik

n

r
(45)

                  where is the total number of patterns in a given data set and is the number ofn c
 clusters; x ik  and xik        the actual and predicted rating values data respectively.

         Accuracy is one metric for evaluating classification models. Informally, accuracy
             is the fraction of predictions the model got right. Formally, accuracy has the fol-

 lowing definition:

 Accuracy ¼
   number of correct samples

   total number of samples
  ∗ 100 (46)
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Chapter 8

Compensatory   Adaptive  Neural
Fuzzy   Inference  System

Rabah   Mellah,   Hocine   Khati,   Hand   Talem   and   Said  Guermah

Abstract

The   traditional   approach   to   fuzzy   design   is   based   on   knowledge   acquired  by 
expert   operators   formulated   into   rules.   However,   operators   may   not   be   able  to 

translate   their   knowledge   and   experience   into   a   fuzzy   logic   controller.   In  addition, 
most   adaptive   fuzzy   controllers   present   difficulties   in   determining  appropriate 

fuzzy   rules   and   appropriate   membership   functions.   This   chapter   presents  adaptive 
neural-fuzzy   controller   equipped   with   compensatory   fuzzy   control   in   order  to 

adjust   membership   functions,   and   as   well   to   optimize   the   adaptive   reasoning  by 
using   a   compensatory   learning   algorithm.   An   analysis   of   stability   and  transparency 

based   on   a   passivity   framework   is   carried   out.   The   resulting   controllers  are 
implemented   on   a   two   degree   of   freedom   robotic   system.   The   simulation  results 

obtained   show   a   fairly   high   accuracy   in   terms   of   position   and   velocity  tracking, 
what   highlights   the   effectiveness   of   the   proposed  controllers.

Keywords:   control,   fuzzy   logic,   neural-fuzzy,   compensatory   fuzzy,   Kalman  filter, 
manipulator  robot

 1. Introduction

                                      The advantage of fuzzy control is that the fuzzy system can model any continu-
                                ous (sufficiently smooth) nonlinear function in a compact set and the modeling

                                   error decreases [1]. Fuzzy logic resembles human analysis in its use of inaccurate
                                information to create decisions. Many such problems can be formulated as the

                                minimization of functional defined over a class of admissible domains [2]. How-
                                ever, the difficulty in deploying fuzzy clustering strategies along with the high

                             calculating cost and without update the parameters were their disadvantage [3].
                                   On the other hand, a major concern of researchers is turned towards the

                                   combination of fuzzy logic and neural network. In this combination, a fuzzy rea-
                          soning is followed within multilayered hierarchical neural network. The parameters

                                are represented by connection weights or involved in unit functions. They are
                                      learned the actual data [4]. In the near past, ANFIS (Adaptive Neural Fuzzy Infer-

                                      ence System) models have become very popular for two reasons: the first reason is
                             that in calibrating of non-linear relationships they offer more advantages over

                             conventional modeling techniques, namely the ability to handle large amounts of
                             noisy data from dynamic and non-linear systems, particularly when the underlying

                                physical relationships are not fully understood. The second reason is that they
                             facilitate the solving of linear systems which include the interpolation modeling

           such as time series [5].
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             The reason why authors used ANFIS is that it not only includes the characteris-
             tics of both methods but also eliminates some disadvantages in case of their lonely

          use [6]. Unfortunately, conventional neural fuzzy systems can only optimize the
         fuzzy membership functions under specially defined fuzzy operators which are

          unchangeable forever, which makes it use the local optimization technique rather
          than the global optimization technique [7 8]. Thus an adaptive neural fuzzy–

          controller with compensatory fuzzy is most suitable in an environment where
         system dynamics change dramatically, become highly nonlinear, and in principle

  not fully known.
          On the ground of these observations, several optimal and systematic methods

           have been developed for the design of neural fuzzy controllers with compensatory
          fuzzy. Among these methods, we have retained the compensatory adaptive neural

           fuzzy inference system approach which consists in adjusting not only fuzzy mem-
         bership functions but also dynamically optimize the adaptive fuzzy reasoning.

            Besides that, ANFIS is a class of adaptive networks that are functionally equivalent
      to a first order Takagi-Sugeno fuzzy model.

        Recently compensatory adaptive neural fuzzy inference system control has
           gained more attention from the control Community in general, as adaptive fuzzy

          systems are of crucial importance in several areas. The compensatory adaptive
           neural fuzzy inference system is preferred to deal with nonlinearities and complex-

          ity by working on data characterized by incompleteness and inaccuracy. Therefore,
          it offers powerful skills, such as adaptive adjustment, parallelism, tolerance error

           and generalization for the neural fuzzy controller. Thus the optimal methods are
            used to adjust and optimize the parameters of neural fuzzy controllers through an

         optimization algorithm in order to improve the control performance [9].
              In this chapter, we will present and analyze in section 2 the structure of adaptive

           neural fuzzy inference system (ANFIS), based on concepts such as fuzzy logic,
            optimization techniques. This approach is carried out in order to remove a control

              constraint relating to the need to have a model as faithful as possible, knowing that
           the modeling errors and the imperfections of the models, contribute to significantly

        degrade the performance of the conventional control laws [10].
         Section 3 presents the mathematical formalism appropriate to the compensatory

          neural fuzzy inference system controller proposed. The effectiveness of the pro-
            posed control is highlighted by some simulation results in Section 4. Finally this

             paper is concluded with a summary and an outlook to future research directions in
 Section 5.

        2. Presentation of adaptive neural fuzzy inference system (ANFIS)

           Jang was the first to present ANFIS as a multi-layer adaptive network-based
            fuzzy inference system [11]. One can compare this method to a fuzzy inference

            system besides that it uses back- propagation in minimizing the errors. The opera-
                tion of a FIS is similar to that of both fuzzy logic (FL) and artificial neural networks

              (ANN). ln both (ANN) and (FL), the input passes through the input layer (via the
            input membership function) and the output appears in output layer (via the output

          membership function). This type of advanced fuzzy logic uses neural networks.
             Hence, a learning algorithm can be used to change the parameters until an optimal

            solution is found. It follows that ANFIS uses either back-propagation or a combina-
          tion of least squares estimation and back-propagation to estimate the membership

         function parameters [12]. Neural-Fuzzy system has newly known more attraction
             in research communities than other types of fuzzy expert systems. The reason of it

           combines the advantages of learning ability of neural network and reasoning ability
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          of fuzzy logic to successfully solve many non-linear and complex real-world
 problems [13].

          The regulator ANFIS is computationally very efficient, as it favors mathematical
          analysis, and works well with linear, adaptive, and optimization techniques. The

         fuzzy reasoning is performed with operators min and prod [14].
            The conclusions of fuzzy rules are numeric values calculated from the inputs, so

            the final value is obtained by performing a weighted average of the conclusions
 [15, 16].

           To simplify understanding and without loss of generalities, let us consider a
     fuzzy regulator with two inputs e1  and e 2       and one output . The entryu x 1 is

     associated with two fuzzy sets A1  and A 2         . As for the two fuzzy sets associated with
   the second entry x2  are B 1  and B 2          . The output is modeled by a fuzzy Sugeno-typeu

       system, composed of the following four rules [17]:

    Rule 1 : if x 1  is A 1  and x 2  is B 1  then u 1  ¼ f 1 x1  , x2ð Þ ¼ a 1 x 1  þ b 1 x2  þ c1 (1)

    Rule 2 : if x 1  is A 1  and x 2  is B 2  then u2  ¼ f 2 x1  , x2ð Þ ¼ a 2 x 1  þ b 2 x2  þ c2 (2)

    Rule 3 : if x 1  is A 2  and x 2  is B 1  then u3  ¼ f 3 x1  , x2ð Þ ¼ a 3x 1  þ b 3 x2  þ c3 (3)

    Rule 4 : if x1  is A2  and x 2  is B2  then u4  ¼ f 4 x1  , x2ð Þ ¼ a 4x 1  þ b 4 x2  þ c4 (4)

   Let us denote Ok i,             the node in the position of the layer. The node functionsith kth
            in the same layer are of the same function family as defined below.

                 The input layer is denoted Layer 1 and any node in this layer is a square nodei
          with a node function that describes the membership function. Hence O 1,i  is the

   membership function of Ai            , and it specifies the degree to which a given variable x
   satisfies its quantifier Ai           . We select the membership function in such a way the

            maximum of which is equal to unity and the minimum equal to zero.
             The structure of the regulator ANFIS is given by the following figure ( ):Figure 1

 Figure 1.
    Structure of the regulator ANFIS.

3

     Compensatory Adaptive Neural Fuzzy Inference System
 DOI: http://dx.doi.org/10.5772/ TexLi.9I 6050



          Through this structure we can see five layers described as follows:
             Layer 1: The function of node at this layer is identical to the membership

    function in the fuzzification process:
         Layer 2: generate the degree of activation of a rule.

O2,1  ¼ O 1,1 :O1,3  ¼ w 1

O2,2  ¼ O 1,1 :O1,4  ¼ w 2

O2,3  ¼ O 1,2 :O1,3  ¼ w 3

O 2,4  ¼ O 1,2 :O1,4  ¼ w 4

8
>>><

>>>:
(5)

                Layer 3: Each node of this layer is a circular node denoted by N. The output node
         represents the normalized activation degree according to the th rule.i

O3,i ¼
w iP4

k 1¼ wk

     for i 1, 4 (6)¼

               Layer 4: Each node of this layer is a square node with a function described as
follows:

O 4,i  ¼ O3,i f i  ¼ v i ai   e bþ i   Δe cþ i  ð Þ (7)

 where vi            is the output of the node I of layer 3 and a i , b i, c if g     is the set of update
parameters.

              Layer 5: In this layer, there is only one node that determines the overall output
    by using the following expression:

O5,i ¼
X

i

O4,i f i     for i 1 4 (8)¼ ::

 Considering x 1  and x 2          are the position error and its derivative :e Δe x 1  , x2½  ¼
            e e,Δ½  : We associate two fuzzy sets for each of the inputs x 1  and x2  namely N

    (Negative) P (Positive)and . μN  and μP      represent the degrees of membership appro-
   priate to variables x i       with respect to the fuzzy subsets A i  and Bi    , defined by the

     following membership functions ( ) [17]:Figure 2

    For i ¼ 1, 2

μN xið Þ ¼

  1, if x i   <  1

0 5: xi       þ 0 5,: if 1 < x i  < 1

  0, if x i  > 1

8
>><

>>:
(9)

 Figure 2.
 Membership functions.
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μ P xið Þ ¼

  0, if x i   <  1

0 5: x i       þ 0 5,: if 1 < x i  < 1

  1, if x i  > 1

8
>><

>>:
(10)

  2.1 Learning algorithm

         The learning process consists of identifying the consequence parameters ai  , bi

 and ci           for . Thus, let us assumei = 1,2, .4… yd       and are respectively the desired andy
            actual outputs of system. In this work, we consider that the consequence parame-

          ters are adjusted by the minimization of the following objective function:

e kð Þ ¼
1

2
eð Þ2 (11)

   where e y¼ d   y.

    In addition, let be Φi           the vector of parameters to be adjusted. Our objective is to
   find the parameters ai  , bi  and c i    of the vector Φi     using the gradient descent method

           combined with the approach of extended Kalman filter. This is equivalent to
writing:

Φi   k þ 1ð Þ ¼ Φi  kð Þ  α kð Þ
∂J

∂Φ i
(12)

 We have:

∂J

∂Φ i
¼ e

∂y

∂Φi
¼ e

∂y

∂u

∂u

∂Φi
(13)

      From Eqs. (12) and (13), it follows:

Φi   k þ 1ð Þ ¼ Φi  kð Þ þ α kð Þ
∂y

∂u

∂u

∂Φi
 e (14)

  In our case,
∂y
∂u          cannot be evaluated, but can be estimated using the extended

         Kalman filter equations. Consequently, Eq. (14) can be written as:

Φi   k þ 1ð Þ ¼ Φi kð Þ þ K 0
Ψi  e (15)

where

K 0   ¼ α kð Þ
∂y

∂u
(16)

Ψi ¼
∂u

∂Φi
¼

∂u

∂ai

∂u

∂bi

∂u

∂ci

2

66666664

3

77777775

(17)
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          The Eq. (15) can be identified to extended Kalman filter equation:

Φi   k þ 1ð Þ ¼ Φi  kð Þ þ K kð Þe (18)

       Where K kð Þ is the Kalman gain defined as follows:

K kð Þ ¼
P kð Þ H T kð Þ

H kð Þ P kð ÞH T kð Þ þ R kð Þ
(19)

          Where H kð Þ is the Jacobian matrix (observation matrix of the system); P kð Þ is
             the covariance estimation matrix of the error and is the covariance matrix of the

 process noise.

  Taking H kð Þ ¼ Ψið Þ T  , P kð Þ ¼ λ1  and R kð Þ ¼ λ2      , the gain K kð Þ can be written:

K kð Þ ¼
λ 1

Ψ ið Þ T
λ1 Ψið Þ þ λ 2

Ψið Þ ¼
λ 1

λ 1 Ψið Þ T
Ψið Þ þ λ 2

Ψi  ð Þ (20)

   Hence Eq. (18) reduces:

Φi   k þ 1ð Þ ¼ Φi kð Þ þ
λ 1

λ1 Ψið Þ
T
Ψið Þ þ λ2

Ψi  ð Þe (21)

        By identification between Eqs. (15) and (21), we have:

K 0 ¼
λ1

λ1 Ψið Þ
T
Ψ ið Þ þ λ 2

(22)

      Finally, the vector of consequence parameters Φi     can be adjusted by the
 following relation:

Φi   k þ 1ð Þ ¼ Φ i kð Þ þ K0
Ψi  ð Þe (23)

      2.2 Stability analysis of the control system

           From Eq. (23), we can consider for a very short time T e   , this relation:

_Φi ¼
Φ i   k þ 1ð Þ  Φ i kð Þ

Te
¼

K 0
Ψið Þe

T e
 ¼ K 1 Ψi  ð Þe (24)

 Where K 1 ¼ K 0

Te

Hence:

_Φi  ¼ K 1 Ψið Þe u (25)

 Where eu  ¼ K 1          e is the error between the controller’s desired output u d  and actual
 output u.

 Let be ~Φi  ¼ Φid   Φ i   , where Φi        is the vector of the consequence parameters and
Φid       the vector of the desired consequence parameters.

_~Φi ¼ _Φid  _Φi ¼  Ψið Þeu (26)

     For linear variation, the error e u    is defined by [18]:

eu  ¼ u d    ¼u

X

4

i¼1

Ψ ið ÞT
Φid   Ψ ið Þ T

Φi

 
¼

X

4

i¼1

Ψið ÞT
Φid   Φið Þ

 
¼

X

4

i¼1

Ψið ÞT ~Φi

 
(27)
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     Consider the following Lyapunov function [19 21]:–

 V ¼
1

2

X4

i¼1

~Φi

 T
~Φi

  
(28)

         Differentiating with respect to time yields, we obtain [17]:V

_  V ¼
X4

i¼1

_~Φi

 T
~Φi

  
(29)

       From Eqs. (26), (27) and (29), we obtain:

_  V ¼
X4

i¼1

  Ψið Þe uð ÞT ~Φi

  
¼  e uð ÞT

X4

i¼1

Ψið ÞT ~Φi

  
¼  e uð Þ T e u  ð Þ (30)

      Consequently, from Eq. (30), we find that _        V ≤ 0, so we conclude that the
            system is asymptotically stable in the sense of Lyapunov according to the LaSalle

theorem.

       3. Compensatory adaptive neural fuzzy inference system (CANFIS)

             The other class of inference systems that can deal this type of analytic informa-
            tion in conclusion of rules inference was proposed by Sugeno and his staff.

             As for our contribution here, it consists in adding a compensatory fuzzy part to
          adjust consequence parameters and as well to dynamically optimize the adaptive

            fuzzy reasoning. In addition to this, ANFIS represents a class of adaptive networks
           that are functionally equivalent to a first order Takagi-Sugeno fuzzy model. As

          performed above, by taking a center-average deffuzzifier mapping, the crisp value
      of the output is given as:u

 u ¼

P4
i¼1 a i   e bþ i   Δe cþ ið Þ wiP4

i¼1wi

(31)

         We consider the pessimistic and optimistic operation given respectively as
follows:

z i  ¼ w i (32)

m i  ¼ wi½ 
1
2 (33)

            By using these two operations, our contribution is to add the compensatory form
  formulated as [7]:

Ci zi  , qi  , γi

 
 ¼ z ið Þ 1γi mið Þ γ i (34)

 Where γi          ϵ 0 1½  is compensatory degree. Finally, the crisp value of the
       compensatory neural-fuzzy inference is derived as [13, 14]:

 u ¼
P

4
i¼1 ai   e bþ i   Δe cþ ið Þ wi½  1

γi
2

P
4
i¼1 w i½ 1

γi
2

(35)
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   For simplicity, we define:

αi   ¼ 1
γ i

2
(36)

  Then we have:

 u ¼

P4
i¼1 a i   e bþ i   Δe cþ ið Þ w i½  α i

P4
i¼1 w i½ 

αi
(37)

           The structure of the CANFIS controller with compensatory fuzzy for two input
        and one output, is shown by [9].Figure 3

  3.1 Learning algorithm

             Consider as for ANFIS two dimensional data vectors, ,x e¼ Δe½  and one dimen-
    sional output data vector u 2          . In order to limit the computation time, we have

         optimally adjusted the consequence parameters and compensatory degree by mini-
    mizing the following objective function:

 J ¼
1

2
yd   y

 2
(38)

 Figure 3.
   Structure of CANFIS controller.
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 Where yd             and y are respectively desired and actual values of output sy stem. Now let
Φ2i                  for i = 1 … .4, be the vector of update parameters. We aim to determine vector Φ2i

            through the extended Kalman filter which consists in linearizing the output around the
      control input at each sampling period. This is equ ival en t to wri ting [ 16 , 19, 20 ]:

∂J

∂Φ2i
¼

∂J

∂u 2
 ¼  yd   y
  ∂y

∂u2

∂u 2

∂Φ2i
¼ K 0 :Ψ2i  e (39)

 In which

Ψ2i ¼
∂u 2

∂Φ2i
(40)

K 2 ¼
λ 1

λ 1Ψ
T
2iΨ2i  þ λ 2

(41)

 Where λ1  and λ2         are adaptation gains for varying the convergence rate. Further,
    to eliminate the constraint γi      ∈ 0, 1½  , we redefine γi   as follows [7]:

pi

 2

p i

 2
 þ rið Þ 2

(42)

 Where pi  and ri      are update parameters such that γi     ∈ 0, 1½  . Consequently, the

       vector of update parameters is given as Φ2ið Þ T  ¼ ai  , b i  , ci  , pi  , ri

 
 for CANFIS.

      According to the definition, we have [17]:

∂u2

∂a i
¼

e w i½ αi

P4
i¼1 wi½ α i

(43)

∂u2

∂b i
¼

Δe wi½ 
α i

P4
i¼1 wi½ α i

(44)

∂u2

∂ci
¼

wi½  αi

P4
i¼1 wi½ α i

(45)

∂u2

∂γ i

¼ 
1

2

X4

i¼1

a i   e bþ i   Δe cþ ið Þ

" #
z i  ln wið Þ
P4

i¼1 z i

(46)

∂u2

∂pi

¼ 
2pi q i

 2

p i

 2
 þ qi

 2

( )
∂u 2

∂γ i

(47)

∂u 2

∂r i
¼

2q i p i

  2

p i

  2
 þ r ið Þ 2

( )
∂u2

∂γi

(48)

     Finally, the vector of parameters Φ2i      is adjusted using the following equation:

Φ2i   k þ 1ð Þ ¼ Φ2i kð Þ þ K 0
Ψ2i  e (49)

 Where Ψ2ið ÞT ¼ ∂u2
∂a i

, ∂u 2
∂b i

, ∂u 2
∂c i

, ∂u 2
∂pi

, ∂u 2
∂ri

h i
.

      3.2 Stability analysis of the control system

           From Eq. (48), we can consider for a very short time T e   , this relation:
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_Φ2i ¼
Φ2i   k þ 1ð Þ  Φ2i kð Þ

T e
¼

K 0
Ψ2ið Þe

T e
 ¼ K 1 Ψ2i  ð Þe (50)

 Where K 1 ¼ K 0

Te

Hence:

_Φ2i  ¼ K 1 Ψ2ið Þe u (51)

 Where eu  ¼ K 1          e is the error between the controller’s desired output u d  and actual
 output u.

 Let be ~Φ2i  ¼ Φ 2id   Φ2i   , where Φ2i       is the vector of the consequence parameters
 and Φ2id       the vector of the desired consequence parameters.

_~Φ2i ¼ _Φ2id  _Φ2i ¼  Ψ2ið Þe u (52)

     For linear variation, the error e u   is defined by:

e u  ¼ ud    ¼u
X4

i¼1

Ψ2ið Þ T
Φ 2id   Ψ2ið ÞT

Φ2i

 

¼
X4

i¼1

Ψ2ið ÞT
Φ2id   Φ2ið Þ

 
¼

X4

i¼1

Ψ2ið ÞT ~Φ2i

 
(53)

    Consider the following Lyapunov function:

 V ¼
1

2

X4

i¼1

~Φ2i

  T
~Φ2i

  
(54)

        Differentiating with respect to time yields, we obtain:V

_  V ¼
X4

i¼1

_~Φ2i

 T
~Φ2i

  
(55)

       From Eqs. (51), (52) and (54), we obtain:

_  V ¼
X4

i¼1

  Ψ2ið Þe uð ÞT ~Φ2i

  
¼  e uð Þ T

X4

i¼1

Ψ2ið Þ T ~Φ2i

  
¼  e uð ÞT eu  ð Þ (56)

      Consequently, from Eq. (55), we find that _         V ≤ 0, so we conclude that the system
            is asymptotically stable in the sense of Lyapunov according to the LaSalle theorem.

    4. Simulation results and interpretation

          We applied in simulation the neural-fuzzy command equipped with a compen-
          sator explained above, to the two-joint robot in a performance environment

     described by the following joint trajectories:

q ir ¼
π

6
    1 6 cos tð Þð Þ (57)
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     With 1 2.i ¼ … :
             The compact form of the dynamic model relating to the two-joint robot is given

 as follows:

 τ ¼
M11 M12

M 21 M22

" #

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

M qð Þ

€ q þ
C11 q, _qð Þ C12 q, _qð Þ

C21 q, _qð Þ C22 q, _qð Þ

" #

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

C q , _qð Þ

_  q þ
G1 qð Þ

G 2 qð Þ

" #

|fflfflfflfflffl{zfflfflfflfflffl}

G qð Þ

(58)

Where.
  q q¼ 1  ; q2

 
     : Vector of joint position variables.

_  q ¼ _q 1 ; _q 2

 
     : Vector of joint velocity variables.

€ q ¼ €q 1 ; €q 2

 
     : Vector of joint acceleration variables.

  τ τ¼ 1  ; τ 2       ½  : Vector of torques applied to joint.
  M qð Þ: Inertial matrix.

C q , _       qð Þ : Matrix of terms centripetal and coriolis.
    G qð Þ: Vector of gravitational effects

M11 qð Þ ¼ m1 l2
c1  þ m 2 l2

1  þ m 2 l2
c2  þ m 2 l 1 lc2  cos q 2

 
 þ I 1  þ I 2

M12 qð Þ ¼ M21 qð Þ ¼ m2 l2
c2  þ m 2 l1 lc2  cos q 2

 
 þ I 2

M 22 qð Þ ¼ m 2 l2
c2  þ I 2

C11 q, _qð Þ ¼  m2 l1 lc2  sin q 2

 
_q 2

C12 q, _qð Þ ¼  m2 l1 lc2  sin q2

 
_q 1 þ _q 2

 

C21 q, _qð Þ ¼ m2 l 1 lc2  sin q2

 

C22 q, _qð Þ ¼ 0

G 1 qð Þ ¼ m 1 lc1  þ m 2 l1  ½  gsin q1

 
 þ m 2 g l c2  sin q 1  þ q 2

 

G2 qð Þ ¼ m 2 g lc2  sin q 1  þ q2

 

             The parameters relating to the dynamic model of this robot are given in the
   following table ( ):Table 1

 Parameter Value

     Mass of the link 1 m1   ð Þ 6 5225: kg

     Mass of the link 2 m2   ð Þ 2 0458: kg

   Link length 1 l 1   ð Þ 0 26: m

   Link length 2 l2   ð Þ 0 26: m

 Gravity gð Þ  9 81: m s= 2

         Distance to the center of mass of link 1 lc1   ð Þ 0 0983: m

         Distance to the center of mass of link 2 lc2   ð Þ 0 0229: m

        Moment of inertia of the center of mass m1  0 1213: kg m: 2

        Moment of inertia of the center of mass m2  0 0116: kg m: 2

 Table 1.
 Robot parameters.
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 Figure 4.
         Motion errors tracking and torques behavior with neural-fuzzy without disturbances.

 Figure 5.
           Motion errors tracking and torques behavior with compensatory neural-fuzzy with without disturbances.
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             Figures 4 5and show the time evolution position and velocity errors and the
           torque applied to each joint of manipulator Robot with neuro-fuzzy controller and

          neuro-fuzzy controller respectively. Through these graphics, we can see that, the
        Neural fuzzy controllers and compensatory Neural-fuzzy controllers provide a–

  good tracking performance.
              On the one hand, we can observe that the tracking errors are limited by low

               values, and the dynamics of the errors in position vary little compared to that of the
             errors in speed. This is physically explained by the fact that the position depends

            only on the environment while the velocity in addition to the environment depends
             on the Jacobean matrix. On the other hand, the command paths are smooth, which

          facilitates their implementation. This is achieved through the appropriate choice of
    parameters of the control structures.

            In order to test the capacity of adaptation and robustness of the proposed
               approach, we have added in our simulation at time 5 the combined friction andt ¼ s

        external torque disturbance for each joint, given as follows.

τ fi  ¼ 38 3: _q i    þ 18 9 cos: q i

 
(59)

              The results obtained are illustrated by and , where we note that theFigures 6 7
            tracking errors show peaks especially at the moment of the introduction of the

           disturbances, which are rejected quickly, by the Neural fuzzy controllers and–

         Compensatory Neural-fuzzy structure of the regulator, which allows to conclude
            that the tracking performance is very little affected by these disturbances. This is

              due to the low sensitivity to disturbance of the input data of the proposed control
strategy.

 Figure 6.
          Motion errors tracking and torques behavior with neural fuzzy with disturbances.–
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 5. Conclusion

             In this chapter, we have proposed and presented a control strategy based on a
          neuro-fuzzy inference system regulator with a fuzzy compensator to control the

    manipulator robot with two joints.

            It is important to note that the compensatory neural fuzzy inference system is
           more powerful than fuzzy systems or neural networks, since it can incorporate

 these advantages:

          • Adaptive fuzzy reasoning method using fuzzy compensator can make the
     fuzzy system adaptive and efficient more.

          • The neuro-fuzzy compensation system tolerates errors, because it is effective
            regardless of the choice of initial fuzzy rules (good or bad) for learning.

              • The speed of convergence of the learning algorithm is faster than that of the
  back propagation algorithm.

          • The learning algorithm not only adjusts membership functions, but also
          optimizes the dynamics of fuzzy reasoning by adjusting the degree of

           compensation. As a result, fuzzy neuro systems with a fuzzy compensator are
     more efficient than conventional neuro-fuzzy systems.

          This control strategy has the advantage of requiring only measurements of
          output variables. The simulations indicate that a complete stabilization of the

   system is indeed observed.

 Figure 7.
           Motion errors tracking and torques behavior with compensatory neural fuzzy with disturbances.–

14
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               In conclusion, we wanted, at the end of this chapter, to try to identify a broad-
           spectrum methodology that opens the field to a possible standardization of the

            design of control laws based on a neuro-fuzzy structure equipped with a compen-
            sator, in order to controlling a poorly understood and imprecise dynamic system. It

            would be interesting in the context of experimental tests to judge the performance
      of the methods proposed on real systems.
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Chapter 9

Fuzzy Logic Expert System for 
Health Condition Assessment of 
Power Transformers
TeruvaiManoj and ChilakaRanga

Abstract

In the present chapter, a new fuzzy logic (FL) model is proposed to evaluate the 
overall health index (OHI) of power transformers. The most significant attributes 
such as dissolved gases, acidity, 2-furfuraldehyde, water content, breakdown 
voltage and dissipation factor that influence the health condition of transformers 
solid and liquid insulations are considered. These attributes are further divided into 
three different sets. Based on these sets, three different sub fuzzy models i.e. F1, F2 
and F3 are designed in order to reduce the possible combinations of fuzzy rules. It 
results in reducing the complexity issues of the proposed OHI model. In addition, 
consideration of all significant testing parameters makes the model more reliable 
and accurate. Further, the proposed fuzzy model helps in initiating appropriate 
and early action on faulty conditions of the transformers. Conventional fuzzy logic 
models generally utilize large number of inputs and more number of rules in a 
single fuzzy model. It makes the models complex and inaccurate. Such shortcom-
ings of existing conventional models are successfully overcame by the present 
proposed model. Furthermore, the results obtained from the proposed model are 
compared with the results obtained from expert model proposed by Abu-Elanien 
etal. This comparison ensures the reliability of the proposed method. Also, it is 
envisioned that the proposed model can be easily implemented by both the experi-
enced and the inexperienced utility managers.

Keywords: Transformer, insulation, condition monitoring, fuzzy logic, 
membership function

. Introduction

Power transformers are vital components of power system. The total service 
life of power transformers is majorly depends on the life spans of their liquid and 
solid insulations [1]. The deterioration of the insulation is caused due to the vari-
ous electrical and thermal stresses present inside the transformers. These stresses 
accumulate several dissolved gases within the transformer oil, and produce partial 
discharge, overheating and arcing [2, 3]. Generally, the dissolved gases namely, 
hydrogen (H2), acetylene (C2H2), ethane (C2H6), ethylene (C2H4), methane (CH4), 
carbon monoxide (CO) and carbon dioxide (CO2) are induced in the transformer 
oil. The severity of these gas concentrations identifies the type of faults present in 
the transformer [4, 5]. Moreover, these gas concentrations are employed to examine 
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the overall health condition (HC) of the transformers. Generally, it is termed as 
health index (HI). Further, there are some significant attributes that influences the 
health of transformer solid and liquid insulations. Attributes such as dissipation 
factor, water content, acidity, breakdown voltage and dissolved gases decide the 
lifetime of oil insulation [5]. Similarly, solid insulation’s life depends on 2-furfural-
dehyde. During the operation of transformers, amount of these attributes increase, 
and lead to excessive deterioration of transformers. Further, it may cause failure 
of transformers resulting in a huge revenue loss to the customers. To avoid such 
problems, continuous condition monitoring of power transformers is essential. It is 
only possible if all the significant tests are performed frequently to obtain attribute 
values in regular time intervals [6].

Over the past few decades, various fuzzy logic (FL) models are developed by 
diagnostic experts to evaluate the health condition of transformers [5–7]. These 
models incorporated the various diagnostic attributes such as furan content, degree 
of polymerization (DP), dissipation factor (DF), acidity, water content (WC), 
breakdown voltage (BDV) and total dissolved combustible gases (TDCG) concen-
tration. Using the dissolved gas concentrations, the thermal and electrical criticali-
ties of oil and paper insulations are determined [8]. The recent fuzzy logic models 
reported in the literature have their own strengths in determining the health index, 
however, none of them has fully utilized all the significant attributes of the trans-
formers, thereby remain with some backlogs. Hence, these FL models constrained 
with some limitations [9, ].10

In the present chapter, a new fuzzy logic (FL) model is proposed to determine 
the overall health index (OHI) of transformer. To validate the efficacy of this 
model, the test samples and results have been collected from Himachal Pradesh 
State Electricity Board (HPSEB). For an easy understanding, the present chapter 
is divided into different sections as follows. The brief explanation of transformer 
attributes is given in Section 2. Section 3 details about the present proposed fuzzy 
logic model. Finally, results of the model are discussed in the Section 4. And the 
complete chapter is concluded in Section 5.

. Transformer diagnostic attributes

The major deterioration of transformer insulation is caused by attributes such as 
breakdown voltage, dissipation factor, water content, acidity, dissolved combustible 
gases and 2-furfuraldehyde. The brief introduction of these attributes is given in 
this section.

Breakdown voltage (BDV) is defined as voltage at which breakdown occurs 
between the two electrodes while oil is exposed to an electric field under critical 
conditions [11]. For insulation system of a transformer, electric strength is the basic 
parameter which indicates the presence of contaminants like perceptible sludge, 
moisture and sediment [12]. Dissipation factor (DF) is defined as the sine of loss 
angle. Also, it is important parameter to test the quality of insulation [13]. Some 
harmful contaminants such as oxidation products, water and de-polymerization of 
paper insulation are induced due to high value of DF [ ].14

The presence of dissolved water in the oil is termed as water content and it is 
expressed in parts per million (ppm) by weight [15]. The existence of moisture 
content in the oil is detrimental since it adversely affects the electrical characteris-
tics of oil. Also, excess amount of moisture accelerates deterioration of insulating 
materials [16]. The measurement of free organic and inorganic acids accumulate in 
the transformer oil is defined as acidity, and is measured in milligrams of potassium 
hydroxide. It is required to neutralize the total free acid in one gram of oil [ ].17
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When the influence of abnormal thermal and electrical stresses on transformer 
oil is not very high, the gases generated as a consequence of decomposition of 
insulating oil will get enough time to dissolve in the oil. In dissolved gas analysis, 
the percentage of gas concentrations present in oil is determined and analyzed 
[18]. These dissolved gas percentages helps in finding out the internal condition of 
transformer [19]. Solid dielectrics present in the two essential parts of transformer 
i.e. core and winding which is made of cellulose. Cellulose consists of long chain 
of molecule structure [ ]. During the operation of transformer, these long chains 20
are generally broken into several numbers of minute particles, as per the aging. 
These furan compounds belong to the fur-furaldehyde group. 2-Furfural is the most 
predominant among all furfurals compounds. The condition assessment and life 
estimation of paper insulation is done by using the rate of rise of furfural products 
with respect to time in oil. Damage in few grams of paper in oil is detected even for 
a large sized transformer. Therefore, fur-furaldehyde analysis is very sensitive [21]. 
When the transformer oil is soaked into solid dielectric, furan particles along with 
gases CO2 and CO dissolved in the oil due to heat.

. Proposed fuzzy logic model

Fuzzy logic is a very helpful tool in obtaining accurate output, and easy in 
implementation [22]. Also, it facilitates more effective and reasonable decision 
making for transformers in order to ensure maintainability and reliability [23, ]. 24
The purpose of the proposed FL model is to integrate various diagnostic test results 
with the experience of transformer diagnosis experts [23]. Different stages of the 
FL models are discussed in the following sub-sections. The curve which converts 
the precise (crisp) inputs in to imprecise fuzzy sets with degrees of membership 
function (DOM) in the range 0 and 1. Generally, membership functions (MFs) have 
different shapes namely, triangular, sigmoidal or trapezoidal, Gaussian and Gauss2. 
Trapezoidal MF is widely used MF because of its simplicity [ , 21]. It is shown in 20
Figure , and given by Eq. (1). The trapezoidal MF consists of a truncated triangu-
lar curve and a flat top.

 
1 2

      max min , 1, , 0
  − − =   − −   

 x a b x
 Member ship function

  c a b c
   (1)

Figure 1. 
The trapezoid shaped membership function.
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Where, input variable is denoted as ‘x’, lower and upper limits are denoted as 
‘a’ and ‘b’, respectively. Similarly, ‘c1’ and ‘c2’ are the centers of the trapezoidal MF 
[21]. If the input value lies in between the range of‘c1’and‘c2’of the MFs, then the 
corresponding MF attains the maximum DOM of unity [25]. Whereas, input values 
lie between the range of ‘a’and‘c1’and between the range of‘c1’and‘b’, will have DOMs 
less than unity. Likewise, all the crisp input values (precise) are converted into 
fuzzy (imprecise) values in fuzzification stage. Where the fuzzy values range lie 
between 0 and 1.

In the present proposed model, fuzzy logic (FL) is used to determine the overall 
health index (OHI) of power transformers. The six parameters (Section 2) are 
considered as inputs in the present proposed model to determine the overall health 
index (OHI) of transformers. To make the model simple, three sub-fuzzy models 
viz. F1, F2 and F3 are designed separately. Two parameters namely, water content 
and acidity are assigned as inputs for F1, whereas BDV and DF are for F2. Similarly, 
DCG and 2-FAL are considered as inputs for F3. Furthermore, the outputs obtained 
from these three sub-models are considered as the inputs to a single fuzzy model 
called F4. The final output obtained from the model F4 is OHI of transformers. All 
the inputs of F1, F2 and F3 used trapezoidal shaped MFs and their limits are assigned 
in accordance to [1]. These limits for MFs of water content input in F1 are shown 
in Figure . Likewise, MFs are designed with trapezoidal shape for remaining sub 
models. The values of the six significant attributes have been listed in .Table 

However, input 2-FAL in F3  consists of 5 MFs as per [1]. These MFs are Very bad, 
Bad, High-moderate, Low-moderate and Good. The lower and upper limits of these 
MFs, and their centers are [0 0 0.2 0.2], [0.2 0.2 1 1.5], [1 1.5 3 3.5], [3 3.5 6 7.5] and 
[6 7.5 10 10] respectively. In case of F4, the output MFs used in each of the three 
sub-models was used as input MFs. The corresponding input MFs of water content 
are same as described in Figure .

The block diagram consisting of the three sub fuzzy models and a main fuzzy 
model for transformer sample 12 is depicted in Figure . The lower and the upper 
limits along with the two centers of input MFs are specified in . Similarly, Table 
the output for each of the four models F1, F2, F3 and F4 was divided in to four MFs as 
specified in Figure .

In fuzzification stage, the input values are converted in to fuzzy values by using 
the Eq. (1) [26]. Consider transformer sample 12, where the value of acidity is 0.23 
mgKOH/g. It lies in the range of Bad ( ). Therefore, the limits i.e. a, cTable  1, c2 and b  

Figure 2. 
Membership functions for water content input in F1.
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of acidity membership are 0.15, 0.2, 0.3 and 0.3. Substitute the values in Eq. (1) 
gives the fuzzified value as 1. Similarly, the imprecise values are calculated for all 
the samples and summarized in .Table 

After fuzzification stage, the inputs are mapped with output by specially 
designed rules in the fuzzy inference stage. In the present work, a widely used 
Mamdani maximum–minimum fuzzy inference method is used [21, 25]. Using the 
fuzzified set of inputs and the designed fuzzy rules, the output is determined in this 
method. Further, the method truncates the output MF at its minimum DOM value. 
Initially the inputs are fuzzified using Eq. (1). Further, the truncated output from 
each of the three models are obtained based on the specially designed expert fuzzy 
rules and fuzzified inputs. In the present work, the fuzzy rules possible between the 
inputs of F1 are designed consisting two inputs each with three MFs generate a total 
of nine combinations. Similar combinations are also obtained for F2.

The rule base designed for sub fuzzy model, F1 is given below:

Rule : If Water content is Good and Acidity is Good then output is Excellent.
Rule : If Water content is Good and Acidity is Bad then output is Poor.
Rule : If Water content is Moderate and Acidity is Bad then output is Worst.
Rule : If Water content is Bad and Acidity is Bad then output is Worst.

In case of F3, the three input MFs in DCG, and five MFs in 2-FAL make a total of 
fifteen fuzzy rules.

      Sample Number Acidity DF -FAL BDV WC DCG

      1 0.07 0.52 380.15 73 15.4

      2 80.04 0.31 190.18 64.5

      3 0.02 0.06 1.24 27.9 27.9 501

      4 0.14 0.19 7.45 36.5 14 51

      5 0.03 0.08 29 21.3 4890.85

      6 0.07 31 320.66 15.5 29.7

      7 0.04 0.220.15 53 13.6 77

      8 0.09 0.36 0.21 2739.5 194

      9 0.09 0.89 560.61 26.1 292

      10 0.06 0.21 37.20.57 26.3 25

      11 0.07 0.13 31.4 3215.35 25.8

      12 0.23 21.8 2150.43 5.54 47.7

      13 0.13 0.19 9.34 26.6 15.3 76

      14 0.06 0.25 0.13 61.5 6119.4

      15 0.17 16.10.26 0.74 70.5 147

      16 0.11 0.22 0.34 3343.8 23.5

       17 0.08 0.22 130.65 67.2 28

      18 55.20.41 0.27 6.62 17 51

      19 0.02 0.01 1270.12 73 8

      20 0.17 0.22 388.56 22.7 15.2

Table 1. 
Significant attribute values of the 20 test case transformers.
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The rule base designed for sub fuzzy model F3 is given as below:

Rule : If DCG is Good and 2-FAL is Very bad then Output is Excellent.
Rule : If DCG is Good and 2-FAL is Low-Moderate then Output is Poor.
Rule : If DCG is Moderate and 2-FAL is Bad then Output is Worst.
Rule : If DCG is Good and 2-FAL is High-Moderate then Output is Good.
Rule : If DCG is Moderate and 2-FAL is High-Moderate then Output is Good.
Rule : If DCG is Bad and 2-FAL is Good then Output is Worst.

Similarly, the possible combinations (sixty four rules) of input MFs in case of F4  
were generated. The final rule base for main fuzzy model (F4) with all three inputs 
(B1, B2, B3) is given below:

 Rule : If B1 is Excellent and B2 is Excellent and B3 is Excellent then Output is 
Excellent.
Rule : If B1 is Good and B2 is Excellent and B3 is Worst then Output is Poor.
Rule : If B1 is Good and B2 is Poor and B3  is Worst then Output is Poor.
Rule : If B1 is Worst and B2 is Excellent and B3 is Worst then Output is Worst.

Figure 3. 
Block diagram of the proposed fuzzy logic model.

Input MF 
ranges

  Good Moderate Bad

 a c c   b a c c    b a c c b

            Acidity 0.03 0.05 0.03 0.05 0.2 0.20 0 0.15 0.15 0.3 0.3

            DF 0.05 0.050 0 0.1 0.1 0.8 0.81 1 1.5 1.5

            BDV 52 75 7553 23 2324 53 54 0 0 24

            DCG 0 0 300 300 2000 2000400 400 1100 11001400 1400

Table 2. 
Lower and upper limits for MFs of all inputs.
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Rule : If B1 is Worst and B2 is Poor and B3 is Worst then Output is Worst.
Rule : If B1 is Poor and B2 is Excellent and B3 is Worst then Output is Worst.
Rule : If B1 is Poor and B 2 is Poor and B3  is Poor then Output is Worst.
Rule : If B1 is Excellent and B2 is Good and B3 is Worst then Output is Poor.
Rule : If B1 is Excellent and B2 is Worst and B3 is Excellent then Output is Good.

Figure 4. 
Membership functions of output F4.

      Sample Number Acidity DF -FAL BDV WC DCG

      1 1 1 1 1 1 1

      2 1 1 1 1 10.5

      3 1 1 1 10.8 0.52

      4 1 1 0.03 1 1 1

      5 1 1 1 1 10.74

      6 1 1 1 1 10.8

      7 1 1 1 1 10.5

      8 1 1 1 1 1 1

      9 1 1 1 1 10.45

      10 1 1 1 1 1 1

      11 1 1 1 1 1 0.79

      12 1 1 1 1 0.64 1

      13 1 1 1 1 1 1

      14 1 1 1 1 1 1

      15 0.4 1 1 1 1 1

      16 0.71 1 1 1 1

      17 1 1 1 1 1 1

      18 0.591 1 1 1 1

      19 1 1 1 1 1 1

      20 0.4 1 1 1 1 1

Table 3. 
Fuzzified values (imprecise) of the attributes obtained in fuzzification stage.
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The rules are framed according to their severity level deteriorating transformer 
insulation. Since DCG and 2-FAL are very harmful attributes, the highest priority 
in determining OHI is given to B3 (sub fuzzy model F3). B1 (sub fuzzy model F1) 
has been considered as key factor next to B3. And, least priority has been given to B2 
(sub fuzzy model F2) among all the three inputs.

Defuzzification is the last stage of this method where a precise quantitative 
value from the truncated output MF is determined [27]. Center of gravity is the 
most popular and efficient defuzzification method [20]. This method is used in the 
present work. It determines the center of gravity or the centroid (Z0) of the area 
bounded by the truncated output MFs [20, 21]. It is obtained by

 
 ( )
 ( )0

.µ

µ

∫
=

∫

  z z dz
Z

 z dz
   (2)

Where the output variable is denoted by ‘z’ and ‘ (z)’ is the DOM of the μ

truncated output MF. The crisp output is obtained by using Eq. (2). The centroid 
representation of the output value (sample 12) is depicted in Figure . Similarly, the 
outputs for remaining samples are obtained using the above equation.

. Results and discussion

For an easy understanding of proposed method, consider sample 12 and its 
diagnostic values are detailed in . The data related to all diagnostic attributes Table 
has been collected from Himachal Pradesh State Electricity Board (HPSEB). In 
sample 12, 0.23 mgKOH/g of acidity, 0.43 of DF, 5.54ppm of 2-FAL, 21.8ppm of 
water content, 47.7 KV of BDV and 215ppm of DCG were initially fuzzified in the 
fuzzification stage. Further, these values are converted into outputs depending 
upon rule base given in Section 4.

The outputs of sub fuzzy models F1, F2 and F3 are represented by B1 , B2  and B3, 
respectively. After the defuzzification stage, the outputs obtained from F1, F2 and F3 
are 0.674, 0.35 and 0.6 using Eq. (2). These three outputs are utilized and converted to 
inputs for F4  (i.e. B4 or RHI). From the F4 model, the final output for sample 12 is 0.788. 
Likewise, OHI for all the remaining transformer samples are determined and sum-
marized in  (column 2). Also the health indices for each of these transformers Table 
were determined in accordance to [1], and are given in the same table (column 4).

Figure 5. 
Center of gravity method applied on transformer sample 12.
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Where in Table , E-Excellent, G-Good, P-Poor, W-worst, VG-Very good, 
M-Moderate, B-Bad and VB-Very bad.

Four output MFs have been designed in the proposed model, whereas five MFs 
were considered in Ref. model. The Excellent health condition of proposed model has 
been compared to the Very good and Good health conditions produced by the refer-
ence model [1]. Similarly, Good health condition of proposed model is compared with 
Moderate condition of reference model. And, comparison has been done Bad with 
Poor and Very bad with Worst. The overall comparison of all 20 transformer health 
index by the proposed model and model proposed in [1] is given in Table .

From Table , a curious difference has been found out while comparing the test 
results of proposed model with reference model [1]. It is noted that, out of total 20 test 
case transformers 11 test results of proposed model are matched with results obtained 
in [1]. From the comparison, it is observed that the proposed method has better results. 
To support the statement, consider test sample 12, the HC obtained using model 
proposed in [1] is Bad. But, the quantities of most influential parameters WC and DCG 
are 21 and 215ppm, respectively. These quantities indicate that the transformer insula-
tion is in critical condition and replacement is required. From the test results from 
proposed model, the HC of sample 12 is worst. It is most suitable condition for the 
health of transformer. It is proved that the results acquired from the proposed model 
provide accurate health condition. Also, all the fuzzy models in the proposed model are 
designed by analyzing the impact of significant diagnostic attributes on transformer 
insulation. These modifications make the proposed model efficient.

Sample 

Number

HI obtained using 

Present Proposed 

Method

HC of Transformers 

using Proposed 

Method

HI obtained 

using Method 

in []

HC of Transformers 

using the Method 

in []

    1 E G0.25 0.3

    2 0.24 0.22E VG

    3 E M0.25 0.53

    4 P0.60 0.93 VB

    5 G G0.35 0.36

    6 W0.84 0.94 VB

    7 E G0.24 0.3

    8 G G0.35 0.3

    9 G G0.41 0.3

    10 0.27 E G0.3

    11 0.85 W 0.78 B

    12 0.79 W B0.78

    13 0.62 VBP 0.94

    14 0.11 E G0.3

    15 0.24 E G0.3

    16 0.30.26 E G

    17 0.25 E G0.3

    18 0.85 0.83W VB

    19 0.20.10 E VG

    20 0.78 VBW 0.94

Table 4. 
Overall health indices obtained for 20 test case transformers.
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

Proposed method/

Method in []

    Worst Excellent TotalPoor Good

    Very Bad 3 2 5

  Bad 2 2

  Moderate 1 1

   Very Good/Good 3 9 12

 Total number of transformers 

Table 5. 
Comparison of the results obtained from both the methods.

. Conclusion

In the present chapter, a novel fuzzy logic model has been proposed to find the 
overall health index of oil-immersed transformers. Parameters that influence the 
health condition of transformer insulation such as acidity, BDV, DF, DCG, water 
content and 2-FAL are used to test the HC of transformer. Three sub fuzzy models 
are created namely, F1 with water content and acidity as inputs, F2 with BDV and 
DF as inputs, F3 with DCG and 2-FAL as inputs. Further, the individual outputs of 
three fuzzy models are taken as inputs for the final fuzzy model F4. All the inputs 
of sub fuzzy models are designed with three MFs except for 2-FAL which has five. 
Also, the rule base is formed with nine, nine, and fifteen rules for F1, F2 and F3 sub-
fuzzy models, respectively. And, sixty-four rules designed for main fuzzy model 
F4. The comparison has been done between the proposed model and fuzzy model 
designed in [1]. The fuzzy model designed in [1] consists of six inputs and thirty 
expert rules only. After comparing the two models, it is observed that the results of 
proposed model are more accurate. In addition, a complete rule base fulfilling all 
probable situations in determining HI is incorporated in the present model. Hence 
this model is most efficient, reliable and easily implemented by utilities and indus-
tries in order to obtain the health indices of their transformers which is a significant 
advantage.
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Chapter 10

Health   Monitoring   of   an  Aircraft
Fuel   System   Using  Artificial

Intelligence  Techniques
Vijaylakshmi   S.  Jigajinni

Abstract

Aircraft   is   a   non-linear   complex   system   and   is   need   of   regular  monitoring. 
Integrated   Vehicle   Health   Management   (IVHM)   is   a   process   of   health  management 

paradigm,   which   involves   system   parameter   monitoring,   assessment   of  current, 
future   conditions   through   diagnostic   and   prognostic   approaches   by  providing 

required   maintenance   activities.   Deployment   of   diagnostic,   prognostic   and  health 
management   processes   enable   to   improve   the   system   reliability   and   reduces  the 

operating   cost   of   the   aircraft.   Health   monitoring   and   management   plays   a  vibrant 
role   in   safe   operation   and   maintenance   of   aircraft.   Soft   computing  methodologies 

such   as   Artificial   Neural   Networks   (ANN)   and   Adaptive   Neuro-Fuzzy  Inference 
System   (ANFIS)   are   used   to   estimate   the   health   status   of   fuel   system   by  developing 

model   of   a   typical   pump   feed,   twin-engine,   four-tank   small   aircraft   fuel  system 
using   Simulink   in   the   laboratory   environment.   The   controller   is   designed  to 

generate   the   signals   of   the   fuel   tanks   based   on   the   fuel   requirement   of  the
engine.   The   ANFIS   based   management   system   helps   to   detect   the   faults  existing 

in   the   fuel   system   and   diagnose   those   faults   using   the   expert’s   logical  rules. 
During   a   fault   ailment,   the   controller’s   performance   is   evaluated.   The   efficacy  of 

this   intelligent   controller   is   verified   with   the   present   fuel   control   system   and  ANN 
controller.

Keywords:   Aircraft   fuel   system,   Fault   detection   and   diagnosis,  Prognosis, 
Integrated   Vehicle   Health   Management,   Artificial   Intelligence,   ANN   and  ANFIS

1. Introduction

1.1   Health   monitoring   of   an   aircraft   fuel  system

In   recent   years   significant   quantity   of   research   work   have   been   done  using 
Artificial   Intelligence   (AI)   and   Expert   Systems   (ES)   to   predict   and   estimate  the 

faults   in   the   system   in   order   to   investigate   the   complete   health   status   of   the  system 
[1].   Soft   computing   technique   is   an   intelligent   computing   approach   which  inte-

grates   the   human   reasoning   ability   with   learning   capability   of   uncertainty  and 
imprecision   of   the   system.   The   prime   importance   of   the   soft   computing   technique  is 

the   non-requirement   of   the   well-defined   mathematical   model   of   the   system.  There-
fore,   soft   computing   is   becoming   more   popular   in   the   fault   diagnosis   and  prognosis 

applications.   The   powerful   machine   learning   techniques   used   for   the   current  work
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         are Artificial Neural Network (ANN) and Adaptive Network-based Fuzzy Inference
          System (ANFIS). A brief description and implementation of these techniques for

            fuel system health management is presented in this chapter. The general steps to
        determine the system health status are described as below:

         i. Detecting the symptoms of faults by monitoring and analyzing

      ii. Identification of the cause of faults

          iii. Manual insertion of faults within the model of the system

          iv. Diagnosing the effect of the fault on the system and

       v. Predicting the functional behavior of the system.

           Figure 1 illustrates the health management architecture of the fuel system and
         its diagnostic and prognostic functioning process. This architecture comprises three

           main functions, such as monitoring, diagnosis and prognosis. The operation of the
              first function is to monitor the fuel flow rate and status of its co-operating compo-

              nents like pumps, the quantity of fuel in each tank, valve functioning, the rate of
               fuel consumption by the engine. Based on the initial fuel flow rate, the rate of fuel

           consumed by the engine is estimated by the monitoring function. Further, the
             required fuel flow rate from each tank is calculated by the prediction model. An

 Figure 1.
    Fuel system health management architecture.
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           artificial intelligence approach is implemented for the simulation of a typical small
     aircraft fuel system for fault analysis.

           In the health management process initially, a comparison is done between the
                 actual flow rate and the required fuel flow rate. If the flow rate is not in the desired

             range, an analysis is conducted to detect and determine the reason for this dis-
            agreement, which activates the fault analysis process. Further, it is used as the

            criterion of failure that leads to the diagnostic function. The prognostic function in
               the assumed fuel system is to forecast the fuel flow rate from each of the tanks.

             Thus, the monitoring function helps to predict the variations in the fuel flow rate
           and helps to assess the overall health status of the fuel system.

  2. Literature review

          Many different approaches of fault diagnosis and prognosis are demonstrated in
                the literature with their pros and cons and it is difficult to say which is a better

            approach. It depends on the type of the complex system considered to model,
           available expert knowledge and data. AI techniques are very effective in pattern

         classification, decision making, pattern recognition and problem solving . Theetc
         hybrid (Neural Network with Fuzzy Systems) approach developed holds good

           when modeling the complex systems like aircraft and its subsystems for fault
            analysis and health management. The advantage of using fuzzy logic is to provide

           direct interpretation of human knowledge into the fault analysis process using the
            rules which are simple to comprehend. Further, the process of neuro fuzzy system

         is distributed parallel processing of data, knowledge inference matching conflict
            and distributed storage of diagnosis rules which help to overcome the black box

           limitation of a neural network. This combination provides a healthy solution for
             fault analysis by detecting the missed faults and decreasing the false alarms even in

          the presence of disturbance and changing environment of system during operation.
         The combination of AI techniques with model-based approaches has excellent

            efficiency for fault diagnosis. ANFIS takes advantage of the learning ability of ANN
          and knowledge representation of Fuzzy logic systems. Implementation of ANFIS as

              fault diagnosis tool was reported by [2, 3]. A method for faults diagnosis of induc-
            tion motors using ANFIS and regression techniques was described by [4, 5] used

            recurrent NN and ANFIS to forecast the crack propagation in rotating machine and
          provided the comparison results of both predictors. Application of prognosis in

            aerospace industries is an evolving arena with very a smaller number of real-time
        implementations. Thus, implementation of a model-based methodology with the

           integration of AI techniques is considered for providing better representation of the
     complex system like aircraft fuel system.

    3. Fuel system health monitoring

            The fuel level monitoring function is primarily used to manage and monitor the
               quantity of fuel in each tank. A platform for the study of the fuel system sequenc-

             ing, a simulation of fuel management system was modeled by [6]. Fuel level sensors
              installed in each tank provides the quantity of fuel and also, transfer the signal to

             the fuel management system. The outer model of a typical small aircraft fuel system
             is shown in . The Simulink model developed includes a tank model, tankFigure 2

           parameters and fuel pump model as sub-models. The following are some assump-
      tions made during the simulation using Simulink.
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            i. In the aircraft fuel tank, the fuel and gas temperature are homogeneous

           ii. The acceleration and deacceleration effect on the fuel is not considered
          while analyzing. Thus the sloshing is not interpreted for the simulation.

           iii. Tank geometry of cubic meter is considered without any fixed reference
frame

            iv. The fuel properties are not affected by the changing ambient pressure and
temperature

            The assumed typical small aircraft fuel system contains four fuel tanks and a
                total of eight fuel pumps as depicted in . It consists of four main pumps ofFigure 3

             which two pumps are used for backup and remaining two pumps for delivery of
              fuel between wings at emergency conditions [7]. The flow of fuel in this aircraft is

          managed and monitored by the designed adaptive intelligent controller. The pri-
                mary objective is to manage the fuel flow to the engine without fail and to reach the

              required engine fuel consumption rate. If any fault arises in any of the fuel tanks,

 Figure 2.
         Snapshot of outer model of the typical aircraft fuel system.

 Figure 3.
       Structure of a typical small aircraft fuel system.
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              the controller model detects it and reacts as per the fuel requirement of the aircraft ’s
              engine. The typical fuel system consists of four tanks with a total fuel capacity of

             2800 kg with each tank capacity of 700 kg respectively. The tanks are symmetri-
       cally located in both left and right wings.

             The model of the aircraft fuel system is simulated based on the fuel system
            design [8], and the fuel system health management is analyzed using the hybrid

           fuzzy system. The efficiency ANN based controller is analyzed by comparing with
              ANFIS based intelligent tool. The total usable capacity of 2800 kg of fuel is suffi-

              cient for at least 30 minutes of operation of the assumed aircraft at full continuous
              power. Simulation of fuel pump is done using the properties of the Hyjet-4A fluid as

             fuel. The assumed temperature and the viscosity value of fuel are 22.72°C and 1,
              respectively. The fuel line is built and simulated in the same manner as in the

               practical fuel systems using the metal pipes that are firm and fixed. A pipe of length
             500 mm is assumed which connects the internal wing-tip tanks. The length of pipe

              between the engines and the integral wing tanks is considered to be of 7200 mm.
               The pipes have an internal diameter of 10 mm, and the shape of pipes is decided

              with a geometry factor of 64. shows the Simulink model of the geometryFigure 4
                 of the fuel tank. An integral fuel tank of height 0.65 m, length 4.39 m and width of

             2.0771 m is modeled. An axial pump containing an electric motor drive is selected,
              with an angular velocity of 1770 rpm and the correction factor of 0.8. Figure 5

                 shows the model of the fuel pump as well as the fuel line for the transfer of fuel
            between the wing tanks. In other words, the monitoring function helps to provide

              alert messages to the flight crew and provide data to the prediction model. Table 1
          provides the simulated values assumed at normal operating conditions for linear

   motion of the aircraft.
           The flight range of simulated typical aircraft was calculated based on steady

            linear motion. Substituting assumed values of into the equation, for eachTable 1
                tank the flight ranges are obtained. For a fuel system with four tanks each of 700 kg

         of fuel capacity, the flight range can be calculated as:

 Figure 4.
     Geometry of the aircraft fuel tank.
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 s ¼
V v:

Q

 
(1)

¼
  700 81 9 :

2800
     ¼ ffi20 475: m sec= 73 71: km hr=

                 Where, is the quantity of fuel in each fuel tanks, speed of the aircraft andV v Q
     is total quantity of the fuel.

                 Figures 6 7and shows the level of fuel of a healthy tank and a faulty tank. The
            faults are introduced intentionally in the first tank by decreasing the fuel level

             which may occur due to leakage in the tanks, pipelines, valve stuck or maybe
             because of the filters blocks or icing within the fuel system. demonstratesFigure 7

              the leakage in the fuel system for 5 seconds, which affects the operation of the
               engine. The decrease in the level of fuel in the first tank is detected and diagnosed

          effectively by the developed health management methodologies. The level of fuel
             decreases after 6.5 sec during simulation for a simulation time of 25 seconds as

   shown in .Figure 7

     3.1 Fuel system diagnosis and prognosis

          This section discusses the diagnostic and prognostic function associated with the
            assumed fuel system. Prognosis is prediction of remaining useful life time of the

            system. Based on the available fuel quantity, engine fuel consumption and status of

 Figure 5.
     Fuel pump and fuel line model.

   Sl. No. Parameter Value

   1 Mach number 0.26

      2 Temperature of the ambient air 22.72°C

     3 Speed of sound 314.8 m/sec

    4 Aircraft speed 81.9 m/sec

 Table 1.
     Assumed simulated values of an aircraft.
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           the components, the prognosis function generates the control signals to the fuel
           management system to predict and mitigate the faults within the system. Further,

            through the diagnosis function the obtained flow rate is matched with the control
              signals and corrective measures are taken to identify and detect the fault in the fuel

            system. In this way, using these functions health management of the fuel system
  can be achieved.

         Soft computing techniques such as Artificial Neural Networks (ANN) and
         Adaptive Neuro-Fuzzy Inference System (ANFIS) are used for diagnostic and

          prognostic analysis of the aircraft fuel system. Health management process using
          ANN and ANFIS as a controller is illustrated in this chapter.

       3.2 Health monitoring of fuel system using ANN

          Backpropagation is considered to be the most efficient training algorithm among
          different artificial neural network algorithms [9]. Learning process in ANN is

          achieved by collecting the information and training them accordingly. For the
            assumed fuel system, ANN-based health management tool uses the fuel flow rate as

           input data and previous engine fuel consumption rate as the historical information.
            The ANN model has trained accordingly and generates output signals in relation to

 Figure 6.
     Level of fuel in healthy tank.

 Figure 7.
     Level of fuel in fault tank.
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             working condition of the fuel system. shows the structure of the assumedFigure 8
            fuel system with ANN controller. Based on the present and previous instance fuel

              flow rate, it generates the output signal in the presence of faults. The ANN health
            management tool continuously monitors the flow rate of fuel to the engines and

         provides the require d fuel flow to both the engines.
             This section exploited the basics of ANN. Proper training of NN helps to perform

           fault analysis, detection, and diagnosis without the requirement of a complex math-
            ematical model. The interpretation of the NN similar to human thinking and multiple

         parallel processing features of NN enhances the network performance [10].

        4. Simulation of fuel system health monitoring using ANN

         Feedforward neural network is implemented which regulates the input parame-
               ters of the assumed fuel system to obtain the desired outputs. A simple model of the

               neural network is shown in . The n number of input signals are denoted asFigure 9 ‘ ’

x’1 , x’ 2  … , x’ n        , and weights of each signal as w’ k1, w’ k2  … , w’ kn    . These weighted input
      signals are summed and output signal Y0      is found through activation function .F

         Backpropagation (BP) is a supervised learning algorithm [4]. By gradient
             descent, the algorithm calculates the error function in relation to the weights of the

           neural networks. Learning process in ANN is achieved by collecting the information
          and training accordingly. The following equations describe the implementation of a

  feed-forward neural network.

vk ¼

X

n

j¼1

w0
kj x0

j (2)

y0 kð Þ ¼ s vk  ð Þ (3)

 Figure 8.
         Structure of the assumed fuel system with ANN as controller.
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  y ¼ θ
Xn

k¼1

y0 kð Þ

 !
(4)

 where, x0
1  , x 0

2  , … … … ::x 0
n     are the inputs and w 0

k1  , w0
k2  , … … … ::w0

kn  are the
  weights with y0           ( ) is the sigmoid function. ( is the sigmoid activation functionk S .)

                and ( ) is the threshold activation function. and are the output of the NN andθ . y n
             total number of neurons in the second layer of the network respectively. The output

              y obtained is the prediction based on the inputs of the NN and weights applied.
           For hidden layers according to the BP algorithm, the derivation error of

   backpropagation is expressed as:

δk    ¼ 1 y0
k

 X

k

wkj:δ p (5)

δ p  ¼ yp   t p (6)

 Where, δp      is the error derivation at pth  neuron, yp , p th    unit activation output, δk

    derivation of error and tp         corresponding target. Based on the weights of the first

              layer and the next layer, the gradient of error is calculated. Further, the weights are
 updated accordingly.

           For the assumed fuel system, ANN-based health management tool uses the fuel
             flow rate as input data and previous engine fuel consumption rate as the historical

          information. The ANN model has trained accordingly and generate the output
             signals in relation to the working state of the fuel system. The predictive output

       signal of the ANN model is obtained as:

vk  ¼ f w 0
k1  , w 0

k2  , … … … ::w 0
kn

 
(7)

 Where, vk       is the predicted output of the NN.
         Training of ANN with backpropagation algorithm calculates the gradient error

              and regulates the weights by the required flow rate to be consumed by the engines.
             Continuous updating of ANN model helps to maintain the required flow rate of fuel

            irrespective of malfunctioning of the any of the component within the fuel system.
            The disadvantage of the Feed Forward Neural Network with BP algorithm is the

          necessity of complex mathematical calculation, slow rate of error convergence and
           more amount of time required for a non-linear system operating condition. A

         hybrid ANFIS methodology is utilized to overcome this drawback. This

 Figure 9.
   A neural network model.
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        methodology provides better performance results for non-linear and changing
       operating condition for the assumed aircraft fuel system.

           ANN controller monitors and manages the flow of fuel without any limitations
             to meet the required flow rate. Fault occurrence within the fuel tanks are detected,

              and corrective measures are taken by the ANN. Any change in the data is identified
             by the unique property of the ANN algorithm that differentiate the data points in

          noisy conditions. The ANN controller calculates the gradient error, and accordingly
            the target signals are generated by adjusting the weights of the BP algorithm.

             Figure 10 shows the flowchart of the updation process of the ANN. Timely main-
             tenance of the fuel tanks and fuel system helps to improve the performance of

             the aircraft. Faults in the tanks like leakage, filter blockage or pump failure during
           flight may degrade the operation of the aircraft. Under such circumstances, ANN

          algorithm continuously updates with the actual data and maintains the required
 flow rate.

      4.1 Simulation results and discussion using ANN

             The two hidden layers of ANN model using Simulink is depicted in Figure 11. I n
            this neural network four input samples and four target samples are used. The

              hidden layer consists of 100 neurons and output layer of four nodes for the assumed
          four-tank fuel system. The neural network toolbox of Matlab/Simulink utilizes the

               data points in three stages. In the first stage, the training data points are used for
             training the neurons and the gradient error is calculated by using the weights of

            successive layers. The upadated weights of the network reduces the error for the
            given value. During second stage, validation fail check is done. Testing process of

               data points is carried out in the third stage. The performance of the developed NN is
 then analyzed.

            The BP algorithm uses the Mean Square Error (MSE) procedure to compute the
               error in each step or iteration. MSE is the performance index of the BP algorithm. It

            is the error computed as variance between the network output and target output.
              The relation given in Eq. (8) computes the MSE in each step for each output,

 MSE ¼
1

N

XN

1

ei p=   e o p=

 2
(8)

 Where, e i p=     is the actual input, e o p=           is the output of the NN model and is theN

          number of iterations considered. The required number of iterations for converging
              the procedure and time taken for training depends on the size and structure of NN,

            learning methodology adopted, number of layers, and also on the length of data
      points including input data and output data.

            During the training process of ANN after 4th iteration the performance of 4.33e-
           33 obtained which indicates the amount of minimized error. Gradient of 3.16e-12

             indicates the variance occurred in the error rate, Mu of 1.00e-07 is the threshold
          value achieved after each iteration and validation check indicates reduced error

           after current (4th) iteration as compared to previous (3rd) iteration. The graph
             illustrated in shows the performance and status of the training process. ItFigure 12

              is a curve showing the plot of MSE versus four epochs. The blue line plotted
            represents the training result, green color line denotes the result of validation check

              and red line indicates the test result. During the ANN training process, as the MSE
          decreases, consequently the network output reaches to target output. The perfor-

            mance using ANN as fault diagnosis and prognosis process is assessed by computing
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 Figure 10.
        Flowchart of ANN-based prognostic tool for the fuel system.
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 Figure 11.
   Developed ANN Simulink model.

 Figure 12.
   Training performance of ANN.

 Figure 13.
        Gradient and validation performance plot of the ANN model.
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 Figure 14.
      Training performance plot of the ANN model.

        Sl.No Tank 1 Tank 2 Tank 3 Tank 4

 1. 1 1 1 1

    2. 0.7000 1 1 1

    3. 0.3000 1 1 1

  4. 0 1 1 1

    5. 1 0.7000 1 1

    6. 1 0.3000 1 1

  7. 1 0 1 1

    8. 1 1 0.7000 1

    9. 1 1 0.3000 1

 10. 1 1 0 1

 11. 1 1 1 1

 12. 1 1 1 1

 13. 1 1 1 0

 Table 2.
  ANN training data.
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              the MSE based on the Eq. (8). The best validation performance achieved is of 1.6835
              at four epochs. The graph with all the three results of training, testing and validation

       coincide is considered to be the best performance.
           The gradient and validation plot determine a process of assessing the perfor-

             mance of the training and testing of ANN technique. The gradient of error and
               validation plot for four epochs obtained is as shown in . It is observed thatFigure 13

             a smooth decrease in the gradient error at four epochs and maximum measures of
       validation check at four iteration fails to zero.

         Another important factor considered while evaluating the performance of the
          ANN is the correlation coefficient obtained for training, testing and validation.

 Figure 15.
            The Simulink model of the aircraft fuel system with ANN as a controller.

       Tank 1 Tank 2 Tank 3 Tank 4

1 1 1 1

   0.7000 1.3000 1 1

   0.3000 1.4000 1.3000 1

   0 1.5000 1.5000 1

   1 0.7000 1.3000 1

   1.4000 0.3000 1.3000 1

   1.5000 0 1.5000 1

   1 1.3000 0.7000 1

   1.3000 1.4000 0.3000 1

   1.5000 1.5000 0 1

   1 1 1.3000 0.7000

   1 1.4000 1.3000 0.3000

   1.3000 1.3000 1.4000 0

 Table 3.
   Target data of ANN.
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             From the , it is seen that the overall correlation coefficient is 0.6818.Figure 14 
             Table 2 provides the details of the ANN training data where intentional faults are

           inserted into the tanks and trained accordingly. shows the SimulinkFigure 15
               model of four tank fuel system with ANN as a controller. Due to faults, the input

 Figure 16.
            Fuel consumption by the engine of the aircraft fuel system without a controller.

 Figure 17.
     Fuel management test without a controller.

 Figure 18.
         Fuel management test with the ANN model as a controller.
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          data points vary and such variations are trained consequently by updating
         the weights of the neural network. The ANN-based health management

           process is implemented by taking corrective measures in the presence of faults
 ( ).Table 3

            The simulated model of the fuel system can operate continuously for 30 minutes
           with full control and power. Fuel consumption test and fuel management test

              performed on the fuel system without a controller is shown in andFigures 16 17
              respectively. In the plot blue line indicates the required fuel flow rate and red line

          indicates the obtained flow rate without controller within the fuel system.
             As observed in for a simulation time of 20 seconds, within fourFigure 17

            seconds engine(s) get the required amount of fuel. The blue line indicates the
              required flow rate of 2800 kg/hr., which is fulfilled by delivering the fuel from all

                the four tanks with capacity of 700 kg per tank. It was obseverd that after a time
               period of 4 seconds, the level of the fuel in the first tank decreases indicating the

                presence of faults in the fuel tank. Because of faults the level of fuel in first tank
               decerases. Thus, when the quantity of fuel and level of fuel in the tank varies, it

                affects the flow rate of fuel to the engine. This may lead to the fuel starvation that
             causes the failure of the aircraft engine because of insufficient fuel supply to the

          engine. The existing aircrafts fuel system with automatic and programmed fuel
            management system may not identify sudden decrease in the level of fuel properly

         due to which the performance of the system gets degraded.
            Figure 18 shows the fuel management test using ANN as a controller which

               identifies, detects the change in the fuel quantity and level of fuel in the first tank
              and correct it by fetching the required fuel from the second and third tanks. The

             ANN as controller predicts the required fuel by fetching the fuel quantity from the
      other tanks as per the .Table 4

           The weight updating process of the BP algorithm during training process clas-
            sifies the fault data, and testing process identifies the fault occurrence and mitigate

    Tank-1 70 kg Required Fuel

    Tank-2 960 kg 2800 kg

  Tank-3 870 kg

  Tank-4 700 kg

  Total 2600 kg

 Table 4.
        Fuel fetched from each tank using ANN as controller.

 Figure 19.
         Fuel consumption by the engine using ANN as a controller.
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             it by predicting and fetching the required fuel from other tanks. Compared to the
            existing fuel management system, ANN as a controller in the presence of faults

              manages the fuel quantity and flow rate more efficiently. It detects the time of the
           fault, diagnoses it and mitigates it providing the complete health management of

            the fuel system. Minimizing the gradient of error for four iterations, the ANN
                 model could be able to fetch the fuel flow rate of 2600 kg/hr. as shown in .Figure 19

             Using ANN as contorller during fuel managemnt test able to fetch 2600 kg/hr. of
               fuel where as the required flow rate by the engine is 2800 kg/hr. This variation in

               the flow rate is because of the drawbacks such as slow rate of error convergence and
          necessity of intensive calculation of BP algorithm for assumed operating conditions.

             Thus, an intelligent control model ANFIS as a health management tool is used to
     fulfill the engine fuel consumption requirement.

       5. Health monitoring of fuel system using ANFIS

     5.1 Adaptive neural fuzzy inference system

           ANFIS is a supervised gradient descent algorithm. In this, fuzzy rules configured
            upon the NN structure provide a qualitative description for the fault analysis of

            aircraft fuel system. In the resultant hybrid model, the NN recognize the fault
            pattern and adapt to the changing atmosphere. On the contrary, the FIS integrates

          the data and performs inferencing and decision making. The dynamic performance
           of the system can be represented by modeling the neuro-fuzzy method by

            extracting the numerical data from the model. Based on this approach, the system
           modeling serves two purposes. They are: the functional behavior of the assumed

              system can be predicted from the derived model, and the design of a controller is
             done using the resultant model. The ANFIS model is built first by initializing the

            input variables with the rules extracted from the input output data of the assumed–

                system. Later, the NN is utilized to fine tune the rules of the fuzzy model. The flow
               chart for ANFIS training procedure is as shown in . In this work, ANFIS isFigure 20

             used to detect and identify the presence of faults in the aircraft fuel system.

    5.2 Implementation of ANFIS algorithm

            The ANFIS structure developed is based on the model developed by [11]. The
            ANFIS network is mapping of input and output variables in a multi-layer network

             with a single target output [12]. The operating model of the ANFIS controller is
            depicted in . The ANFIS methodology as a fault diagnosis and prognosisFigure 21

           process for aircraft fuel system is briefly described in the following sub-sections.
            ANFIS is a structural plan that links expert’s knowledge and the knowledge capa-

           bility of the neural networks. ANFIS builds a FIS whose membership function
           parameters are obtained by training appropriately. Consider FIS with two inputs ‘x’

            and two connected Membership Functions (MFs) and one output . The fuzzy‘y ,’ ‘z’

               if-then rules for the present work based on the model [13] are framed as follows. If
  ‘x’ is A1    and is A‘ ’y 2,        then the target is ( ) where‘z’ f x,y , A1  and A2     are the sets in the

             antecedents, and z = f ( ) is a crisp function in the consequent. ( ) is a polyno-x,y f x,y
               mial for and input variables. A zero-order Sugeno fuzzy model is formed whenx y f

              ( ) is zero or constant which is a Mamdani FIS [14]. A first-order Sugeno fuzzyx,y
             system model is formed if ( ) is first order polynomial. shows af x,y Figure 22

  five-layer ANFIS architecture.
           ANFIS is a five-layered feed-forward neural network, the input layer, prod-viz

             uct layer, defuzzy layer, normalized layer, and an output layer. The nodes may be
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               adaptive or fixed. The nodes in a square shape are adaptive and the nodes in the
                form of a circle are fixed. In this case, the inputs to the ANFIS considered are the

              flow of fuel at prior instant and engine‘ ’x ’s fuel consumption . The output signals‘ ’y
              of the fuel tank are measured as the target output. These parameters aid the‘ ’z

            ANFIS in formulating the rules as well as realizing a better tuning performance.
             Every rule covers the unity weight, and the learning procedure of ANFIS is achived

              on the classified signals. In the ANFIS architecture, two if then rules based on first
        order Takagi and Sugeno [14] are considered as below:

   Rule 1: If x i  is A 1
1  and y i  is A 1

2  then f 1  ¼ P1   x Qþ 1   y Cþ 1 .

   Rule 2: If x i  is A 2
1  and y i  is A2

2  then f 2  ¼ P 2   x Qþ 2   y Cþ 2 .

 where, P1  , P 2  , Q 1  , Q 2  , C1  and C 2     are the linear parameters, A1
1  , A 1

2  , A 2
1  and A2

2 are
           the nonlinear parameters. Activation levels of the fuzzy rules are considered using
    the realtion of Eq. (9),

Wi  ¼ P i  xð Þ ∗ Q i        yð Þ, 1, 2, (9)i ¼ … n

 Figure 20.
    Flowchart for ANFIS training procedure.
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              where the logical operator and is modeled as continuous term an in this case it“ ”

                is stated as a product. The individual o/p of all rules is obtained as a linear combi-
             nation among parameters of the antecedents of every rule as signified by Eq. (10).

Z i  ¼ Pi    ∗ x Qþ i    ∗ y Cþ i        , 1, 2, (10)i ¼ … n

     The output of the model Z 0       is found by multiplying the standardized activation
                degree of the rules by the individual output of all rule, and it is stated by subsequent

 Eq. (11).

Z 0 ¼
W 1 Z 1  þ W 2Z 2

W 1  þ W 2
 ) Z 0  ¼ W 1 Z 1  þ W 2 Z 2 (11)

 where, W 1  and W2      are the normalized values of W1  and W2.

 Figure 21.
     Working model of the ANFIS controller.

 Figure 22.
   The equivalent ANFIS architecture.
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           The hybrid ANN signifying this inference is an adaptable network with five
            layers. All layers indicating the operation of the Fuzzy Inference System of the

    ANFIS is examined as follows.

  5.2.1 Fuzzification layer

              In this method, every input layer is represented as an input variable, and it refers
       to the fuzzification layer. The input parameters xi  and y i   have the nodes

A1
1  , A1

2  , A2
1  and A2

2           which are the linguistic labels of fuzzy system for isolating the
          membership performances. The output of the fuzzy layer is given by,

F L i1,  ¼ μA 1
i      xð Þ , 1, 2; (12)i ¼

F L j1,  ¼ μA 2
j      yð Þ , 1, 2; (13)j ¼

 where, FL i1,  and F L j1,              are the outputs of the fuzzy layer, and are the input to‘ x’ ‘ y’

    nodes and .i j μA1
i  xð Þ and μ A2

j       yð Þ are the membership performance of the fuzzy
layer.

  5.2.2 Product layer

             This layer may be identified as the that performs logical AND operation, ,π “ ” i.e.
            the multiplication of the input membership functions. In this process, the output is
            the weighted input function of the next node which is symbolized by W 1  and W 2.

    The output is described by,

Z 1  ¼ FL i2,  ¼ μA1
i xð Þ:μA2

i      yð Þ, 1, 2 (14)i ¼

Z 2  ¼ FL j2,  ¼ μA 1
j xð Þ:μA 2

j      yð Þ, 1, 2 (15)j ¼

  5.2.3 Normalization layer

                In this layer each node of this layer is fixed which represents the if part of a“ ”

              fuzzy rule. It is process of normalization of the input weights that can complete the
             fuzzy and operation. In this layer, each node computes the ratio of the“ ” ith rule

             firing strength to the total firing strength of all rules. The normalized firing strength
  of the ith    node is given by,

Z1  ¼ F L i3, ¼
Z i

Z 1  þ Z 2
     , 1, 2 (16)i ¼

Z 2  ¼ F L j3, ¼
Z j

Z 1  þ Z2
     , 1, 2 (17)j ¼

where, Z1  and Z 2      are the outputs of this layer.

  5.2.4 Defuzzification layer

           This is an adaptive layer that gives output membership function based on
            predetermined fuzzy rules. The node function is given by Eqs. (18) and (19).

Z 1 f i  ¼ FL i4, ¼
Zi

Z1  þ Z 2
A 1

1 xð Þ þ A 1
2 yð Þ þ C 1

 
(18)
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Z 2 f j  ¼ FL j4, ¼
Z j

Z1  þ Z 2
A2

1 xð Þ þ A2
2 yð Þ þ C2

 
(19)

where, Zi         is the o/p of the third layer and {Pi , Qi , Ci    } is the consequent
 parameters set.

  5.2.5 Output layer

              The output layer is symbolizing the THEN part of the fuzzy rule. This consists of
              one fixed node that computes the total output which is the summation of the input

      signals given by the following Eq. (20).

  f F¼ L i5, ¼
X

Zl f i ¼

P
Z i f iP

Z i
(20)

              Where, f is the total output and the function of ANFIS is verified by considering
             a higher number of signals. Training the ANFIS model for the given inputs generate

              the control signals which help to maintain the fuel flow rate within the aircraft fuel
system.

           The important benefits of ANFIS are improved learning capacity, the ability to
          incorporate the non-linear structure of the system and rapid adaption capability.

          ANFIS can achieve exceptionally nonlinear mapping, far better than other tech-
             niques. Some of the drawbacks of this technique are: there are no standard meth-

            odologies to incorporate the changing human learning or experience into the base of
               a FIS and also there is a need for agent techniques used for tuning the membership

        functions to diminish or minimize the error during execution.

       5.3 Simulation of fuel system using ANFIS methodology

          This section defines the simulation procedure of health management of aircraft
              fuel system using ANFIS as a controller. shows the model of aircraft fuelFigure 23

           system with ANFIS as controller. It includes fuel tanks, pumps, pipelines that
             connects the tanks and pumps with the engines. The fuel system function is to

              distribute clean fuel at the required pressure and fuel flow rate to the engines in
          different operating conditions. The diagnostic and prognostic process of small air-

            craft fuel system is regulated by the ANFIS intelligent control model, that provides
            better fuel flow rate compared to ANN methodology. That is because of ANFIS’s

           significant features of significant reasoning ability and the low level of computa-
            tional power during training process. The main purpose of the ANFIS control model

               is to direct the fuel flow to the engine and to access the essential engine fuel
              consumption rate. If a fault arises in any of the fuel tanks, the controller model

             detects the fault and activates the necessary actions as per the fuel requirement of
 fuel engine.

           The ANFIS controller is concentrated on the optimization of parameters of the
            aircraft fuel system. Similar to the ANN controller, the ANFIS controller is assessed

             with the previous instance fuel flow and the engine fuel consumption value of the
 fuel system.

      5.4 Simulation results and discussions using ANFIS

           ANFIS’s learning ability carried out through the five-layer structure of the Fuzzy
           Logic system helps to approximate the non-linear functions which depends on the
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           antecedent and consequent parameters. ANFIS is more robust and has better per-
        formance compared to conventional computing methods. These unique properties

           of the ANFIS such as improved computational power and high reasoning ability,
               permit it to be used in the fault diagnosis and prognosis of the fuel system to

            manage fuel flow rate as per engine consumption. The structure of the ANFIS
             process implemented for the health management of the fuel system is as depicted in

            Figure 24. The control signals generated are decided based upon the input param-
             eters such as engine fuel consumption and previous instance fuel flow to the engine.

 Figure 24.
     The structure of the proposed controller.

 Figure 23.
         Structure of the aircraft fuel system with ANFIS as controller.
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            The rule structure of ANFIS is determined by the interpretation of the features
              of the variables of the fuel system model. ANFIS learn details of the input data

             points, calculate the membership function that best suits to track the input data and
           output data. The parameters related to the membership functions varies with the

            learning process of the fuzzy system which depends on the gradient vector. This
               gradient provides the measure to check the ability of the FIS for the given set of

          system parameters. The performance is evaluated by considering the error the
            difference between the actual and desired outputs. shows the fuzzy infer-Table 5

             ence rules framed for the four-tank fuel system. Based on these seven logical rules
              the learning of the system parameters related to the fuel system with the fault data

               is carried out. The training data points of input data and output data sets applied to
          the ANFIS scheme is configured similarly as applied to the ANN.

             During the evaluation, the ANFIS structure enables the change in the rules of the
             FIS. This property of ANFIS helps to optimize itself for the given number of

           iterations by changing the shape of the membership function, rules and also
           removes the unnecessary rules during training. A suitable ANFIS Simulink model is

           designed and developed for the health management purpose of the aircraft fuel
              system. ANFIS as a controller is designed for the aircraft fuel system with two input

 Input Output

              Rules Tank 1 Tank 2 Tank 3 Tank4 Tank 1 Tank 2 Tank 3 Tank4

        1 Normal Normal Normal Normal Normal Normal Normal Normal

        2 Medium Normal Normal Normal Medium High Normal Normal

        3 Low Normal Normal Normal Low High High Normal

            4 Very low Normal Normal Normal Very low Very high Very high Normal

        5 Normal Medium Normal Normal Medium High Normal Normal

        6 Normal Low Normal Normal High Low High Normal

            7 Normal Very low Normal Normal Very High Very low Very high Normal

 Table 5.
  Fuzzy inference rules.

 Figure 25.
             Snapshot of the Simulink model of a fuel system with ANFIS as a controller.
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       Tank 1 Tank 2 Tank 3 Tank 4

1 1 1 1

   0.7500 1.3300 1 1

   0.3500 1.4200 1.3300 1

   0 1.5500 1.5500 1

   1 0.7500 1.3500 1

   1.4000 0.3500 1.3500 1

   1.5500 0 1.5500 1

   1 1.3500 0.7500 1

   1.3000 1.4500 0.3500 1

   1.5500 1.5500 0 1

   1 1 1.3500 0.7000

 Table 6.
  ANFIS target data.

 Figure 26.
   Training process of ANFIS.

 Figure 27.
         Fuel consumption by the engine using ANFIS as a controller.
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            parameters and five bell membership functions for each input unit. showsFigure 25
        Simulink model of aircraft fuel system with ANFIS controller.

              Table 6 gives the details of the target output generated by the ANFIS. Similar to
            the ANN, ANFIS performance is evaluated based on the MSE value. Figure 26

            depicts the curve of convergence of the training data with ANFIS target data
             indicated as reduction of MSE error. As the number of iterations are increased the

           MSE reduces indicating the fulfillment of desired target data from the training
   process of the ANFIS.

            Figures 27 28and shows the rate of fuel consumption and management test
            using ANFIS as a controller. The target output generated as control signal identifies

               the presence of a fault and provide 2700 kg/hr. of fuel flow rate which is almost

 Figure 28.
      Fuel management test with the ANFIS controller.

    Tank-1 70 kg Required Fuel

    Tank-2 990 kg 2800 kg

  Tank-3 940 kg

  Tank-4 700 kg

  Total 2700 kg

 Table 7.
        Fuel fetched from each tank using ANFIS as controller.

 Figure 29.
   Comparisons of fuel consumption.
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            near to the engine requirement 2800 kg/hr. also illustrates that theFigure 27
           learning ability of the ANFIS reproduces accurately the desired output as compared

             to the ANN process. Thus, the error difference between the actual output value and
               the obtained output value is very small which is of 100 kg/hr. of flow rate. The

             ANFIS controller predicts the required fuel by fetching the fuel from the other tanks
    as per the .Table 7

          The effectiveness of the ANFIS health management scheme is evaluated by
             comparing with ANN and fuel system without a controller. The details of the ANFIS

            based fault diagnosis process is presented in work of [15]. Both techniques uses
           similar fault conditions. In terms of comparison of training process using ANFIS

             and ANN techniques, it is clear from the that ANFIS provides betterFigure 29
             results. ANN and ANFIS methods detect the time of the fault, diagnose and predict

            the required flow rate by injecting the additional fuel from other tanks. However,
             the weight updation process of ANN is based on the historical dataset, which gives
             the mismatching results during the testing time. Due to this reason, the fuel flow

              rate obtained by the ANN method is 2600 kg/hr. and is not the desired requirement
             of fuel by the engine. Hence, it shows that ANFIS technique manage the health

             status of the aircraft fuel system by monitoring and managing the accurate fuel flow
  to the engine.

 6. Conclusion

           Soft computing methodologies like ANN and ANFIS are described in this chap-
              ter. A comparison study is made in [16]. All the simulation done is considered for

              the laboratory conditions only. Based on the theory of NN and FIS, the concept of
          hybrid five-layer ANFIS structure is implemented and simulated for the health

            management of the fuel system. Both the techniques help to monitor and manage
              the rate of fuel flow as required by the aircraft’s engine by generating the control

            signals. Further, based on an adaptive algorithm fault analysis is carried by the
           author in paper [17]. Diagnostic and prognostic process are carried out through

            managing the previous fuel flow and fuel consumption by the aircraft engine using
             ANFIS. ANFIS is a hybrid computational tool, which helps to tune and explain past

             data and predict future behavior of the system. The fuzzy inference rules that are
              created in ANFIS rely on both the input and the target output. Tuning can be

          accomplished with the learning ability of NN. To achieve flawless performance
            possible faults in the fuel system are detected and corrected by generating the

           appropriate control signals before the occurrence of massive damages in terms of
           economy and human life. In this scenario, health management tools have been

encouraged.
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Nomenclature

   S .( ) Sigmoid activation function
y0   ( ) Sigmoid functionk

   θ( ) Threshold activation function.
δp  Error derivation
δk   Derivation of error
tp  Corresponding target
vk  Predicted outputs

ei p=  Actual input

eo p=     Output of the NN model

   N Number of iterations
F L i1,  and FL j1,     Outputs of the fuzzy layer

μA 1
i  xð Þ and μA 2

j yð Þ  Membership functions

Zi     Output of the third layer

{P i , Qi , C i    } Consequent parameters set
  f Total output

  W Regular hyperplane
   R Highest distance value

  ||w|| Geometry distance
  Φ Kernel function

f 1
T tð Þ      Time taken by the fuel tank

f fuzz
T tð Þ        Time taken by the fuel tank after fuzzification

Tar
fuzz tð Þ     Target time of fuel tank
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Chapter 11

Fuzzy   Logic   Control   with  PSO
Tuning

Jeydson   Lopes   da  Silva

Abstract

Several   applications   of   artificial   intelligence   in   the   area   of   control   of  dynamic 
systems   have   proven   to   be   an   efficient   tool   for   process   improvement.   In   this  con-

text,   control   systems   based   on   fuzzy   logic   -   Fuzzy   Logic   Control   (FLC)   are   part   of  a 
series   of   advances   in   the   areas   of   control   systems.   Fuzzy   control   is   based   on  natural 

language   and   therefore   has   the   ability   to   make   approximations   closer   to   the  real 
nature   of   the   problems.   The   use   of   metaheuristic   algorithms   such   as   the  particle 

swarm   optimization   (PSO)   allows   it   to   provide   adequate   adjustments   to   the  fuzzy 
controller   in   an   optimized   manner.   This   technique   allows   to   adjust   the   FLC   in  a 

simple   way   according   to   the   performance   desired   by   the   designer,   without   the  need 
for   a   long   time   of   conventional  tests.

Keywords:   FLC,   PSO,   artificial   intelligence,   controller,  optimization

1. Introduction

FLC   represents   a   family   of   intelligent   controllers   with   a   lot   of   potential   for   use  in 
the   world   for   industrial   control   systems.   Its   popularity   is   mainly   due   to   its  perfor-

mance   being   robust   in   several   operating   conditions   and   its   functional   simplicity,  in 
addition   to   its   ease   of   implementation,   allowing   engineers   to   operate   them   in  a 

simple   and   direct   way.   Even   with   the   emergence   of   new   control   techniques,  FLC 
controllers   will   still   be   on   the   market   for   a   long   time   in   industrial   plants  [1].

A   good   parameterization   of   the   FLC   inference   functions   is   essential   to   allow  a 
good   performance   of   this   type   of   closed   loop   controller.   The   tuning   of   the  controller 

is   a   persistent   problem   in   the   area   of   control   and   automation,   from   the  initial 
approach   of   this   topic   to   the   present   day;   a   definitive   solution   has   not   yet  been 

reached,   being   a   subject   constantly   addressed   in   several   works   in   the   field   of  control 
engineering.   However,   it   is   important   to   note   that   despite   the   various  techniques 

that   produce   adjustments   in   the   FLC   parameters,   it   is   still   necessary   to   assess  the 
designer   regarding   the   result   of   the   parameterization   of   this   controller  [2].

In   recent   years,   the   computational   capacity   available   allows   optimization  tech-
niques   developed   in   the   field   of   artificial   intelligence   to   gain   space   in   the   solution  of 

several   engineering   problems   [3,   4].   In   this   context,   algorithms   based  on 
metaheuristics   can   provide   adequate   solutions   to   the   FLC   parameterization  prob-

lem.   Since   the   parameters   necessary   for   the   proper   functioning   of   the   FLC   can  be 
numerous   and   often   complex,   techniques   based   on   intelligent   computing  provide 

an   alternative   solution   to   this   type   of  problem.

1



   2. Particle swarm optimization

        Particle Swarm Optimization (PSO) algorithm is a population metaheuristics
            created from models of the collective and social behavior of animals, in their

           coordination of movements in the tasks of searching and obtaining food. These
          models were simplified, losing the requirement to maintain a minimum distance

        between its neighbors. In addition, the communication architecture was
           transformed, which was initially inspired by spatial proximity and was changed to

             use a topology defined by a graph. Therefore, PSO ends up having, nowadays, more
            similarities with models of mutual influence between human beings in their ways of

   thinking and acting [5].
                In the PSO there is a fixed amount of agents, called particles. This set of agents is

               called a swarm, designed in such a way that each agent is able to communicate with
                 its neighbor, which is a subset of its peer, and can be defined in a static or dynamic

              way. Each of the particles moves in the solution space with a certain speed, always
          evaluating the solution corresponding to that occupied position in each iteration.

            The speed of the particles must be influenced by your own experience (cognitive
           factor), and also influenced by your neighbors (social factor). Such influences are

            implemented as two attractors, the first located in the best position already evalu-
               ated by the particle itself and the second located in the best position visited by the

   neighboring particles [6, 7].
                 In general, the position of a particle at a time is represented by a vectori k xi

k and

      its respective speed as a vector v i
k        . Both vectors are stored during the learning

              process in generation and used for updating in the next generation. In addition tok

  the vectors x i
k  and v i

k           , PSO uses the best position of the particle (i p i
k     ), as well as the

         position of the best particle of the whole swarm ( p
g
k     ), both evaluated throughout the

     process until the moment evaluated.k
         The equations that govern the PSO can be defined as

viþ1  ¼ ωv i  þ c1 r1 p i   x i

 
 þ c 2 r2 p g   x i

 
(1)

x iþ1  ¼ xi  þ v iþ1 (2)

                 where is the position of the particle; is the velocity of the particle; is thex v w
             inertial weight, controlling the impact of the previous speed at the current speed; c 1

 and c2           are positive constants, controlling the social and individual behavior of each
 particle; r1  and r2         are random numbers in the interval [0.1], contributing to

       diversify the exploration of the problem search space.
        The basic PSO algorithm can be defined as follows.

     Randomly initialize the particle positions xi
k   and speeds vi

k   within the search
    space at k = 0.

   Algorithm 1: PSO algorithm
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   3. Fuzzy logic controller

         From the concepts of fuzzy logic, which include fuzzification, defuzzification,
            inference system and compositional rules, it was possible to build a fuzzy logic

           controller, where control actions are generated from a set of linguistic knowledge.
            In general, the FLC is conceptually easy to understand. Despite its easy under-

           standing, its design requires a greater amount of parameterization than normal in
  other controllers [8].

           Several previous works attest that the application of FLC can overcome the
           effectiveness of traditional controllers in several tasks. In fact, the FLC works

             perfectly in a dynamic control environment, its steps can be similar to other con-
             trollers. In the fuzzification stage, the signals from the plant’s sensors and any other

           information that is declared important are mapped to the pertinence functions and
           appropriate truth values. Then, the processing step makes use of each appropriate

          rule, thereby generating a particular result individually and then combines the
               results of those rules. Finally, the result of the operation in the previous stage is then

            converted into the defuzzification to an output value according to the system in
      which the FLC is inserted [9, 10].

           Regarding the FLC memberships functions (MFs), it should be noted that the
          most applicable functions are the triangular, trapezoidal and Gaussian MFs type.

                  This is due to the fact that. In the FLC project there is no exact number of how many
              curves, or what types of curves must be inserted in order to improve the FLCs

        performance, this work is part of the specialist’s commitment.
          A fuzzy controller can contain dozens of pertinent functions and associated

            rules. The rules have an empirical character, since they are elaborated from the
            knowledge of a process specialist. This fact is especially important and makes the

         FLC different and advantageous compared to other controller architectures. The
             reason for this is that empirical rules are especially useful in plants that contain

          complex processes or even with insufficient information that would decrease the
     effectiveness of more conventional control techniques.

  3.1 FLC designer

            Similar to what happens in fuzzy logic applications in other areas, the FLC
         project requires several operational requirements that must be adequately dimen-

              sioned for the correct functioning of this type of control. An important choice as to
              how the final control signal will take place is the decision between the TSK or

        Mamdani FLC. The general rule model is given as:

    IF x is A AND y is B  THEN u is C, (3)

                      where, A is a fuzzy set of X, B is one of the fuzzy set of Y and C is fuzzy set U
  (signal of controller).

               In the case of the FLC of the Mamdani type, each rule is a conditional fuzzy
               proposition, and different fuzzy relationships in A x B x C can be derived from it.

             The implementation of each rule is done by defining operators to process the rule ’s
            antecedent and the implication function that will define its consequent. In this case,

                the action of the FLC is defined based on the aggregation of rules that make up the
             algorithm. This aggregation results in the fuzzy set C, which defines the output of

            controller C. The effective output of the controller is then obtained through a
     defuzing process applied to set C.

             The TSK FLC is a simplified model of the Mamdani controller, where the conse-
             quent of each rule is defined as a function of the linguistic input variables.
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              Each rule results in no longer a numerical value but a fuzzy set. The weight
          assumes the pertinence value resulting from processing the rule’s antecedent. The

                value of can be defined as a constant (single value with relevance equal to one) -u
            singleton. From a singleton it is possible define rules with output values that

          represent a classification of the controller response, without changing the simplified
      way of determining the final controller response.

            In many practical situations of real controllers trapezoidal MFs are used for the
            function inputs. The reason is that several sensors installed in the system can

           present different noise in the measurement and as a consequence change some
       conditional rule in the operation of the FLC.

              Regarding the design of the basic FLC rules, the expert needs to decide the total
         number of rules and how these operational conditions are related.

  3.2 FLC optimization

            The central idea of using metaheuristics in the pursuit of optimizing FLC per-
           formance is in the design characteristic of this controller. The various parameters

              and variables that are necessary for the good functioning of the FLC do not present
             general rules, making the role of the operator essential in the analysis and dimen-

    sioning of these terms [11].
           Despite the specialist ’s knowledge, the resulting FLC may not perform as opti-

           mally. Metaheuristics, on the other hand, can function as an intelligent search
             engine for the various possible architectures for the FLC, without the need for the

              exhaustive work of trial and error on the part of an expert control engineer [11 13].–

              The use of a metaheuristic for the optimization of the FLC needs to be correctly
          dimensioned for its proper and effective functioning. There are different architec-

             tures to be explored when using these techniques despite an FLC [13]. Figure 1
        presents an FLC architecture using metaheuristics for its optimization.

             From the observation of , it is possible to notice that metaheuristics canFigure 1
               help in the solutions of different areas of the FLC. There are several options for the

           parametric optimization of the FLC, therefore, the designer needs to define what
              one wants to obtain or which are the important parameters to be defined in his

 control project.

    3.2.1 FLC membership function optimization

          An application of FLC parametric optimization with metaheuristics is based on
          determining the positions and characteristics of MFs. In this case, algorithm

 Figure 1.
  FLC optimization scheme.
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               objective is to find the values of each MF individually that allows to obtain a better
    performance of this controller [14].

               Assume that you have determined a set of rules and chosen all the MFs in your
             project. A common application of a metaheuristic algorithm in this case is to deter-

              mine the ideal positioning of the MFs. In this particular context, the MF designer is
             a time-consuming exercise and it is usually possible to achieve good results. For this

             reason, some techniques offer benefits to develop such functions. In this case, it is
             necessary to turn the positions of each MF into optimization variables of the algo-

        rithm. presents a representation of this application.Figure 2
           Figure 2 presents a possible model for the application of metaheuristic optimi-

               zation of MFs. From a set of previously selected MFs, it is assumed that the posi-
       tions of these functions are the variables (x i       ) of the optimization problem. In this

           way, the algorithm seeks to select such parameters, increasing or decreasing the
                space of each one in the possible set. The position and size of each MF is important

            since this has a direct influence on the output of the FLC system.
            In this FLC optimization application, it is necessary to define which MFs are

             involved and the respective definition limits. In practice, it is necessary to limit the
      range of values for each variable (x i        ), thus avoiding that the optimization does not

   result in inadequate results.

   3.2.2 FLC rules optimization

             The optimization of the FLC rules is also an interesting application on this topic.
             Determining the rules of an FLC is naturally an empirical process, since trial and

            error are very necessary in order to be successful in these rules [15].
            The application of metaheuristics in this case is configured to determine the best

             rules that, when combined in the logic of the FLC, optimize its operation. The
              variables in this situation are the defining set of MFs and can be combined in

               different ways to compose the rules. In this case, based on a previous set of infor-
               mation, it is possible to determine which variables will be part of a given rule and

             even how many rules should drive the FLC. shows a metaheuristic schemeFigure 3
          for the determination of a specific rule of the type.IF-THEN

               Figure 3 shows an optimization of rules based on IF - THEN. From the set of
           MFs (NB, NS, NM, Z, PS, PM, PB), the subsequent terms y1   ið Þ ( ) andde/dt y2 jð Þ ( ),e

            as well as the consequent term z kð Þ can be defined appropriately for the formation
                  of FLC rules. In this example, i = 7 and j = 7, totaling 49 possible rules to be

   determined by metaheuristic optimization.

 Figure 2.
  MF optimization scheme.
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         Metaheuristic algorithm tests all possible combinations of the IF-THEN condi-
            tion simultaneously, thus allowing to speed up this process of determining the FLC

rules.
            In fact, there are several possibilities for the elaboration of FLC rules, which

          makes this problem complex for the use of traditional optimization methods.

   4. Fitness function modeling

           One or more performance requirements can be used to compose the perfor-
             mance index of the system, which will serve as the objective function (fitness) of

            the optimization problem used to obtain the tuning of the controller. The perfor-
            mance and robustness requirements act as restrictions on the tuning of the control-

              ler, that is, they allow imposing limits on the behavior of the control loop. The
            performance index to be useful to the problem must be composed of system

             parameters, in addition to that, it must be computed with some ease, analytically or
 experimentally [16].

            In order to make the optimization functional, the definition of a fitness function
             is extremely necessary. This function aims to assess the quality and behavior of the

             control system, allowing the designer to check how well his project is performing. In
           general, dynamic performance quality indices are adopted as variables of an objec-

    tive function in control systems.
           The composition of the objective function is based on the dynamic characteris-

             tics that the operator wants the FLC to achieve in the optimization. This definition
           happens empirically based on the observation of the system and execution tests.

            If the designer wishes the controller response to have a low overshooot value,
             this variable should be added with some gain in the composition of the fitness

             function. This gain depends on how much this variable is intended to influence the
             optimization goal. Moreover, if there is a desire to minimize some error rate in

          general, ITAE, ISE or IAE can be adopted in the function.
            In such cases, the goal of metaheuristics is to minimize the objective function

            and, since this function is directly associated with a specific parameter, the specific
   objective can be achieved.

           In order to demonstrate the construction of the objective function, consider the
  following general formulation

  J C¼ 1 X 1  þ C 2 X 2    þ þ… C n X n  , (4)

 where Ci          represents the constants that are associated with the variables of
 interest Xi            . The designer must determine how many variables one wishes to com-

            pose the function such that it achieves its final FLC performance objective. How-
             ever, some variables in the function can be redundant and not affect the overall

            performance of the optimization. In this way, the designer’s expertise is essential to
          obtain a function that allows an effective optimization of the FLC.

 Figure 3.
     Optimization scheme for fuzzy rule conditionals.
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   5. FLC optimization example

           In order to present a practical application of FLC optimization via metaheuristic
           algorithm, this section presents an example of using a metaheuristic (PSO) for

      positional optimization of MFs in an FLC.
               An air flow system is presented as a transfer function and an FLC is connected to

              it, which is parameterized manually and also by the PSO. Since the PSO algorithm is
             relatively simple and easy to apply, consider it for use in this application example.

               The FLC is of the TSK type (control output is a specific value). In addition, the
               error and its derivative are considered as input to the system. The reason for this is

              that in addition to the error, it is also necessary to understand the speed and
    direction of the error variation.

            In order to facilitate application, an example in MATLAB is used. Figure 4
       shows the FLC scheme associated with a metaheuristic.

                From , it can be seen that the FLC has the error and the error derivativeFigure 4
               as inputs. The error signal is used to calculate the ITAE and IAE indices. The FLC

               model has two outputs, one for the control signal and one for the rules. The control
           signal output passes through an integrating signal to compose the control signal.

              Moreover, the other output of the FLC is being used for the optimization of this
               controller. In this example five MFs are used (NB, NS, Z0, PS, PB) for the input

           error (triangular), input error derived (triangular) and for the controllere d/dt
           output. The optimization focuses on determining the position of the MFs (section

     3.2.1) for the inputs and output.
           First, the optimization focuses on the triangular functions, choosing one of the

              three positions that make up the triangle to carry out the modification. This is done
    by adding a variable X1  and X 2          to this position while the others remain with a fixed

              value. Second, we seek to find the value of the output using the optimization vari-
 ables X 3  and X4            . In addition, the rules have already been pre-established and are not

            targets for optimization. The source code for the definition of the FLC, including
          the MFs and the respective rules are presented in .Figure 5

             Regarding the fitness function to be used in this example, the system uses the
          ITAE and IAE error indexes to formulate this function ( ).Figure 6

         J ITAE IAE¼ 0 5: ∗ þ 0 5: ∗ (5)

            For each new population resulting from the PSO swarm, the variables from the
               algorithm are stored and inserted in the FLC and, from that, the result of the fitness

             function ( ) is estimated. This is done until reaching the stopping criterion. In thisJ

       example, add the value of 10J <
2         as the main stop criterion for the algorithm. The

           code that presents the implementation of the objective function is shown below.

 Figure 4.
       FLC scheme for optimization by PSO in MATLAB.
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             For the application of the PSO, it is first necessary to initialize the algorithm
              parameters. In this case, initially the value of the particle positions in the swarm is

             randomly defined. The position of all particles is usually started with some speed, in
               this example all speeds are started at zero. Finally, it is defined as a minimum value

               of the best initial particle in 1000. The particles in the swarm must reach and exceed
              at least this value of the best initial particle . shows the code used.“ ” Figure 7

              The operation of the PSO is simple, the population is evaluated and its position is
            updated based on its position and previous speeds. The swarm positions are then

              entered in the variables, which in turn are the inputs for the optimi-X “ ”OptFuzzy
              zation function. The values are actually the values that will adjust the positions ofX

              the FLC’s input MFs. If the value obtained in the optimization is less than the
            current value of the objective function, the best individual particle values and the

            best global value are increased. This is done until reaching the stopping criterion.
           Figure 8 shows the PSO operation code in this FLC optimization example.

                In order to test th e PSO in the optimization of the FLC MFs of the present example,
                 we try to test the algorithm with 10, 20, 50, 100, 200 and 500 particles in the swarm.

            Figure 9 shows the beh avior of the objective function “ ”OptFuzzy over 50 iterations.

 Figure 5.
   FLC code in MATLAB.

 Figure 6.
    Fitness function code in MATLAB.
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              In general, the greater the amount of swarms in the PSO, the faster the minimi-
              zation of the objective function will occur, since this way there will be a greater

       exploration of the search space of the algorithm.

 Figure 8.
   PSO code in MATLAB.

 Figure 7.
 PSO parameters.

 Figure 9.
  Fitness function optimization.
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             In addition to optimizing the FLC’s input ( and ) and output via PSO,e de/dt
             manual tuning is also applied to these MFs. The manual tuning basically consists of

           determining the positional values of the triangular functions of the MFs“ ”manually

 Figure 10.
      MFs manual tuning vs. MFs PSO tuning.

 Figure 11.
      FLC manual tuning vs. FLC PSO tuning.
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                 and the value of the MFs at the output. This choice is empirical and is based on the
           operator’s knowledge and experience regarding the control system. The result of the

          MFs tuning process in different ways is shown in .Figure 10
           From the MFs resulting from the tuning processes discussed above ( ),Figure 4

            the FLC controller is simulated in both tuning situations (Manual and PSO) by
             applying different steps to the control system input. shows the result ofFigure 11

           the behavior of the FLC resulting from the different synotnias mentioned above.
              From it is possible to notice that the FLC obtained from the PSOFigure 11

          presented a much more satisfactory performance in terms of dynamic behavior.
           Table 1 presents detailed values of the performance indices for both processes.

 6. Conclusions

             The FLC is an important controller in the area of intelligent systems of control
            engineering, however its design aspects represent a challenge to the specialist, as its

        operational requirements require a characteristic knowledge based on linguistic
resources.

            An alternative to the development of the FLC is the use of optimization
           resources to aid the development of this type of controller. Metaheuristics can

            clearly contribute to this issue, as they represent an effective way of exploring
             solutions to complex problems. The use of this feature involves the definition of an

            optimization problem, that is, the definition of a fitness function and which vari-
     ables are associated in the process.

          An FLC optimized by a metaheuristic algorithm represents a viable alternative
            for several applications, as the solutions can be adapted to the optimization criteria

             of these algorithms, thus allowing the specialist to develop an FLC to meet their
  specific performance needs.

Abbreviations

   FLC fuzzy logic control
  MF membership function

   PSO particle swarm optimization
  GA genetic algorithm

 TSK Takagi Sugeno Kang– –

       FLC Tunning Rise Time (s) Settling Time (s)

  Manual 33,94 72,10

  Metaheurístic 3,56 6,99

 Table 1.
       Comparison between the different tunings of the FLC.
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Chapter 12

Functioning   Fuzzy   Logic  in
Optimizing   the   Solar  Systems

Work
Daoud   Raid,   Ahmed   Omer   and   Al-khashab  Yaareb

Abstract

Fuzzy   logic   has   been   used   in   many   fields,   either   to   control   a   specific  movement, 
improve   the   productivity   of   a   machine,   or   monitor   the   work   of   an   electrical  or 

mechanical   system   or   the   like.   In   this   chapter,   we   will   discuss   what   are   the  basic 
factors   that   must   be   taken   to   use   the   fuzzy   logic   in   the   aforementioned   matters  in 

general,   and   then   focus   on   its   employment   in   the   field   of   renewable   energy.  Three 
main   axes   for   renewable   energy   are   solar   panels,   a   wind   turbine   and   finally,  solar 

collectors.   The   key   to   working   and   the   basis   of   the   static   system   is   the  mechanism 
for   selecting   the   inputs   that   directly   affect   the   output   in   addition   to   the  methods 

and   activation   functions   of   the   fuzzy  logic.

Keywords:   renewable,   energy,   solar   panals,   effeciency   and  optimization

1. Introduction

In   this   chapter   a   complete   review   of   how   the   fuzzy   dominant   operates  in 
renewable   energy,   analyzes,   and   control.   Usually   many   of   the   words   which   are  used 

arbitrarily   in   our   lifestyle   have   a   simple   meening   and   big   work.   When  representing 
or   discus   a   system   or   any   think,   words   were   used   such   as   big,   small,   long,  short, 

cold,   warm,   hot,   sunny,   cloudy,   fast,   slow,   etc.,   which   are   vague   in   nature.  Humans 
are   use   unguaranti,   catchy   and   muddy   words   when   showing   something   or   report  a 

decisions   to   produce   a   certain   actions.   According   the   age,   call   were   individual  old, 
mid-age,   young,   old   plus,   and   new   young.   Applying   gas   or   stop   pressure  according 

to   road   situation,   whether   dry,   slippery,   sloping   or   flat.   If   the   light   level   in  the 
classroom   is   low,   we   increase   the   brightness   with   one   touch,   otherwise,   we  decrease 

it.   These   examples   illustrate   how   our   brain   behaves   and   makes   decisions  during 
uncertain   and   ambiguous  situations.

Studies   of   systems   with   unconfirmed   and   disinformation   have   reached   the   era  of 

substitution   with   the   submitting   the   article   “ Fuzzy   Groups ”  by   Lotfi   Zadeh  [1]. 
Although   this   text   was   first   published   in   1965,   the   use   of   Symbolic   Logic  (FL) 

increased   after   the   latter   half   of   the   1970s   when   Lotfi   A.   Zadeh   two  additional 
articles   [2,   3],   in   which   pure   fuzzy   mathematics   was   used   for   uncertain   systems  and 

decision   making.   FL   apps   have   been   gaining   fast   speed   since   the   Japanese  started 
using   them   in   commercially   available   devices.   Nowadays,   it   is   possible   to   search  for 

ambiguous   applications   in   almost   every   region   [4].   Depending   The  sustainable 
sources   are   containes   more   parameters   and   variables   which   difficult   to   control,  but
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              using the artificial intellignt make the contol simple and easy to use. FL works in
             many areas of use for automatic control systems and monitoring issues [4 7]. It can–

              be used in database control tool to manage the data flow and knowledge, huge data,
           innovative method, and smart work for the motors. Graphical works, signal prob.,

          and body-motor simulation are also another applications where FL is function.
            Additionally, fuzzy is utilized as a mathmatics processor in some cases such as

      equation optimization, selecting, figures smoothing, etc. [4].
          In this chapter, the mechanism of programming and designing mechanisms for

              improving the work of solar energy systems will be explained and how to make the
               most of their work. As for solar cells, as it is known, they have several uses,

        including: converting solar radiation into electrical energy, distillation, storage,
             heating water and so on from these applications. The initial design of these systems

               may be with a certain efficiency or at a specific degree of use with specific physical
            or material matters, here comes the role of methods for improvement, searching for

            weaknesses and addressing them in systems in general and solar systems in partic-
            ular. Artificial intelligence, it has been used by many researchers in improving the

             work of solar systems in terms of increasing efficiency and choosing the values of
              the best variables at different times of the day in which the intensity of solar

       radiation, inclination angle, humidity, and the like changes.
            The optimization process for the operation in general is based on the mathemat-

              ical model reached in the initial design of the system. In an AI environment, the
            default system inputs are identified with the expected output of these inputs. When

              the ideal result for the system is available, the proposed controller, which is built on
            the basis of artificial intelligence, changes the internal factors of the system and

            adjusts the initial weights to make the general system work according to the
          expected standards and the productivity, as far as possible, is ideal.

  2. Fuzzy sets

            Fuzzy groups are the basic elements of FL. Fuzzy groups are characterized by
            organic functions. In fact, these organic functions are just kind of mysterious num-

              bers. One must know the meaning of ambiguity in order to know the terms FL,
          membership function, and ambiguous number. For example, two specific colors are

                mixed in the color world and they appear in . First, itFigure 1 ’s white, and then it’s

 Figure 1.
      Blended colors in the universe of colors.
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              changed to black over a transition area so that it becomes light gray, gray, taupe,
                  and black as we move from left to right. It is not a single color that is transparent in

             transition. Includes a black and white reminder and no one can distinguish one color
            from the other because the transitional part is blurred. Colors within the transition

             region are often highlighted as white, light gray, gray, dark gray, and black shown
  in .Figure 1

              There are two color classes in , black and white, called fuzzy subsets orFigure 1
             fuzzy organic functions. The Fuzzy subset WHITE in shows the tones thatFigure 1

             are white while the blur The BLACK subset represents the black hue. The prolonged
             changing zone, the tow different colors. The color is different from the two origin.

                 The color range along the line is blurred. FL is used in the search for solutions in the
            common areas between ideal solutions and wrong solutions, and for this, the search

          process may produce unexpected and unexpected solutions. Most of the researchers
             used fuzzy logic to improve the productivity of a machine or improve the efficiency

                 of a specific system or the like, due to the rule that this type of research is charac-
              terized by, in foggy areas, which allows the system to use solutions closer to reality

               than it was in the past. In mathematical equations, an example of the above, there is
                one or two roots in most possibilities. When using fuzzy logic, it will find a set of

             roots that give a much lower error rate which depends on the permittivity specified
  in the software.

   2.1 Fuzzy membership functions

              The functions of FMF can be seen as a tunnel between unconfirmed bits and a
            hazy outland. The fragile home of muddy information is subdivided and shown by

              unclear organic form, see . Shades of gray become darker as we move fromFigure 2
              left to right or from white to black. Semi-color of gray were re-arranged into sub-

             sections as high, little high, low, very low and zero refered by the triple-kind
   mysterious organic method [1].

             The organic function is the basis for the system modeling process in order to
             improve its operation or reduce the error rate. Where the number of functions must

              be determined with the quality of each function and according to the data that will
              be dealt with. There are linear and nonlinear models, each of them has a function

              quality that differs from the other, in order to reach the goal more quickly and
          accurately than is recognized. The organic functions that distinguish fuzzy groups

              and the groupings with which they are performed are the idea of fuzzy sets and
         systems of symbolic logic. Therefore, understanding ambiguous groups and their

             groupings is vital to understanding what is often done with fuzzy sets and symbolic
          logic. Therefore, this chapter is reserved for introducing ambiguous groups and

 Figure 2.
       Blended colors in the universe of gray colors.
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           analyzing their properties from a control application point of view. Known mem-
            bership functions will be reviewed to represent fuzzy groups one by one, and

             MATLAB functions for each will be written as a neighborhood to develop a sym-
   bolic, logical, user-defined toolbox.

 3. Photovoltaic

          Photovoltaics has become the most cost-effective source of electrical energy in
              regions with high solar potential, with bids as low as $ 0.01567/kWh [8] in 2020.

            Panel prices have decreased 10 times in a decade. This competitiveness opens the
             way for a global transition to sustainable energy, which may be needed to help

            mitigate heating. Emissions of carbon dioxide allow the achievement of a target of
              1.5 degrees that will be spent in 2028 if emissions remain at the current level.

            However, using photovoltaic energy as a first supplier requires a power saver or
          main divider by a big energy DC busses which adds fees.

             Solar PV has some impoertant benifet as an power supply: when first operate, its
            response produces no infection and no emissions of cleanhouse gases, it is addition-

            ally viewed in terms of energy is widely available within the shell. Photovoltaic
          systems have always been used in specialized applications where standalone instal-

            lations and grid-connected PV systems have been used since the 1990s [9] PV
           modules were first produced in large quantities in 2000, when German environ-

          mental scientists, and thus Eurosolar, obtained government funding for the Ten
   Thousand Roofs program [10].

        4. Application of fuzzy logic in solar system optimization

            Before starting with the details of this application, we will mention the basics
            followed to represent the solar system and what are the most important variables

            that must be followed to improve work and make the most of it.
            The solar radiation which received by the solar still was calculated using ASHRIE

            model depending on the environmental conditions in Iraq (35.33No, 44.5 Eo) due to
   lack of Meteorological data.

             The intensity of total solar radiation incident on inclined plane by angle wasδ

    calculated using the following formula:

Io  ¼ I DN    ∗ cos θð Þ þ C ∗
   1 cosþ δð Þ

2
      þ þs C∗ sin βð Þ ∗

   1 cos δð Þ

2

 
(1)

 where: IDN          represents the amount of direct radiation incident on the perpendic-
       ular surface and calculated from the following equation:

I DN  ¼ A 1  exp 
B

 sin βð Þ

 
(2)

            A1 is the intensity factor of solar radiation and calculated from the following
relationship:

A1           ¼ þ1158 1∗ 0 066 cos 360 370: ∗ ∗ ND=ð Þ½  (3)

          B is the atmospheric extinction coefficient calculated according to the following
equation:
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         B 0 175 1 0 2 cos 0 93 ND¼ : ∗ ‐ : ∗ : ∗ð Þ½ 

        0 0045 1: ∗ cos 1 86: ∗ NDð Þ½ 
(4)

            s the quantity of reflective ground referred to as (Alpedo) with an estimated
       value adequate to 0.25 within the current research.

        β is an angle calculated due to sun radiation.
      C is a factor can determined by:

    C 96 5 10¼ : ∗
‐3

       ∗ ∗1 0 42‐ : cos 0 97:ð Þ ∗ number of days
  

  7 5 10: ∗
‐3

        ∗ ∗1 cos 1 95 : number of days
   (5)

     θ is an angle determined by:

           cos sin etaθ ¼ bð Þ ∗ cos segmað Þ  cos etabð Þ ∗ cos haipð Þ ∗ sin egmasð Þð Þ (6)

               φ is the angle between projection of rays on the surface and vertical line on the
             surface, called the surface azimuth angle and takes a negative signal if the surface

    tilted away from the sun.
       ND Number of the day in the year.

           To facilitate the mathematical analysis in question a set of assumptions were
 adopted, namely:

         1. The heat transfer is one dimension through the transparent cover.

       2. The temperature of the glass cover is constant.

     3. Transparent cover reflects the infrared radiation.

        4. Heat transfer is one dimension through the insulating layer.

        5. The properties of various material not dependent on temperature.

            According to the assumptions above, we can write the heat balance equation of
  solar still as:

Cs
dT w

dt
 ¼ α g  þ αw τ g

 
Io   qga   q b   q f (7)

               where C s is the heat capacity of the solar still, including the heat capacity of
             water-gravel layer, the glass cover and the structure of still. While the water and

              gravel in the basin occupy a certain space of each other and changing in so-called
            porosity factor that has the symbol ( ) Which represents the volume of waterϕ

               relative to the total volume, the water mass is (mw) and the gravel mass (ms) under
  the following equations:

mw  ¼ V t ϕρ w

ms  ¼ V t   1  ϕð Þρ s

(8)

              The intensity of gravel used 2560 kg/m 3 and specific heat capacity is equal to
  900 J/kg.K [11].

           Thermal equilibrium of still glass cover was given by the following relationship:

qga  ¼ qr  þ q c  þ qe  þ αg I o (9)
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               Heat is transported across the bulk of the humid air inside the sill by free convection
              of air between th e water surface and the cold glass cover. Khalil and Al-Jibouri [12]

            estimated the transmitted h eat (watts per square meter of glass surface) using the
  following formula [12]:

q c   ¼ 0 8831: T w   T g

 
þ

P w   P wg

  0 265:  Pw
T w  þ 273ð Þ

 1 3=

T w   T g

 
(10)

                where T w and T g is the average temperature for the mixture of water - gravel
    and glass cover used, respectively.

Pw  and P wg          the vapor pressure (Absolute MPa) at temperature Tw and Tg,
     respectively, calculated from the following formula:

log 10Pw     ¼  3 2154 3 13619 10: þ :  2 T w     1 22512: 104 T 2
w

  þ 3 6384: 10 7 T3
w     5 67607: 10 10 T 4

w

(11)

               A hot air carrying water vapor from the warm water surface on the base of the
              still to the inner surface of the cold glass covered causing condensation on it, the

           estimated internal rate of heat transfer intensification (qe) (watts per square meter)
    of the following equation [13]:

qe   ¼ 0 0061: T w   T g

 
þ

Pw   P wg

  0 265:  Pw
T w  þ 273ð Þ

 1 3=

P w   P wg

 
Lw (12)

 Where L w            is the latent heat of evaporation at water temperature (Tw) of still
    calculated by the following formula:

L w    ¼ 2501 67 10: ∗
3   2389T w (13)

            And the rate of condensate water (per square meter of glass cover) calculated
   from the following formula:

D e ¼
qe

L w g,
(14)

Lw g,           is the latent heat of water vaporization at glass temperature (Tg.).
            Also the heat is transferred by radiation between water surface and the glass

           cover an estimated rate of transmission in this way is as follows:

qr   ¼ F Tσ w  þ 273ð Þ
4   T g  þ 273

 4
h i

(15)

           where is Stefan-Boltzmann constant and the supposition of the small distanceσ

             between the water surface and glass cover, compared with the length and width of
             still, the surfaces can be considered as an infinite and the shape factor computes

   from the following formula:

 F ¼
1

1
ε g

þ 1
εw

  1
 : (16)

 where ε g  and ε w           the emissivity of the inner surface of glass cover and water,

respectively.
            The glass cover loses heat to the outer surrounding by convection and radiation

         together and the lost heat calculated from the following formula:
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q ga  ¼ h ga T g   T a

 
 þ ε g  σ Tg  þ 273

 4
  T sky  þ 273
 4

h i
(17)

 where h ga           is the convection heat transfer coefficient between the outer surface of

             the glass cover and ambient air is highly dependent on wind velocity using the
      following formula to calculate this factor [10]:

hga         ¼ þ5 61: 1 09 where 18 (18): v v < :

hga    ¼ 2 64: ∗ v0 78:       where 18 110 (19)≤ ≤v

          where is wind velocity, and given in units of (km/hour).υ

T sky          is the apparent sky temperature and calculated from the following

 equation [14]:

T sky    ¼ 0 0552: ∗ T g  þ 273
 1 5:

   273 (20)

              The bottom and sides of solar still were insulated to minimize heat loss to the
              external environment and an estimated rate of heat loss of the solar still base per

        square meter of glass cover from the following relationship:

q b  ¼ Ub Tw   T a  ð Þ (21)

 where U b              is the overall coefficient of the transfer of rear heat through the base of
     still, calculated by the following formula:

1

Ub
¼

t

k b
þ

1

hb
(22)

             where t is the thickness of insulation, and k is thermal conductivity of insulation
 material, hb         the transfer coefficient of the lower side of still.

              If the feeding system continues to feed the water into the solar still, heat amount
           depleted as a result of this feeding calculated by the following formula:

q f  ¼ G f cp T w   T  f i,

 
(23)

 where G f           feeding rate per square meter of the glass cover and c p   the heat capacity

   of feeding water, T  f i,         the temperature of feeding water interring the still usually

              taken equal to the temperature of the atmosphere in the first hours of the day.
             In this sectio, tow implemented works were fixed to show how the fuzzy optimiz

   the overal system performance.

   4.1 Hybrid solar collector

             In this application example, we will explain how to take advantage of the fuzzy
            controller to improve the efficiency of a solar collector with three thermal com-

           plexes, as the necessary parameters for each complex were determined and then
              installed on a software model to be in harmony with what is logical and ideal.

            In , with the aim of comparing the thermal and electrical performanceFigure 3
            of a hybrid solar panel, each model consists of most of the parts:

    Hybrid collector base (Iron Stand)
  The wooden structure

 Solar cells
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 Reflective mirrors
 Measuring devices

          The first model consisted of a monocrystalline photovoltaic cell, described in
            Table 1 inside the wooden structure and the photovoltaic cell housed within a

             wooden structure, isolated from the back and sides by a solid insulation. The device
                shown in is behind the photovoltaic cell, fix the glass cover over the PV cellFigure 3

               2.5 cm away. Use a lower mirror with dimensions (length 120 cm, width 50 cm) on
                the top of a solar panel. Iron holder is for this bottom mirror. This stand is mounted

                on the iron stand of the solar dish. They are often moved by different angles of the
             solar thermal collector and thus have the same dimensions as the bottom mirror and

            the reflectivity of those mirrors estimated at 0.95. Mirror edges surround an alumi-
                 num frame to secure it and make sure not to break it. The second model might be a

            photovoltaic cell without refrigeration (it has no device below) and has no solar
              mirrors installed on it. The aim of constructing a symmetric model is to achieve an

           accurate comparison of the effect of design and operating variables affecting the
             performance of the hybrid solar panel to succeed in the acceptable range of this

             case. Many kind of recording devices have been fixed to determine temp. a variety
            of thermocouples were created to live the temp. in several regions of validation.

            These parameters are fixed within devices, hence FL is used for control issue.
             Three entrances are defined as PV / T corner, mirror (upper corner) and lower

 Figure 3.
       A photograph of the hybrid solar collector used.

       V.\I/P No. of atte. Temp. (°C) I (W/m 2)

   Simple S-u L-t L-i

   Med M-u M-t M-i

   Big L-u H-t H-i

 Table 1
      The linguistics term for the FL input.
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          reflector angle. Draw outputs are monitored to optimize system efficiency, PV/T
           temperature and power generation, see . Mamdani model was used toFigure 4

            optimizing the proposed system with three inputs and two pairs of outputs. How-
              ever, FL controls the sun’s radiation and thus the amount of water needed by the

collector.
             The function of the MF member vessel is determined according to the nature of

              the information for each part of the system. Therefore, the amount of MFs is fixed
               to three for both input and output, in addition to the present, the amount of bases

               has reached approximately 3 * 3 * 3 27. Use the solar density meter (solar meter
            SM206) to accurately live the radiation intensity ( 10 W/M2), the wind velocity

             was measured accurately ( 0.1%) so the instrument (MT- 1280) to live the voltage
               and current accurately ( 0.5 use 4 21 watts (DC)) lamps as the load of the

            photoelectric cell and a flowmeter for live water flow when entering the heat
             exchanger Behind the photovoltaic cell, and represent a diagram of theFigures 5 6

 device used.
               It is known that the solar cell produces electricity in the form of DC. When solar

             energy falls on the solar cell, electricity is produced by the positive and negative
             electrodes outside the cell. Its main advantages are that it does not contain moving

             parts that are subject to breakdown. The energy generated from the cell In this
     study according to the following equation.

 Figure 4.
   The FL system architecure.

 Figure 5.
         Dimensions and angles of the mirrors used in the experiment.
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P pv     ¼ V I∗ (24)

                Where the represents current I and the voltage of the unit of the solar cell, each of
             which is measured using a device (Digital Scale) , which is characterized by high accu-

              racy of the measure of electricity (DC) , and it is necessary that the measuring d evices
               are accurate in order to calculate the efficiency and electrical power ou t of the solar cell

            to be correct And close compared to standard conditions specifications, see Figure 7.
               The proposed of the solar dish fixed envolve of a photovoltaic and a device on second

             end photovoltaic cell. The proposed bowl is roofed with a single trnsparency layer. In
                addition, the top mirror is attached to the top and thus the below inverter is attached to

                the underside of the solar hybrid dish. Figure 6 is a diagram of a hybrid solar dish.
            The total radiation absorbed by the hybrid system connected to the upper and

         lower reflectors can be found from the following equation [15].

 Figure 6.
                    A diagram of the parts of the solar collector (PV/T collector). (a) Side clip of solar cell and heat exchange. (b)

   Dimensions of heat exchanger.

 Figure 7.
     The diagram of the device used.
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A total  ¼ Ab  þ A d  þ Ag  þ A  refr 1  þ A  refr 2 (25)

         Each part of the equation is found as follows [9]:

A b  ¼ I b Rb ταð Þ b (26)

       The below text can be reached ( ):Figure 8
             The most applicable point during this thik is that the optimization, and thus the

           percentage became 84% after 66% in the old paper. Power production typically
             solar hybrid plate optimized with high value in the radiation by the reflecting plates,

             with the increase in the fluid flow without a transperant cover to prolong the
            cooling effect. Smart setting of system parameters with FL makes the system more

           installable and operating in optimum mode. Having both upper and lower external
              reflectors has a greater effect than having only one on the performance of a hybrid

            solar plate. The presence of dust negatively affects the performance of the hybrid
     solar dish and outdoor reflectors [12].

     4.2 Special solar collector parameter determination

             In this section, the symbolic logic of the angle organization and the total reser-
              voir required for a particular place is also proposed due to the traditional tools of

             fresh water. Three inputs are defined for FL: indoor users, temp., and hence sun
               power; which varies from place to place and should be well fixed. The values of the

           input variables were transferred to the Linguistics model for better FL addition;
            This process is called fuzzification. Most of the parameters to be regulated within

               the wedge storage complex are the angle and size of the tank; These two things will
              be the FL output of (10°-85°) for angle, and (500-10000 L) for tank volume. The

             system was validated and tested by a combination of random value inputs and the
             output response monitored at the end of the system, when the users were around

                20° C, so the density was 450 W/m2, and the output was 3560 liters for tank volume
             and 47.7° for angle. The control of the proposed system is straightforward to mon-

           itor and smooth transition within the output resulting in specification of parameters
     covering the full values available [16].

          The proposed method for determining most of the stabilization parameters for
            storing the wedge assembly is based on FL. Throughout this paper, three method

            control inputs were defined to work on parameters defined for the new tank

 Figure 8.
     Schematic of hybrid solar collector (PV/T).
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           geometry type. The input variables are: users inside the building, temperature, and
               thus daylight intensity, which are most of the FL inputs that are used to predict the

               response of the output. The range of the input data is: users inside the building (1–

            00), and the temperature inside the surrounding area is (10 60) degrees Celsius, so–

             the intensity of daylight is (0 1000) W/m2 2. The specified input has a special–

               range of values. And its unit which is one among FL facility points that may drive
             multiple types of knowledge. The basic step in FL is that of fuzzification, which

           proposes converting numeric data into linguistic variables for each input. 3- Mem-
            bership function (MF) for each input variant and each Gaussian MF to overcome

            nonlinear changes within the input file. shows linguistic terms derived fromTable 1
     the names of the input variables.

             Due to these language words; The fussy will derive the monitor signal to the
            machine through a Mamdani process. Values within the input range will be vali-

            dated, not normal or rearranged by alternate model, because they are within real
             model to meet optimal work with very small error ratio. When the information is

             set up through a process of scrambling, the inference engine will drive the control
            flow through well-established rules that support the state of the input values. The

            rule-base is often represented by an unclear factor to provide the specific response
            consistent with the mathematical model of system control. The amount of rules for

             each ambiguous project is often determined by keeping the MF amount to the input
           count power; Eq. (2) is often used for this purpose [17, 18]:

rulesproject  ¼ n inputs

 nMF (27)

               In this work 3-MF is installed on the input and there are 3 input variables; This
               indicates that 27 is the maximum number that is often reached to take care of the

           control process. The operator drives things to meet the optimum system response
             and control the conditions available to the input variables. A list of some derivative

             rules for the current issue throughout this paper is explained below, clear to ascer-
              tain the fuzzy operator and to force all three input values available in the current

          data to work on the specified parameters of the wedge complex:

               1. If (UserNum is S-u) and (Temp. is L-t) and (I is L-i) then (TankS is M-T)
  (CutAn is L-A)

               2. If (UserNum is S-u) and (Temp. is M-t) and (I is M-i) then (TankS is S-T)
  (CutAn is M-A)

               3. If (UserNum is S-u) and (Temp. is H-t) and (I is H-i) then (TankS is S-T)
  (CutAn is S-A)

               4. If (UserNum is S-u) and (Temp. is L-t) and (I is M-i) then (TankS is S-T)
  (CutAn is M-A)

               5. If (UserNum is S-u) and (Temp. is H-t) and (I is H-i) then (TankS is S-T)
  (CutAn is S-A)

               MF is 3 for all parameters and Gauss for non-linear process and is closest to the
            active response. shows the curves of the member-ship for each proposedFigure 2

           FL model with the general block of the manager board ( ).Figure 9
            FL response is often examined either during curves or by adjusting the input

          value through principles and observing the output response. Throughout this paper,
            both types of results are fixed to further validate the proposed work and
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            demonstrate how the input affects the specific parameters of the system. Figure 10
           shows the determined surface response to the number of users and temperature

        with an indication of the collector volume in liters.
             In this figure, it is evident to ascertain the transition response when the input

               varies from low to high values and thus the output increases or there is still change
           in both cases. The surface corresponding to the temperature and intensity with

           reference to the volume of the tank is shown in .Figure 11
             The tank volume is particularly related to the number of users inside the build-

              ing, and the opposite input variables have little influence on it, so the values are
            arranged between 5498 and 5499 liters. The reason for the agile transition within

              the output response in and is to facilitate the proposed control methodFigures 4 5
             that deals with the smallest change within the data entry. For example; When the

               number of users is low (7), the temperature is medium (27° C) and the intensity is
             low (200 W/m2); Expected parameters for FL are: 2,240 liters for tank volume and

               74.7 liters for angle. The size of the tank mainly depends on the number of users,
        and the other has a touch effect on it.

             In , the relationship between users and density is shown with respect toFigure 12
             tank volume. Clear to ensure the transmission of values is consistent with the state

  of the entry.
            When cutting is the most respected variable, the response will be more realistic

            and have little change as data entry increases or decreases. The angle varied

 Figure 10.
           The response of the proposed control system for the users and temps.

 Figure 9.
        The MF for the i/p points with the rest.
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            according to the strength of the candle and the temperature values which would
            reflect the good design of the proposed method. When the temperature and inten-

              sity are at the maximum values, the angle will be 45 degrees; Otherwise, the angle
      begins to expand to collect optimum sunlight.

             FL may be an instrument that simplifies the control problem by means of a
            simple and real response with very slight actuators [17]. During this work, FL

            identifies and compares different types of temperatures and the number of users for
           their service with appropriate storage of the wedge complex. The input variables

           are: users inside the building, temperature, and thus daylight intensity, which are
               most of the FL inputs that are used to predict the response of the output. Whereas

              there are two output variables: tank size and hence cut angle; Which are the wedge
            storage complexes. During a particular situation; When the number of users is low

             (7), the temperature is medium (27° C) and the intensity is low (200 W/m2);
             Expected parameters for FL are: 2,240 liters for tank volume and 74.7 liters for

             angle. FL gives different values when input file variables are changed or a new
             building must be constructed in a new location. The control of the proposed system

           is straightforward to monitor and smooth transition within the output which results
           in specification of parameters covering the full available values. When the specified

 Figure 11.
             The output surface response for the temperature and intensity with respect to tank size.

 Figure 12.
         Tank size response according to resent user ans intensity numbers.
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             values are applied to the actual design of the collector store, there is approximately
           25% improvement share for the water system. The proposed control satisfies the

            corner rule for storing the collector which has an inverse relationship to the
radiation.
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Chapter 13

Location   Selection   for  Smog

Towers   Using   Zadeh’s  Z-Numbers
Integrated   with  WASPAS

Janani  Bharatraj

Abstract

Fuzzy   sets   have   been   extensively   researched   and   results   have   been  developed 
based   on   the   extensions   of   fuzzy   sets.   In   this   chapter,   fuzzy   sets   and   its  extensions 

are   discussed.   Z-numbers   along   with   weighted   sum   product   assessment   method  is 
used   to   obtain   a   feasible   solution   to   the   location   selection   problem   for   installation  of 

smog   towers   in   a   densely   populated   locality.   The   degrees   of   freedom   namely  degree 
of   membership,   degree   of   non-membership   and   the   degree   of   hesitancy   have  been 

expressed   as   Zadeh’s   Z-number   with   probability   quotient   for   the   degrees.  Further, 
ranking   of   the   alternatives   based   on   Z-numbers   and   WASPAS   to   allocate  smog 

towers   to   residential   areas   stricken   by   air  pollution.

Keywords:   Z-numbers,   WASPAS,   fuzzy   set,   Generalized   fuzzy   set,   smog  tower, 
air  pollution

1. Introduction

Mathematics   is   a   study   of   quantity,   structure,   space   and   change.   Patterns  are 
observed   to   understand   the   structures   and   reasoning   is   provided   to   real   time  phe-

nomena.   Mathematics   can   be   subdivided   into   arithmetic,   algebra,   geometry  and 
analysis.   Further,   there   are   subdivisions   linking   the   core   of   mathematics   to  other 

fields   like   logic,   set   theory,   empirical   mathematics   and   more   recently   to   the  rigorous 
study   of   uncertainty,   imprecision   and   vagueness.   Set   theory   is   a   branch   of  mathe-

matical   logic   that   studies   ‘ sets ’,   a   collection   of   well-defined   objects.   An   object  under 
consideration   either   ‘ belongs   to ’   a   set   or   ‘ does   not   belong ’  to   a   set.   Thus   classical  set 

theory   could   answer   membership   of   an   element   in   terms   of   0’s   and   1’s.   This  binary 
logic   could   not   translate   the   imprecision   prevailing   in   the   real   world.   The   need  to 

bridge   the   precise   classical   mathematics   with   the   imprecise   world   gave   birth   to  the 
concept   of   fuzzy   sets.   These   sets   were   introduced   independently   by   Zadeh   [1]  and 

Dieter   Klaua   in   1965   as   an   extension   of   classical   set   theory.   In   contrast   to  binary 
terms,   fuzzy   set   theory   allowed   gradual   assessment   of   the   membership   of  elements 

in   a   set   described   by   a   membership   function   valued   in   the   interval   [0,1].  Zadeh 
went   on   to   propose   new   operations   in   fuzzy   logic   and   proved   that   fuzzy   logic   was  a 

generalization   of   classical   Boolean   logic.   He   also   proposed   the   concept   of  fuzzy 
numbers   which   were   special   case   of   fuzzy   sets.   The   mathematical   operations  were 

also   defined   and   thus   fuzzy   sets   paved   the   way   for   many   extensions,   whose  edifice 
stands   strongly   on   the   mathematics  concept.
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  1.1 The extensions

           Interval-valued fuzzy sets (IVFS) were introduced as an extension to fuzzy sets
            in which the membership degrees are represented by an interval value reflecting the

         uncertainty in assigning membership degrees. Larger the interval, more uncertainty
     is seen in assigning membership degrees.

            Intuitionistic Fuzzy sets (IFS) is also an extension of fuzzy set introduced by
           Atanassov [2]. The addition of degree of non-membership of an element improved‘ ’

    the efficiency of modeling uncertainty.
    Interval-Valued Intuitionistic Fuzzy Set (IVIFS):

             Atanassov [3] combined IVFS and IFS to form IVIFS where in are all intervals
 in [0,1].

 Neutrosophic Sets:
           Having defined fuzzy sets, IVFS, IFS and IVIFS, researchers still could not

            handle uncertainty efficiently. The question of, what if I had a neutral opinion?“ ”

           had to be answered. Thus, Smarandache broke free the inter-dependencies of all
       three membership functions. Thus neutrosophic sets were defined

   A x¼ , μ A  xð Þ, υ A   xð Þð Þ=x X∈f g

μA      xð Þ : X ! 0, 1½  , υ A      xð Þ : X ! 0, 1½  , Γ

 such that,

  0 ≤ μA xð Þ þ υA xð Þ þ ΠA  xð Þ ≤ 3:

            Neutrosophic sets, thus, generalized all the sets with classic set theory as the
foundation.

            In a nutshell, the holy trinity were introduced as a trigger for astounding
    research all over the world.

  1.2 Recent extensions

   Picture Fuzzy sets (PFS):
            These sets were introduced by Cuong [4] to model situations where in human

           opinions involved refusal towards a particular event. For instance, voting in an
            election could have four categories of people; people wanting to vote for a

            particular party, people abstaining from voting, people not wanting to vote for a
             party and people refusing to vote. Thus degree of refusal membership is given by

ηA  xð Þ, with

   A x¼ , μA  xð Þ, υA   xð Þð Þ=x X∈f g

μA      xð Þ : X ! 0, 1½  , υ A      xð Þ : X ! 0, 1½  , ΠA     xð Þ : X ! 0, 1½ 
:

  0 ≤ μA xð Þ þ υA xð Þ þ ΠA  xð Þ < 1:

   Pythagorean Fuzzy Sets (PyFS):
             These sets were introduced as a generalization for IFS by Yager [5]. The main

                feature of PyFS is that it is characterized by the degrees in which the sum of the
        square of each of the parameters equal to 1.

                Let X be a universal set. Then a Pythagorean fuzzy set A, which is a set of
        ordered pairs over X, is defined by the following;

   A x¼ , μA  xð Þ, υ A   xð Þð Þ=x X∈f g
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μA      xð Þ : X ! 0, 1½  , υA     xð Þ : X ! 0, 1½ 

  0 ≤ μA xð Þð Þ2  þ υA xð Þð Þ 2
 ≤ 1,

ΠA xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
  1  μA xð Þð Þ2  þ υA xð Þð Þ 2
 r

   Hesitant Fuzzy Set (HFS):
             HFS were introduced by Torra [6]. Hesitant fuzzy sets were defined in terms of

              a function that returns a set of membership values for each element in the domain.
            HFS, to a large extent, were able to model uncertainty, but with in-depth

          research, a significant drawback appeared, namely, loss of information. To over-
            come this drawback, Zhu and Xu [7] proposed the concept of Probabilistic Hesitant

         Fuzzy Set (PHFS) which incorporates distribution information in HFS. PHFS
            depicts not only the hesitancy of decision-makers when they are irresolute for one

        thing or the other, but also hesitant distribution information.
   Spherical Fuzzy Sets (SFS):

            These sets were introduced as an extension to Picture fuzzy sets and Pythago-
     rean fuzzy sets [8] ( ).Figure 1

   A spherical fuzzy set ~A S         of the universe of discourse U is given by

μA      xð Þ : X ! 0, 1½  , υ A      xð Þ : X ! 0, 1½  , ΠA     xð Þ : X ! 0, 1½ 

   With 0 ≤ μ A xð Þð Þ2  þ υ A xð Þð Þ 2  þ ΠA xð Þð Þ 2
         ≤ 1, for any x in the universal set U.

            The spherical fuzzy sets extend PFS and PyFS, but however, these sets are
       nothing but a particular case of Neutrosophic sets.

  1.3 Decision-making techniques

        Decision-making is process which involves problem-solving yielding a solution
             deemed to be optimal or satisfactory to an extent. A major part of decision-“ ”

              making involves analysis of finite set of alternatives with respect to a given set of
           criteria. The task involves ranking these alternatives based on feasibility when all

 Figure 1.
  Spherical fuzzy set.
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          the criteria are considered simultaneously. This area of decision-making has always
             attracted researchers and is still a highly debatable concept as there are many such

             methods which yield different results when applied to the same set of data. Emotion
          also appears to aid the decision-making process. Decision-making often occurs in

          uncertainty about whether one’s choices will lead to benefit or harm.
  Under fuzzy environment:

           Decision making under uncertainty means a decision process in which the con-
               straints or goals are fuzzy in nature, but the system need not be fuzzy. As per

            Bellman and Zadeh [9], fuzzy goals and constraints can be precisely defined as
              fuzzy sets in the space of alternatives. A fuzzy decision is then viewed as an

         intersection of the given goals and constraints. Decision-making under uncertainty
             basically translates to taking decisions in which the goals or constraints are fuzzy in

          nature. This implies that the constraints consists of alternatives whose boundaries
                 are not sharply defined. An example of a fuzzy goal is x should be in the vicinity of“

            y , where y is a constant. Here vicinity is a source of fuzziness.”

        We thus divide the decision-making process into seven steps:

    1. Outline the goal and outcome

 2. Gather data

 3. Develop alternatives

      4. List pros and cons of each alternative

   5. Identify the best alternative

    6. Evaluate and monitor the solution

   7. Examine feedback when necessary.

  1.4 Zadeh s Z-numbers’

            A Z-number is an ordered pair of fuzzy numbers (A,B). Z-number is associated
             with a real-valued uncertain variable X, with the first component A, playing the role

                of a fuzzy restriction R(X), on the values of which X can take, written X is A.
  R Xð Þ : X i s A ! μ A uð Þ .

 Here μA         uð Þ is the degree to which u satisfies the constraint.
            The second component B, is referred to as certainty or reliability or probability

        or strength of belief related to the component A.
             For example, (finding an enclosed space of 900 s.m. in a densely populated area,

   low, not sure) [10].

      1.5 Weighted aggregated sum product assessment (WASPAS)

           WASPAS method was introduced by Zavadskas et al. [11]. This MCDM method
          is a combination of two simple decision-making techniques; Weighted Sum Model

     (WSM) and Weighted Product Model (WPM).
      The total relative importance is given by

Q i  ¼ λ
X

n

j¼1

xij w j    þ 1 λð Þ
Y

n

j¼1

xij

 
w j        , 0, 0 1, 0 2,λ ¼ : : … , 1: (1)
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Here,
xij            is the performance of ith alternative with respect to the jth criterion.
xij      is the normalized value of xij   evaluated as follows;

xij ¼
xij

max i x ij
   for beneficial criteria (2)

xij ¼
min i x ij

x ij
     for non beneficial criteria (3)

            In the next section a literature review of the various aspects of decision-making
    using Z-numbers will be discussed.

   2. Review of literature

           Qiao et al. [12] proposed a simple computational method for ranking Z-numbers
           inspired by the concept of possibility degree of interval numbers. Outranking rela-

           tions along with a weight acquisition algorithm relative to the possibility degree
           were developed. Finally, an extended PROMETHEE II based on the proposed ideas
          were developed. The same was applied to selection of travel plans.

         Aliev et al. [13] suggested human-like fundamental approach for ranking
       Z-numbers. The approach was based on two ideas;

        a. The optimality degree of Z-numbers was computed, and

           b. The obtained degrees were adjusted using human opinion formalized by a
  degree of pessimism.

            The concept was then used to solve a real time decision-making problem and
  results were obtained.

          Peng and Wang [14] developed an innovative method for addressing MCGDM
         problems with Z-numbers with unknown weight information about the criteria.

          Cloud model was employed to analyze Z-numbers. Power aggregation operations of
            normal Z + -value was proposed using ratio analysis and full multiplicative form.

         This model was used to evaluate potential air pollution concerns.
            Wang and Mao [15] developed a novel approach based on power plant location

          selection problem with Z-fuzzy based AHP model and successfully modeled the
  location selection problem.

         Chatterjee and Kar [16] proposed COPRAS-Z methodology for Z-numbers. They
          modeled the fuzzy numbers with reliability degree to represent imprecise judgment

          of decision-makers in evaluating weights of criteria and selection of renewable
 energy alternatives.

    3. Lacuna and new definition

           Chakraborty et al. [17] validated the applicability of WASPAS under five real
        time manufacturing related problems which resulted in acceptable solutions.

             Kahraman and Otay [18] used Z-numbers with AHP to select a location for solar
           energy PV plant using a 4-level hierarchy. Several criteria and sub-criteria were

           considered to understand the location selection problem with a Z-fuzzy based AHP
        method with a real life case study from Turkey.
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          Decision making techniques have been used mainly in supply chain manage-
            ment which covers the processes from the initial materials provision to the ultimate

          consumption of finished product linking all the supplier-user entities. Zarandi and
           Zarandi [19] proposed a modular architecture for the information agent which uses

             nine different modules, each of which is responsible for one or more functions for
            the information agent. This automated supply chain is adaptable to an ever chang-

  ing business environment.
          Another area which requires decision making techniques is site selection. Land-

             fill site selection should take into account a wide range of alternative and evaluation
           criteria in order to reduce negative impacts on the environment. Aydi [20]

         presented a geographic information systems based multicriteria site selection of
         municipal solid waste landfill in Tunisia. The methodology involved integrating

             fuzzy logic and AHP to rank the best suitable landfill sites. The landfill suitability
          was accomplished by applying weighted linear combination that uses a comparison

         matrix to aggregate various scenarios associated with environmental and socio
             economic objectives. The study led to two candidate landfill sites best suited for the

procedure.
           Sadollah [21] clearly explained the role of membership functions and how to

          choose an appropriate membership function based on the data available. Computa-
               tional time is also an important factor that decides the need of a particular type of

     membership function for decision making methods.
            The literature review paves the way for some new definitions to be introduced.

            Thus, in this chapter, the degrees of freedom are combined with Z-numbers and
           applied to decision-making problem related to selection of location of smog towers

             in a densely populated area to combat air pollution problem faced by residents [22].

 3.1 Definition

              Let U be the universal set. Then a fuzzy subset can be defined asS

   S x¼ , μ S   xð Þ, pð Þ, υS   xð Þ, qð Þ , ΠS  xð Þ, rð Þð Þf g

 Where μ S   xð Þ, pð Þ, υ S   xð Þ, qð Þ , ΠS          xð Þ, rð Þ are all Z-numbers with , and thep q r
 respective probabilities.

 Here, μ S    xð Þ ∈ 0, 1½  , υ S    xð Þ ∈ 0, 1½  , ΠS   xð Þ ∈ 0, 1½ 

   and 0 ≤ μS xð Þ þ υS xð Þ þ ΠS  xð Þ ≤ 1

  0 ≤ μn
S xð Þ þ υ n

S xð Þ þ Π
n
S         xð Þ ≤ 1, is an integer 1.n n >

       Figures 2 3and justify the above definition.

           4. Application to location of smog towers in the capital city of
Tamilnadu

              The first of its kind smog towers were designed by Studio Roosegarde as a long
            term campaign for clean air. The seven metre tall smog-free tower uses patented

             positive ionization technology to let out smog free air into atmosphere. The tower is
               designed to clean 30,000 cubic meter of air per hour and is supposed to use small

              amount of green energy. A similar kind of tower was installed in New Delhi, the
              capital of India in a busy place called Lajpat Nagar. This tower could trap particulate

              matter of all sizes suspended in the air. It is capable of treating 2,50,000 to
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               6,00,000 cubic metre of air per day and can collect more than 75% of the particulate
              matter. It is a structure of concrete which has multiple layers of filters. The struc-

            ture requires approximately 900 sq.m. in area for its installation. The device was
              designed to take in air from all angles and generate 1,30,000 cubic metres of clean

                pure air per hour. The 20 feet tall tower is fitted with exhaust fans to suck in
             polluted air and can remove upto 80% of the particulate matter ideally PM2.5 and

        PM10., which are the primary pollutants in Delhi’s air.
             The smog tower is expected to purify the air within a circumference area of

     almost 500 m to 750 m.

 Figure 3.
     Fuzzy set with n = 30.

 Figure 2.
     Fuzzy set with n = 2.
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             Chennai, the capital city of Southern state of Tamilnadu in India is plagued by
              air pollution. The sources of pollution in the city are due to transport, industries and

            open waste burning. The city also benefits from the land-sea breeze, limiting the
           contribution of sources outside the urban limit to contribute towards air pollution.

             The state highway 49A popularly known as Rajiv Gandhi Salai or the IT corridor
              is a major road connecting Chennai with Mahabalipuram. It is a 45 km long road

             housing the prestigious TIDEL park, a home to a number of BPO and IT/ITES
companies.

              In the first 20 km stretch, 15 traffic signals are stationed, with two toll plazas.
                The traffic during peak hours cause a lot of pollution in spite of being close to the

             sea. The major junctions are the 15 signals that literally stall the vehicular movement
    on this road ( ).Figure 4

             The first 20 km houses a small neighborhood called Perungudi. Being in the IT
           corridor, Perungudi is a preferred locality for booming business and software firms.

                It is also home to one of the two major landfills in Chennai. The dump yard is
             constantly in news for the burning of garbage spills despite it being banned. The

              area also has a sewage treatment plant. Thus, Perungudi faces the wrath of all kinds
           of pollution, mostly air pollution due to vehicles, dust from construction sites,

             stench from the sewage treatment plant along with burning of garbage. The area is
             also low on green cover and hence pollution has severe effect on the residents

 living there.
             Thus, installation of smog free towers is very much required for a locality like

    Perungudi to fight air pollution.
  Challenges and Uncertainty:

           A locality like Perungudi is densely populated and lacks basic amenities even
               though it is part of the famous IT corridor. Ideally speaking, a smog tower should be

             installed in places where the vehicular movement is on a higher side. But, however
               such junctions with a space requirement of a minimum of 900 square metres is a big

 Figure 4.
       Map of Perungudi, Chennai, Tamilnadu, India Google maps.–
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           challenge. Further, the locality has already been allocated to builders who have
              taken over a majority of the area for construction purpose. Thus, a lot of uncertainty

            is involved in location selection considering the challenges faced in terms of space
            requirements. Hence, fuzzy system plays a crucial role in identifying the right place

             to install a smog tower considering all the challenges faced in a densely crowded
           locality. Since, possibility of an event occurring under uncertainty is being studied

          here, Zadeh’s Z-numbers have been combined with WASPAS method to obtain
 optimal solution.

              In order to select a proper location for installing the smog towers, we need to
            look into the following criteria and understand the feasibility of allocating a place

          for a tower that will be beneficial on a long run.

 4.1 Criteria

                Some of the main criteria to set up a smog tower in a locality are listed below;
     C1: Minimum area of 900 sq.m.

    C2: Continuous supply of electricity.
            C3: Green cover in the locality to allow solar panels as an alternative.

     C4: Pollution levels in that locality.

 4.2 Method

            Step 1: Perungudi locality can be broadly divided into four main zones which
            have maximum impact due to air pollution and noise pollution. The areas; Industrial

         estate, Srinivasa Nagar, Telephone Nagar and Venkateswara colony are densely
       populated and have industries contributing to air pollution.

            Thus, Four alternatives were chosen for the location of the smog tower namely
    A1, A2, A3 and A4.

  A1: Industrial Estate
  A2: Srinivasa Nagar

  A3: Telephone Nagar
  A4: Venkateswara Colony

            Step 2: The alternatives are mapped against the criteria using Zadeh’s Z numbers
                as follows; the degrees of freedom of A1 with respect to criterion C1 is 0.2, 0.7 and

             0.1 with probability of 0.8, 0.1 and 0.1 respectively. That is, finding an enclosed
                space of 900 sq.m. in a densely populated area is 0.2, with the strength of belief 0.8.

             Likewise, the degree of non-membership is 0.7, with a probability of 0.1 and the
         degree of hesitancy is 0.1, with a probability of 0.1.

             The decision matrix is formed from the date collected from one of the residents
      and is tabulated as follows ( ).Table 1

            Step 3: The maximum of all membership degrees of the alternatives, the mini-
            mum of the non-membership degrees of the alternatives and the average of the

            hesitancy degree of the alternatives are calculated and the decision matrix is nor-
             malized using (Eq. (2) and Eq. (3)). shows the normalized decision matrix.Table 2

         Step 4: The weighted sum and weighted product are calculated.
           The total weighted sum and product assessment is tabulated as below using.

                    (Eq. (1)) with 0 5 and weights for C1 w1 = 0.3, C2:w2 = 0.1, C3: w3 = 0.3, C4:λ ¼ :
    w4 = 0.3 ( ).Table 3

         Step 5: The score function is calculated using the formula

s xð Þ ¼
μ S   xð Þ þ 1  υS xð Þ  ΠS xð Þ

3
:

9

          Location Selection for Smog Towers Using Zadeh s Z-Numbers Integrated with WASPAS’

 DOI: http://dx.doi.org/10.5772/ TexLi.9I 5906



         Hence the ranking of alternatives is obtained as shown below.
           Table 4 clearly concludes that A4 A2 A1 A3.> > >

              Further, as the values of 0 5 were increased and decreased, the ranking ofλ ¼ :
   the alternatives remained unaltered.

          Thus, the uncertainty involved in allocating suitable locations for installation of
            smog towers could be solved using Zadeh’s Z-numbers and WASPAS and a feasible

   solution has been obtained.

Alternatives/
criteria

Membership
Z-number

Non-membership
Z-number

Hesitancy
Z-number

   A1 (0.75,0.1024) (0.769,0.0064) (0.775,0.004)

      A2 (0.47, 0.11) (0.47, 0.1024) (0.628, 0.0048)

   A3 (0.83,0.23) (0.717,0.192) (0.9376,0.0008)

   A4 (0.65,0.25) (0.617,0.3456) (0.2187,0.0729)

 Table 3.
     Matrix obtained using WASPAS in Z-number.

    Alternatives/criteria C1 C2 C3 C4

 A1 (0.33,0.8),

(0.43,0.1),

(1,0.1)

(0.86,0.2),

(0.67,0.8),

(1,0.5)

(1,0.8)

(1,0.1)

(0.5,0.1)

(1,0.8)

(1,0.8)

(0.8,0.8)

 A2 (0.17,0.9)

(0.43,0.8)
(0.5,0.1)

(0.57,0.2)

(0.4,0.8)
(1,0.8)

(0.38,0.8)

(0.17,0.2)
(0.5,0.1)

(1,0.8)

(1,0.8)
(0.8,0.6)

 A3 (1,0.7)

(1,0.5)

(1,0.1)

(1,0.6)

(1,0.8)

(1,0.1)

(0.5,0.4)

(0.25,0.6)

(1,0.1)

(1,0.9)

(1,0.8)

(0.8,0.8)

 A4 (0.67,0.8)
(0.5,0.8)

(0,0.9)

(1,0.7)
(1,0.8)

(1,0.9)

(0.38,0.5)
(0.33,0.6)

(0.5,0.1)

(0.875,0.9)
(1,0.9)

(0.625,0.9)

 Table 2.
  Normalized decision matrix.

    Alternatives/criteria C1 C2 C3 C4

 A1 (0.2,0.8),

(0.7,0.1),

(0.1,0.1)

(0.6,0.2),

(0.3,0.8),

(0.1,0.5)

(0.8,0.8)

(0.1,0.1)

(0.1,0.1)

(0.8,0.8)

(0.1,0.8)

(0.1,0.8)

 A2 (0.1,0.9)

(0.7,0.8)
(0.2,0.1)

(0.4,0.2)

(0.5,0.8)
(0.1,0.8)

(0.3,0.8)

(0.6,0.2)
(0.1,0.1)

(0.8,0.8)

(0.1,0.8)
(0.1,0.6)

 A3 (0.6,0.7)

(0.3,0.5)

(0.1,0.1)

(0.7,0.6)

(0.2,0.8)

(0.1,0.1)

(0.4,0.4)

(0.4,0.6)

(0.2,0.1)

(0.8,0.9)

(0.1,0.8)

(0.1,0.8)

 A4 (0.4,0.8)
(0.6,0.8)

(0,0.9)

(0.7,0.7)
(0.2,0.8)

(0.1,0.9)

(0.3,0.5)
(0.3,0.6)

(0.4,0.1)

(0.7,0.9)
(0.1,0.9)

(0.2,0.9)

 Table 1.
    Decision matrix for the alternatives.
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   4.3 Challenges and limitations

             This study focusses mainly on a specific locality which is densely populated in a
                 small part of the city. On a large scale, a city like Chennai will require at least 20

             such smog towers in each locality to control air pollution. Further, the money spent
              on these towers in installing and maintaining would cost a lot for the local govern-

             ment to manage. A smog tower of this capacity would require close to Rs.30,000
             just for the maintenance. Hence, such smog towers cannot be the only solution to

            reduce air pollution. Further research is required to prove the effectiveness of these
        towers in reducing air pollution and providing clean air.

   4.4 Awareness and suggestions

              Air pollution is one of the key factors affecting the livelihood in a city like
          Chennai. Government should raise awareness about using green energy and install

             EV charging points at key locations for people to use electric vehicles. More research
             and funding needs to be given to develop low cost electric vehicles which are

    affordable for a common man.

    5. Conclusion and future directions

In this chapter, a generalized fuzzy set was discussed. Zadeh’s Z-numbers were 
combined with WASPAS method and the problem of location selection for smog 
towers in the locality of Perungudi was discussed. The most feasible solution was 
obtained which could provide some relief to the residents suffering because of air 
pollution. The concept can be extended to other decision-making techniques and 
better results can be obtained.

   Alternatives Score function Ranking

  A1 0.067385 3

  A2 0.123704 2

  A3 0.058708 4

  A4 0.272859 1

 Table 4.
     Score and ranking of the alternatives.
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Chapter 14

Fuzzy   Modeling   of   Urban  Water
Supply  Crisis

Welitom   Ttatom   Pereira   da  Silva

and   Marco   Antonio   Almeida   de  Souza

Abstract

The   chaotic   growth   of   cities   results   in   numerous   problems   related   to  public 
health   and   urban   environment.   One   of   these   problems   is   the   urban   water  supply 

system   crisis.   This   research   aims   to   develop   a   mathematical   model   for   urban  water 
supply   crises   (UWC)   able   to   deal   with   the   ambiguity   of   the   real   available   data.  The 

applied   methodology   comprises   the   following   steps:   (i)   identifying   the  influencing 
factors   in   UWC;   (ii)   proposing   a   conceptual   model   for   the   description   of   UWC;  (iii) 

collecting   and   simulating   the   necessary   and   available   data;   (iv)   optimizing  the 
conceptual   model   parameters;   and   (v)   verifying   the   proposed   model  performance. 

The   results   indicate   that   there   are   many   influencing   factors   in   UWC.   The  model 
developed   comprises   two   parts   or   two   sub-models.   The   first   sub-model  explains 

water   consumption,   and   the   second   sub-model   explains   water   availability.   In  the 
first   sub-model,   the   functions   are   related   to   the   factors   that   influence   water  con-

sumption.   In   the   second   sub-model,   the   functions   are   related   to   the   factors  that 
influence   the   availability   of   water.   This   research   also   aims   to   analyze   the  possibility 

of   applying   Fuzzy   Logic   to   deal   with   the   ambiguity   of   real   data.   It   was  concluded 
that,   with   the   proposed   model,   the   UWC   was   modeled   appropriately.   The  model 

proposed   can   help   to   predict   the   impact   of   actions   such   as   reducing   losses,  reducing 
pressure   on   the   water   supply   network   and   intermittent   supply   on   the   intensity  of 
water   crisis   cases   in  cities.

Keywords:   water   crisis,   water   scarcity,   fuzzy   logic,   water  consumption,
water  demand

 1. Introduction

                          According to data from the World Meteorological Organization, global water
                                   consumption increased more than six-fold in less than a century, more than double

                                   the rate of the population growth, and continues to grow considering rising con-
                                   sumption in the agricultural, industrial and domestic sectors [1]. These data lead to

                                      the conclusion that in the coming years the global situation of water reserves will
                                move towards a crisis, both in quantitative and qualitative aspects, if adequate
                                water management actions are not taken. More recently, urban water supply crises

                                   (UWC) have been observed, a context characterized by water scarcity, as well as
                          damage to the environment and population health, especially among poor

                                populations. As human populations continue to grow, these problems are likely to
                                      become more frequent and serious. One example is the case of New York City’s
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             water supply, which is facing a crisis. The social and economic development of New
                York City from the 1970s led to a sudden crisis in the city’s water supply system in

             the 1990s [2]. Other examples were also reported, such as in Palestine, where a
           UWC case was observed caused mainly by the inadequate access to freshwater

           resources and inappropriate management [3]. The city of Tijuana, in Mexico, has
             shown the highest rates of economic growth in the country, resulting in a rapid

            increase of water demand and consequently the emergence of a UWC [4]. From
               1998 to 2000, the city of Campina Grande in Brazil faced a WSC caused by severe

          periods of drought and the complete absence of freshwater resource management
            [5]. This UWC caused serious water rationing in Campina Grande that lasted one

              year. This is not a unique case in Brazil as frequent water rationing has been
              observed in the cities of Recife and São Paulo [6]. In the Brazilian Federal District,

          rapid non-planned urbanization and land changes have had a considerable impact
              on water resources. From 2016 to 2018, the city of Brasilia also went through a

          UWC situation, and governance, regulation, as well as management support strate-
         gies in the urban and rural environment were implemented [7].

         In another study, an investigation into Qatar’s sustainability crisis, originating
             from high levels of water, electricity and food consumption was carried out [8]. The

            high levels of consumption were made possible by the significant wealth of hydro-
          carbons, redistributive water governance of a generous rentier state and structural

            dependence on imported food and subsidies on food production. In this state, the
             water crisis is silent because it does not cause interruptions in supply or public

          discontent. The possible solution comes from programs that integrate the water,
    energy and food sectors [8].

           The imprecise and ambiguity are inherent to the water supply system, e.g.,
          pressures, flow rate supply and consumption, age and characterization of pipe

          resistance. Some researches that addressed this imprecise using Fuzzy Logic are
         briefly described below. A study to accommodate aleatory uncertainty was

          performed using stochastic analysis to represent the input uncertainties and to
           estimate resulting uncertainty in nodal pressures and pipe flows) [9]. Results of

           Fuzzy analyses for two realistically sized water distribution networks show that the
           proposed method performs with an acceptable level of accuracy and greatly reduces

  computational time [9].
           The need to improve predictive models of hydraulic transients in water systems

            (water supply networks) was the subject of another study [10]. For this purpose,
           triangular Fuzzy numbers are used to represent the input uncertainties. Then, to

              obtain the extreme pressure heads in each location of the network and at each level
          of uncertainty, four independent optimization problems are solved. The results is

        found computationally fast and promising for real applications [10].
            The Fuzzy Logic is a perfect tool among white-box methods (models based on

            laws of physics, chemistry, others, that govern the dynamic behavior of the system)
             for risk analysis due to the capabilities in dealing with limited data, subjective and

          temporal variables, and modeling expert opinions, among others [11]. For this
          reason, Fuzzy Logic was used as comprehensible framework for assessing water

           supply risk based on existing and under-construction projects in Mashhad city, Iran.
             The results showed that the framework based on the Fuzzy and possibility theory is

           befitting to information gathered from experts. Such a framework can provide a
          simple method to apply the proposed methodology to other water management

              projects, where, despite the high level of investment, there is no clear idea of the
    risks and their consequences [11].

         Mathematical modeling is a well-known tool for water management. However,
          when considering UWC, there are some limitations of the conventional mathemat-

             ical modeling that are related to vague and ambiguous data (e.g. real water-loss, real
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           water availability, setting water tariffs, among others). In theory, the UWC prob-
            lem can be formulated as a mathematical problem. In practice, rules are considered

           to be a more practical method. However, the combination of mathematical pro-
              gramming and Fuzzy rule has rarely been discussed in the literature [12]. The aim of

             this chapter is to describe the develop a mathematical model for UWC, dealing with
     this ambiguity and real data uncertainty.

  2. Theoretical background

           UWC modeling was essentially based on the definitions of water crisis and
       Fuzzy Logic. The topics are presented briefly below.

     2.1 Urban water supply crisis (UWC)

            A UWC case was presented in Iran, and information about its installation pro-
           cess, climatic characteristics of the region, range of per capita water consumption,

             among others was provided [13]. As the authors mention, up to 1990, water supply
            was not a critical problem and there was an acceptable relationship between water

           demand and distribution. Over the last decade, however, the problem has become
          critical and the reasons identified include rapid population growth. In addition,

               there is a reduction in the number of water supply systems (due to the loss of
         financial resources) and the widespread occurrence of droughts. Considering these

            observations, one can arrive at the concept of UWC, basically translated as a
          mismatch between water supply and consumption rates, according to Eq. (1).

     UWC C A¼  (1)

          In which: C is water consumption; A is the water availability.
           According to [14], when clarifying the terms of water consumption (C) and

           water availability (A) and the definition of constraints, some issues then need
             answers. Is there a more suitable form of a mathematical model to represent water

            consumption (C)? Is there a mathematical model that is the water availability (A)?
         What and how many factors are there (socioeconomic, environmental, cultural,

          urban, and management conditions) that should be considered in these models?
          What restrictions should be imposed on the optimization model? The literature

           review suggests that Fuzzy Logic can help by incorporating imprecision and ambi-
         guity in the translation of influential factors and field characteristics.

  2.2 Fuzzy logic

             The advent of Fuzzy Logic originates from the need of a method that can
        systematically express inaccurate, vague, ill-defined quantities [15]. For example,

          instead of using a complex mathematical model, industrial controllers based on
           Fuzzy Logic can be implemented using knowledge from human operators, or heu-

             ristic knowledge. This makes the control action using Fuzzy Logic as good as using
          the raw knowledge (generally better) and always consistent. In decision analysis,

              Fuzzy Logic can be used in tasks in which individual variables are not defined in
              exact terms. Some examples of this have been provided in the literature [16, 17]. In

         the environmental area, the population’s preference for water conservation action,
          the assessment of the performance of environmental education programs and poli-

            cies in preventing forest fires are examples of individual variables not defined in
          exact terms. The properties of Fuzzy Systems are demonstrated in several
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              publications, as, for example, in [18]. An introduction to the theory of Fuzzy sets is
 presented below.

            In general, a Fuzzy Set can be summarized as follows [15, 18, 19]:

                 • Definition 1: a subset A of a set X is said to be Fuzzy Set if μ A     : X ! 0, 1½  ,
 where μA         denote the degree of belongingness of A in X.

                • Definition 2: a fuzzy set A of set X is said to be normal if μ A    xð Þ ¼ 1, .∀ ∈x X

            • Definition 3: the height of A is defined and denoted as h Að Þ ¼ supμ A    , .∀ ∈x X

             • Definition 4: the -cut and strong -cut is defined and denoted respectively asα α

αA  ¼ x=μ A  xð Þ ≥ αf g  , μþ
A  ¼ x=μ A  xð Þ > αf g .

   • Definition 5: let ~a, ~            b be two fuzzy numbers, their sum is defined and denoted as
μ

~aþ~b  zð Þ ¼ sup min
z u v¼ þ

μ~a  uð Þ, μ ~b vð Þ
 

      , where 0 .≤ ∈λ R

      • Definition 6: if a Fuzzy number ~            a is fuzzy set A on R, it must possess at last
    following three properties: (i) μ A     xð Þ ¼ 1; (ii) x R∈ =μ~a  xð Þ > αf g   is a closed

        interval for every [0,1]; (iii)α∈ x R∈ =μ
~a  xð Þ > 0f g      is a bounded and it is

  denoted by a L
λ  , aR

λ

 
.

              • Theorem 1: a fuzzy set A on R is convex if and only if
μA λx 1    þ 1 λð Þ x2   ð Þ ≥ min μA x1  ð Þ, μA x2    ð Þ½  , for all x1  , x 2         ∈ ∈X and for all λ 0, 1½ 

     where min denotes the minimum operator.

   • Theorem 2: let ~        a be a fuzzy set on R, the ~      a ∈ f Rð Þ if and only μ
~a   satisfies (Eq. 2):

μ~a xð Þ ¼

    1, ,for x m� ∈ n½ 

   L xð Þ, for x m� <

   R xð Þ, for n>

8
><

>:
(2)

           Where: L xð Þ is the right continuous monotone increasing function, 0 ≤ L xð Þ ≤ 1
 and lim

x!∞
       L xð Þ ¼ 0; R xð Þ is a left continuous monotone decreasing function,

    0 ≤ R xð Þ ≤ 1, lim
x!∞

R xð Þ ¼ 0.

         The Fuzzy Linear Programming Problem (FLPP) with decision variables and
         coefficient matrix of constraints are in Fuzzy nature (Eqs. 3 6).–

~  z m x¼ a
Xn

j¼1

~c j x j (3)

 subject to

Xn

j¼1

~Aij x j ≤ ~B i (4)

     1 (5)≤ ≤i m

xi   > 0 (6)

           The triangular Fuzzy numbers which can be represented by three crispA
     numbers s, l, r (Eqs. 7 10).–
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f i x j

 
 ¼ m xa

Xn

j¼1

~c j x j (7)

 subject to
X

  x ≥ 0
sij  , lij  , rij

 
xij  ≤ ti  , ui  , v i  ð Þ (8)

     1 (9)≤ ≤i m

     1 (10)≤ ≤j n

Where: ~  c c¼ s  , c l  , crð Þ , ~   A s¼ ij  , l ij  , rij

 
and ~   B t¼ i  , u i  , v i   ð Þ are Fuzzy numbers.

        • Theorem 3: For any two triangular Fuzzy numbers ~   A s¼ 1  , l 1  , r1ð Þ and ~  B ¼

s1  , l2  , r2ð Þ , ~  A ≤ ~     B sif and only if 1  ≤ s2  , ss   l1  and s1  þ r1  ≤ s2  þ r2   . Above problem
    can be rewritten (Eqs. 11 15).–

f i x j

 
 ¼ m xa

Xn

j¼1

~c j x j (11)

 subject to

Xn

j¼1

sij xij  ≤ ti (12)

Xn

j¼1

s ij   l ij

 
x j  ≤ ti   ui (13)

 Figure 1.
 Fuzzy number ~   m m¼ s  , ml  , m r    ð ), triangular membership function.
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Xn

j¼1

s ij   l ij

 
xj  ≤ ti   v i (14)

xi   ≥ 0 (15)

        As examples of membership functions for a Fuzzy number ~    m, such as approxi-
            mately 10, a triangular membership function (Eq. 16) and a bell-shapedm ¼

      membership function (Eq. 17) is widely used.

μ
~m    ¼ 0, 1

  x mj j

a

 
    , 0 (16)a >

μ
~m  ¼ e b x mð Þ2

    , 1 (17)b ≥

           Such membership functions are illustrated in and . More informationFigures 1 2
         about Fuzzy Mathematical Programming is available in the literature [15 23].–

 3. Methodology

           The methodology of this work comprised the following steps: (1) identifying the
            influencing factors in UWC; (2) proposing a conceptual model for UWC; (3) data

         collection and data simulation; (4) optimizing the proposed conceptual model
        parameters (calibration); and (5) assessing conceptual model performance (verifi-

cation).
           For step (1), a literature review was conducted related to WSC management.
              For step (2), the definition of UWC found in the literature was taken and the

       Fuzzy Non-Linear Programming (FNLP) was used [12, 15 24].–

              For the third step (step 3), a case study was simulated in Brazil, more precisely
           in the Federal District, taking into account predictions made by some researchers.

 Figure 2.
 Fuzzy number ~   m m¼ s  , ml  , m r    ð ), bell-shaped membership function.
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           The necessary data were collected from the Brazilian Federal District’s water sup-
          plier and sanitation company (CAESB), from the National Institute of Meteorology

          in Brazil (INMET) and from the Brazilian Federal District’s Government (GDF).
           The simulation was conducted assuming the hypothesis of a significant increase in

            the water consumption in coming years, as well as managerial and political stagna-
             tion of the water supplier and sanitation company. The time series analysis refers to

            three years (2007, 2008 and 2009). The period for model calibration was consid-
             ered for two years and the verification period was considered for one year. Data

          were normalized prior to optimization of conceptual model parameters. This was
              done to restrict their range within the interval of 1.0 to +1.0 to eliminate the

          difference among scales measuring the influencing factors, according to Eq. (18).

xnorm   ¼ 1
  2  x max   x 0ð Þ

xmax   x min
(18)

 Where: xnorm     is the normalized value; x 0     is the original value; xmax   is the maxi-
  mum value; xmin    is the minimum value.

             For step (4), the minimization of the sum of squared errors and the Differential
         Evolution & Particle Swarm Optimization algorithm (DEPS) was adopted, using

           the spreadsheet from Open Office (Calc-Solver). As a justification for using the
           DEPS algorithm, it presents good performance to obtain global optimums, based on

         the synergy between Particle Swarm Optimization (PSO) and Differential Evolu-
  tion (DE) [25].

           In step (5), some tests used to model performance assessment were proposed,
         among them, the correlation coefficient (r), the determination coefficient (R2  ), the

          average relative error percentage (AREP) and graphic observed values esti-versus
 mated values.

   4. Results and discussions

             A bibliographic review was conducted by [26] and resulted in a list of influential
  factors presented below:

   • Population growth rate.

   • Human population density.

  • Socio-economic level.

  • Education level.

  • Industry level.

  • Ambient temperature.

  • Relative humidity.

 • Rainfall.

 • Seasonality.

       • Size and topographic characteristics of the city.
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    • Percentage of water metering.

  • Water tariffs.

     • Type of water tariff policies.

     • Existence of wastewater collection systems.

   • Human Development Index.

      • Pressure in the water distribution network.

    • Existence of conservation habits.

      • Number/type of hydro-sanitary equipment per household.

    • Constructed area per household.

   • Number of rooms.

      • Abundance or scarcity of water sources.

 • Water-loss.

       • Social representation and identification of each family.

        • Existence and type of municipal water resources policy.

           • Acceptance of the population to water conservation and rational use actions.

    • Typology of land use.

   • Type of consumers.

   • Type of municipality.

     • Predominant function of urban environment.

       • Existence of policies to promote water conservation.

      • Intermittence in the water supply system.

  • Energy consumption.

       • Existence of regulatory policy on water consumption.

     • Existence of environmental education program.

           • Dissemination of the belief: water is an inexhaustible resource and low-priced.

           The UWC has appeared as an inadequate ratio between water consumption and
           water supply [12]. Water consumption and water availability are vague and ambig-

          uous terms, because they are dependent on haziness measures, qualitative factors,
     scarcity data and low-quality data [27].
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          Design and analysis of water distribution networks (WDNs) are laden with
          uncertainty. There is natural randomness, such as variations in reservoir elevation

         heads, and there is epistemic randomness, i.e., incomplete knowledge, imprecise
           data, and linguistic ambiguity. Both are associated with the characterization of pipe

          resistance, nodal demands, and hydraulic responses [9]. The analysis of water
           distribution networks has to take into account the variability of users water’

           demand and the variability of network boundary conditions, e.g. the presence of
      local private tanks and intermittent distribution [28].

            Some of these factors were considered in this paper, the faulty water metering
( ~  C and ~         A), the imprecise value of the average pressure (~     p) in the water distribution

       network and the imprecise value of water-loss (~       l) in the water supply system. A
          fuzzy mathematical model of the UWC is written as Eq. (19).

 UWC ¼ ~  C  ~  A (19)

Where: ~             C is a fuzzy mathematical model that represents the average value of the
 water consumption; ~          A is a fuzzy mathematical model that represent the average

    value of the water availability.
     For a mathematical representation of the ~      C, a fuzzy mathematical model was

         proposed considering some influencing factors in water consumption: the ambient
       temperature, the relative humidity, rainfall, collected revenues, unemployment

         indicator, and average pressure in the water distribution network. The ~  C model was
           based on some assumptions, as follows: the existence of a non-linear relationship

            among the influencing factors, the existence of a haziness of 10%, that is ~  C ¼
C s  , Cl  , Cr           ð Þ, in observed values of water consumption (error of household’s water

            meter), the increase in the water consumption with the increase in the ambient
          temperature, the existence of a relationship between relative humidity and the

          rainfall, the reduction of water consumption with the increase relative humidity,
            the increase in the water consumption with the increase in the revenues collected,
           the reduction in water consumption with the increase of the unemployment indi-

            cator, the increase in water consumption with the increase of the average pressure
              ( ) in the water distribution network and the existence of a haziness of 5% inp 

            observed values of the average pressure in the water distribution network, that is
~   p p¼ s  , p l  , pr

 
.

      Likewise, a Fuzzy mathematical behavior of the ~     A was proposed, considering the
            total water-loss in water supply system and the intermittence in the water supply

 system. The ~           A model was based on the following assumptions as influencing factors:
           the existence of a non-linear relationship among the influencing factors, the exis-

       tence of a haziness of 10%, that is ~   A A¼ s  , Al  , A r       ð Þ, in observed values of the water
            supply (error of waterworks water meter), the reduction of the water supply with’

             the increase in the intermittence in the water supply system, the reduction in the
              water supply with the increase in the total water-loss ( ) in the water supply systeml

              and the existence of a haziness of 10% in observed values of the total water-loss,

 that is ~  l l¼ s  , ll  , lrð Þ.
      The membership functions for the fuzzy numbers ~  C and ~   A are approximately

            equal to the observed values of water consumption and water supply, following a
         triangular membership function as shown in and .Figures 3 4

       The membership functions for the fuzzy numbers (~   p) and (~   l) were considered
            approximately equal to the observed values of the average pressure in the water

           distribution network and total water-loss in the water supply system, following a
            pattern of a triangular membership function as shown in and .Figures 5 6
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  All assumptions, from ~  C and ~       A, made are according to previous research
          [4, 27 31]. Eqs. (20) to (27) compose the proposed FNLP model.–

~zC  ¼ min
Xn

i¼1

~CE i,  ~CO i,
 2

(20)

 Figure 3.

    Fuzzy number for water consumption, ~C.

 Figure 4.

    Fuzzy number for water availability, ~A.
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 subject to

~CE i,  ¼ β 0  þ β1ð Þ x1i   β2ð Þx2 iþx3i  þ β 3ð Þ x4i   β4ð Þx5i  þ β5ð Þ ~pi (21)

~   p p¼ s   , ,p pr

 
(22)

~C O i,  ¼ C O i s, ,  , CO i,  , CO i r, ,  ð Þ (23)

 Figure 5.
        Fuzzy number for pressure in the water distribution network, ~p.

 Figure 6.

        Fuzzy number for total water-loss in water supply system, ~l:
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~zA  ¼ m ńi
Xn

i¼1

~A E i,  ~AO i,
 2

(24)

 subject to

~A E i,  ¼ β 6   β
~l

7   β x6
8 (25)

~  l l¼ s   , ,l l r  ð Þ (26)

~A O i,  ¼ A O i s, ,  , A O i,  , AO i r, ,  ð Þ (27)

Where: ~zC        is the objective function representing the calibration of ~C; ~CE i,  is a
      fuzzy number representing the estimated water consumption; ~CO i,   is a Fuzzy

      number representing the observed water consumption; CO i s, ,  and CO i r, ,   are the lower
          bound and upper bound of Fuzzy triangular numbers in the set ~CO i,     , as is shown in

 Figure 1; ~z A        is the objective function representing the calibration of ~A; ~AE i,  is a
      Fuzzy number representing the estimated water availability; ~AO i,    is a Fuzzy number

    representing the observed water availability; ~AO i s, , and ~A O i r, ,    are the lower bound
         and upper bound of Fuzzy triangular numbers in the set ~A O i,     , as is shown in

                Figure 1; 0, 1, , 8 are parameters, 1 is the ambient temperature; 2 is theβ β … β x x
               relative humidity; 3 is the rainfall; 4 is the amount of collected revenues; 5 is thex x x

 unemployment indicator; ~          p is the average pressure in the water distribution net-
work; ~              l xis the total water-loss in the water supply system; 6 is the intermittence in

   the water supply system.
             Eq. (28) and (29) show the results of the parameter optimization in the proposed

        conceptual model when applying the previously described data normalized
   according to Eq. 4.

~CP   ¼ 0 9859 1 2350: þ : x1   1 4188: x x2þ 3  þ 0 8302: x4   1 4983: x5  þ 1 4620: ~p (28)

~A P    ¼ 2 1559: 1 7744:
~l   1 4819: x6 (29)

          Collected and simulated data Average sd* Symbol Unit Data source

    Water consumption 14,381.2 773.8 ~C   10 3 m3 .month1 Simulated

    Water availability 15,234.0 325.3 ~A   10 3 m3  . month 1 Caesb** [32]

       Ambient temperature 21.1 1.15 °C INMET** x1 [33]

       Relative humidity 67.83 10.10 2 % INMET** x [33]

     Rainfall 113.21 82.26 3 mm.month x 1 INMET** [33]

       Collected revenues 681.70 41.05 4 million R$.month x 1 GDF** [34]

      Water distribution network pressure 54.63 6.62 ~  p mH 2  O Simulated

       Unemployment indicator 16.85 1.13 5 % GDF x [34]

    Total water-loss in water supply
system

  18.99 4.41 ~l  % Simulated

         Intermittence in water supply system 35.32 6.95 6 hours.month x 1 Simulated

    *sd is the standard error
         **availability of data on the Internet, partially simulated (fault fill)

 Table 1.
   Collected and simulated data.
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           The collected and simulated data and its respective descriptions are shown in
             Table 1 Table 2 Figures 7 12. and – show the results of the model performance.

         The calibration and verification results indicated that the proposed conceptual
           model has shown good agreement for the collected and simulated data, when

           considering some previous research. For instance, a study on water demand devel-
             oped in the cities of Oklahoma and Tulsa Oklahoma State, USA, resulted in a

       statistical model to explain water demand with R2      range within the interval of 0.140
  a 0.920 [35].

             In a household water demand study in the northwest of Spain, the price, billing,
         climatic, and sociodemographic variables were used as explanatory variables and

    the results showed a R2         range within the interval of 0.198 to 0.891 [36].
          Another study aiming to predict future water consumption from Istanbul, Tur-

           key, was developed using the Takagi Sugeno Fuzzy method for modeling monthly
            water consumption, and the overall prediction presented an AREP of less than 10%

             [37]. In this study, AREP ranged from 40% to 5% indicating an opportunity to
            improve the model developed. In another regional water study, in the case of

          Tijuana, in Northwest Mexico, the purpose was to analyze monthly water

 Calibration Verification

  Models r R2   AREP r R 2 AREP

       Water consumption, 0.8777 0.7704 7.95 0.5994 0.3593 40.15 

 Water availability, ~A      0.9755 0.9516 5.32 0.9412 0.8858 16.95

  r: correlation coefficient
R2   : determination coefficient

    AREP: average relative error percentage

 Table 2.
      Results of calibration and verification of models.

 Figure 7.

Calibration ~  C model.
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         consumption dynamics, and the empirical estimation results were considered fairly
   satisfactory with the R2      range from 0.4582 to 0.5932 [4].

            The analysis in , agreeing with the AREP of 40%, reinforces theFigure 12 

      difficulty of the model developed in the ~C P      adjustment. The reasons for this diffi-
           culty are varied, including problems with data quality (simulation, filling in gaps),

           the need to incorporate influential variables, the need to improve Fuzzy modeling.

 Figure 8.

Verification ~  C model.

 Figure 9.

Calibration ~  A model.
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        Therefore, we encourage continuous improvement of water consumption forecast-
           ing models focusing on optimizing the pertinence functions for the case (format,

   error rate rates, others).
          In general, when considering the quality of the models developed ( ~CP e ~AP),

               according to and , the viability of the FNLP can be verify. TheTable 2 Figures 7 12–

            Fuzzy Logic allowed inaccuracies inherent to the water system to be captured and

 Figure 10.

Verification ~  A model.

 Figure 11.
 Calibration model.
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       incorporated into conventional mathematical programming techniques. The satis-
        factory results agree with previous studies [9, 27, 28].

   5. Conclusions and recommendations

 5.1 Conclusions

            It can be concluded that the UWC was adequately modeled, the ambiguity and
             the lack of precision of the real data availability was acceptably managed, and the

           fuzzy approach showed to be adequate for the problem studied. The conceptual
            model developed in this research can contribute to the water conservation in an

           urban environment, which is an important tool for water resource planning. More
             specifically, the model helps to predict the impact of actions such as reducing losses,

           reducing pressure on the water supply network and intermittent supply on the
      intensity of water crisis cases in cities.

            The methodology used for developing the model can be replicated in other cases.
           Influential variables can also be adjusted according to the desired responses and

           available resources. For example, variables such as type of tariff policy, implemen-
          tation of environmental education programs and incentives to reduce water con-

             sumption are possible to be considered in this model. Thus, Fuzzy modeling is a
             very promising tool and should be encouraged so as to deepen and expand similar

models.

 5.2 Recommendations

            The ambiguity and haziness index of the real data should be considered in
            further studies. In the future, more influencing factors in water crises should be

           included in the model being developed, in order to improve prediction results.

 Figure 12.
 Verification model.
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Finally, studies focusing on selecting the best forms of representation of Fuzzy 
variables (Fuzzy membership functions and optimized parameters) should be 
considered.
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Chapter 15

Fuzzy   Multi-Attribute  Decision
Making   (FMADM)   Application  on
Decision   Support   Systems  (SPK)

to   Diagnose   a   Type   of  Disease
Sugiyarto   Surono   and   Mustika  Sari

Abstract

Fuzzy   logic   is   widely   applied   to   daily   life   with   various   methods.   One   method  is 
fuzzy   multi-attribute   decision   making   (FMADM).   FMADM   is   able   to   select   the  best 
alternative   from   a   number   of   alternatives.   In   FMADM   there   is   a   supporting  method 

so   that   the   results   obtained   are   accurate   and   optimal,   namely   the   classic  MADM 
method.   One   method   in   classic   MADM   is   the   Simple   Additive   Weighting  (SAW) 
method.   The   SAW   method   is   precisely   used   to   minimize   diagnostic   errors,   but   if  a 

decision   support   system   is   made,   the   SAW   method   still   requires   a   further  develop-
ment   method,   one   of   which   is   the   FMADM   method   with   its   development.  The 

purposes   of   this   study   are   to   describe   the   steps   of   SAW   method   and   the  develop-
ment   of   FDM   in   theory,   implement   SAW   method   and   the   development   of   FDM  to 

diagnose   a   type   of   disease   and   implement   it   in   a   decision   support   system   using  GUI 
matlab.   The   completion   step   of   those   two   methods   is   through   two   stages,   the  first 

one   will   go   through   FMADM   stage   with   SAW,   which   is   weighted   sum,   then  the 
output   will   be   used   as   input   to   the   FDM   method   based   on   total   integral   values.  The 

result   of   this   study   is   proven   by   patient   experienced   initial   symptoms   of   high  fever 
at   a   temperature   of   39.5°   C   -   40°   C,   very   much   spots   appear   in   rumple   leed  test 

( >  50   petheciae),   bleeding   gums,   rarely   got   nausea   and   headache,   as   well  as 
diarrhea.   Accuracy   for   the   decision   support   system   using   MAPE   was   obtained  93%

so   that   the   decision   support   system   with   FMADM   method   to   diagnose   the  disease 
was   feasible   to  use.

Keywords:   diagnosing   a   type   of   disease,   FDM,   FMADM,  SAW

 1. Introduction

                                   Decision making is a problem solving process that produces a goal of factors
                                            such as subjectivity and linguistics which tend to be presented in real life to a lower

                                or greater level [1]. Difficulties are often encountered when a problem involves
                                several alternatives and the factors that influence it (criteria), to overcome this

                                problem, it is able to use the Multi-Attribute Decison Making (MADM) method.
                                         The results of these methods still contain uncertainty so that in this case fuzzy logic

                             plays an important role in overcoming problems that contain uncertainty. Fuzzy
                                         logic is the basis of a system that can implement a problem and solve sharp

1



             problems [2]. However, Fuzzy MADM is only able to solve the problem of uncer-
            tainty in the data presented and numbers of diverse attributes is usually conflicting,

               thus to make a decision there needs to be a classic MADM method, so that decisions
              are more precise and more accurate [3], besides this method can also be used to

              provide input to the doctor so that there is no mistake in diagnosing dengue disease.
             One of the classic MADM methods that can be used is Simple Additive Weighting.

           Simple Additive Weighting is often referred as a method with weighted sum.
             The basic concept of SAW method is to find a weighted sum of performance

              branches on each alternative of all attributes [4]. One of the problems that can be
              solved by this method is the misdiagnosis of DHF. DHF is a type of infectious

              disease caused by the degue virus which is transmitted through the bite of the Aedes
          aegypti Aedes albopictusand mosquitoes. DHF is often misdiagnosed with Typoid

          Fever, Morbili, ARI, Ensafalitis and Acute Pharyngitis. These errors occur because
              the initial symptoms that arise from the five diseases are almost the same as DHF

              [5]. However, in this case the application of SAW method is less effective if a
            Decision Support System is made so that a development method is needed. The

            development method that can be used is the FMADM method with its development
           or often called Fuzzy Decision Making (FDM). This method is development method

                of the classic MADM method. The results of SAW method will be used as a level of
            importance or input on the FDM method. The combination of these two methods

    will produce more optimal output.

   2. Methodology and realization

      2.1 Designing FMADM with SAW and FDM

            The data used are primary and secondary data, primary data obtained from the
            results of doctor interviews and secondary data is data on patients with DHF,

             secondary data will be used to validate the system. Completion of cases of dengue
              diagnosis will be through SAW method then the results of SAW method are used in

  the FDM method.
             The first method will use one crisp value with 1 degree membership and use

          preference weight multiplication while the second method uses 3 crisp values
           namely right boundary, left boundary and crisp value with 1 membership degree

           which will later go through the aggregation process and total integral value.

           2.2 The FMADM method with SAW to diagnose a type of disease

      Completion using the FMADM method with SAW:

     2.2.1 Determine alternative sets and criteria

 Alternative (Ai ) is a 1   = Morbili, a2   = DBD, a 3   = ARI, a 4    = Typoid fever, a 5  = Acute
 pharyngitis, a6   = Ensafalitis. Ci   criteria are c1   = Fever, c2   = Spots, c3   = Bleeding gum,

c4   = Nausea, c 5   = Headache, c6   = Defecation Disorders

    2.2.2 Determine the criteria weight

            The weight of the criteria is obtained from triangular fuzzy numbers which are
      then converted into the form of crisp.
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 2.2.2.1 Fever

             The author defines the universal value for the criteria for fever is [0,1] and
              divides it into 5 categories of fuzzy triangle sets, which are normal (N), low fever

          (DR), moderate fever (DS), high fever (DT), very high fever (DST).
             By using the concept of the Likert scale and the defuzzy method, Large of

            Maximum, is obtained as the weight of the criteria for fever.Table 1

  2.2.2.2 Spots (Petheciae)

             The author defines the universal value for the criteria of spots is [0,1] and
             divides them into 5 categories of fuzzy triangle sets which are none (TA), few

            (SDK), somewhat a lot (ABYK) many (BYK), very much (SBYK). By using the
            concept of the Likert scale and the defuzzy method, Large of Maximum, the

           Table 2 is obtained as the weight of the criteria for spots:

  2.2.2.3 Bleeding gum

             We are defines the universal value for bleeding gum criteria is [0,1] and divides
              it into 2 fuzzy triangle set categories namely never (TP), ever (P). By using the

            concept of the Likert scale and the defuzzy method, Large Of Maximum, the
           Table 3 is obtained as the weight of the bleeding gum criteria.

 2.2.2.4 Nausea

             The author defines the universe value for the nausea criteria is [0.1] and divides
               it into 4 fuzzy triangle set categories namely never (TP), ever (P), rare (J) and often

              (S). By using the concept of the Likert scale and the defuzzy method, Large of
            Maximum, is obtained as the weight of the criteria for nausea.Table 4

    Fever Fuzzy Set Crisp Value
(weight)

   36°C-37,5°C Normal (N) 0

    37,5 38°C Low Fever (DR)– 0.25

     38°C-39,5 °C Moderate Fever (DS) 0.5

    39,5 40°C High Fever (DT)– 0.75

     >40°C Very High Fever (DST) 1

 Table 1.
  Weight of fever.

    Spots Fuzzy Set Crisp Value
(weight)

    0 10 spots None (TA)– 0

    10 20 spots few (SDK)– 0.25

      20 30 spots Somewhat a lot (ABYK)– 0.5

    30 50 spots Many (BYK)– 0.75

     >50 spots Very Much (SBYK) 1

 Table 2.
  Weigth of spots.
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 2.2.2.5 Headache

            The author defines the universal value for the headache criteria is [0,1] and
              divides it into 4 fuzzy triangle set categories namely never (TP), ever (P), rarely (J)

              and often (S). By using the concept of the Likert scale and the defuzzy method,
             namely Large Of Maximum, is obtained as the weight of the headacheTable 5

criteria.

  2.2.2.6 Defecation disorder

            The author defines the universal value for the criteria for defecation disorder is
             [0,1] and divides it into 3 categories of fuzzy triangles, namely normal (N), difficult

               to do defecation (SB) and diarrhea (D). By using the concept of the Likert scale and
              the defuzzy method, Large of Maximum, is obtained as the weight of theTable 6

   criteria for BAB defects.

          2.2.3 Determine the suitability rating of each alternative on each criterion

        Interview results from an expert (doctor) on .Table 7
           From the , the match rating value is obtained as follows:Table 8

     Bleeding Gums Fuzzy Sets Crisp Value
(weight)

    0 No Never (TP) 0

     Once or More Ever (P) 1

 Table 3.
   Weight of bleeding gum.

    Nausea Fuzzy Sets Crisp Value

(weight)

   0 Never (TP) 0

      1 time a day Ever (P) 0.25

      2 3 times a day Rare (J)– 0.5

      >3 times a day Often (S) 0.75

 Table 4.
  Weigth of nausea.

    Headache Fuzzy Set Crisp Value

(weight)

   0 Never (TA) 0

      1 time a day Ever (P) 0.25

      3 4 times a day Rare (J)– 0.5

      4 5 times a day Often (S)– 0.75

 Table 5.
  Weight of headache.
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            The compatibility rating in this method is also called the decision matrix which
  will be normalized.

      2.2.4 The determination of the preference weight

            The determination of the preference weight is stated in as follows:Table 9

    2.2.5 Normalization of the matrix

 R ¼

    0 75 0 25 0 0: : :5 0 :25 1

   0 75 1 1 0: :5 0 :5 0 :75

    0 75 0 25 0 0 0: : :5 0 :5

  1 0 0 0: : :75 0 75 0 75

 0:5 0 0 0 :5 0 : :25 0 5

 1 0 0 0:5 0 :75 1

2

66666

6664

3

77777

7775

(1)

     Defecation Disorder Fuzzy Set Crisp Value

(weight)

      1 2 times a day Normal (N)– 0.5

           1 2 days unable to do defecation Hard to do Defecation (SB)– 0.75

      >3 times a day Diarrhea (D) 1

 Table 6.
  Defecation disorder weight.

c1 c2 c 3 c 4 c5 c 6

a1      DT SDK TP J P SB

a2      DT SBYK P J J D

a3      DT TA TP T J N

a4      DST SDK TP P S D

a5      DS TA TP S P N

a6      DST TA TP J S SB

 Table 7.
 Linguistics data.

c 1 c2 c3 c 4 c5 c 6

a1      0.75 0.25 0 0.5 0.25 1

a2      0.75 1 1 0.5 0.5 0.75

a3      0.75 0.25 0 0 0.5 0.5

a4      1 0 0 0.75 0.75 0.75

a5      0.5 0 0 0.5 0.25 0.5

a6      1 0 0 0.5 0.75 1

 Table 8.
  Match rating value.
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         To find a matrix you can use the following formula:

rij ¼

xij

max i xij
    , j is benefit attribute

min i x ij

x ij
    , j is cost attribute

8
>><

>>:
(2)

          2.2.6 Finding preference values obtained from multiplication of weights W with
  normalized matrix R

V j ¼
Xn

j¼1

w jrij (3)

           The results of the calculation are shown in as follows.Table 10
        The highest value achieved by the second alternative (V 2     ) is DBD so someone

              will be stated to suffer from DHF if they experience symptoms of high fever, spots
           (petheciae) very much, have experienced bleeding gums if they have entered a

              severe stage, rarely nausea, rarely headaches and have diarrhea, but to be sure to be
     able to use laboratory tests again.

               In this case, SAW method is not appropriate if it is used to make a decision
              support system thus the author tries to use a method developed by Joo (2004) [6],

       namely the FMADM method with development or FDM.

           2.3 The FMADM method with SAW to diagnose a type of disease

    2.3.1 Representation of the problem

    Consists of 3 stages, namely:

  a. Objective Identification

             The purpose of this decision is to determine or diagnose an illness that is
      suffered based on the initial symptoms experienced.

     b. Identification of Criteria and Alternatives.
            The criteria used are still 6 types of diseases and 6 criteria (symptoms).

c1 c 2 c3 c4 c 5 c 6 Total

      30% 30% 10% 10% 10% 10% 100%

      0.3 0.3 0.1 0.1 0.1 0.1 1

 Table 9.
  Preference weight (W).

V1

(Morbili)

V2

(DBD)

V 3

(ARI)

V4 (Typhoid

Fever)

V5 (Acute

pharyngitis)

V6

(Encephalitis)

     0.5 0.83 0.42 0.58 0.30 0.57

           Rank 4 Rank 1 Rank 6 Rank 2 Rank 5 Rank 3

 Table 10.
 Preference value.
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           c. The hierarchical structure that determines the disease is shown in the
 Figure 1.

    2.3.2 Evaluation of Fuzzy Sets

    Consists of 4 stages, namely:

              a. Selecting the set of ratings for the criteria weights. There are two things that
          must be done, namely determining the degree of importance and determining

        the degree of compatibility. T (importance) W = {c1      = {N, DR, DS, DT, DST},
c2       = {TA, DK, ABYK, BYK, SBYK}, c 3    = {TP, P}, c 4  =, c5      = {TP, P, J, S}, c6 =

              {NR, D, SB}}. T (match) S = {Very Low (SR), Low (R), Enough (C), High
   (T), Very High (ST)}.

         The parameters of each level of interest are as follows:

         N 0 0 0 25¼ ; ; :ð Þ , TA 0 0 0 25 ¼ ; ; :ð Þ ,

         DR 0 0 25 0 5¼ ; : ; :ð Þ, SDK 0 0 25 0 5 ¼ ; : ; :ð Þ,

         DS 0 25 0 5 0 75¼ : ; : ; :ð Þ , ABYK 0 25 0 5 0 75 ¼ : ; : ; :ð Þ ,

       DT 0 5 0 75 1¼ : ; : ;ð Þ , BYK 0 ¼   : ; : ;5 0 75 1ð Þ

         DST 0 75 1 1¼ : ; ;ð Þ , SBYK 0 75 1 1 ¼ : ; ;ð Þ

         TP 0 0 1¼ ; ;ð Þ , NR 0 25 0 5 0 75 ¼ : ; : ; :ð Þ ,

         P 0 1 1¼ ; ;ð Þ, D 0 5 0 75 1 ¼ : ; : ;ð Þ

        J 0 25 0 5 0 75¼ : ; : ; :ð Þ , SB 0 75 1 ¼ : ;  ; 1ð Þ

    S 0 5 0 75 1¼ : ; : ;ð Þ ,

         The degree of compatibility of each decision criteria as follows:

    Very Low SRð Þ ¼ 0, 0, 0 25:ð Þ ,

   Low Rð Þ ¼ 0, 0 25, 0 5: :ð Þ ,

 Figure 1.
 Hierarchy Structure.
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   Enough Cð Þ ¼ 0 25, 0 5, 0 75: : :ð Þ ,

   Height Tð Þ ¼ 0 5, 0 75, 1: :ð Þ

    Very High STð Þ ¼ 0 75, 1, 1:ð Þ

             Based on this, the degree of compatibility of each alternative is obtained to the
              decision criteria in and the branch of interest for the decision criteria inTable 11

 Table 12.

            b. Aggregate the weight of criteria and the degree of compatibility of each
       alternative with its criteria, using the following equation:

Y i ¼
1

k

 Xk

t¼1

o ita i  ð Þ (4)

Q i ¼
1

k

 Xk

t¼1

p itb i

 
(5)

Z i ¼
1

k

 Xk

t¼1

qit ci

 
(6)

            The result is compatibility index obtained from the aggregation of the weight of
             the criteria and the degree of compatibility of each alternative with its criteria that’s

   shown in .Table 13

   2.3.3 Selecting optimal alternatives

         Prioritizing decision alternatives based on aggregation results by substituting the
       fuzzy match index value into the following equation:

IαT Fð Þ ¼
1

2

 
       α αc bþ þ 1ð Þ að Þ (7)

c1 c2 c 3 c4 c5 c 6

a1      T R SR C R ST

a2 T ST R C C T

a3   T S T S R S R C C

a4      ST R SR T T T

a5    C SR SR C C C

a6      ST SR SR C T ST

 Table 11.
          The degree of compatibility of each alternative to the decision criteria.

       Fever Spot Bleeding gum Nausea Headache Defecation Disorder

      High Very Much Ever Rare Rare Diarrhea

               (0.5,0.75, 1) (0.75,1, 1) (0, 1, 1) (0.25, 0.5, 0.75) (0.25, 0.5, 0.75) (0.5, 0.75, 1)

 Table 12.
     Branch of interest for decision criteria.
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              By taking optimism degree ( ), namely: = 0 (not optimistic), = 0.5 (opti-α α α

              mistic) and = 1 (very optimistic). The following results are obtained on .α Table 14
              Based on the results above, it can be seen that regardless of the degree of

             optimism, the alternative a2 is that DHF has the greatest value compared to other
alternatives.

  2.4 System Implementation

     2.4.1 Algorithm of decision support system

            The following figure ( ) is a flowchart that shows how decision supportFigure 2
 system works.

   2.4.2 Implementation in MATLAB

            Based on the program algorithm, we must first do the FMADM processmatlab
             with SAW by making a coding in the editor according to the FMADM algorithm
                with SAW, then the results of the method will be used as input for the next method

             using the Graphical User Interface (GUI) that will be shown in the .Figure 3
              Figure 4 is the appearance of the two programs with a GUI that contains:matlab

         self-identity, symptoms experienced, save, clean, close, diagnosis, output, for self-
            identity and symptoms must be filled. The second display looks like the following

picture:

     Alternative Compatibility Rate Fuzzy Compatibility Index

c 1 c2 c 3 c4 c 5 c 6 Yi Q i Z i

a1         T R SR C R ST 0.1146 0.3229 0.6146

a2         T ST R C C T 0.1979 0.4792 0.7708

a3         T ST SR SR C C 0.1667 0.3646 0.6250

a4         ST R SR T T T 0.1458 0.3854 0.7083

a5         C SR SR C C C 0.0625 0.2083 0.5208

a6         ST SR SR C T ST 0.1563 0.3542 0.6354

 Table 13.
 Compatibility index.

   Alternative Integral Total Value

      α α α= 0 = 0.5 = 1

a1   0.22 0.34 0.47

a2   0.34 0.48 0.63

a3   0.27 0.38 0.49

a4   0.27 0.47 0.55

a5   0.14 0.25 0.36

a6   0.26 0.37 0.49

 Table 14.
  Integral total value.
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 Figure 2.
   Decision Support System Algorithm.

 Figure 3.
   View of GUI (Opening).
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               Following are the steps to diagnose a type of disease: Fill in the biodata form and
             symptoms, then click the diagnosis button then click the save button. The results of

           the diagnosis are obtained as follows like what’s shown in .Figure 5
             The storage results are displayed in a form of what’s shown in .Figure 6

   2.4.3 System accuracy testing

           The accuracy of the FMADM decision support system with MAPE obtained the
 following equation

  The Accuracy ¼

P
DataujibenarP

Totaluji
  x 100% (8)

 Figure 4.
   GUI Display (Form Filling).

 Figure 5.
   GUI Display (Diagnose Result).
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      Obtained from 30 data is as follows:

  The accuracy ¼
  30 2

40
    x 100% 93% (9)¼

 3. Conclusion

Based on the method in the first stage, the FMADM method with SAW rank 1
was obtained in the second alternative ð V 2 Þ so that someone can be confirmed to 
suffer from dengue if they experience the initial symptoms of high fever at 39.5° C -

40° C many spots appear during the lumple leed test (> 50 petheciae), bleeding 
gums, rarely experiencing nausea and headaches, then experiencing diarrhea. In the 
second method, the results of the first method will be the input for the second 
method, then the total integral value will be obtained with the degree of optimism 

α = 1, from the second method or FMADM with Development (FDM). Then the 
results of the accuracy of the decision support system with MAPE obtained 93% of 
100% consisting of 40 patients suffering from DHF.

 Figure 6.
   GUI Display (Data Base).
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