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CHAPTER 1

Introduction
Bedir Tekinerdogana, Mehmet Akşitb, Cagatay Catalc, Tarek Alskaifa,
and William Hursta
aInformation Technology Group, Wageningen University & Research, Wageningen, The Netherlands
bDepartment of Computer Science, University of Twente, Enschede, The Netherlands
cDepartment of Computer Science and Engineering, Qatar University, Doha, Qatar

1 Objectives

In today’s interconnected and technology-driven world, critical infrastructure systems

are the backbone of modern society. These systems include transportation, energy, water,

telecommunications, and other essential facilities and services that enable our daily lives.

The reliable and secure operation of critical infrastructure systems is essential for national

security, public safety, economic growth, and the well-being of individuals and

communities.

The management and engineering of critical infrastructures are a complex and inter-

disciplinary field that requires a deep understanding of the technological, social, eco-

nomic, and political factors that influence their design, operation, and maintenance. It

involves the application of engineering principles, management practices, and policy

frameworks to ensure the resilience, sustainability, and efficiency of critical infrastructure

systems.

This book provides a comprehensive overview of the state-of-the-art in the manage-

ment and engineering of critical infrastructures. It covers a wide range of topics, including

but not limited to the following:

System design and optimization: The book covers the design and optimization of crit-

ical infrastructure systems, including transportation networks, energy grids, and water

distribution systems. The authors discuss various approaches and techniques for designing

and optimizing these systems to ensure their reliability, efficiency, and sustainability.

Risk assessment: The book covers the importance of risk assessment in identifying and

evaluating the vulnerabilities of critical infrastructure systems. It discusses various

methods and tools for conducting risk assessments and highlights the challenges and

opportunities in this area.

Performance evaluation: The book covers the importance of performance evaluation

in assessing the effectiveness of critical infrastructure systems. It discusses various perfor-

mance evaluation methods and tools and highlights the challenges and opportunities in

this area.

3
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Cybersecurity: The book covers the importance of cybersecurity in protecting critical

infrastructure systems from cyber-attacks. It discusses various cybersecurity methods and

tools and highlights the challenges and opportunities in this area.

Emergency management: The book covers the importance of emergency manage-

ment in responding to critical infrastructure disruptions, such as natural disasters or

cyber-attacks. It discusses various emergency management approaches and techniques

and highlights the challenges and opportunities in this area.

Sustainability: The book covers the importance of sustainability in ensuring the long-

term viability of critical infrastructure systems. It discusses various sustainability principles

and frameworks and highlights the challenges and opportunities in this area.

Resilience: The book covers the importance of resilience in ensuring that critical

infrastructure systems can continue to function in the face of disruptions or disasters.

It discusses various approaches and techniques for building resilience in these systems

and highlights the challenges and opportunities in this area.

Policy and regulation: The book covers the importance of policy and regulation in

managing and engineering critical infrastructure systems. It discusses various policy and

regulatory frameworks and their impact on critical infrastructure management and

engineering.

Interdependencies: The book covers the interdependencies among different critical

infrastructure systems and the need to consider these interdependencies in the manage-

ment and engineering of these systems. It discusses various methods and tools for analyz-

ing and managing these interdependencies.

Innovation and emerging technologies: The book covers the importance of innova-

tion and emerging technologies in the management and engineering of critical infrastruc-

ture systems. It discusses various technologies, such as artificial intelligence, blockchain,

and the Internet of Things, and their potential impact on critical infrastructure manage-

ment and engineering.

The book brings together contributions from leading experts in the field, including

engineers, managers, policymakers, and academics, to provide a multidisciplinary per-

spective on critical infrastructure management and engineering.

The book is intended for a wide audience, including professionals in engineering,

management, and policy fields, as well as graduate students and researchers interested

in critical infrastructure systems. It provides a comprehensive reference for understanding

the challenges and opportunities in managing and engineering critical infrastructure sys-

tems, as well as the latest techniques, methods, and tools for addressing these challenges.

We have divided the book into four key parts, grouping chapters by their link to key

themes. Part I Key Concepts of Critical Infrastructures covers key concepts related to

critical infrastructure systems. Part II encompasses chapters that focus on approaches

for the management of critical infrastructures. Part III includes the chapters related to

the engineering of critical infrastructures. Finally, Part IV includes the chapters related

to specific application domains of critical infrastructures.
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2 Outline

2.1 Part I—Key concepts
This section provides a comprehensive introduction to the fundamental concepts and

principles of critical infrastructure systems. The chapters cover topics such as the defini-

tion and classification of critical infrastructure, the interdependencies among different

infrastructure systems, and the role of risk assessment and management in ensuring the

resilience and reliability of these systems. This part consists of the following chapters:

2.1.1 Chapter 1—Introduction
Bedir Tekinerdogan, Mehmet Akşit, Cagatay Catal, Tarek Alskaif, William Hurst

This chapter provides an overview of the other chapters in the book.

2.1.2 Chapter 2—Critical infrastructures: Key concepts and challenges
Bedir Tekinerdogan, Mehmet Akşit, Cagatay Catal, Tarek Alskaif, William Hurst

This chapter presents a comprehensive overview of the key concepts and challenges

associated with critical infrastructures. The chapter uses a domain analysis approach to

identify and analyze the main features, components, and challenges related to critical

infrastructures. To enhance the understanding of critical infrastructures, a feature model

is provided that describes the common and variant features of critical infrastructures. The

chapter also examines the various stakeholders involved in critical infrastructures, such as

government agencies, regulators, industry associations, and private companies. Key terms

related to critical infrastructures, including resilience, sustainability, risk, and vulnerabil-

ity, are defined in the terminology section. Additionally, a survey of important critical

infrastructures is presented, such as energy systems, transportation networks, water

and wastewater systems, telecommunications, and financial systems.

Finally, the chapter delves into the primary challenges associated with critical infra-

structures, such as cybersecurity, complexity, resilience and continuity, regulation and

policy, aging infrastructure, digitalization, public awareness and perception, funding

and resources, and supply chain security. Addressing these challenges is essential for pro-

moting the resilience and sustainability of critical infrastructures, and safeguarding societal

well-being and national security.

2.1.3 Chapter 3—Insider threats to critical infrastructure: A typology
Mathias Reveraert, Marlies Sas, Genserik Reniers, Wim Hardyns, Tom Sauer

The chapter examines the vulnerability of critical infrastructure to insider threats. The

chapter provides an innovative typology of the various types of intentional misconduct

that employees can commit, based on an interplay between insider threat literature and

publicly available examples of insider threat incidents found in (inter)national media. The

typology is validated and reassessed using a spin-off version of the who, what, where,
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when, why, and how (5W1H) methodology. The seven-part insider threat typology

answers elementary questions, such as what the insider wants to achieve by committing

intentional misconduct, who suffers or benefits from the insider threat, why the insider

wants to commit intentional misconduct, when the insider becomes untrustworthy, how

the insider commits intentional misconduct, how serious the impact of the insider threat

is, and howmany insiders are involved with the insider threat. The authors argue that this

typology is a valuable starting point in the development of tailor-made approaches to

insider threat mitigation. Organizations can use the typology to prioritize their risk man-

agement budget, paving the way for a risk-based approach to insider threat mitigation.

2.2 Part II—Management of critical infrastructures
This section presents various approaches and strategies for managing critical infrastructure

systems. The chapters cover topics such as performance evaluation, maintenance and

repair, emergency management, and cybersecurity. The authors discuss best practices

and case studies from different sectors. This part consists of the following chapters:

2.2.1 Chapter 4—Health management of critical digital business ecosystems:
A system dynamics approach
Abide Coskun-Setirek, William Hurst, Maria Carmela Annosi, Bedir Tekinerdogan, Wilfred

Dolfsma

The chapter focuses on the health management and resilience of digital business eco-

systems (DBEs) in the commercial and governmental facility sectors. As business ecosys-

tems increasingly rely on digital platforms for efficiency, scalability, and security, ensuring

the resilience of critical DBEs against adversarial attacks and vulnerabilities has become

crucial. However, the factors that impact the health and resilience of critical DBEs are

often not explicitly defined, making their health management challenging. In this chap-

ter, the authors adopt a systems dynamic approach to support the health management and

resilience of critical DBEs. They identify the variables related to the health management

of DBEs and model the cause-and-effect relationships among them using causal loop dia-

grams. The study provides a holistic systems view of critical DBEs, including the

variables, relations, and dynamics that define health and resilience. This approach

enhances practitioners’ visualization of decision-making on DBE administration, espe-

cially in critical infrastructure sectors. The chapter highlights the importance of adopting

systems thinking approach to address the challenges associated with the health manage-

ment and resilience of critical DBEs. It provides valuable insights for practitioners

involved in the design, operation, and maintenance of DBEs in the commercial and gov-

ernmental facility sectors, enabling them to make informed decisions to enhance the

resilience of these systems.
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2.2.2 Chapter 5—Key performance indicators of emergency management systems
Mehmet Akşit, Mehmet Arda Eren, Hanne Say, Umur Togay Yazar

In this chapter, the authors address the importance of efficient emergency management

systems for critical infrastructures. The negative impact of damages to these infrastructures

on the people relying on them can be significant. Key performance indicators (KPIs) have

been introduced in the literature to measure and improve the efficiency of business pro-

cesses, but there is a lack of rigorously defined KPIs for emergency management processes.

The absence of a mathematical basis makes it difficult to measure and analyze these pro-

cesses objectively and computationally. Therefore, this chapter proposes a novel set of KPIs

specifically designed for evaluating emergency management processes. To demonstrate the

utility of their approach, the authors also introduce a simulation framework for modeling

and assessing emergency monitoring andmanagement processes along with their associated

KPIs. They evaluate the effectiveness of their approach using various disaster scenarios. The

development of these KPIs and simulation frameworks provides a valuable contribution to

the field of emergencymanagement, especially in the context of critical infrastructures. The

ability to objectively measure and analyze emergency management processes can signifi-

cantly improve their efficiency and effectiveness in minimizing the negative impact of

disasters on critical infrastructures and the people relying on them.

2.2.3 Chapter 6—Responding cyber-attacks and managing cyber security crises
in critical infrastructures: A sociotechnical perspective
Salih Bıçakcı, Ayhan G€uc€uyener Evren

This chapter explores the vulnerability of Critical Infrastructures (CIs) to cyber threats,

which can result in disruptions and require the implementation of effective cybersecurity

crisis management strategies. The chapter argues that crisis decision-making,

sense-making, and termination efforts in cyberspace present new challenges that cannot

be addressed solely by technical solutions. Instead, the chapter emphasizes the need

for human-centric approaches, such as re-considering crisis decision-making strategies,

leadership structures, and organizational cultures. The chapter proposes that continuous

crisis simulations and training can increase the preparedness level of CIs for cybersecurity

crises. As CIs are complex Sociotechnical Systems (STS), effective cybersecurity crisis

management requires the simultaneous orchestration of both human-centric and technical

solutions.

2.3 Part III—Engineering of critical infrastructures
This section focuses on the engineering aspects of critical infrastructure systems. The

chapters cover topics such as system design and optimization, modeling and simulation,

control and automation, and sustainability. The authors discuss the latest techniques and

tools for designing and operating critical infrastructure systems in a reliable, efficient, and

sustainable manner. This part consists of the following chapters:

7Introduction



2.3.1 Chapter 7—Event-based digital-twin model for emergency management
Rabia Arslan, Mehmet Akşit

The chapter explores the use of distributed digital-twin-based control architectural

styles for emergency management systems in critical infrastructures. Emergency man-

agement systems are essential for monitoring and rescuing critical infrastructures in the

event of natural or man-made disasters. The distributed nature of these systems makes

them inherently linked with Geographic Information Systems (GIS). However, cur-

rent GIS systems lack the expressivity required to support emergency management

activities and digital-twin-based control. This chapter addresses this challenge by

extending the GIS system CityGML with a set of new abstractions. Additionally, a

novel architecture is proposed to address the problem of data inconsistency caused

by the distributed and heterogeneous nature of digital-twin-based architectures and

the lack of standards. The architecture includes an atomic publisher-subscriber protocol

and an event-based layer on top of a GIS database. To verify the proposed architecture,

the authors simulate and test it using a model checker. The chapter highlights the

importance of extending GIS systems to support emergency management activities

in critical infrastructures and proposes a novel architecture to address the challenges

associated with the distributed and heterogeneous nature of digital-twin-based control

architectures. It highlights the importance of considering the expressivity and consis-

tency of GIS systems in supporting digital-twin-based control and proposes a novel

architecture to address these challenges.

2.3.2 Chapter 8—Analyzing systems product line engineering process alternatives
for physical protection systems
Bedir Tekinerdogan, _Iskender Yakın

Physical protection systems (PPS) play an important role in safeguarding critical infra-

structures against malevolent attacks. A PPS is a comprehensive solution that integrates

people, procedures, and tools to provide effective protection. Developing an effective

PPS is a complex process that requires consideration of various factors. Although PPSs

may differ, they all share a similar structure and set of features that can be developed

through a systematic approach to large-scale reuse. One such approach is product line

engineering (PLE), which has been successfully used in various application domains to

shorten the time to market, reduce costs, and enhance overall system quality. This paper

provides an overview of the PPS domain, with a specific focus on its importance for crit-

ical infrastructures. We describe the three different types of PLE methods, including sin-

gle, multiple, and feature-based PLE, and present a method for selecting the appropriate

PLE method. To illustrate the practical application of the method, we apply it to a real

industrial case study for a large-scale systems company.
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2.3.3 Chapter 9—Reference architecture design for machine learning supported
cybersecurity systems
Cigdem Avci, Bedir Tekinerdogan, Cagatay Catal

This chapter discusses the importance of cybersecurity in software-intensive systems

and the potential benefits of integrating machine learning into cybersecurity systems. It

addresses the issue of potential gaps in overall security by presenting a reference architec-

ture design for machine learning-supported cybersecurity systems. The proposed archi-

tecture integrates engineering and machine learning perspectives to enhance the security

of software-intensive systems. The effectiveness of the reference architecture is demon-

strated through a domain analysis and architecture design stage, which synthesize archi-

tecture design approaches and machine learning models used in the cybersecurity

domain. The resulting solution approach is holistic and effective for machine

learning-supported cyber-secure systems.

2.3.4 Chapter 10—An architectural framework for the allocation resources
in emergency management systems
Umur Togay Yazar, Mehmet Akşit

Emergency management systems are critical infrastructures that play a crucial role in

protecting public safety and responding to disasters. These systems need to operate with

high effectiveness and efficiency to accurately detect emergency conditions and allocate

available resources optimally. However, in the case of large-scale disasters and insufficient

resources, manual prioritization and compromising of resources can be extremely diffi-

cult. To address these challenges, this chapter proposes a novel architectural framework

that automatically converts emergency reports to a set of rescue tasks that can be sched-

uled. If tasks cannot be scheduled as desired due to conflicts in allocating resources, con-

trol algorithms are applied. This architecture allows for the introduction of new disaster

types and control strategies as needed. The proposed framework is designed and imple-

mented in a simulated environment, and its utility is tested with various emergency sce-

narios. The chapter presents the architecture of the framework, the methods for

emergency report detection and task scheduling, and the control algorithms used to

resolve conflicts in resource allocation.

2.4 Part IV—Application domains
2.4.1 Chapter 11—Urban water distribution networks: Challenges
and solution directions
Miguel Ángel Pardo Picazo, Bedir Tekinerdogan

This chapter focuses on the challenges faced by drinking water utilities in ensuring a

reliable and safe supply of water while meeting increasing demands and dealing with lim-

ited resources. Aging infrastructure and water leakages pose significant challenges, par-

ticularly in urban areas. Moreover, recent threats such as cyber-physical attacks and

9Introduction



terrorist attacks on water distribution networks have emerged, posing a risk to their oper-

ation. The effective management of water infrastructure is crucial to meet the demands of

consumers and ensure sustainable development. The chapter outlines the methodologies

and tools available to address these challenges and highlights the importance of managing

water distribution networks as critical infrastructure.

2.4.2 Chapter 12—Critical infrastructure security: Cyber-threats, legacy systems,
and weakening segmentation
William Hurst, Nathan Shone

This chapter addresses the pressing issue of cyber threats to critical infrastructures in

the digital age. As critical infrastructures increasingly rely on digital technologies, they

become more vulnerable to sophisticated cyber-attacks that can have a significant impact

on society’s health, safety, security, and economic well-being. The interconnected nature

of these infrastructures means that attacks can spread and cause a cascading effect, posing a

significant challenge to their effective management. Using case studies, this chapter high-

lights different attack types and their potential impact. It also explores the barriers that

hinder the adoption of more advanced security solutions, such as Artificial Intelligence,

and proposes ways to overcome these obstacles to enhance the protection of critical

infrastructures.

2.4.3 Chapter 13—Energy systems as a critical infrastructure: Threats, solutions,
and future outlook
Tarek Alskaif, Miguel Ángel Pardo Picazo, Bedir Tekinerdogan

The energy system has undergone significant changes with the digitalization trend

and the integration of small-scale distributed energy resources. However, this transfor-

mation has also made the energy system more vulnerable to cyber-physical attacks and

natural disasters caused by climate change. This chapter provides an overview of the dif-

ferent sources of criticality in energy systems, including man-made and naturally caused

threats, and discusses potential technological and digital design solutions to enhance

energy system resilience. The chapter concludes by outlining the challenges associated

with these solutions and providing an outlook for energy system resilience. Its goal is

to improve understanding of the energy system as a critical infrastructure and the need

for effective management and protection.

2.4.4 Chapter 14—Deep learning for agricultural risk management: Achievements
and challenges
Saman Ghaffarian, Yann de Mey, João Valente, Mariska van der Voort, Bedir Tekinerdogan

This chapter focuses on the application of deep learning (DL) in agricultural risk man-

agement (ARM). Agriculture is a sector that is vulnerable to various risks such as natural

uncertainties, financial constraints, volatile prices, and changes in policies and regulations.

10 Management and engineering of critical infrastructures



Farmers need to make informed decisions to mitigate these risks and maintain essential

functions. DL is a subcategory of machine learning, which has been increasingly used in

ARM to extract useful information from data to support decision-making. This review

presents a systematic literature review of DL-ARM, highlighting the current trends, chal-

lenges, and achievements in the field. The chapter provides insights into the different

types of risks addressed, the DL algorithms used, and the data types employed. The

authors discuss the potential for DL to further contribute to ARM, beyond assessing

production risk, and recommend areas for future research in this field.
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CHAPTER 2
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and challenges
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1 Introduction

Critical infrastructures are the backbone of modern society, providing essential services

and systems that are crucial to the functioning of our economies, societies, and govern-

ments [1–4]. These infrastructures include energy systems, transportation networks,

water and sanitation systems, telecommunications, financial systems, and many others.

However, these systems are also vulnerable to a wide range of threats, including natural

disasters, cyber-attacks, terrorism, and human error. To ensure the resilience and sustain-

ability of critical infrastructures, it is important to understand the key concepts and chal-

lenges that are involved in their design, operation, and maintenance.

The key objective of this chapter is to provide an overview of the key concepts and

challenges that are involved in critical infrastructures. The chapter will focus on identi-

fying and defining key terms and concepts related to critical infrastructures, as well as

exploring the main challenges that are involved in ensuring their resilience and sustain-

ability. By providing this overview, the chapter aims to provide a foundation for further

research and discussion on critical infrastructures and to inform policy and decision-

making related to their design, operation, and maintenance. To achieve this objective,

the concrete research questions are the following:

1. What are the key concepts and definitions related to critical infrastructures, and how

are they related to each other?

2. What are the existing critical infrastructures?

3. What are the key challenges in the development of critical infrastructure, including

planning, design, construction, and operation?

To answer these research questions, a domain analysis approach will be adopted. Domain

analysis is a systematic approach to understanding a particular field or domain of knowl-

edge and involves identifying and analyzing the key concepts, relationships, and depen-

dencies within the domain. By applying domain analysis to the field of critical
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infrastructure, we can identify the key components of the domain, such as the sectors,

industries, and stakeholders involved, their relationships, the terminology and definitions

used, and the challenges and risks associated with critical infrastructure. We will analyze

the key components of the domain and identify patterns and themes related to the

research questions. The insights and findings generated through the domain analysis pro-

cess have been used to provide a comprehensive overview of the key concepts and chal-

lenges of critical infrastructure.

The chapter is organized as follows: In Section 2, we elaborate on and describe the

adopted domain analysis process. Section 3 describes the domain of critical infrastructures

by considering the currently adopted definitions. Section 4 describes the key stakeholder

categories and stakeholders of critical infrastructures. Section 5 describes the key terms

based on the domain analysis process. Section 6 provides a feature diagram that defines

the common and variant features of critical infrastructures. Section 7 provides an over-

view of various critical infrastructure types. Section 8 lists the identified key challenges,

and finally, Section 9 concludes the chapter.

2 Domain analysis

Domain analysis is an important activity for organizations and individuals who want to

develop a deeper understanding of a particular domain and identify potential opportunities

for innovation, improvement, or disruption [5]. By identifying the key concepts, terms,

and relationships within a domain, as well as any opportunities and risks, domain analysis

can help to inform decision-making, identify areas for innovation, and ensure that orga-

nizations and individuals are well-positioned to succeed within their chosen domain.

The key objective of domain analysis is to identify and describe the key elements and

relationships that make up a particular domain, as well as to understand how these ele-

ments and relationships interact with each other. This includes identifying the key con-

cepts, terms, and relationships that define the domain, as well as identifying any gaps or

inconsistencies in current understanding or practices.

There are several key activities involved in domain analysis, which can vary depend-

ing on the domain and the objectives of the analysis (Fig. 1). We focus on the following

activities:

• Identification of the domain: The first step in domain analysis is to identify the domain that

will be analyzed. This could be a particular business or industry, a scientific field, or any

other area of knowledge or practice.

• Identification of key stakeholders: Once the domain has been identified, it is important to

identify the key stakeholders who are involved in or affected by the domain. This

could include customers, suppliers, regulators, industry associations, and other relevant

parties.
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• Identification of key concepts and terms: The next step is to identify the key concepts and

terms that define the domain. This includes both technical terms and more general

concepts and may involve developing a glossary or ontology to capture the relation-

ships between these concepts and terms.

• Identification of relationships and dependencies: Once the key concepts and terms have

been identified, the next step is to analyze the relationships and dependencies between

these elements. This may involve developing models or diagrams to illustrate these

relationships and to identify any gaps or inconsistencies in understanding.

• Identification of the challenges: Finally, domain analysis can be used to identify the

challenges within the domain.

Iden�fy domain

Iden�fy Stakeholders

Iden�fy Commonali�es and 
Variabili�es

Iden�fy Challenges

Defini�ons of 
Cri�cal Infrastructure 

Cri�cal Infrastructure 
Stakeholders Map

Cri�cal Infrastructure Glossary

List of Challenges of 
Cri�cal Infrastructure s

Iden�fy Key Concepts and 
Terms

Cri�cal Infrastructure
Feature Model

Iden�fy Cri�cal 
Infrastructure Types

List of Cri�cal 
Infrastructure Types

Fig. 1 Domain analysis steps.
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3 Domain description and definitions

The first step in the domain analysis process is to define the notion of critical infrastructures,

which is essential for understanding the scope and complexity of the domain. As shown in

Table 1, there are various definitions of critical infrastructure in the literature, reflecting

different perspectives and priorities of the organizations and institutions that have devel-

oped them. However, all definitions share a common understanding that critical infrastruc-

ture is crucial for the security, safety, and economic well-being of a nation and its people.

The definitions of critical infrastructure in Table 1 highlight the criticality, complex-

ity, and interdependence of the various physical and cyber systems and assets that make up

Table 1 Selected definitions of critical infrastructure.

Definition critical infrastructure References

Assets, systems, and networks are critical to a country’s

economy, security, and social well-being

US Department of Homeland

Security [1,6]

Physical and virtual systems and assets are vital for the

functioning of modern society

European Commission [7]

Infrastructure whose incapacity or destruction would

have a debilitating impact on national security,

governance, public health, safety, or economic security

National Infrastructure Protection

Plan [4]

Systems and assets, whether physical or virtual, are so vital

to the nation that the incapacity or destruction of such

systems and assets would have a debilitating impact on

security, national economic security, national public

health or safety, or any combination of those matters

Presidential Policy Directive 21 [8]

Essential services and systems that underpin modern

society

International Atomic Energy

Agency [9]

Physical and cyber systems and assets are essential for the

functioning of the economy and the delivery of critical

services to the public

Australian Government [10]

Physical and virtual systems are essential for the

functioning of the state and society, the disruption or

destruction of which would have a significant impact

on the security and well-being of the population

Ministry of Internal Affairs and

Communications (Japan) [11]

The essential facilities, systems, and networks, whether

physical or virtual, are so vital that their incapacity or

destruction would have a debilitating impact on

national security, economic security, public health, or

safety

National Institute of Standards and

Technology [12,13]

Physical and cyber systems and assets are critical to the

reliable functioning of the essential services of a society

Canadian Cyber Incident

Response Center [14]

The infrastructure is critical to the functioning of society

and the economy, the disruption or destruction of

which would have significant impacts on public safety,

national security, and economic prosperity

World Economic Forum [15]

16 Management and engineering of critical infrastructures



critical infrastructure. These systems and assets are essential for providing essential services

and maintaining the functioning of modern society. The definitions also acknowledge

that critical infrastructure is vulnerable to various threats, including cyber threats, physical

threats, and natural disasters, which can have severe consequences for society and the

economy. The definitions of critical infrastructure provided in the table highlight the fact

that it is essential to the security, safety, and economic well-being of a nation and its peo-

ple. These definitions emphasize the interconnectivity and interdependence of critical

infrastructure, meaning that the failure of one system or asset can have a domino effect

on others, leading to cascading failures. This highlights the criticality, complexity, and

vulnerability of these systems and assets, which are essential for providing essential ser-

vices and ensuring the security, safety, and economic well-being of a nation and its peo-

ple. The definitions also recognize the various threats that critical infrastructure faces,

such as cyber threats, physical threats, and natural disasters, which can have significant

consequences for society and the economy.

The definitions vary slightly in their wording and also reflect the different perspectives

and priorities of the organizations and institutions that have developed them. For instance,

some definitions, such as those from the World Economic Forum and the National Insti-

tute of Standards and Technology, focus on the impact that the disruption or destruction of

critical infrastructure would have on society and the economy. Other definitions, such as

those from the European Commission and the International Atomic Energy Agency, focus

on the essential services and systems that underpin modern society. Despite these differ-

ences, all the definitions emphasize the criticality, complexity, and interdependence of

the various physical and cyber systems and assets that make up critical infrastructure. This

understanding is crucial for identifying and protecting critical infrastructure from various

threats, including cyber threats, physical threats, and natural disasters.

4 Stakeholders of critical infrastructures

A stakeholder is an individual, group, or organization that have a vested interest in a par-

ticular project, organization, or system. They are individuals or groups who may be

impacted by the decisions, actions, or outcomes related to the project or system, or

who may have the ability to impact those decisions, actions, or outcomes.

In the context of critical infrastructure, stakeholders are important because they play a

critical role in ensuring the resilience and sustainability of these systems. As critical infra-

structures are complex systems that provide essential services to communities, it is essen-

tial to understand the needs, interests, and perspectives of all stakeholders involved in

their development, operation, and maintenance. By involving stakeholders in

decision-making processes, critical infrastructure owners and operators can better under-

stand the potential impacts of their decisions and actions, and make more informed

choices that are more likely to meet the needs and expectations of all stakeholders

involved.
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Stakeholder engagement is a critical component of building and maintaining resilient

critical infrastructures. Effective stakeholder engagement ensures that critical infrastruc-

ture systems are designed, built, and operated with the input and feedback of all relevant

stakeholders, including those who may be affected by the system. By engaging stake-

holders early and often in the process, critical infrastructure owners and operators can

identify potential issues or concerns early on, and work collaboratively to address these

issues before they become significant problems.

Furthermore, stakeholders can also play a critical role in responding to and recovering

from disruptions or disasters affecting critical infrastructures. By involving stakeholders in

emergency planning and response activities, critical infrastructure owners and operators

can better understand the needs and concerns of the communities they serve and work

collaboratively to develop effective response and recovery plans that meet the needs of all

stakeholders involved.

Various categories of stakeholders can be identified for critical infrastructures, includ-

ing government agencies, private sector companies, local communities, nongovernmen-

tal organizations (NGOs), emergency responders, and others. However, the specific

categories of stakeholders and their relative importance may vary depending on the type

of critical infrastructure being considered. For example, stakeholders for a transportation

system may include government agencies responsible for transportation policy and reg-

ulation, transportation companies, trade unions representing transportation workers,

local communities impacted by transportation routes, emergency responders, and others.

On the other hand, stakeholders for a water treatment plant may include government

agencies responsible for water policy and regulation, the company operating the plant,

local communities that rely on the plant for clean water, NGOs concerned with water

quality and conservation, and others.

Based on the domain analysis process, we can identify the following categories of

stakeholders related to critical infrastructure:

• Government: Governments play a critical role in the development, regulation, and

oversight of critical infrastructure. They are responsible for setting policies and stan-

dards, allocating funding, and ensuring compliance with regulations.

• Infrastructure owners and operators: These are the entities that own and operate critical

infrastructure, including utilities, transportation networks, telecommunications com-

panies, and other organizations. They are responsible for ensuring the reliable and safe

operation of their infrastructure.

• Users and customers: These are the individuals and businesses that rely on critical infra-

structure to carry out their daily activities. They may include residents, tourists, trans-

portation users, and other consumers.

• Industry associations: Trade and professional associations that represent the interests of

critical infrastructure sectors, promoting industry standards, best practices, and collab-

oration among members.

18 Management and engineering of critical infrastructures



• Suppliers and contractors: These are the companies and individuals that provide goods

and services to critical infrastructure owners and operators, including construction

firms, technology vendors, and maintenance contractors.

• Emergency responders: Emergency responders, including police, fire, and medical per-

sonnel, are critical stakeholders in the event of an emergency or disaster that affects

critical infrastructure.

• Regulators and standards organizations: These entities are responsible for setting and

enforcing standards and regulations related to critical infrastructure. They may include

government agencies, industry associations, and international organizations.

• Local communities: Local communities play a critical role in the development and oper-

ation of critical infrastructure, as they may be impacted by the location, design, and

operation of infrastructure within their communities.

• Academia and research organizations: Researchers and academics play a key role in devel-

oping and advancing knowledge related to critical infrastructure, including best prac-

tices for design, construction, and operation.

Each stakeholder group has unique perspectives, priorities, and needs and must be con-

sidered in the development and operation of critical infrastructure.

After the identification of the stakeholders, stakeholder mapping can be used to

identify and analyze stakeholders based on their level of interest and power over a par-

ticular project or system. The power-interest matrix is a commonly used tool for this

analysis. This matrix plots stakeholders on a graph based on their level of power (or

influence) and their level of interest in the project or system. The matrix is divided into

four quadrants.

High Power, High Interest (Key Players): Stakeholders with significant influence and

interest in the project or decision. These stakeholders should be closely engaged and

managed to ensure their support and cooperation.

High Power, Low Interest (Keep Satisfied): Stakeholders with considerable influence

but limited interest in the project or decision. These stakeholders should be kept

informed and satisfied to prevent them from becoming potential obstacles.

Low Power, High Interest (Keep Informed): Stakeholders with high interest but lim-

ited influence over the project or decision. These stakeholders should be kept informed

and consulted to ensure their concerns are addressed and to gain their support.

Low Power, Low Interest (Monitor): Stakeholders with minimal influence and inter-

est in the project or decision. These stakeholders should be monitored, but extensive

engagement may not be necessary.

To perform a power-interest matrix analysis for critical infrastructures, the following

steps can be taken:

• Identify stakeholders: Begin by identifying all stakeholders who have an interest or

involvement in the critical infrastructure, including those who are directly and indi-

rectly affected.
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• Assess power: Consider the level of power each stakeholder holds over the critical infra-

structure. Power can be assessed by looking at factors such as their ability to influence

decision-making, control resources, or impact the system’s operations.

• Assess interest: Evaluate the level of interest each stakeholder has in the critical infra-

structure. Interest can be assessed by looking at factors such as how closely their work is

tied to the infrastructure, the degree to which they depend on the infrastructure, or

their potential to be impacted by its operation.

• Plot stakeholders on the matrix: Once power and interest have been assessed, stakeholders

can be plotted on the power-interest matrix. The matrix typically consists of four

quadrants: High power-high interest, high power-low interest, low power-high inter-

est, and low power-low interest.

• Analyze the results: Once stakeholders have been plotted on the matrix, they can be

analyzed based on their location in the quadrants. This analysis can be used to identify

key stakeholders, prioritize stakeholder engagement efforts, and inform decision-

making processes.

Table 2 shows an example power-interest matrix for critical infrastructure stakeholders.

In this example, stakeholders with high power and high interest, such as government

agencies, infrastructure owners and operators, and emergency management agencies,

are considered key players. They should be closely engaged and managed to ensure their

support and cooperation. Stakeholders with high power but low interest, such as regu-

latory bodies and industry associations, should be kept satisfied and informed to prevent

them from becoming potential obstacles. Stakeholders with low power but high interest,

such as research and development institutions, law enforcement, and security agencies,

should be kept informed and consulted to ensure their concerns are addressed and to gain

their support. Finally, stakeholders with low power and low interest, such as private sec-

tor companies, international organizations, and NGOs, should be monitored, but exten-

sive engagement may not be necessary.

Table 2 Example power-interest matrix for critical infrastructure stakeholders.

Power Interest High Low

High • Government agencies

• Infrastructure owners and

operators

• Emergency management

agencies

• Regulatory bodies

• Industry associations

Low • Research and development

institutions

• Law enforcement

• Security agencies

• Private sector companies

international organizations

• NGOs
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5 Key terms

A feature model of critical infrastructures can help to identify the different components

and dependencies that are critical to the functioning of these complex systems. We have

identified and described the key concepts as shown in Appendix.

6 Feature model of critical infrastructures

A feature model is a tool used in software engineering and product management to

describe the different features and options that a product or software system can have

[16]. A feature model describes the different options and constraints for a particular prod-

uct or system and can help to guide the development process by ensuring that all require-

ments and constraints are taken into account.

A feature model typically consists of a tree-like structure, where the root node rep-

resents the overall product or system, and each branch represents different features or

options. Each node in the tree represents a different feature or option and may have child

nodes that represent subfeatures or options.

Features may bemandatory or optional andmay have different levels of complexity or

specificity. Constraints may also be included in the feature model, which describes

dependencies or relationships between different features or options.

A feature model is often used to help to guide the development process by ensuring

that all requirements and constraints are considered, and by providing a clear framework

for understanding the different features and options that a product or system can have. By

modeling the different features and options in a structured way, a feature model can help

to identify potential conflicts or inconsistencies and can help to ensure that the final prod-

uct or system meets all requirements and constraints.

The feature diagram that we have derived for critical infrastructures is shown in Fig. 2.

From a systems engineering perspective, critical infrastructure can be viewed as a

complex system of interdependent components that work together to provide essential

services to society [5,17]. The elements of a critical infrastructure can be broadly cate-

gorized into physical, cyber, human components, and environmental components as out-

lined below

• Physical components: These are the tangible and visible parts of a critical infrastructure

system, including buildings, facilities, equipment, vehicles, and other physical assets.

Physical components also include the various networks and systems that enable the

transmission, distribution, and delivery of essential services, such as power grids, water

distribution systems, and transportation networks.

• Cyber components: These are the intangible and often invisible parts of a critical infra-

structure system, including the various information and communication technologies

(ICTs) that underpin the functioning of the system. Cyber components include
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computer networks, software systems, data centers, sensors, and other ICT infrastruc-

tures that enable the monitoring, control, and coordination of physical components.

• Human components: These are the people who operate, manage, and maintain the crit-

ical infrastructure system. Human components include engineers, technicians, oper-

ators, managers, and other personnel who are responsible for ensuring the smooth and

safe operation of the system. Human components also include the various stakeholders

who are affected by the system, such as customers, suppliers, regulators, and

policymakers.

• Environmental components: These are the natural or environmental factors that can

impact critical infrastructures, such as weather events or geological hazards. These

components may be further subdivided into different types or categories, depending

on the specific environmental factors and their impact on critical infrastructures.

In the context of critical infrastructures, a threat refers to any potential danger, hazard, or

risk that could cause harm or disrupt the normal functioning of the infrastructure. Threats

can come from a wide variety of sources, including natural disasters, accidents, human

error, and deliberate acts of sabotage or terrorism. The impact of a threat on critical infra-

structure can be severe and far-reaching, potentially affecting not only the infrastructure

itself but also the people and communities that rely on it. For example, a cyber-attack on a

power grid could result in widespread power outages and disrupt the functioning of

essential services such as hospitals, transportation, and communication systems. The fea-

ture diagram in Fig. 2 includes the following features:

• Physical threats: These are threats that are physically present and can cause harm to the

organization or system, such as natural disasters, vandalism, or theft.

• Cyber threats: These are threats that come from the digital realm and can harm the orga-

nization or system, such as malware, phishing attacks, or hacking attempts.

• Human threats: These are threats that come from individuals within the organization or

from individuals outside the organization, such as disgruntled employees, social engi-

neering attacks, or terrorism.

• Environmental threats: These are threats that come from the environment and can

impact the organization or system, such as pollution, climate change, or resource

depletion.

• Intentional vs unintentional threats: This feature represents the distinction between

threats that are intentionally caused by humans or organizations, versus those that

are caused unintentionally or accidentally.

• External vs internal threats: This feature represents the distinction between threats that

originate from outside the organization or system versus those that come from within.

• Known vs unknown threats: This feature represents the distinction between threats that

are known and can be anticipated versus those that are unknown and unexpected.

Detection mechanisms are crucial for critical infrastructure protection because they help

to identify and respond to threats promptly, potentially mitigating their impact. In the
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context of critical infrastructure, threats can come from a variety of sources, such as

cyber-attacks, physical attacks, natural disasters, and human error. A detection mecha-

nism is a system or process that is designed to identify the presence of a threat or anomaly

and alert relevant stakeholders so that they can take appropriate action to prevent or mit-

igate the potential impact.

For example, in the case of cyber threats, detection mechanisms can include intrusion

detection systems (IDS), which monitor network traffic for suspicious activity, and anti-

virus software, which scans for and identifies malicious code. In the case of physical

threats, detection mechanisms can include surveillance cameras and sensors that detect

motion, temperature changes, or other anomalies. In the case of natural disasters, detec-

tion mechanisms can include early warning systems, such as seismic sensors, that can alert

relevant authorities to the possibility of an earthquake or other natural event.

Detection mechanisms can also help to prevent false alarms or unnecessary disrup-

tions. By accurately detecting and identifying threats, these mechanisms can reduce

the likelihood of false positives, which can result in unnecessary disruptions or costly

responses. Additionally, detection mechanisms can provide valuable data for analyzing

and understanding threats, which can help to inform future prevention and response

strategies.

We have identified the following features related to detection mechanisms in critical

infrastructures:

• Intrusion detection: Systems and technologies designed to detect unauthorized access or

attempted access to critical infrastructure systems or networks.

• Physical security: Physical barriers, access control systems, and surveillance technologies

that protect critical infrastructure facilities from physical threats such as theft, vandal-

ism, or sabotage.

• Network security: Technologies such as firewalls, intrusion prevention systems, and

secure communications protocols that protect critical infrastructure networks from

cyber threats.

• Monitoring and analytics: Technologies that enable the continuous monitoring of critical

infrastructure systems and networks, as well as advanced analytics tools that can detect

anomalous behavior or potential threats.

• Risk management: Technologies and processes for identifying and assessing risks to crit-

ical infrastructure systems and networks.

Response mechanisms are necessary to minimize the impact of a successful attack or dis-

ruption to critical infrastructure. While detection mechanisms identify when an attack or

disruption is occurring, response mechanisms are responsible for implementing a coor-

dinated and effective response to minimize the impact and restore functionality as quickly

as possible.

Response mechanisms include measures such as incident response plans, disaster

recovery plans, and business continuity plans. These plans are put in place to ensure that
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in the event of an attack or disruption, a well-coordinated response can be executed.

They typically include predefined steps and procedures to follow, such as activating

backup systems, isolating affected systems, and coordinating with external agencies

and stakeholders.

The feature diagram for response mechanisms includes the following key features:

• Incident response plan: A predefined plan of action to be executed in the event of an

incident.

• Disaster recovery plan: A predefined plan of action to be executed in the event of a disas-

ter that causes damage to the infrastructure or facilities.

• Business continuity plan: A predefined plan of action to be executed in the event of a

disruption to business operations that ensures essential functions are maintained.

• Backup systems: Systems and processes that provide redundancy and backup capabilities

to restore critical services and systems in the event of an outage or disruption.

• Isolation measures: Steps taken to isolate affected systems or areas to prevent the spread of

the disruption or attack.

• External coordination: Processes for coordinating with external stakeholders, such as

emergency services, government agencies, and critical infrastructure partners, to coor-

dinate response efforts and ensure a consistent approach.

Note that while some of these mechanisms may overlap or interact with each other (for

example, the incident response may involve access control), they are primarily focused on

either detecting or responding to security threats in critical infrastructure.

By modeling the different components and dependencies of critical infrastructures in

a feature model, it is possible to identify potential risks and vulnerabilities and to develop

strategies for mitigating these risks. Additionally, a feature model can help to ensure that

all key components and dependencies are taken into account in the design and operation

of critical infrastructures, thereby improving their resilience and reliability. The pre-

sented feature model can be expanded by a more detailed study, which we leave for

future work.

7 Critical infrastructure types

Several critical infrastructure examples can be found in the literature. We list these in the

following subsections:

7.1 Energy infrastructure
Energy infrastructure is a vital component of modern society, encompassing a wide range

of facilities and systems that are essential for the production, transmission, distribution,

and consumption of energy. The energy sector plays a critical role in powering all aspects

of human life, from powering homes, businesses, and hospitals to fueling transportation,

communication systems, and manufacturing processes [18–22]. Therefore, ensuring the
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security, reliability, and resilience of energy infrastructure is of utmost importance to

maintain the uninterrupted supply of energy and prevent severe consequences to public

health, safety, and economic well-being.

The energy infrastructure includes various types of facilities and systems, each with

unique characteristics and challenges. One of the primary components of energy infra-

structure is power plants. Power plants generate electricity from various sources, such as

coal, natural gas, nuclear, hydroelectric, wind, and solar power plants. Power plants can

be large centralized facilities or smaller distributed systems, depending on the type and

scale of the power generation technology used.

Oil and gas pipelines are another critical component of energy infrastructure. These

pipelines transport oil and natural gas from production sites to refineries, storage facilities,

and distribution networks. Oil and gas pipelines are often located underground and can

stretch for thousands of miles, making them vulnerable to various threats, such as natural

disasters, cyber-attacks, and physical attacks.

Electricity transmission and distribution systems are critical infrastructure components

that are responsible for the delivery of electricity from power generation sources to

end-users, including homes, businesses, and essential services. The electricity transmis-

sion system is responsible for transmitting high-voltage electricity from power generation

facilities to substations, where the voltage is then stepped down and distributed to end-

users via the electricity distribution system. The transmission system is made up of high-

voltage power lines and towers, as well as transformers and other equipment that regulate

the flow of electricity. The electricity distribution system, on the other hand, is res-

ponsible for delivering low-voltage electricity to end-users. This system includes trans-

formers, power lines, poles, and other equipment that distribute electricity throughout

the community.

Renewable energy sources, such as solar and wind farms, are becoming increasingly

important as the world seeks to reduce its reliance on fossil fuels. These sources generate

electricity from renewable sources of energy and are critical for achieving sustainable and

carbon-free energy systems. However, renewable energy sources present unique chal-

lenges to energy infrastructure due to their intermittent and variable nature. Energy stor-

age facilities, such as batteries, pumped hydro storage, and other technologies, are

essential for storing energy for use during times of peak demand or when renewable

sources are not available.

Natural gas storage facilities are also critical infrastructure components that store nat-

ural gas for use during times of peak demand or when supply is disrupted. These facilities

can include underground storage facilities and liquefied natural gas (LNG) terminals.

Finally, energy trading and financial systems facilitate the buying and selling of energy

commodities, such as oil, gas, and electricity, and are critical for ensuring the efficient

functioning of energy markets. Energy markets are complex and dynamic, with various

actors, such as energy producers, consumers, regulators, and traders, interacting to bal-

ance supply and demand and ensure price stability.
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The security and resilience of energy infrastructure are of utmost importance, as any

disruption or failure of these systems can have severe consequences for public health,

safety, and economic well-being. Therefore, it is essential to invest in the development

of robust and resilient energy infrastructure that can withstand various types of threats and

hazards, including cyber-attacks, natural disasters, and physical attacks.

7.2 Transportation infrastructure
Transportation infrastructure is a critical infrastructure that includes various modes of

transportation, such as roads, highways, bridges, tunnels, railways, airports, seaports,

and public transportation systems [23–25]. It is essential for the movement of people

and goods and plays a vital role in the functioning of many other critical infrastructures,

such as healthcare, emergency services, and the energy sector.

Transportation infrastructure includes the following components:

1. Roads and highways: These are networks of paved or unpaved roads and highways

that allow for the movement of vehicles, bicycles, and pedestrians. They provide

access to communities, businesses, and other critical infrastructure.

2. Bridges and tunnels: These are structures that allow roads and highways to cross over

or under natural barriers such as rivers, mountains, or bodies of water. They are essen-

tial for maintaining the connectivity of transportation systems.

3. Railways: These are networks of tracks and trains that transport goods and people

over long distances. They are used for the transportation of bulk commodities, such

as coal and grain, as well as for passenger transportation.

4. Airports: These are facilities that allow for the takeoff, landing, and maintenance of

airplanes. They are essential for the transportation of people and goods over long dis-

tances and are often critical for emergency response and disaster relief.

5. Seaports: These are facilities that allow for the docking and maintenance of ships.

They are essential for the transportation of goods, particularly those that are heavy

or bulky and cannot be transported by air or land.

6. Public transportation systems: These include buses, subways, light rail, and other sys-

tems that allow for the transportation of people within and between urban areas. They

are critical for providing access to employment, education, healthcare, and other

services.

The security and resilience of transportation infrastructure are essential for public safety,

economic well-being, and national security. Therefore, it is essential to invest in the

development of robust and secure transportation infrastructure that can withstand various

types of threats and hazards, such as natural disasters, cyber-attacks, and physical attacks.

Additionally, transportation infrastructure must be designed to accommodate the chang-

ing needs of society, such as the increasing demand for sustainable and environmentally

friendly transportation options.
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7.3 Telecommunications infrastructure
Telecommunications infrastructure refers to the network of technologies, equipment,

and services that enable communication and the exchange of information through elec-

tronic means [26–28]. This infrastructure includes a range of communication technolo-

gies, such as wired and wireless networks, fiber-optic cables, satellites, and other digital

communication technologies [29]. It is essential for enabling businesses, individuals, and

governments to communicate with one another and to access and share information

across the globe.

Telecommunications infrastructure consists of three main components:

1. Access network: This refers to the network of infrastructure that provides users with

access to communication services, such as phone lines, wireless networks, and broad-

band services. Access networks can be wired or wireless and can support a range of

different communication technologies.

2. Transport network: This is the backbone of the telecommunications infrastructure

and provides high-speed connectivity between different parts of the network. Trans-

port networks use a combination of fiber-optic cables, microwave links, and other

technologies to transmit large volumes of data over long distances.

3. Core network: This is the central network that manages and directs the flow of infor-

mation across the telecommunications infrastructure. It is responsible for routing data

between different networks and services, and for ensuring that information is trans-

mitted efficiently and securely.

Telecommunications infrastructure plays a vital role in supporting economic develop-

ment, enabling remote work and education, and facilitating the delivery of critical ser-

vices such as healthcare and emergency response. However, like other critical

infrastructure, telecommunications infrastructure is vulnerable to a range of threats,

including cyber-attacks, natural disasters, and physical attacks. As a result, it is essential

to invest in the development of robust and secure telecommunications infrastructure that

can withstand these threats andmaintain its functionality under adverse conditions. Addi-

tionally, the growing importance of telecommunications infrastructure in modern soci-

ety has led to increasing concerns about issues such as data privacy, security, and equitable

access to communication services.

7.4 Water and wastewater infrastructure
Water and wastewater infrastructure refer to the network of facilities, equipment,

and processes that are involved in the supply, treatment, and distribution of clean

water and the collection, treatment, and disposal of wastewater [30–33]. This infra-
structure is critical to public health, environmental protection, and economic

development.
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Water infrastructure consists of three main components

1. Source: This refers to the location where water is collected for treatment and distri-

bution. Water sources can include surface water (lakes, rivers, and reservoirs),

groundwater (wells and aquifers), and rainwater harvesting systems.

2. Treatment: This involves the process of treating water to remove impurities, such as

bacteria, viruses, chemicals, and sediment before it is distributed to consumers. The

treatment process may include physical, chemical, and biological treatment methods,

depending on the water source and the quality of the water.

3. Distribution: This involves the network of pipes, pumps, and storage tanks that trans-

port treated water from the treatment plant to consumers.

Wastewater infrastructure also consists of three main components

1. Collection: This involves the network of pipes and pumps that collect wastewater

from homes, businesses, and other facilities and transport it to the treatment plant.

2. Treatment: This involves the process of treating wastewater to remove contaminants

and pollutants before it is released back into the environment. The treatment process

may include physical, chemical, and biological treatment methods, depending on the

type of pollutants present in the wastewater.

3. Disposal: This involves the safe and environmentally responsible disposal of treated

wastewater. Treated wastewater may be discharged into surface water bodies or used

for irrigation purposes, depending on the local regulations and environmental

conditions.

Water and wastewater infrastructure are vulnerable to a range of threats, including natural

disasters, aging infrastructure, and contamination. To ensure the security and resilience of

these systems, investments are made to improve their efficiency, reliability, and security.

Additionally, new technologies such as smart water grids and water reuse systems are

being developed to improve the sustainability and resilience of the water and wastewater

infrastructure. A reliable and resilient water and wastewater infrastructure are essential to

ensure public health, support economic activity, and maintain environmental quality.

7.5 Financial infrastructure
Financial infrastructure refers to the network of institutions, systems, and technologies

that enable financial transactions and activities to take place. It encompasses a wide range

of services and processes, including payment systems, clearing and settlement systems,

credit bureaus, stock exchanges, and regulatory bodies. Financial infrastructure is critical

to the functioning of the global economy, as it facilitates the movement of funds and the

allocation of resources across borders and industries [34–36].
Payment systems are a key component of financial infrastructure, enabling individuals

and businesses to transfer funds securely and efficiently. These systems include credit

cards, debit cards, electronic fund transfers, and mobile payment systems. Clearing
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and settlement systems are also essential to financial infrastructure, providing a framework

for the settlement of financial transactions and the management of counterparty risk.

Credit bureaus play an important role in financial infrastructure by providing infor-

mation on the creditworthiness of individuals and businesses. This information helps

lenders to make informed decisions about the risks associated with lending and enables

borrowers to access credit on favorable terms.

Stock exchanges are another key component of financial infrastructure, providing a

platform for the trading of securities and other financial instruments. These exchanges

help to facilitate capital formation and allocation, allowing investors to invest in busi-

nesses and governments to raise funds.

Regulatory bodies are responsible for overseeing and regulating the financial infra-

structure, ensuring that it operates safely and efficiently. These bodies set standards for

the operation of payment systems, credit bureaus, and stock exchanges, and enforce rules

and regulations designed to protect consumers and maintain financial stability.

Financial infrastructure is vulnerable to a range of threats, including cyber-attacks,

fraud, and systemic risks. To mitigate these risks, significant investments are made in

the development of robust and secure financial systems, as well as in the education

and training of financial professionals. Additionally, innovations such as blockchain

and distributed ledger technology are being developed to improve the security and effi-

ciency of financial infrastructure. A reliable and resilient financial infrastructure are essen-

tial to support economic growth and development and to ensure the stability and

integrity of financial systems around the world.

7.6 Healthcare infrastructure
Healthcare infrastructure refers to the network of facilities, institutions, and personnel

involved in the delivery of healthcare services. It encompasses a range of services and pro-

cesses, including hospitals, clinics, medical equipment, pharmaceuticals, public health

systems, and regulatory bodies. Healthcare infrastructure is critical to the health and

well-being of individuals and communities and plays a vital role in promoting public

health, preventing and managing disease, and improving health outcomes [37–40].
Hospitals and clinics are key components of healthcare infrastructure, providing a

range of services from emergency care to long-term treatment and rehabilitation [41].

These facilities employ a wide range of healthcare professionals, including doctors,

nurses, and allied health professionals, and are equipped with medical equipment and

technology to support diagnosis, treatment, and monitoring.

Medical equipment and pharmaceuticals are also critical components of healthcare

infrastructure, supporting the diagnosis and treatment of illness and disease. Medical

equipment includes diagnostic tools, such as X-ray and MRI machines, and treatment

devices, such as ventilators and dialysis machines. Pharmaceuticals include drugs and

other medical products used to treat illness and disease.

30 Management and engineering of critical infrastructures



Public health systems are another key component of healthcare infrastructure,

encompassing a range of activities related to the prevention and control of disease. These

systems include vaccination programs, disease surveillance and response, and health pro-

motion activities designed to promote healthy lifestyles and behaviors.

Regulatory bodies are responsible for overseeing and regulating the healthcare infra-

structure, ensuring that it operates safely and efficiently. These bodies set standards for

healthcare facilities, medical equipment, and pharmaceuticals, and enforce rules and reg-

ulations designed to protect consumers and maintain the integrity of healthcare systems.

Healthcare infrastructure is vulnerable to a range of threats, including natural disasters,

disease outbreaks, and inadequate funding. To ensure the security and resilience of

healthcare infrastructure, investments are made to improve the quality and accessibility

of healthcare services, as well as to develop and deploy new medical technologies and

treatments. Additionally, innovations such as telemedicine and electronic health records

are being developed to improve the efficiency and effectiveness of healthcare delivery,

yet this has further increased the attack vector making the infrastructure more digitally

vulnerable. A reliable and resilient healthcare infrastructure are essential to promote pub-

lic health and well-being and to ensure that individuals and communities have access to

the care and support they need to live healthy and productive lives.

7.7 Emergency services infrastructure
Emergency services infrastructure refers to the network of institutions, systems, and per-

sonnel involved in providing emergency response and support during crises and disasters.

It encompasses a range of services and processes, including emergency medical services,

firefighting, law enforcement, search and rescue, and disaster management. Emergency

services infrastructure is critical to public safety and plays a vital role in protecting lives

and property during emergencies and disasters [42–44].
Emergency medical services (EMSs) are a key component of emergency services

infrastructure, providing emergency medical care and transportation to patients in need.

EMS personnel include emergency medical technicians (EMTs) and paramedics, who are

trained to provide advanced medical care in the field. EMS systems are typically coordi-

nated through a central dispatch system, which helps to ensure that patients receive

prompt and appropriate care.

Firefighting services are another critical component of emergency services infrastruc-

ture, providing fire suppression and prevention services to communities. Firefighters are

trained to respond to a range of emergencies, including building fires, wildfires, and haz-

ardous materials incidents. Firefighting services may also include rescue services, such as

extricating people from wrecked vehicles or collapsed buildings.

Law enforcement agencies are responsible for maintaining public safety and order and

play an important role in emergency services infrastructure. Law enforcement personnel
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include police officers, sheriffs, and state troopers, who are responsible for responding to

emergencies and enforcing the law during disasters and other crises.

Search and rescue teams are also a key component of emergency services infrastruc-

ture, assisting people who are lost or in danger during emergencies and disasters. These

teams may include specialized personnel, such as mountain rescue or swift water rescue

teams, who are trained to respond to specific types of emergencies.

Disaster management agencies are responsible for coordinating emergency response

and recovery efforts during disasters and other crises. These agencies may include federal,

state, and local government entities, as well as nongovernmental organizations (NGOs)

and volunteer groups. Disaster management agencies are responsible for planning and

preparedness efforts, as well as response and recovery efforts during and after disasters.

Emergency services infrastructure is vulnerable to a range of threats, including natural

disasters, terrorism, and cyber-attacks. To mitigate these risks, significant investments are

made in the development of robust and resilient emergency response systems, as well as in

the education and training of emergency services personnel. Additionally, innovations

such as unmanned aerial vehicles (UAVs) and advanced communication technologies

are being developed to improve the effectiveness and efficiency of emergency services

infrastructure. A reliable and resilient emergency services infrastructure are essential to

protect public safety and security and to ensure that communities can respond effectively

to emergencies and disasters.

7.8 Food and agriculture infrastructure
Food and agriculture infrastructure refer to the network of facilities, systems, and pro-

cesses involved in producing, distributing, and processing food and agricultural products.

It encompasses a range of activities, including farming, ranching, fishing, food processing,

transportation, and distribution. Food and agriculture infrastructure are critical to ensur-

ing food security and supporting the food and beverage industry, which are a major con-

tributor to the global economy [34,45–47].
Farming and ranching are key components of food and agriculture infrastructure,

producing crops and livestock for food and other products. These activities involve a

range of processes, including planting, harvesting, and animal husbandry, and often

require specialized equipment and technology to improve efficiency and productivity.

Fishing is another important component of food and agriculture infrastructure,

providing a source of protein and other essential nutrients. Fishing activities include

commercial and subsistence fishing and may involve harvesting fish from the ocean,

freshwater sources, or aquaculture systems.

Food processing is a critical component of food and agriculture infrastructure, trans-

forming raw agricultural products into food and other products. Food processing facilities

may include meat processing plants, dairy processing facilities, and grain mills and may

involve a range of activities, such as slaughtering, processing, packaging, and distribution.
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Transportation and distribution systems are also key components of food and agricul-

ture infrastructure, facilitating the movement of food and agricultural products from

farms and processing facilities to consumers. These systems may include trucks, trains,

ships, and planes and require specialized infrastructure, such as ports and transportation

hubs, to support efficient and reliable transportation.

Food and agriculture infrastructure are vulnerable to a range of threats, including nat-

ural disasters, disease outbreaks, and cyber-attacks. To mitigate these risks, significant

investments are made in the development of robust and resilient food and agriculture

systems, as well as in research and development efforts to improve agricultural produc-

tivity and sustainability. Additionally, innovations such as precision agriculture and ver-

tical farming are being developed to improve efficiency and sustainability in food

production. A reliable and resilient food and agriculture infrastructure are essential to

ensuring food security and supporting economic development and growth.

7.9 Chemical and hazardous materials infrastructure
Chemical and hazardous materials infrastructure refer to the network of facilities, systems,

and processes involved in the production, storage, transportation, and disposal of chemi-

cals and other hazardous materials. This infrastructure is essential to many industrial and

manufacturing processes but also poses significant risks to public safety and the environ-

ment [2,32,40,48].

Chemical production facilities are a key component of chemical and hazardous mate-

rials infrastructure, producing a range of chemicals and chemical products for use in

manufacturing and other industries. These facilities may involve the use of hazardous

materials and may pose risks of fire, explosion, and chemical releases.

Storage and transportation systems are also critical components of chemical and haz-

ardous materials infrastructure, providing safe and secure storage and transportation of

chemicals and hazardous materials. These systems may include tanks, pipelines, and rail

and truck transportation systems and require careful planning and management to min-

imize risks of spills and accidents.

Disposal and remediation systems are another important component of chemical and

hazardous materials infrastructure, providing safe and effective disposal of hazardous waste

and remediation of contaminated sites. These systemsmay include hazardouswaste landfills,

incinerators, and treatment facilities, as well as soil and groundwater remediation systems.

Chemical and hazardous materials infrastructure are vulnerable to a range of threats,

including natural disasters, accidents, and intentional attacks. To mitigate these risks,

significant investments are made in the development of robust and resilient chemical

and hazardous materials systems, as well as in the education and training of workers

and emergency responders. Additionally, innovations such as advanced sensors and

remote monitoring technologies are being developed to improve safety and security

in chemical and hazardous materials infrastructure. A reliable and resilient chemical
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and hazardous materials infrastructure are essential to protecting public safety and the

environment, while also supporting economic development and growth.

7.10 Government infrastructure
Government infrastructure refers to the network of facilities, systems, and processes that

support the functioning of government and public services. It includes a range of physical

and digital assets, such as government buildings, roads, bridges, public transit systems,

communication networks, and information technology systems [4].

Government buildings and facilities serve as the physical infrastructure for govern-

ment operations and public services, such as courthouses, town halls, police stations,

and public libraries. These buildings provide space for government employees to work,

as well as for the public to access government services and resources.

Roads, bridges, and public transit systems are essential components of government

infrastructure, supporting the movement of people and goods within and between com-

munities. These systems may include highways, bridges, railways, buses, subways, and

other forms of public transportation.

Communication networks, such as telephone and internet systems, are critical to

supporting the flow of information among government agencies, public institutions,

and individuals. These systems enable government employees to communicate and col-

laborate with each other, as well as with the public, and support a range of functions, such

as emergency response, public safety, and healthcare.

Information technology systems are also key components of government infrastruc-

ture, providing the digital infrastructure for government operations and public services.

These systems may include databases, software applications, and other digital platforms

that support government functions, such as tax collection, voting systems, and public

health management.

Government infrastructure is essential to the functioning of society and the provision

of public services and is typically funded by tax revenues and public funds. To ensure the

reliability and resilience of government infrastructure, significant investments are made in

infrastructure planning, maintenance, and upgrades. Additionally, innovation and tech-

nological advancements are continually being developed to improve the efficiency and

effectiveness of government infrastructure, such as the development of smart city tech-

nologies and digital government platforms.

7.11 Information technology infrastructure
Information technology (IT) critical infrastructure refers to the technological systems,

networks, and assets that are essential to the functioning of various sectors of society,

including government, finance, healthcare, transportation, and communication. These

systems provide the necessary support for critical services, such as power grids, emergency

services, and supply chains.
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The importance of IT critical infrastructure can be seen in the impact of disruptions or

failures in these systems. For example, a cyber-attack on a power grid could result in a

widespread blackout that could last for days or even weeks, causing significant economic

and social disruption. Similarly, a data breach in a hospital’s network could lead to com-

promised patient data and a loss of trust in the healthcare system.

One key challenge in protecting IT critical infrastructure is the constantly evolving

nature of cyber threats. Cybercriminals are constantly developing new techniques and

methods to exploit vulnerabilities in systems and networks, making it necessary for orga-

nizations to stay up-to-date on the latest security measures and technologies. Another

challenge is the complexity of IT critical infrastructure systems, which often involve

numerous interconnected networks and components. This complexity can make it dif-

ficult to identify and address vulnerabilities and risks, particularly when multiple organi-

zations are involved in the operation of the infrastructure.

Despite these challenges, there are a variety of strategies that organizations can use to

protect their IT critical infrastructure. One important approach is to prioritize risk man-

agement, identifying the most critical systems and assets and implementing targeted secu-

rity measures to protect them. This can involve conducting risk assessments and

developing threat models to identify potential vulnerabilities and risks.

Another approach is to establish partnerships and collaboration among organizations

involved in the operation of IT critical infrastructure. This can involve sharing threat

intelligence and best practices, coordinating response plans, and establishing joint cyber-

security exercises to test the resilience of the infrastructure.

Overall, IT critical infrastructure plays a critical role in modern society, providing the

technological backbone for essential services and systems. Protecting this infrastructure

requires a proactive and collaborative approach, with organizations working together

to identify and address risks and vulnerabilities and ensure the continued functioning

and security of these essential systems.

7.12 Defense industry infrastructure
The defense industry’s critical infrastructure refers to the technological systems, net-

works, and assets that are necessary to support and maintain the defense capabilities of

a country. This infrastructure includes a wide range of systems and facilities, including

research and development centers, production facilities, testing sites, and communication

networks [2,49–51]. The defense industry critical infrastructure is responsible for provid-
ing the military with the necessary tools and technologies to operate effectively and pro-

tect the country’s security interests.

The importance of the defense industry’s critical infrastructure cannot be over-

stated, as it plays a critical role in maintaining the readiness and effectiveness of a coun-

try’s military forces. The infrastructure supports a range of critical defense capabilities,

including missile defense systems, cyber warfare capabilities, intelligence gathering and
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analysis, and advanced weaponry. Given the strategic importance of the defense indus-

try critical infrastructure, it is also a prime target for hostile actors seeking to disrupt or

compromise a country’s military capabilities. These actors may include foreign govern-

ments, terrorist organizations, or criminal groups, all of whom have demonstrated the

ability to launch sophisticated cyberattacks or engage in other types of sabotage to

achieve their objectives.

To ensure the continued effectiveness of the defense industry critical infrastructure,

governments and defense contractors must take a range of steps to protect their systems

and networks from these threats. This includes implementing strong cybersecurity pro-

tocols, such as firewalls, intrusion detection systems, and encryption, as well as conduct-

ing regular vulnerability assessments and audits. In addition, defense contractors must

comply with strict security standards and protocols to protect their sensitive data and

technologies from unauthorized access or theft. These standards may include implement-

ing physical security measures, such as access controls and surveillance cameras, as well as

strict data handling policies to ensure that sensitive information is not compromised.

One of the unique challenges of protecting the defense industry’s critical infrastruc-

ture is the constantly evolving nature of the threats facing it. Hostile actors are constantly

developing new techniques and methods to exploit vulnerabilities in systems and net-

works, making it necessary for governments and defense contractors to stay

up-to-date on the latest security measures and technologies. Another challenge is the

high degree of complexity involved in the defense industry’s critical infrastructure, which

often involves numerous interconnected networks and components. This complexity

can make it difficult to identify and address vulnerabilities and risks, particularly when

multiple organizations are involved in the operation of the infrastructure.

Despite these challenges, there are a range of strategies that governments and defense

contractors can use to protect their defense industry’s critical infrastructure. One key

approach is to prioritize risk management, identifying the most critical systems and assets

and implementing targeted security measures to protect them. This can involve conducting

risk assessments and developing threat models to identify potential vulnerabilities and risks.

Another approach is to establish partnerships and collaboration between government

agencies and defense contractors involved in the operation of the defense industry’s

critical infrastructure. This can involve sharing threat intelligence and best practices,

coordinating response plans, and establishing joint cybersecurity exercises to test the

resilience of the infrastructure.

7.13 Summary of critical infrastructures
In the previous section, we have described several examples of critical infrastructures.

Each infrastructure has its own goals and consists of specific components. In Table 3,

we have provided an example list of major critical infrastructure sectors. For each sector,
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Table 3 Selected examples of critical infrastructures.

Critical infrastructure Specific components Goals

Energy infrastructure Power plants, transmission

lines, pipelines

Provide reliable and secure energy

supply to homes, businesses, and

essential services

Transportation

infrastructure

Roads, bridges, airports,

seaports, public transit

systems

Facilitate the movement of people

and goods within and between

communities

Telecommunications

infrastructure

Communication networks,

satellites, internet systems

Support the flow of information

among individuals, government

agencies, and public institutions

Water and wastewater

infrastructure

Water treatment plants,

distribution systems, sewage

systems

Provide access to safe and clean

drinking water and ensure the

proper treatment and disposal of

wastewater

Financial

infrastructure

Banks, stock exchanges,

payment systems

Facilitate financial transactions and

support economic growth and

stability

Healthcare

infrastructure

Hospitals, clinics, medical

equipment

Provide access to healthcare

services and support public

health initiatives

Emergency services

infrastructure

Police departments, fire

departments, emergency

medical services

Respond to emergencies and

ensure public safety

Food and agriculture

infrastructure

Farms, food processing

facilities, distribution

networks

Ensure a reliable and secure food

supply

Chemical and

hazardous materials

infrastructure

Chemical production facilities,

storage and transportation

systems, disposal and

remediation systems

Ensure safe and secure production,

storage, transportation, and

disposal of chemicals and

hazardous materials

Government

infrastructure

Government buildings, roads,

bridges, public transit

systems, communication

networks, information

technology systems

Support the functioning of

government operations and

public services

Information

technology

infrastructure

Hardware, software, data

storage, networks, and cloud

computing services

Provide a reliable and secure

platform for communication,

collaboration, and data

processing

Defense industry

infrastructure

Military installations and

facilities, weapons and

equipment, communications

and command-and-control

systems, research and

development centers

Ensuring the readiness and

effectiveness of military forces.

Protecting national security

interests



we have listed the specific components that make up the infrastructure, as well as the goals

that these components aim to achieve.

One key takeaway from the table is that each sector has a unique set of components

and goals, reflecting the specific needs and challenges of that sector. For example, the

energy infrastructure is focused on providing a reliable and secure energy supply to

homes, businesses, and essential services, while the telecommunications infrastructure

supports the flow of information among individuals, government agencies, and public

institutions. Another key takeaway is the interconnected nature of critical infrastructure.

For example, the transportation infrastructure is essential for moving goods and people,

which are necessary for supporting the functioning of the economy and ensuring access to

essential services. Similarly, the information technology infrastructure supports commu-

nication and collaboration across different sectors, making it a critical component of

many other sectors.

8 Challenges

The final step of the domain analysis process is to identify the key challenges. Many

different challenges can be identified [1,52–55]. These challenges are not mutually

exclusive and often overlap with one another. Addressing these challenges require a

comprehensive and collaborative approach involving stakeholders from the public

and private sectors, as well as academia and civil society. We describe the following

key categories of challenges.

8.1 Design and construction
Design challenges for critical infrastructures are related to the initial planning, develop-

ment, and construction of these systems. These challenges can be attributed to the com-

plexity of these infrastructures, the evolving threat landscape, and the need to balance

safety, security, and functionality.

One significant design challenge for critical infrastructures is the need to incorporate

safety and security features into the design process. Critical infrastructures are essential for

maintaining the functioning of modern society, and a failure in one of these systems can

have severe consequences. Therefore, safety features need to be incorporated into the

design process to ensure that these systems are as safe as possible.

Another design challenge is the need to incorporate security features into the design

process. Critical infrastructures are a prime target for malicious actors, and these systems

are vulnerable to various types of attacks. Designers must incorporate security features

into the infrastructure design to ensure that these systems are as secure as possible.

A further challenge is the need to balance safety and security features with function-

ality. Critical infrastructures must be designed to perform their intended functions
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effectively while still incorporating safety and security features. This can be challenging,

as safety and security features can often be seen as impeding functionality.

Moreover, critical infrastructure systems are often complex and interdependent,

making it challenging to design and implement effective solutions. For instance, the

integration of ICTs in these systems has created complex interdependencies and

increased their vulnerability to cyber-attacks. The design process must account for

these complexities and interdependencies to ensure that the system is resilient to

various threats.

Lastly, the design process must consider the evolving threat landscape and anticipate

potential threats that may arise in the future. This requires designers to engage in ongoing

research and development to identify new threats and to incorporate new safety and secu-

rity features into the infrastructure design. The design process must be agile and respon-

sive to evolving threats to ensure the continued safety and security of critical

infrastructures.

8.2 Evaluation
Evaluation challenges refer to the difficulties faced in assessing the effectiveness of critical

infrastructure systems, processes, and procedures in mitigating threats and ensuring their

continued functioning. These challenges can arise due to several reasons, including the

lack of standardized evaluation methodologies, limited availability of data, and the

dynamic nature of threats faced by critical infrastructures.

One of the primary challenges in evaluating critical infrastructure is the lack of a stan-

dardized evaluation framework. There is no universally accepted approach for evaluating

critical infrastructure, and evaluations are often conducted on a case-by-case basis. This

makes it difficult to compare the effectiveness of different critical infrastructure systems

and processes.

Another challenge in evaluating critical infrastructure is the limited availability of

data. Critical infrastructure owners and operators are often hesitant to share data about

their systems due to concerns about security and confidentiality. This limits the ability

of evaluators to assess the effectiveness of critical infrastructure systems and processes.

The dynamic nature of threats faced by critical infrastructures is another significant

challenge in evaluation. Threats can evolve rapidly, and critical infrastructure systems

and processes must adapt to address these changes. This requires frequent updates to eval-

uation methodologies to ensure that they remain relevant and effective.

Finally, evaluation challenges can also arise from the complexity of critical infrastruc-

ture systems. These systems often involve numerous interconnected components and

processes, making it difficult to assess the effectiveness of individual components in

isolation.

To address these challenges, there is a need for standardized evaluation methodologies

that can be adapted to the specific needs of different critical infrastructure systems. There

39Critical infrastructures: Key concepts and challenges



is also a need for greater collaboration among critical infrastructure owners and operators,

government agencies, and academia to improve the availability of data for evaluation pur-

poses. Additionally, evaluations should be conducted regularly and updated to reflect

changes in the threat landscape and advances in technology.

8.3 Cybersecurity
Critical infrastructures are highly interconnected and dependent on digital systems,

which makes them vulnerable to cyber threats such as hacking, ransomware, and other

malicious attacks [12,56–58]. Cybersecurity challenges are one of the most significant

challenges facing critical infrastructures today. A cyber-attack on critical infrastructure

can have severe consequences, including disruption of services, loss of data, and compro-

mise of sensitive information. As a result, cybersecurity is a critical challenge for critical

infrastructure operators and requires continuous monitoring, assessment, and updating of

security measures to mitigate the risks. Two of the significant challenges in cybersecurity

include the constantly evolving nature of the threats and the growing volume of attack

sources. Cyber attackers are constantly developing new methods and techniques to

breach defenses, and critical infrastructure organizations must be proactive by continually

adapting their defenses to keep up. This challenge is compounded by the increasing

sophistication of cyber attackers, who are often well-funded and well-organized.

Another challenge is the lack of skilled cybersecurity personnel. There is a significant

shortage of cybersecurity professionals globally, and this shortage is particularly acute

in the critical infrastructure sector. This shortage can make it challenging for organiza-

tions to implement and maintain effective cybersecurity measures, as they may not have

the necessary expertise in-house. Finally, there is a challenge in balancing security with

the need for accessibility and usability. Critical infrastructure systemsmust be accessible to

authorized users, but this accessibility can create vulnerabilities that can be exploited by

cyber attackers. Finding the right balance between security and accessibility is a significant

challenge for critical infrastructure organizations.

8.4 Interdependence and complexity
Complexity is a significant challenge in critical infrastructure systems, given the intercon-

nectedness of various components and subsystems that are often designed and operated by

different organizations. With the increasing adoption of digital technologies, the com-

plexity of these systems has only increased [59–62]. As a result, critical infrastructure sys-
tems are becoming more difficult to manage and maintain, leading to various operational

and technical challenges.

One of the major complexity challenges is related to the integration of legacy systems

with modern systems, which can lead to interoperability issues [5]. For example, many
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critical infrastructure systems were designed decades ago and were not initially intended

to be connected to the internet or other modern communication networks. As a result,

these systems may have different data formats, communication protocols, and security

requirements that are incompatible with modern technologies. Furthermore, the use

of different vendor-specific hardware and software components can create additional

complexity challenges, such as compatibility issues, patch management, and system

updates.

Another challenge related to complexity is the difficulty in understanding the depen-

dencies between different components and subsystems within critical infrastructure

systems [33]. Due to the complex nature of these systems, it is often challenging to

identify all the interconnected components and their dependencies accurately. This lack

of understanding can lead to unexpected consequences, such as cascading failures or

unintended consequences when changes are made to the system.

Moreover, the large-scale nature of critical infrastructure systems also poses a

challenge, as it can be difficult to maintain and manage these systems effectively. The

large-scale nature of these systems means that they may have numerous subsystems,

geographically dispersed locations, and a high number of users. These factors can make

it challenging to implement effective monitoring and management strategies, which can

increase the risk of failure or cyber-attacks.

8.5 Resilience and continuity
Resilience and continuity challenges refer to the ability of critical infrastructure systems

to withstand and recover from disruptions or failures and to continue providing essential

services to society. These challenges are becoming increasingly important due to the

growing complexity and interdependence of critical infrastructure systems, as well as

the increasing frequency and severity of natural disasters, cyber-attacks, and other threats.

One major challenge related to resilience and continuity is the need to design critical

infrastructure systems that can withstand and recover from a wide range of disruptions

and failures, including physical, cyber, and natural disasters. This requires the develop-

ment of robust and redundant systems and processes, as well as the implementation of

effective response and recovery plans.

Another challenge is the need to ensure the continuity of essential services in the face

of disruptions or failures. This requires the development of backup and alternative

systems and processes, as well as the implementation of effective communication and

coordination mechanisms to ensure that all stakeholders are aware of the situation and

can take appropriate actions.

Resilience and continuity challenges also highlight the importance of effective risk

management and contingency planning. This involves identifying and assessing the various
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risks and threats facing critical infrastructure systems, and developing and implementing

appropriate strategies and plans to mitigate these risks and ensure the continuity of essential

services.

Finally, resilience and continuity challenges require the development of effective

governance and regulatory frameworks that promote the resilience and continuity of crit-

ical infrastructure systems. This involves the establishment of clear roles and responsibil-

ities for all stakeholders, as well as the development of effective mechanisms for

monitoring and enforcing compliance with relevant regulations and standards.

8.6 Regulation and policy
Regulation and policy challenges for critical infrastructures involve the development and

implementation of legal frameworks, standards, and guidelines that ensure the protection

and resilience of critical infrastructure. There is a need for effective policies and regula-

tions to provide a framework for addressing critical infrastructure vulnerabilities, identi-

fying and assessing risks, and developing strategies to mitigate those risks. However,

regulatory and policy challenges often arise due to the complex and dynamic nature

of critical infrastructure, which can lead to difficulties in implementing policies and reg-

ulations that are effective and flexible enough to adapt to changing circumstances.

One challenge is the lack of coherence and harmonization in regulatory frameworks

across different jurisdictions, which can create uncertainty for critical infrastructure oper-

ators and impede the sharing of best practices and information. This can lead to a frag-

mentation of regulatory frameworks and can be particularly problematic in cases where

critical infrastructure is located across different countries or regions.

Another challenge is the need to balance security and resilience requirements with

economic and operational considerations. Critical infrastructure operators need to bal-

ance the costs of implementing security measures with the benefits of mitigating risks,

and regulators need to balance the need for security with the need to ensure that critical

infrastructure remains affordable and accessible to all.

Additionally, regulatory and policy challenges can arise due to the rapid pace of tech-

nological change and the emergence of new threats, which can quickly make existing

policies and regulations obsolete. This requires a proactive and adaptive approach to pol-

icy development and implementation, which can be challenging for regulatory bodies

and policymakers.

Finally, there can also be challenges in ensuring compliance with regulatory frame-

works, particularly in cases where there is a lack of awareness or understanding of the

requirements or where critical infrastructure operators may be resistant to implementing

costly security measures. This highlights the need for effective communication and engage-

ment between regulators, policymakers, and critical infrastructure operators to ensure that

regulatory frameworks are understood, accepted, and effectively implemented.
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8.7 Aging infrastructure
Aging infrastructure is a critical challenge for critical infrastructure systems. Many critical

infrastructure systems were built decades ago and have not been updated or replaced

promptly, leading to a high risk of failure or disruption. Aging infrastructure is also exac-

erbated by the rapid pace of digitalization in recent years, as older systems may not be able

to keep up with the latest technological advances or cybersecurity threats.

One key issue with aging infrastructure is the lack of funding and resources for

maintenance and upgrades. Many critical infrastructure systems are owned and operated

by government agencies or private companies that may not have the necessary budget or

incentives to invest in modernizing their systems. This can lead to a vicious cycle where

aging infrastructure becomes even more prone to failure or disruption, causing even

more damage and disruption in the future.

Another challenge of aging infrastructure is the lack of interoperability with modern

systems. As new technologies are developed and implemented, older infrastructure

systems may not be able to communicate or integrate with these systems, leading to inef-

ficiencies and potential vulnerabilities. For example, older power grids may not be able to

integrate with renewable energy sources or smart grid technologies, leading to wasted

energy and increased risk of power outages.

Digitalization also poses unique challenges for aging infrastructure. As more systems

become connected and reliant on digital technologies, older systems may not be able to

keep up with the demand or security requirements. This can lead to a higher risk of

cyberattacks, as older systems may not have the necessary security protocols or updates

to protect against modern threats. Additionally, as more data is generated and stored by

critical infrastructure systems, older systems may struggle to handle the volume or com-

plexity of this data, leading to potential performance issues or data breaches.

8.8 Public awareness and perception
Public awareness and perception are critical challenges for critical infrastructures. This

challenge arises from the fact that critical infrastructure is often invisible to the general

public, and its importance is not fully understood. This lack of awareness can lead to

a lack of appreciation for the critical role that infrastructure plays in society and the need

to invest in its maintenance and protection.

One factor that contributes to this challenge is the tendency for critical infrastructure

to be viewed as a commodity rather than a service. In other words, people tend to take the

services provided by critical infrastructure for granted, assuming that they will always be

available. This can lead to a lack of investment in critical infrastructure, as people do not

see the need to spend money on something that they do not fully understand or

appreciate.
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Another factor that contributes to the challenge of public awareness and perception is

the complexity of critical infrastructure. Most critical infrastructure is made up of mul-

tiple systems and assets that are interconnected and interdependent. This complexity can

make it difficult for people to understand the role that critical infrastructure plays in their

daily lives and the potential consequences of infrastructure failure.

The rapid pace of technological change and digitalization is also contributing to the

challenge of public awareness and perception. Many critical infrastructure systems are

now highly digitized, making them more vulnerable to cyber threats and other forms

of disruption. However, the public may not fully understand the risks associated with

digitalization, leading to a lack of investment in cybersecurity and other protective

measures.

To address the challenge of public awareness and perception, there is a need for

increased education and outreach. This can involve working with schools and universi-

ties to teach people about the importance of critical infrastructure and the risks associated

with infrastructure failure. It can also involve public awareness campaigns that highlight

the critical role that infrastructure plays in society and the need to invest in its protection

and maintenance.

Another important step is to increase transparency and communication around crit-

ical infrastructure. This can involve sharing information about infrastructure failures and

the steps being taken to address them. It can also involve engaging with the public and

stakeholders to understand their concerns and perceptions of critical infrastructure, and

working to address these concerns through increased investment in resilience and con-

tinuity planning, as well as improved communication and outreach efforts.

8.9 Funding and resources
Funding and resources are significant challenges for critical infrastructure. Maintaining

and upgrading critical infrastructure is costly, and ensuring that the necessary resources

are available to address all potential threats and risks is essential.

One of the primary challenges with funding and resources is the competing demands

for limited resources. Governments and private organizations must balance the need to

invest in critical infrastructure with other priorities such as healthcare, education, and

social programs. This can make it difficult to allocate sufficient resources to critical infra-

structure, leading to delays in maintenance and upgrades.

Another challenge is the long-term nature of critical infrastructure investments. Many

critical infrastructure systems have a lifespan of several decades or even centuries, making

it challenging to plan for future funding and resources. Additionally, many critical infra-

structure systems require ongoing maintenance and upgrades, which can add to the cost

over time.
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There is also a challenge in ensuring that funding and resources are distributed fairly

and equitably. This is especially important in situations where critical infrastructure serves

multiple communities or regions. Inadequate funding for critical infrastructure in one

area can have ripple effects on other regions, leading to economic and social

consequences.

Finally, a lack of funding and resources can lead to a lack of investment in research and

development, making it difficult to innovate and develop new technologies to address

emerging threats and risks. This can leave critical infrastructure vulnerable to new and

evolving threats such as cyber-attacks.

8.10 Supply chain security
Supply chain security is a critical aspect of ensuring the reliability and resilience of critical

infrastructure. It refers to the measures taken to safeguard the flow of goods, services, and

information between suppliers and customers. Supply chains are complex and involve

multiple stakeholders, including suppliers, manufacturers, distributors, and retailers.

A disruption or compromise of any of these stakeholders can have significant impacts

on the entire supply chain, leading to delayed or disrupted delivery of goods and services.

One of the major challenges in supply chain security is the lack of visibility and con-

trol over the entire supply chain. Critical infrastructure operators may not have complete

knowledge of all the suppliers and subcontractors involved in the supply chain, making it

difficult to assess and manage the risks associated with each. This can lead to vulnerabil-

ities and blind spots that can be exploited by attackers.

Another challenge is the increasing globalization of supply chains, which can make it

more difficult to ensure the security of critical infrastructure. Suppliers and subcontractors

may be located in different countries with varying levels of security standards and regu-

lations. This can make it challenging to enforce consistent security measures across the

entire supply chain.

Furthermore, the increasing use of digital technologies in supply chains, such as the

Internet of Things (IoT) devices, have introduced new vulnerabilities that can be

exploited by cyber attackers. For example, an attacker could compromise an IoT device

in the supply chain, leading to a chain reaction of compromise and disruption.

To address these challenges, critical infrastructure operators must take a risk-based

approach to supply chain security. This includes conducting comprehensive risk assess-

ments of the entire supply chain, identifying critical suppliers and subcontractors, and

implementing security controls to reduce the risks associated with each stakeholder.

Additionally, critical infrastructure operators should establish clear security policies

and standards for all suppliers and subcontractors to follow. This can include requirements

for cybersecurity certifications, security audits, and ongoing monitoring and reporting.
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Finally, critical infrastructure operators should also establish contingency plans and

backup suppliers to ensure continuity of operations in the event of a disruption or com-

promise in the supply chain.

8.11 Summary of the challenges
Table 4 summarizes the major challenges faced by critical infrastructures. These chal-

lenges are classified into eight categories: Cybersecurity, complexity, resilience and con-

tinuity, regulation and policy, aging infrastructure and digitalization, public awareness

and perception, funding and resources, and supply chain security. For each challenge,

a brief description is provided, along with some specific examples of issues that fall under

that category. This table can serve as a reference for policymakers, infrastructure owners

and operators, and researchers who seek to address these challenges and improve the resil-

ience of critical infrastructures.

Please note that the challenges listed in the table are not exhaustive, and there may be

other challenges that are specific to certain critical infrastructure sectors or regions. How-

ever, these challenges represent some of the most commonly recognized and significant

issues facing critical infrastructure protection efforts.

Table 4 Summary of the selected key challenges.

Challenge category Description

Cybersecurity Threats from cyberattacks and data breaches, and the

challenge of securing increasingly interconnected

systems

Complexity Managing the complexity of critical infrastructure systems

and their interdependencies

Resilience and continuity Ensuring continuity of critical infrastructure operations in

the face of disruptive events

Regulation and policy Balancing the need for regulation and standards with the

need for innovation and flexibility

Aging infrastructure Addressing the challenges associated with aging

infrastructure, including maintenance and replacement

Digitalization Managing the challenges of integrating digital technologies

into critical infrastructure systems

Public awareness and perception Raising public awareness of the importance of critical

infrastructure and the risks associated with it

Funding and resources Ensuring sufficient funding and resources to support critical

infrastructure development and maintenance

Supply chain security Managing risks to critical infrastructure posed by

vulnerabilities in supply chains

Design, implementation,

evaluation, and maintenance

Ensuring the effective design, implementation, evaluation

and maintenance of critical infrastructure systems
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9 Conclusion

Critical infrastructures are the backbone of modern society, providing essential services

and systems that are crucial to the functioning of our economies, societies, and govern-

ments. These infrastructures include energy systems, transportation networks, water and

sanitation systems, telecommunications, financial systems, and many others. However,

these systems are also vulnerable to a wide range of threats, including natural disasters,

cyber-attacks, terrorism, and human error. To ensure the resilience and sustainability

of critical infrastructures, it is important to understand the key concepts and challenges

that are involved in their design, operation, and maintenance.

The key objective of this chapter is to provide an overview of the key concepts and

challenges that are involved in critical infrastructures. The chapter focused on identifying

and defining key terms and concepts related to critical infrastructures, as well as exploring

the main challenges that are involved in ensuring their resilience and sustainability. By

providing this overview, the chapter aimed to provide a foundation for further research

and discussion on critical infrastructures and inform policy and decision-making related

to their design, operation, and maintenance.

To achieve this objective, a domain analysis approach was adopted. By applying

domain analysis to the field of critical infrastructure, we identified the key components

of the domain, such as the sectors and industries included, the terminology and defini-

tions used, and the challenges and risks associated with critical infrastructure.

Based on the domain analysis process, the following key components of critical infra-

structure were identified:

• Sectors and industries, such as energy, transportation, water, telecommunications, and

financial systems

• Key stakeholders, including government agencies, regulators, industry associations,

and private companies

• Key concepts and terms, such as resilience, sustainability, risk, and vulnerability

• Key challenges, including cybersecurity, complexity, resilience and continuity, regu-

lation and policy, aging infrastructure, digitalization, public awareness and perception,

funding and resources, and supply chain security.

Additionally, the feature diagram identified the common and variant features of critical

infrastructures, including their physical components, operational characteristics, and

management structures. Furthermore, examples of critical infrastructures include power

grids, transportation networks, water treatment plants, communication networks, finan-

cial systems, and emergency response systems.

Future work should focus on exploring additional challenges and solutions for ensur-

ing the resilience and sustainability of critical infrastructures. Additionally, the validation

of the identified challenges and solutions should be further explored through empirical

research and case studies, to ensure their relevance and effectiveness in different contexts
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and settings. Overall, critical infrastructure is a complex and evolving field that requires

ongoing research and collaboration to address the challenges and risks associated with

these essential systems.

Appendix. Glossary

Term Definition

Critical infrastructure The physical and cyber systems, assets, and networks are essential

for the functioning of a society and economy

Interdependence The state of mutual dependence between different systems, assets,

and networks that make up critical infrastructure

Resilience The ability of critical infrastructure to withstand and recover from

disruptions or threats

Risk management The process of identifying, assessing, and prioritizing risks to

critical infrastructure and implementing strategies to mitigate

those risks

Vulnerability The state of being exposed to the possibility of harm or damage,

especially in the context of critical infrastructure

Threat Any potential event or action that could cause harm or damage to

critical infrastructure

Cybersecurity The protection of critical infrastructure from cyber threats such as

hacking, malware, and other forms of cyber-attacks

Physical security The protection of critical infrastructure from physical threats such

as terrorism, sabotage, and natural disasters

Emergency response The coordinated actions are taken in response to a disruption or

threat to critical infrastructure

Business continuity The planning and preparation to ensure the continued operation of

critical infrastructure in the event of a disruption or threat

Disaster recovery The process of recovering critical infrastructure after a disaster or

major disruption

Risk assessment The process of evaluating the likelihood and potential impact of

different risks to critical infrastructure

Risk mitigation The process of reducing or eliminating the likelihood and impact

of different risks to critical infrastructure

Redundancy The provision of duplicate or backup systems, assets, or networks

to ensure the continuity of critical infrastructure in the event of a

disruption

Emergency management The process of coordinating emergency response and recovery

efforts to protect critical infrastructure and minimize damage

and loss

Continuity of operations The ability of critical infrastructure to continue to operate in the

face of disruptions or threats

Public-private partnerships Collaborations between government agencies and private sector

organizations to improve the security and resilience of critical

infrastructure
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Term Definition

Situational awareness The ability to monitor and understand the state of critical

infrastructure in real-time to detect and respond to threats and

disruptions

Information sharing The exchange of information between different organizations and

stakeholders involved in critical infrastructure to improve

situational awareness and response efforts

Infrastructure as code The practice of managing critical infrastructure as software code to

improve agility, scalability, and security

Smart infrastructure The use of technology such as sensors, automation, and data

analytics to improve the efficiency and resilience of critical

infrastructure

Geographic information

systems (GIS)

The use of digital maps and geospatial data to better understand and

manage critical infrastructure

Interoperability The ability of different systems, assets, and networks to work

together effectively to ensure the continuity of critical

infrastructure

Cyber hygiene The practices and procedures used to maintain the security and

integrity of critical infrastructure from cyber threats

Digital resilience The ability of critical infrastructure to adapt and recover from

digital disruptions or cyber-attacks

Incident response The process of responding to a security incident or cyber-attack on

critical infrastructure

Threat intelligence The process of gathering, analyzing, and sharing information on

cyber threats and other risks to critical infrastructure

Business impact analysis The process of assessing the potential impact of disruptions or

threats to critical infrastructure on business operations

Operational technology

(OT)

The hardware and software used to control and monitor physical

systems such as manufacturing, transportation, and energy

infrastructure

Critical infrastructure The physical and cyber systems, assets, and networks are essential

for the functioning of a society and economy
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1 Introduction

Whereas in the past organizationsa often prioritized the protection against external threats

over the mitigation of insider threats [6], lately attention to the latter has relatively

increased due to high-level incidents in the United States [7], for instance, the Fort Hood

shooting incident caused by US Army Psychiatrist Nidal Malik Hasan in 2009 [8] and the

whistleblowing practices of private Chelsea Manning and Edward Snowden in, respec-

tively, 2010 and 2012–13 [9]. Insider threats arise when a person who is authorized by the
organization to perform certain activities decides to abuse the trust and cause damage to

the organization.

Attacks committed by insiders are one of the most challenging threats organizations

face today, especially in critical infrastructure where the damage resulting from insider

threat incidents can have far-reaching consequences. In 2014, the nuclear reactor Doel

4 in Belgium was deliberately sabotaged by an individual who intentionally opened a

valve in the steam turbine, thereby causing a deficiency of lubricating oil that severely

damaged the reactor [10]. The costs of the sabotage amounted to millions of euros

because the reactor was shut down for a few months, implying a loss of revenues, while

hundreds of millions of euros were needed to repair the damage [11]. There is no need to

explain that if the sabotage took place in the nuclear part of the reactor, the damage could

have been much worse with, for instance, large-scale exposure to nuclear contamination

and human casualties similar to the nuclear disaster in Chernobyl. Although the culprit

a In analogy with international relations realist theory that considers states as unitary actors [1, 2], “the

organization” is interpreted in this study as a collective actor [3, 4] that is anthropomorphized [5],

acting as if it were a single, united entity" should be added as a footnote by the word organizations.
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was never found [12], there is no doubt an insider was responsible for the incident, or at

least deliberately assisted an external adversary [9,13].

Given that organizations first have to be aware of the insider threat problem before

they can start thinking about insider threat mitigation [14,15], this chapter aims to

increase insider threat awareness in critical infrastructure by illustrating the complexity

of the problem. A typology of insider threats is outlined, discussing seven different

insider threat domains in more detail. It is argued that organizations can build on

the conclusions of the typology to develop a tailor-made, risk-based approach to

insider threat mitigation.

In what follows, the chapter starts with a brief outline of the theoretical framework,

elaborating on the meaning of the concepts of insider threat and critical infrastructure.

After that, the methodology behind the typology is explained. Subsequently, the typol-

ogy itself is illustrated by systematically referring to real examples of insider threat inci-

dents in critical infrastructure sectors that are publicly available. Finally, the chapter

concludes with a discussion of the shortcomings and recommendations for future

research.

2 Theoretical framework

2.1 Insider threat
We draw upon Reveraert and Sauer’s [16] interpretation of the insider threat problem,

who refer to insider threats as the possibility that insiders cause harm to the organization

because they intentionally misuse their privileged access to the organizational assets. The

definition consists of five key concepts, namely, organizational assets, insiders, privileged

access, harm, and intentional misuse, which will be briefly explained below.b

Organizational assets are valuable resources controlled by the organization that need to

be protected and that are therefore situated within the proverbial security perimeter

[9,17]. Critical assets are assets that are essential for the continuation of the organization’s

business [7,18]. The exact interpretation of the (critical) assets varies from one organiza-

tion to another but commonly includes financial resources, intellectual property, equip-

ment, or people.

Organizations have no other choice than “to allow people to get into positions where

they can, if they choose, injure what [the organization] cares about, since those are the same

positions that they must be to help [the organization]” [19]. Organizations have to provide

access to the organizational assets to certain individuals and trust that they will handle the

assets with care. These individuals are referred to as insiders. Insiders are not only employees

thatwork permanently for their employer but also include individuals that are not part of the

b For a more detailed explanation of the conceptualization of insider threats, please see Reveraert and

Sauer [15].
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organization’s permanent labor force, like contract employees [6]. Moreover, insiders are

not only individuals currently belonging to the organization but are also individuals that

used to be part of it and that were trusted by the organization in the past, at least the former

confidants that still have access to the organizational assets [17,20,21].

Privileged access refers to the trust-based permission that the organization gives to

insiders to penetrate the proverbial security perimeter that defends the organizational

assets [22]. The access can be physical, for instance, the authorization to enter a building,

or virtual, like the password to enter a network system [6,23].

Harm to the organizational assets is interpreted as negatively affecting the confiden-

tiality, availability, or integrity of the organizational assets [17,24,25]. Harm to confiden-

tiality implies that unauthorized individuals can access the proverbial security perimeter.

Harm to integrity implies that the organizational asset is modified. Harm to availability

implies that the organizational asset is destroyed or made inaccessible.

To conclude, harm caused by insiders results from misconduct, which can either be

unintentional due to lack of proficiency (that is, insider hazards) or intentional due to lack

of trustworthiness (that is, insider threats) [16]. Here, only intentional misuse of privileged

access by insiders, whether or not to inflict harm, is interpreted as an insider threat. Unin-

tentional misuse of privileged access, like employees who spread sensitive information to

unauthorized individuals by accidentally hitting “reply all” instead of “reply” [15], is

beyond the scope of this chapter.

2.2 Critical infrastructure
Critical infrastructure has become “the central nervous system of the economy in all

countries” [26]. To achieve economic and social development or energy sustainability

goals, guaranteeing that the infrastructure network is not at risk or vulnerable is indis-

pensable. Over the past decades, the concept of “critical infrastructure” constantly

evolved to respond to new emerging security challenges [27]. Events such as natural

disasters, mechanical failures, or human actions (for example, theft or a terrorist attack)

may disrupt or destruct their operations. The protection of critical infrastructure sectors

has therefore become a high priority both at European and international levels [27].

Based on EC 2008/114 of the European Council, critical infrastructure is defined as

“an asset, system or part thereof (…) which is essential for themaintenance of vital societal

functions, health, safety, security, economic or social well-being of people, and the dis-

ruption or destruction of which would have a significant impact (…) as a result of the

failure to maintain those functions.” Countries have slightly different lists detailing their

critical infrastructure sectors, but according to the European Council Directive, compa-

nies that belong to the following 12 sectors are considered as critical infrastructure:

energy, information and communication technologies (ICTs), water, food, health, finan-

cial, public and legal order and safety, transport, chemical and nuclear industry, and space
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and research [28]. This list is indicative, which implies that European member states can

identify their national critical sectors themselves according to some formal guidelines. In

this chapter, we build upon the definition stated in the European Council Directive to

illustrate our insider threat typology, referring to insider threat incidents that have taken

place at different organizations within any of these 12 sectors.

3 Methodology

So far, we elaborated on our interpretation of the concepts of insider threat and critical

infrastructure. In what follows, a typology of insider threats is outlined that breaks down

the insider threat problem in a critical infrastructure context. To this end, the study relies

upon a spin-off version of the who, what, where, when, why, and how (5W1H) meth-

odology utilized by, for instance, Hart [29] and Homaliak et al. [30]. In contrast to these

authors, we use the 4W3Hmethodology, asking the following seven questions: (1)What

does the insider want to achieve? (2)Who suffers or benefits from the insider threat? (3)

Why does the insider want to commit intentional misconduct? (4)When does the insider

become untrustworthy? (5) How does the insider commit intentional misconduct? (6)

How serious is the impact of the insider threat? and (7) How many insiders are

involved with the insider threat? By asking these elementary questions, we tend to get

a more complete picture of the characteristics of insider threats.

While the bedrock of the typology is based upon a theoretical analysis of existing lit-

erature, it was (and still is) challenged by real insider threat incidents that appear(ed) in

(inter)national media sourcesc and that did (or do) not fit in any existing category. In

other words, the answers to the four W and (derivates of ) How came into existence

via a constant interplay between insider threats literature that provides the foundation

of the theoretical framework and publicly available examples of insider threat incidents

that continuously reassess(ed) the theoretical framework to validate it. In the end, this

enabled us to draw the mind map illustrated in Fig. 1 that displays the characteristics

of the insider threat problem.

To illustrate the typology displayed in Fig. 1, we have opted to link each item of the

typology with at least one insider threat incident that happened in one of the critical infra-

structure sectors mentioned above, referring to examples that are publicly available in

academic journals, (academic) books (nonfiction), or mainstream media. Although the

dark or hidden number of insider threats remains high due to the tendency to avoid pub-

lic announcements to safeguard the organization’s reputation [25,31], we insisted on

using real-case examples instead of hypothetical ones because they are functional both

in a theoretical and a practical way. On the one hand, real cases help us to continually

c International media sources are BBC News, CNN, NOS, and The Guardian. National media sources De

Morgen, De Standaard, De Tijd, Het Nieuwsblad, and VRT NWS.
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reassess and validate the theoretical framework. Moreover, discussing real insider threat

incidents can help staff and organizational leaders to recognize their organization’s vul-

nerability to insider threats [9] as they “bridge the gap between theoretical concepts and

real-world problems” [32].

4 A typology of insider threats to critical infrastructure

4.1 Objective
The first domain of the typology refers to the objective of the insider [17], or what the

insider wants to achieve. To answer this question, this study draws upon Willison and

Warkentin’s distinction between expressive and instrumental crimes. Expressive crimes

are crimes where “the actual commission [of the crime] is considered an end in itself (…)

[with] no additional goal to be met” [33], while instrumental crimes are crimes that

“focus on achieving a goal where the criminal act is viewed as a means to an end”

[33]. In analogy with Willison and Warkentin’s expressive/instrumental division,

Fig. 1 Insider threat typology.
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expressive insider threats can be differentiated from instrumental insider threats in the

sense that causing harm to the organization is an end in itself or a means to achieve a

higher end.

4.1.1 Expressive insider threats
Insider threats that are principally aimed at causing harm to the organization are consid-

ered to be expressive insider threats. An example of an expressive insider threat is the case

of David Burke, the man who was responsible for the crash of the Pacific Southwest Air-

lines Flight 1771. Being aware that the employer who recently dismissed him was on

board the plane, Burke misused his access to the plane to smuggle a gun on board, kill

his former employer and crash the plane [34,35]. Since Burke’s mission was only accom-

plished when the organization (in a broad sense) got hurt, harming the organization was

his main objective. Expressive insider threats are therefore not a pragmatic choice to harm

an arbitrary organization, given that the identity of the organization (or organizational

representative in Burke’s case) is a decisive factor.

4.1.2 Instrumental insider threats
In contrast to expressive insider threats that primarily endeavor to cause harm to the orga-

nization, instrumental insider threats are mainly aimed at reaching a higher goal or per-

sonal gain through intentional misconduct. The potential damage to achieve this goal

should thus not be regarded as an end in itself, but should rather be considered either

unintentional or collateral damage.

On the one hand, the insider might have no intention at all to hurt the organization.

Think, for instance, of a nurse at a hospital in Groningen, The Netherlands, who acci-

dentally cut off a fingertip from a newborn baby in an attempt to remove a bandage from

the baby girl’s hand [36]. The nurse allegedly used a scissor, which was not according to

the applicable procedures. Also, socially engineered insiders, referring to insiders who are

manipulated by a third, unauthorized person (for example, the social engineer) into shar-

ing their authorized access to the organizational assets with them [37], fit this description.

Although the insider intentionally violates the organizational norm, there is no intention

to hurt the organization. The insider does simply not take account of the fact that the

witting misconduct might have counterproductive results.

However, the insider might perceive that the potential benefits of hurting the organi-

zation outweigh the potential costs. In other words, the insider can achieve an advantage or

can reduce a disadvantage but has to make the organization suffer to achieve this advantage

or reduction of the disadvantage, making the damage to the organization collateral. Instru-

mental insider threats, therefore, do not only arise from insiders that do not take account of

possible counterproductive effects of witting misconduct but also from insiders that have a

“the end justifies the means” mentality, implying that any means, even those that inflict

58 Management and engineering of critical infrastructures



harm on the organization, can be used to reach the ultimate objective. The insider neu-

tralizes his wrongdoing to overcome his potential moral barriers, convincing himself that

he is allowed to harm the organization because it is for the greater good [33,38]. An exam-

ple of such an insider threat is the case of Abdul-Majeed Marouf Ahmed Alani, a former

American Airlines mechanic who was accused of trying to sabotage a commercial airliner.

Although the former mechanic was upset over a contract dispute between the airlines and

union workers, he claimed his intentions were purely financial as he allegedly explained

that the sabotage enabled him to get overtime pay for repairing the plane, money he des-

perately needed to pay his children’s study costs [39,40] (Fig. 2).

4.2 Subject
Second, insider threats can be divided according to the subject that is affected by them

[9,41]. Two separate subquestions can be asked, namely, whod suffers from the insider

threat (that is, victim) and who benefits from it (that is, perceived beneficiary)?

4.2.1 Victim
Concerning the victim, a distinction can bemade between insider threats that solely cause

harm to the organization, and insider threats that also cause harm to a third party outside

the organization.e Harm to the organization is present when the insider threat only impacts

the organization’s assets. To illustrate, reference can be made to the case of Oswald

“Ozzie” Bilotta, a former sales representative at a Swiss pharmaceutical company who

acted as a whistleblower. In cooperation with the federal government, he used secret

recording equipment to expose that the company had paid thousands of doctor’s bribes

to prescribe its own drugs [42].

In contrast, one can speak of harm to a third partywhen the impact of the insider threat

exceeds the impact on the organizational assets and profoundly affects a third party neg-

atively. The third-party may appear in many guises, ranging from customers and fellow

Objective

Expressive

Instrumental

Fig. 2 Categorization of insider threat according to the insider’s objective.

d The question “who poses the threat” is already addressed earlier in the chapter while discussing the

definition of the insider.
e One could distinguish victims within the organization, separating individuals, groups, and the organization

as such. However, given that we consider the organization as a unitary actor, we make an abstraction of this

distinction.
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organizations to ordinary citizens. To give an example, reference can be made to the case

of Vitek Boden, who “worked for HunterWatertech, a supplier of radio-controlled sew-

age control systems to the Maroochy Shire Council in Queensland, Australia. When

Boden quit his job and was refused another by the council, he took his revenge by

sabotaging the control systems, sending 800,000L of raw sewage into local parks and

rivers” [43]. Given that Boden’s sabotage caused nuisances like contaminated water

and stink, the harm caused by his actions was not confined to the organization’s assets

but also affected third parties.

4.2.2 Perceived beneficiary
Concerning the beneficiaries of the insider threat, a division can be made between insider

threats that benefit the insider, benefit the organization (how strange it may sound), or

benefit a third party. Insider threats aimed at benefitting the insider refer to insiders that are

primarily interested in improving their own position, even at the expense of the orga-

nization. An example is the case of the employee of Bpost, the Belgian postal company,

who stole over 300,000 euros by intentionally withholding certain letters over a period of

10 years [44].

Insider threats that perceive to cause benefit to the organization refer to insider threats

where the ultimate goal is to aid the organization in the long run. It includes well-

meaning insiders that wittingly circumvent organizational norms to help the organiza-

tion. An example is the case of Oleg Savchuk, who, in an attempt to improve security,

deliberately infected the computer system of the Ignalina Nuclear Power Plant in Lith-

uania with a computer virus as a wake-up call to the inadequate security measures [9].

Savchuk perceived that, as a cautionary tale, he had to hurt the organization in the short

run, only to help the organization in the long run. Also, socially engineered insiders and

employees who perceive that productivity is more important than security, and who

therefore tend to ignore security protocols [45], fall under the scope of this category.

Next to the insiders that (want to) benefit either themselves or the organization, also

insiders that benefit a third party should be considered. These insider threats refer to whis-

tleblowers like Snowden who during his employment at the National Security Agency

(NSA) leaked confidential information to newspapers [43,46], as well as to spies and

moles like Robert Hanssen [9] and AnaMontes [47] whomisused their access to classified

US information to spy for, respectively, the Soviet Union (and later Russia) and Cuba.

However, also the thwarted case of Auburn Calloway, whose “plan was to disable the

DC-10’s cockpit voice recorder, kill the crewmembers with hammers to simulate injuries

consistent with an aircraft crash, and fly the aircraft into the ground so that his family

would be able to collect on a $2.5 million life insurance policy provided by the company”

[34] can be considered an insider threat that wants to benefit a third party (that is, his

family) (Fig. 3).
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4.3 Motivation
A third domain concerns the motivation of the insider [17,25,31], or why the insider

intentionally misuses his access to the organizational assets. The difference with domain

one is that the latter questions the insider’s intent, while the former questions the moti-

vation behind the intent, whereby “multiple motivations may map into a single intent”

[15]. This study provides a nonexhaustive list of 13 potential driving forces of insider

threats.

4.3.1 Ideology
The first motivation is an ideology [31,46,48]. The ideological insider threat is posed by

insiders that act out of ideological conviction. It refers to insiders that want to make a

political, religious, or ideological statement or insiders that want to express their views

on how (international) society should be managed. It includes, but does not exclusively

consist of, cases of extremism and terrorism that can originate from different kinds of

ideology.

The ideological insider threat can, for instance, be based on religious ideology, like the

case of US Army psychiatrist Nidal Malik Hasan, who out of ideological convictions killed

13 people and wounded several others at Fort Hood [8]. During the lead-in time to his

attack, his colleagues described him as “a ticking time bomb due to his radical views on

Islam” [49]. Although this example refers to the Islamic religion, also other religious beliefs

should be borne in mind when discussing insider threats based on religious ideology.

Apart from religious ideology, the insider threat can also originate from right-wing

ideology. An example is the relatively recent insider threat incident in Belgium, where

J€urgen Conings, a Belgian soldier with links to right extremism, misused his access to the

army barracks to steal heavy weaponry while expressing intentions to kill known people

Subject

Victim

Organization

Third party

Beneficiary

Insider

Organization

Third party

Fig. 3 Categorization of insider threat according to the subject of the insider threat.
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[50,51]. Similar examples of ideological insider threats based on right-wing ideology can

be found in other countries as well. In the United States, reference can be made to the

case of US soldier Ethan Melzer who has been charged for planning a terrorist attack on

his unit by sending sensitive details to a neoNazi group [52] or to the members of the

National Guard that were excluded from President Biden’s inauguration because of their

tie with right-extremist militants [53]. In Germany, the Parliamentary Oversight Panel

(PKGr) stated in a report that “in the Bundeswehr and in several other security services on

federal and state level (police and intelligence agencies)—despite a security screening—

there are several public servants with an extreme far-right and violence-oriented

mindset” (cited in Ref. [54]). In the United Kingdom, to conclude, one can think of

the multiple investigations that were carried out among members of the UK military

services in 2019 stemming from potential far-right concerns [55].

Next to religious and right-wing ideology, also left-wing ideology should be taken

into account. Take, for instance, the case of Chinese double agent Larry Wu-Tai Chin

who “joined the Communist party in 1942 and worked as an undercover agent while

translating first for the US Army in China, then for the CIA in the United States, until

his arrest in 1985” [56, p. 49]. In the present context, a possible breeding ground for left-

wing ideological insider threats is the problem of climate change. Although the protests

started with peaceful demonstrations, for instance, with the mobilization of over 70.000

people in Belgium [57], more radical climate organizations like Extinction Rebellion

perceive that the reaction from the political authorities is unsatisfactory, requiring them

to go a step further than simply marching the streets. It is possible that, if the legal mea-

sures do not have the desired effects, activists perceive that they will have to take the fate

of the earth into their own hands. The insider threat is one possible alternative scenario

that activists might take into consideration.

Additionally, also other ideological beliefs can be the subject of an insider threat inci-

dent. An example is the more recent debate about covid-19 vaccinations and other

related topics. To illustrate this, reference can be made to the demand of Belgian hospitals

to be able to fire staff who refuse to vaccinate themselves against covid-19 [58].

4.3.2 Grievance
A secondmotivation is a grievance [21,33,59]. It refers to insiders who believe that they are

treated unfairly by the organization, which leads to a sense of disgruntlement. Disgruntled

insiders often indicate that the organization did not hold its end of the deal, urging them

to react to a perceived relative deprivation. To illustrate, one can refer to the case of

Roger Duronio, the logic bomber of UBS PaineWebber that crippled the company’s

ability to exchange stocks by sabotaging the IT system of the company because “he didn’t

receive the large annual bonus he expected” [31]. Another example is the case of Ricky

Joe Mitchell, who sabotaged the computer network of his employer EnerVest when he

found out about his impending dismissal [43].
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4.3.3 Personal strain
Athirdmotivation is a personal strain [47,60], referring tonegative personal experiences that

are not directly related to the role of an insider. The difference between grievance and per-

sonal strain is that the former originates from the organization and is directed toward it,

while the latter is not directly caused by the organization.f An example is the case of Helga

Wauters, a Belgian anesthetist who has been hold responsible for the death of a pregnant

woman in a French hospital in 2014. During the cesarean section, the woman’s brain

received too little oxygenwhich caused her death. An investigation revealed thatWauters

had startedherworkingdaybydrinking vodkawithwater, as shedid every day for 10years.

She onlyworked in the hospital for less than 2weeks after being discharged from aBelgian

hospital for showing up drunk to work [61]. Another example is the case of a Dutch call

center employee at an oil company who was suspected of ordering liquor and food worth

more than a tonwithout paying for it by pretending to be the director of the company.He

told in court that he resold the meals and drinks because he saw no other way to pay his

debts [62].

4.3.4 Greed
A fourth motivation is a greed, applying to insiders that have a desire to have more of

something [25,31,46]. An example of an insider threat based on greed is the case of

an employee of Belgian bank KBC who ignored the investment mandate of a client

and instead spent 200,000 euros on a new expensive car and other luxurious expenses

[63]. Although greed is often interpreted as a striving for more money, we define the

concept more broadly by also including other kinds of personal gain. Reference can

be made to the case of a retired British major who misused his military rank to fraudu-

lently collect 25 armored vehicles from several army museums to enlarge his personal

collection of armored vehicles [64]. Moreover, greed can be expressed sexually, like for-

mer Norwegian politician Svein Ludvigsen who misused his political authority to sex-

ually abuse asylum seekers that “believed their response to Ludvigsen’s demands for sex

could either result in being deported or securing permanent residency” [65]. In sum,

greed refers to an overwhelming desire to have more of something.

4.3.5 Coercion
A fifth motivation is a coercion, which refers to insiders that are pressured by a third person

to execute a certain action that hurts the organization [9,66]. To give an example, one can

refer to the Northern Bank robbery where two bank officials were pressured by gang

members to enable the bank robbery. The insiders had no other choice than to cooperate

f If the insider indicates insufficient support from the organization to mitigate his personal strain as primary

motivation for the insider threat, it should be considered as an insider threat based on grievance rather than

personal strain.
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with the gang because their families were taken hostage and would have been murdered

if the insiders did not collaborate [32,49].

4.3.6 Negligence
A sixth motivation is a negligence, which applies to “insiders who (…) take the path of least

resistance (…) to make their working lives easier” [37]. In other words, it refers to insiders

who deliberately deviate from the organization’s behavioral guidelines just to make their

own lives as easy as possible. An example is the case of an Italian man who did not show

up for work at a hospital for 15years but did receive his monthly salary. Also in Italy,

35 employees were caught in 2015 after camera images showed how they clocked in

at their work at the Sanremo City Hall and afterward went shopping or canoeing [67].

4.3.7 Well-meaning
A seventh motivation concerns well-meaning insiders that have no intention to cause harm

to the organization but “knowingly take risks to purposefully bypass bureaucratic security

processes to be more effective in achieving what they think are organizational goals (…)”

[37]. The difference between the well-meaning insiders and the negligent insiders is that

the former act (or at least perceive to act) in the interest of their organization, while the

latter act out of self-interest. An example is the case of “two control room trainees [who]

poured caustic soda on fuel assemblies at a US nuclear power plant to draw attention to

the lax security at the site” [68]. As in the previously mentioned case of Oleg Savchuck,

the trainees perceived that, as a cautionary tale, they had to hurt the organization in the

short run, only to help the organization in the long run. The well-meaning category also

includes, for instance, insiders that bend the organization’s behavioral guidelines if these

are believed to slow down the achievement of the organization’s objectives [6,45,69].

4.3.8 Moral concerns
An eighth motivation ismoral concerns, which mainly corresponds to the category of whis-

tleblowersg [37,49]. An example is the group of doctors in Brazil that shared a 10,000

paged document with investigators in which they accused Prevent Senior, a prominent

healthcare provider in Brazil, of “covering up coronavirus deaths, pressuring doctors to

prescribe ineffective treatments, and testing unproven drugs on elderly patients as part of

ideologically charged efforts to help the Brazilian government resist a Covid

lockdown” [70].

The principal objective of whistleblowers is to make a third party, like “competitive

colleagues” or society as a whole, aware of the immorality of the organization. Applying a

long-term perspective, it could be argued that whistleblowers help the organization

g For the sake of clarity, whistleblowing that originates from revenge or financial gain [41] is categorized

under grievance and greed, respectively.
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rather than harm it. This however does not alter the fact that the organization suffers in

the short term [41].

4.3.9 Personal relationship (love and empathy)
A ninthmotivation is a personal relationship ("love and empathy") [34], or insiders that misuse

their insider privilege to benefit a third party they feel connected with. To illustrate this

type of threat, reference can bemade to the case of JoyceMitchell who as a prisoner guard

contributed to the escape of two prisoners, including one with whom she allegedly had a

sexual affair [9], or to the paramedic in Pakistan who with the help of her colleagues stole

a newborn to give to her childless aunt that desperately wanted to become a mother [71].

4.3.10 Personality disorder
A tenth motivation relates to insiders with a personality disorderh [17,66]. It concerns

insider threats where the drive to deviate from the organization’s behavioral guidelines

primarily emerges from a certain inner drive that originates from personality traits, with-

out a clear-cut alternative motive like financial gain or revenge. Given that personality

traits play an important role in the thoughts and actions of an individual [17], personality

disorders may be the main reason why certain individuals pose insider threats. An exam-

ple is the case of Niels H€ogel [72] whose personality resulted in the death of several peo-
ple. Working as a nurse, H€ogel deliberately injected patients with medication that

resulted in cardiac arrest so that he could act as the hero that tried to save those patients.

According to a psychiatric expert, H€ogel “displayed traits of noticeable personality dis-

orders, such as a lack of shame, guilt, and empathy” [72].

4.3.11 Sensation-seeking
An eleventh motivation refers to insiders who are driven by the urge to seek sensation

[17]. To illustrate this type of threat, reference can be made to the US military pilots who

were posting selfies from their F-16 aircraft cockpits on social media, or to the one who

was reading a book with his hands off the controls [73].

4.3.12 Ego
A 12th motivation concerns insider threats that are caused by insiders who cover up their

mistakes to not lose face and save their egos [46,66]. An example is the case of the trans-

plant surgeon responsible for the death of a 36-year-old transplant patient and the illness

of two other patients who became ill of an infection from donated organs. Several organs

became infected after the surgeon spilled stomach contents over other organs while

h Remember that to consider an incident an insider threat, the insider has to make the deliberate decision to

misuse his access or knowledge. As a result, we assume that every insider with a personality disorder is able

to make this conscious decision, and therefore make abstraction of the possible discussion on whether or

not the insider “is of sound mind.”
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retrieving these from the donor. As the surgeon did not tell anyone about spilling con-

tents, the organs were transplanted into the three patients with serious consequences [74].

4.3.13 Opportunity
A last motivation builds upon the “opportunity makes the thief” paradigm [31]. Some-

times, the insider threat is only caused because an opportunity presented itself to the

insider, just at the right time. An example is the case of Britta Nielsen, who due to insuf-

ficient safeguards saw an opportunity to commit fraud. According to Nielsen, “it was a

standing joke that you could easily add your account number and then be off to the

Bahamas” (cited in Ref. [75]) (Fig. 4).
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Fig. 4 Categorization of insider threat according to the insider’s motivation.
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4.4 Time
Next to the objective, subject, and motivation, the fourth domain of the insider threat

typology refers to the time the insider slips through the trustworthiness net [9,30,76]. In

other words, when does the insider become untrustworthy? A distinction is made

between precare insider threats and aftercare insider threats.

4.4.1 Precare insider threats
Precare insider threats are insiders that are untrustworthy from the start of their employ-

ment. They should have been prevented from joining the organization. On the one

hand, it can refer to insiders that infiltrate on behalf of an outside party and oppose

the organization from the start. An example of such an insider threat is the case of

Shannon Maureen Conley who infiltrated the US army to gain combat experience that

she could subsequently take to Islamic State in Syria [49], or the case of Takuma Owuo-

Hagood who started a career as a baggage handler at Delta Airlines to feed the Taliban

sensitive information [20].

However, precare can refer to insiders that independently from an outside party

deceive the organization, or circumvent the organization’s screening procedures by fal-

sifying their credentials. An example is the case of Zholia Alemi who “falsely claimed to

have a medical degree fromAucklandUniversity when she registered in the UK in 1995”

and whowas able to legally exercise the medical profession for about 22years without the

necessary qualifications [77].

4.4.2 Aftercare insider threats
In contrast, aftercare insider threats are insiders who convert during or after their employ-

ment at the organization [6]. Aftercare insider threats can be a consequence of either

recruitment, outreach, or autonomous actions [68]. An example of recruitment is the

defection of Eugène Michiels, who worked for the Belgian Foreign Ministry since

the 60s but who was contacted in 1978 by Romanian and Russian secret services with

a request to sell classified information, which he eventually did until he was caught in

1983 [78].

While recruitment refers to insiders that are persuaded by an outside party to commit

misconduct, outreach refers to insiders that on their own take the initiative to convert by

reaching out to an outside party. An example is the case of Rajib Karim, a software engi-

neer at British Airways who corresponded with Anwar al-Awlaqi, a senior Al-Qaeda fig-

ure. Karim exchanged information with al-Awlaqi about how he could attack the

computer servers of British Airways to cause financial and operational disruption [32].

According to Hegghammer and Hoelstad Daehli, “it was Rajib Karim who first reached

out to al-Awlaqi by e-mail” [68].
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Insider threats based on autonomous actions, to conclude, refer to insiders that act

individually without a link to an outside party. An example is the suicide of Andreas

Lubitz, the co-pilot of German Wings who out of mental health problems deliberately

crashed a plane, killing hundreds of innocent civilians [20] (Fig. 5).

4.5 Modus operandi
A fifth domain refers to the modus operandi of the insider, or how the insider misused his

insider privilege. Inspired by Cools’ [79] typology of employee crime, insider threats are

divided into financial misconduct, sexual misconduct, violent misconduct, information

misconduct, and a residual category of other forms of misconduct.

4.5.1 Financial misconduct
The first category refers to financial misconduct, such as the case of several leaders in the

Russian space industry who were suspected of using false invoices and phantom firms

in setting up a satellite navigation system Glonass [80], or the case of two managers of

South Africa’s ailing power firm Eskom who were suspected of manipulating contracts

relating to the construction of two large power stations [81].

4.5.2 Sexual misconduct
Also, sexual misconduct can be committed by insiders. To give an example, reference can

be made to the case of Teresa W., an employee of a German railway company who after

work used her privileged access to enter one of the railway wagons to shoot porn videos

and earn herself a little on the side [82]. A more serious case of sexual misconduct is the

case of former British police officer Ian Naude, “who raped a young girl he met on

duty” [83].
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Fig. 5 Categorization of insider threat according to the time the insider becomes untrustworthy.
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4.5.3 Violent misconduct
Violent misconduct can either be interpersonal or organizational [84]. With violent mis-

conduct one spontaneously thinks of cases of interpersonal violence, like the shooting an

(off-duty) fireman caused in his firehouse in Agua Dulce in the United States, thereby

killing one colleague and wounding another [85]. However, violence can also be aimed

at the property of the organization, referring to cases of sabotage [79]. The case of Rod-

neyWilkinson, who after exchanges with the African National Congress (ANC) used his

privileged access to the Koeberg nuclear facility in South Africa to commit a terrorist

attack on the nuclear plant [32,68], can therefore also serve as an example of violent

misconduct.

4.5.4 Information misconduct
Insider threats also refer to information misconduct, such as the case of Xiang Haitao, a for-

mer employee of Monsanto, who pleaded guilty to stealing software developed by the

agribusiness company. Xiang has admitted that “he attempted to take it to the People’s

Republic of China for the benefit of the Chinese government” [86]. Also, leakage of

information to the press fits this category, like in the case of antiterror analyst Henry Kyle

Frese who allegedly “leaked classified materials about a foreign country’s weapons system

to two journalists” [87].

4.5.5 Other misconduct
Finally, numerous other types of misconduct constitute a residual category. For instance, ref-

erence can be made to arms trafficking like the case of Eugene Harvey who as an airport

employeemisused his access to smuggle guns and ammunition in cooperationwith an out-

side accomplice [34], human trafficking like the employees of a public hospital inNairobi,

Kenya, that misused their position in the hospital to steal and subsequently sell children for

$400 [88] or drugs trafficking like the revelations in the context of ’Operation Sky’ that

discovered the assistance Belgian dockworkers provided to drug gangs [89].

Notice that so far, the examples cited above relate to illegal behavior. Indeed, when

discussing the modus operandi of insiders, the center of attention seems to be on criminal

actions like sabotage, fraud, theft (of intellectual property), and terrorism [31,49,90].

However, not every insider threat activity is equivalent to a criminal offense in the legal

meaning of the word. In his work on employee crime, Cools [79] expands the legal

meaning of the word “employee crime” to include behaviors that are criminalized by

the organization itself, thereby relating it to sociological concepts like deviance. The

broadening of the concept of employee crime, therefore, resembles our conceptualiza-

tion of insider threat.

As a result, this study not only includes illegal misconduct where the insider commits a

crime in a legislative sense but also includes extralegal misconductwhere the deviation from

the organizational norm does not correspond with a crime in a legal sense. An example is
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the malpractice of Belgian postmen who when delivering packages simply put a card in

the client’s post box that urges the client to pick it up at the post office, instead of ringing

the doorbell to check whether the client is home as prescribed by the organizational

norms [91].What is considered to bemisconduct however depends on the organizational

culture and the applicable organizational norms. In other words, what is considered to be

misconduct for one organization might be considered proper conduct for another. To

give an example, some organizations allow love relationships among colleagues, while

others prohibit it [92].

Likewise, whether or not misconduct is considered to be illegal or extralegal differs

from organization to organization, as it depends on the legislation of the country of the

organization, as well as on the employment contracts and code of conduct applicable

within the particular organization [79] (Fig. 6).

4.6 Severity
A sixth insider threat domain refers to the severity of the insider threat, or how serious

the impact of the insider threat is. The impact can appear in many guises, like damage to

physical equipment, financial loss, litigation, reputational damage, or even loss of life. In

this study, severe insider threats are distinguished from serious and limited insider

threats [25].
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Fig. 6 Categorization of insider threat according to the insider’s modus operandi.
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4.6.1 Severe insider threats
Severe insider threats are threats that endanger the so-called critical assets of the organi-

zation [7], or the assets that are essential for the continuation of the organization’s business

[18]. In other words, severe insider threats put the survival of the organization at risk. An

example is the case of the employee of American Superconductor who stole a crucial

software program and passed it on to the organization’s main consumer Sinovel Wind

Group, who subsequently refrained from using American Superconductor’s services.

The theft of intellectual property and the resulting decrease in sales put the organization

on the brink of insolvency [93].

4.6.2 Serious insider threats
Insider threats that do not pose a threat to the survival of the organization are either seri-

ous or limited, depending on the acceptable level of loss of the organization [24,94,95].

Serious insider threats refer to threats that do not necessarily endanger the survival of the

organization, but that nevertheless inflict considerable harm to the organization that goes

beyond the organization’s level of acceptable loss.

4.6.3 Limited insider threats
Limited insider threats are threats that only slightly harm the organization and therefore

fall within the scope of the organization’s acceptable level of loss. Bunn and Glynn [94],

for instance, indicate that both the casino and the pharmaceutical industries “accept that

in some cases the expense of preventing small thefts may not be worth the cost of

prevention.” In other words, although the threat causes some harm to the organization,

the benefits of mitigating the threat do not outweigh the costs of mitigation, making it a

risk the organization is willing to take.

Whether an insider threat is considered to be severe, serious, or limited again differs

from organization to organization, depending on the interpretation of the organization’s

critical assets and the organization’s risk appetite (Fig. 7).

4.7 Number
Seventhly, a distinction can be made according to the number of insiders that participate

in the insider threat. In other words, how many insiders are involved in the insider

threat? Insider threats may either be the work of one single insider or multiple insiders,

with or without outside accomplices [9].

4.7.1 One insider
First, the insider threat might be posed by only one single insider. Here, a subdivision can be

made between lone actors and individual defectors. On the one hand, lone actor insider

threats are insider threats where the insider acts completely on his own, without outsider

involvement. An example of a lone actor is Jan Karbaat, a Dutch doctor who against the
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rules donated his sperm onmultiple occasions which resulted in the parenthood of dozens

of children [96].

However, a combination between one insider and one or multiple outsiders is pos-

sible, whereby the insider is significantly linkedi to the outsider(s). The insider defectsj by

shifting allegiance to the outside party. Reference can be made to the case of A.Q. Khan

who stole confidential information during his employment at the Physics Dynamics

Research Laboratory in the Netherlands and shared it with Pakistani researchers that

were in charge of the Pakistani nuclear weapons program [32,97]. Khan misused his

access to the classified information of the nuclear facility to give his country of birth a

competitive advantage by acquiring nuclear weapons.

4.7.2 Multiple insiders
In contrast to insider threats posed by one single insider, insider threats can also be posed

by multiple insiders. Again, a subdivision can be made between insiders that operate inde-

pendently of outsider involvement, referred to as insider conspiracies, and insiders that

defect to an outside party in a group, referred to as group defection. To demonstrate

the insider conspiracies, one can refer to the case of Indira Gandhi. As prime minister

of India, Gandhi was murdered by two of her Sikh personal guards as retaliation for

her military action against the Sikh population at the Golden Temple in Amritsar

[9,49]. Regarding group defection, reference can be made to the case of the employees

of a security company who helped a drug gang to smuggle thousands of kilos of cocaine

through the port of Rotterdam into the Netherlands [98] (Fig. 8).

Severity

Severe

Serious

Limited

Fig. 7 Categorization of insider threat according to the severity of the insider threat.

i This should be interpreted as at least one direct contact (physically or virtually) between the insider(s) and

the outsider(s).
j Premeditated in case of insiders that infiltrate on behalf of an outside party.
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4.8 Summary
In sum, a typology of seven insider threat domains (that is, objective, subject, motivation,

time, modus operandi, severity, and number) was outlined and illustrated by referring to

relevant situations in critical infrastructure. Table 1 provides a schematic overview of the

typology of insider threats, demonstrating the diversity and complexity of the issue and

showing the different ways in which the insider threat can be expressed.

Number

One insider

Lone actor

Individual 
defection

Multiple insiders

Insider conspiracy

Group defection

Fig. 8 Categorization of insider threat according to the number of insiders that are involved.

Table 1 An overview of seven insider threat domains.

1. Objective: What does the insider want to achieve?

To cause harm to the organization Expressive

To reach a higher goal or personal gain through harming

the organization

Instrumental

2. Subject: Who suffers or benefits from the insider threat?

The party that suffers

• Only the organization

• The organization and a third party

The victim

The subject that benefits

• The insider

• The organization

• A third party

The perceived

beneficiary

3. Motivation: Why does the insider want to misuse his access or knowledge?

Because of the belief in an ideology

• Religious ideology

• Right-wing ideology

• Left-wing ideology

• Other

Ideology

Continued
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Table 1 An overview of seven insider threat domains—cont’d

Because of a sense of disgruntlement Grievance

Because of negative personal experiences Personal strain

Because of the desire to have more of something Greed

Because of the pressure of a third party Coercion

To make things easier Negligence

To act in the interest of the organization Well-meaning

To make a third party aware of the immorality of the organization Moral concerns

To benefit a third party, they feel connected with Love and empathy

Because of a personality disorder Personality disorder

Because of the urge to seek sensation Sensation-seeking

Because of the fear to lose face Ego

Because of an interesting opportunity Opportunity

4. Time: When does the insider become untrustworthy?

Before employment

• Infiltration¼with outsider involvement

• Deception¼without insider involvement

Precare

During or after employment

• Outreach¼ insider ! outsider

• Recruitment¼outsider ! insider

• Autonomous action¼without outsider involvement

Aftercare

5. Modus operandi: How does the insider misuses his access/knowledge?

Illegal financial behavior (for example, fraud, bribery, theft, …) Financial misconduct

Illegal sexual behavior (for example, sexual assault, sexual harassment,

…)

Sexual misconduct

Illegal violent behavior (for example, physical abuse, murder,

sabotage, …)

Violent misconduct

Illegal information behavior (for example, espionage, cybercrime,

…)

Information

misconduct

Other types of illegal behavior (for example, drugs, human

trafficking, …)

Other misconduct

Extralegal deviant behavior (for example, bullying, …) Extralegal misconduct

6. Severity: How serious is the impact of the insider threat?

The insider threat affects the survival of the organization Severe

Insider threat > acceptable level of loss Serious

Insider threat < acceptable level of loss Limited

7. Number: How many insiders are involved with the insider threat?

The insider acts on his own

• Lone actor¼without outsider involvement

• Individual defection¼with outsider involvement

One insider

At least two insiders are involved

• Insider conspiracy¼without outsider involvement

• Group defection¼with outsider involvement

Multiple insiders
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5 Limitations

Our conceptualization consists of some limitations [16]. First of all, separating acceptable

from unacceptable behavior is far more complicated than assumed in our study [99,100].

While the organization can provide guidelines to its members to behave appropriately,

insiders are daily confrontedwith several unforeseen events. This implies that the insider’s

behavior cannot be exactly prescribed and that a certain discretion is needed. However,

“this does not give them carte blanche to do as they wish” [101] as the discretionary

power is limited and acceptable as long as “any fluctuations between perceived intentions

and actions do not exceed the [organization’s] expectations” [102]. Trying to provide

insiders with directions on how to handle organizational assets beats the alternative sit-

uation of anarchy in which insiders are allowed to do whatever they want.

Secondly, despite the (sometimes) ambiguous character of the norms provided by the

organization, which might lead to a discrepancy between the interpretation of the norm

by the insider and the interpretation of the norm by the organization, the study is based

on organizational norms rather than organizational rules. While there always apply some

formal rules and regulations within the organization, we believe it is unwieldy for an

organization to formalize all expected behavior in rules and regulations. Instead, it should

be the organization’s objective to create a strong organizational culture to guide the

behavior of its employees [103]. This implies that the organization should aim to persuade

its members with argumentation and justification into accepting the organizational

norms, rather than to hegemonically enforce a regulatory framework without the general

acceptance of its members [104,105].

Thirdly, it should bementioned that insiders always have the opportunity (or even the

propensity) to claim that an observed deviation of the organizational norms was unwit-

ting because they were not aware of the norm, because they lack the skills to comply with

the norm or because they argue it was an accident. Although this can be the case, we

argue that in most instances the organization can accurately evaluate whether the insider’s

misuse of privilege is witting or not, as well as whether the claim of unawareness or

incompetence is credible or not [15,106]. By any means, it should be the organization’s

first objective to communicate to its insiders in a clear way which behavior is expected to

make sure they are aware of the applicable organizational norms and to train them to

acquire the necessary skills that enable norm compliance [107].

Fourthly, many of the answers to the W’s and How questions on which the typology

is grounded are based on subjective interpretations rather than objective observations

[100]. Given that one single story consists of several aspects, insider threat cases can be

categorized according to the interpretation of the reader. In other words, each reader will

have his or her way of looking at the story, reading it from their perspective. The dis-

tinction between negligent and well-meaning insiders is, for instance, a thin and ambig-

uous line, as illustrated by the case of John Deutch who as a CIA director “handled highly
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sensitive classified information on an insecure computer connected to the internet” [9].

Here, it can be argued that the insider had well-meaning intentions and handled in the

interest of the organization or that the insider was negligent and handled in his

self-interest. The categorization of such ambiguous cases as negligent or well-meaning

insider threats, therefore, depends on the persuasiveness of the insider.

An interrogation of the insider can indicate why the insider deviated from the organi-

zational norm, but precaution is still recommended as the insider has the propensity to lie

and control the truth. Referring back to the case of Oleg Savchuk who allegedly sabotaged

the computer system of the IgnalinaNuclear Power Plant, Bunn and Sagan indicate that he

did not only do it “to call attention to the need for improved security” [9], but also “to be

rewarded for his diligence” [9]. It can be assumed that during an investigation, the insider

has the propensity to put more emphasis on the former (that is, well-meaning) than on the

latter (that is, ego). Although each insider threat indeed has alternative readings, the quest

for the veracious interpretation of the insider threat resembles our judicial system, where a

breach of law is investigated and each party involved has the opportunity to give its inter-

pretation of the facts. Ultimately, the interpretation that is most likely to be true determines

the alleged guilt of the perpetrator. It is therefore believed that, in similarity with the judi-

cial system, a thorough investigation of the insider threat, collecting evidence à charge and à

d�echarge by taking into account the perspective of the different stakeholders that are

involved and giving them the possibility to explain their version of events, should make

it possible to properly judge the situation.

6 Conclusion and discussion

Based on our findings, the following conclusions can be made. First, the division of the

insider threat into different domains and categories “does not mean that these categories

are readily formed and should be hunted down and exposed” [99]. Instead, the domains

and categories are just indicative of the different characteristics of the insider threat prob-

lem and the possible scenarios in which the insider threat can take place. It is not argued

that, for instance, the examples that were given to illustrate the different motivations only

apply to that specific category, as motivation is difficult to observe and subject to inter-

pretation [15]. The goal of the study was therefore not to claim that insider threats should

be siloed into these categories. Instead, the study simply wants to illustrate the variation of

insider threats, like the variety of motivations that might urge an insider to misuse his

access. In similarity with Eoyang’s interpretation of espionage, who indicates that

“espionage is not unitary and simple behavior; we must treat it as a class of criminal

behaviors and not as a single distinct crime” [108], insider threat should be interpreted

as a class of threats and not as a single distinct threat.

76 Management and engineering of critical infrastructures



In this chapter, we took the first step to analyze this class of threats to critical infra-

structure. Insiders who constitute a threat to critical infrastructure can have a signif-

icant impact on the vulnerable assets of the organization and ultimately cause

irreparable damage to its activities and reputation. To tackle this problem properly,

organizations in critical infrastructure need to have a good understanding of the

threats that they face. By gaining a proper understanding of the different types of

insider threats, critical infrastructure organizations can implement adequate policies

to mitigate intentional misconduct among their members. The current study can serve

as a framework that can guide security professionals into getting a better understand-

ing of the phenomenon.

Nevertheless, more empirical studies are needed to consider the validity of the typol-

ogy presented in this chapter and to develop possible mitigation strategies. In this light, it

should be clear that each organization belonging to critical infrastructure should make an

organization-specific threat analysis to examine which of the threats apply to their orga-

nization, and a corresponding risk analysis to evaluate the odds that correspondwith those

threats. We urge each organization to interpret the insider threat within its organizational

context. We believe that our (nonexhaustive) typology might help organizations in this

difficult exercise. The diversity of insider threats implies that there is not one holy grail

that can mitigate the insider threat problem, but that a tailor-made approach is needed

[109]. The typology might be a good starting point in the development of such a tailor-

made approach, both to create awareness of the topic within the organization as well as to

brainstorm about the different types of insider threats applicable to the organization. Sub-

sequently, the organization can use risk assessments build on the conclusions of the insider

threat typology to determine the probabilities and impact that are associated with these

different scenarios.

With our study, we paved the way for future research that might apply our typology

to less-security-minded sectors. Although some organizations dismiss the applicability of

insider threats to their organization, referred to by Bunn and Sagan [9] as theNIMO (Not

in My Organization) bias, the insider threat is generally considered to be a threat that is

universal and therefore applicable to every organization [24,25]. Or as Gelles [7] indi-

cates, “[i]nsider threats exist within every organization because employees, or insiders,

comprise the core of an organization’s operational plan and are the key drivers of its busi-

ness objectives”. As illustrated in this chapter, the insider threat is a nondiscriminatory

threat that applies to organizations across different countries and sectors, including the

financial sector [21], the nuclear sector [68,110], the energy sector [111,112], the aviation

sector [20,34,35,109], the military sector [8,113,114], the intelligence and security ser-

vices [108,115,116], the pharmaceutical sector [94] and so on. We believe our typology

outlined, in this chapter, might help to understand the complexity of the insider threat to

these (and other) sectors and organizations.
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1 Introduction

The term “critical infrastructure” (CI) refers to systems and assets that are vital to a

nation’s physical security, economic security, or public health [1,2]. Critical infrastruc-

ture systems (CIS) provide essential services for modern society [3]. Such separate but

interdependent systems coexist in modern societies to form a socio-technical system

of systems with complex behavior and provide critical economic and societal services

in critical domains such as water and energy supply, telecommunication, transportation,

power systems, agriculture, banking, health, education, and public administration [4,5].

In these domains, business ecosystems have started to be developed around digital plat-

forms for efficiency, scalability, smartness, and security. According to Argyroudis et al.

[6], digital technologies supported by collaborative partnerships are essential for CI.

Public-private partnership (PPP) for CI, for example, can be viewed as business ecosys-

tem, which is a network of interrelated companies, such as governing bodies/regulators,

private owners or financiers, operators, service providers, lobbies, and users/

customers [7].

However, not all CIS are successful because of invulnerability to disruptive events

such as cyber or physical attacks, natural disasters, epidemics, wars, and faulty operations

or accidents that may cause cascading effects and threaten business continuity [8]. Yet,

resilience towards such threats is essential for the health and continuity of digital business

ecosystems (DBEs), especially in CI sectors, to ensure public safety, economic success,

and human well-being [9]. Resilience, both technical and organizational, and business

continuity are key to CI and they can benefit from collaboration, which enables

co-innovations and co-creation in business ecosystems [10,11]. While the likelihood

of co-creation in a DBE can be increased throughmember acquisition if an improvement

in ecosystem health. As such, there is a circular causality among co-creation, DBE health,
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and resilience, meaning it is necessary to analyze the relations between the health and

resilience of such complex, interconnected, non-linear adaptive systems using the system

dynamics methodology. Traditional analytical approaches do not scale or are not suffi-

cient to analyze the system. A holistic, system thinking and modeling approach identifies

the key variables and their interactions that impact the health of the critical DBEs. System

dynamics is a useful approach to understand the complicated relations in complex

dynamic systems and a powerful tool to analyze system behavior [12].

To the best of our knowledge, at the time of writing this manuscript, no attempt has

been made to construct a dynamic conceptual model focusing on the DBE health and

resilience for CI. Thereby, this study aims to identify the key variables of the health

and resilience of critical DBEs, examine the cause-and-effect relationships among them,

and construct a dynamic conceptual model based on existing literature and the views of

an interdisciplinary team. To build the model, the relevant theoretical knowledge from

the DBE, CI, and resilience literature is reviewed, and all elements that might play a role

are specified. An initial causal loop diagram is created after the key causal effects, and feed-

back loops between these variables have been discovered. An interdisciplinary team of

authors examines the diagram before presenting the final conceptual model to validate

the model. In the end, the importance of elements that impact DBE health is highlighted

by examining feedback loops. The study may benefit researchers by presenting a holistic

view of the elements, relations, and dynamics of DBE health and resilience, while it has

implications for practitioners by improving their understanding of DBE administration in

CI sectors.

The rest of this chapter is organized as follows. The study’s background is presented in

Section 2. The selected research approach is explained in Section 3. The developed

dynamic conceptual model is described and a causal loop diagram, which is modeled

using the simulation tool Vensim is presented in Section 4. Section 5 explains the vali-

dation of the model. The results and contributions to the research are discussed in

Section 6. Finally, Section 7 brings the paper to a close.

2 Background

This section provides the background of the study, which includes the resilience and

health of DBEs for CI, and system dynamics subjects.

2.1 Digital business ecosystems
Business ecosystems are economic communities of interacting species like corporations

and individuals in the business environment [13,p. 26]. Digital innovations have enabled

the development of DBEs [14]. Business ecosystems have been usually evolved around

digital platforms as DBEs, which are defined by Nachira [15] as “a digital environment pop-

ulated by digital species.” Multi-sided platforms, collaboration platforms, or platform-based
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ecosystems present a socio-technical environment based on collaboration among actors

and provide technological infrastructures to create value [14]. They allow collaborations

among heterogeneous members from different geographical regions via digital opportu-

nities for a common purpose [16]. Value co-creation is achieved by combining the value

chain and platform logic [17]. Therefore, they support collaborative value creation [17]

and enhance product innovation [18].

With the deployment of new digital technologies, digital systems within CI sectors

have also increased [19]. CI is defined as “an asset, a system, or a part of it necessary to maintain

society’s vital functions, health, safety, security, or economic or social welfare” [5]. Although it

varies by nation, common CI sectors identified include energy, transportation, water,

telecommunication, health, financing, food supply, and public administration. Digital

technologies supported by collaborative partnerships like PPP, are essential for CI [6].

The actors of such a business ecosystem can interact with each other for knowledge shar-

ing and value co-creation through a digital platform and this DBE can ensure efficiency,

quality, and cost-effectiveness in value creation and delivery [7].

However, not all DBEs are successful, and, for business continuity, DBE health is

essential. Productivity, robustness, and the ability to create niches are three factors for

healthy business ecosystems identified by Iansiti and Levien [20]. According to Iansiti

et al., keystones, dominators, hub landlords, and niche players have roles in structuring

DBEs. Keystones improve the health of the business ecosystem, which also affects their

own development. Dominators enable vertical or horizontal integration and have the

rights to manage the network. Hub landlords, for instance, have a low physical presence

with few network nodes and provide little value to ecosystems. Furthermore, niche

players constitute a large part of the ecosystem both in mass and variety. This structure

leads to network effects and there will be an exponential increase in the benefits provided

by a network node as the total number of nodes increases considering the effect of one

actor’s actions on the well-being of the other [16]. Therefore, business ecosystem health

is impacted by the collaboration of individual members [21].

Another concept that supports managers when protecting their systems against both

foreseen and unpredicted events is resilience [5]. Former disruptive events, such as

COVID-19, have demonstrated that CI organizations need to improve CI’s safety

and continuous operation against foreseen and unpredicted events [22]. Resilience

and business continuity are key to CI and risk identification and problem-solving by col-

laborative networks enhance them [11]. System resilience is described by the National

Research Council [23] as the system’s preparedness, absorbability, recoverability, and

adaptability against disruptive events. Bruneau et al. [24], for example, stated four prop-

erties of both physical and social systems’ resilience, these are (i) robustness, (ii) rapidity,

(iii) redundancy, and (iv) resourcefulness. In addition to the preventive focus of risk man-

agement, other scientists have introduced the concept of resilience against unexpected

events, considering contingencies and these properties of resilience [25]. Technical,
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organizational, economic, and social resilience are also studied as resilience dimensions or

domains [26]. Scholars stated that the most relevant domains for CI sectors are techno-

logical and organizational resilience [27].

As the aforementioned literature demonstrates, there is a circular causality between

DBE health and resilience. A holistic, system thinking and modeling approach are nec-

essary to identify the key variables and their dynamic interactions that impact the health of

the DBEs in CI sectors. Therefore, the system dynamics methodology can be used to

analyze such complex, interconnected, non-linear adaptive systems.

2.2 System dynamics
System dynamics methodology is covered by early systems theory, such as in the works by

Von Bertalanffy [28], and based on system thinking, which is a causality-driven and holis-

tic approach to understanding the interactions among elements within complex systems

[29]. Direct causality, circular-feedback causality, and that the system’s dynamic behavior

is caused by the internal structure of it are some assumptions for system thinking [30]. The

methodology was developed in the late 1950s by researchers at the Massachusetts Insti-

tute of Technology under the leadership of Jay W. Forrester [30–33]. System dynamics

often use simulations to generate the dynamic behavior of models since finding analytical

solutions to most non-linear and complex feedback models are difficult or impossible

[34]. System dynamics methodology can be used to model and analyze the structure

and dynamics of complex and non-linear systems using a feedback perspective. Feedback

loops are employed to determine the dynamics that occur from these interactions. As

such, they are the engine of system dynamics modeling, and a feedback loop emerges

when the outcome of one action in a system influences its place of origin [35].

System dynamics methodology can be applied to business issues to develop corporate

strategies and effective policies, and to design better organizations, in addition to engi-

neering problems [33]. In literature, for example, system dynamics has been successfully

applied to many management subfields such as operations, organizational behavior, mar-

keting, behavioral decision-making, and strategy [36]. The technique has contributed to

strategic management in terms of many theoretical perspectives such as strategic planning,

organizational learning, stakeholder theory, knowledge elicitation, strategy formulation,

knowledge and resource management, project management, and performance

management [37].

In system dynamics literature, DBEs have been studied to analyze the performance

indicators [38], the success drivers [39], the evolution mechanism [40], the operational

mechanism [41], the development and competition [42], technological innovation and

value creation [43], and innovation diffusion [44]. The concept of resilience has also been

investigated using a system dynamic approach [45–48]; however, there are few studies on

DBE health [21].
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In summary, the literature indicates that there has been no clear attempt to develop a

dynamic conceptual model that focuses on bothDBE health and resilience, although they

are essential together for the DBE administration, especially in the CI sector.

3 Methodology

In this study, a system dynamic approach is used to analyze the cause-and-effect relation-

ships between the variables of the resilience and health of DBEs, especially for CI sectors,

to analyze the feedback loops formed by the relationships, and to construct the concep-

tual model.

A system dynamics methodology consists of problem definition, model conceptual-

ization, model formulation, testing, policy analysis, and implementation stages, which are

defined similarly by system dynamic scholars [30,31,33]. In this study, the first two stages

of the system dynamics methodology, which are the problem definition and the model

conceptualization, are applied in line with the purpose of the study (Fig. 1). The model

conceptualization phase of the system dynamics modeling is applied by examining the

real problem, listing all of the possible variables, identifying the major causal relations

among these variables, identifying the feedback loops, and constructing an initial causal

loop diagram [30]. Therefore, first, the relevant theoretical information in the DBE lit-

erature is examined to establish the model. For the literature review, Scopus and Web of

Science databases and Google Scholar are searched to access the relevant studies in the

resilience and health of DBEs and CI literature. A careful review of the literature involved

the key variables that have a potential role and the causal relations among them are iden-

tified. Only the concepts which have scientifically proven relationships are considered.

After the feedback loops are identified, an initial causal loop diagram is developed.

Vensim® PLE Plus simulation software is used for the construction of the causal loop

diagram. The initial causal loop diagram is examined by the interdisciplinary team, which

consists of four senior researchers in the fields of management and engineering and the

final conceptual model is obtained.

4 Model conceptualization

The aforementioned disruption events may pose a danger to business continuity. Resil-

ience, both technical and organizational, is essential for the health and financial perfor-

mance of critical DBEs. On the other hand, resilience can benefit from collaboration,

co-creation, and co-innovations in DBEs. DBEs are so complex and thus system dynam-

ics can be used tomake sense of the cause-effect relations that are important for preserving

DBE health and supporting resilience. For this reason, the dynamic conceptual model is

established through a holistic combination of related concepts to understand how to

ensure a healthy environment in DBEs. Combining these three lines of research resulted
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in three sub-structures for the model, which are collaboration and value creation, DBE

health, and disruption and resilience.

In this section, the sub-structures, their elements, the interactions between them, and

the feedback loops, which form the conceptual model, are explained and the final causal

feedback loop diagram is created. At the end of the section, the analysis of how the whole

structure might be affected by disruption events is provided.

In system dynamics, a causal feedback loop diagram is used to visualize the structure of

a system. The arrows in a causal loop diagram demonstrate the causal relationships among

the elements. Arrows with a plus (+) indicate that both elements change in the same

Fig. 1 The process of the dynamic conceptual model construction.
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direction whereas a minus (�) means that the change in the opposite direction. The rein-

forcing loops are shown by “R,” whereas the balancing loops are denoted by “B.”

The first sub-structure is the co-creation sub-structure, which consists of platform

development, value creation to customers, customers, platform revenue, total DBE

members, collaboration level, and innovation capability elements. The definitions of

these elements for this study are provided in Table 1.

The evidence in the literature to the relations between them are outlined in Table 2.

Platform development enhances value creation by the developments in service concepts

and technical performance [42]. While value creation attracts more customers, revenues

from them can be used in platform development, which can be described with the cre-

ation of a service idea and technical performance improvement. Moreover, the total

number of ecosystem members changes with the changes in market opportunity and

the number of customers. More ecosystem members mean a higher collaboration level

Table 1 The co-creation sub-structure elements.

Sub-structure
elements Definitions

Platform development Service concept development and development of the technical

performance of a DBE

Value creation to

customers

Creating value for DBE customers to aid in the sale of goods and

services

Customer The person who buys goods or a service offered by collaborators in a

DBE

Platform revenue The revenue derived from customers utilizing a platform

Total DBE members Total number of customers and collaborators in a DBE

Collaboration level The level of collaboration among the ecosystem members in a DBE

Innovation capability The capacity to successfully produce, utilize, and develop new ideas in

a platform

Table 2 The relations among the co-creation sub-structure elements.

Element relations References for the relations

Platform development ➔ Value creation [42]

Value creation ➔ Customer

Customer ➔ Platform revenue

Platform revenue ➔ Platform development

Customer ➔ Total DBE members A general rule

Total DBE members ➔ Collaboration level A general rule

Collaboration level ➔ Innovation capability [49]

Innovation capability ➔ Value creation [50]

Innovation capability ➔ Learning and growth [21]

Platform revenue ➔ Financial performance A general rule
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among the members. Collaboration with other members may be extremely beneficial to

a company’s ability to innovate [49]. The capacity to successfully produce, utilize, and

develop new ideas is known as innovation capability [51]. The ability of organizations

to innovate may be viewed as a prerequisite for the creation of new value [50]. Moreover,

it enhances the learning and growth perspective of a business ecosystem [21]. Eventually,

a change in platform development impacts the DBE health and keystone performance

through value creation, platform revenue, and innovation capability [21,52].

As indicated in Fig. 2, the relationships between the elements formed the following

two reinforcing loops (they are examined together with other loops at the end of this

section):

The second sub-structure is the DBE health sub-structure, which includes the DBE

health, value creation to customers, customers, robustness, productivity, keystone per-

formance, financial performance, learning and growth, market opportunity, and total

DBE members elements (Table 3).

The causal effect relations between the elements of the DBE sub-structure are given

in Table 4. For sustainable business ecosystems, it is crucial to maintain and improve their

health [53]. Iansiti and Levien [20] identified three success factors for business ecosystems

including (i) productivity, (ii) robustness, which means the capabilities of surviving across

threats and changes, and (iii) the ability to create niches and opportunities. Keystones

have the most influential roles in structuring a successful business ecosystem by contrib-

uting the productivity. According to Yim et al. [21], there is a circular feedback causality

among business ecosystem health, keystone performance, and productivity. Keystone

performance improves with the increase in learning and growth and financial

Total DBE

members

Innovation

capability

Learning and
growth

+

Value creation to

customers

Customers

Platform

revenue

+

+

Platform

development

+

+

Collaboration

level

+

+

+

+

R1

R2

Financial
performance

+

Fig. 2 The co-creation sub-structure.
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performance [52]. There is another circular feedback causality among DBE health, key-

stone performance, market opportunity, total DBE members, and productivity [21]. An

increase in DBE health will increase the keystone performance, and then create market

opportunity, in the end, improve business ecosystem health by increasing productivity

and robustness [20,21,53].

The DBE health sub-structure is combined with the co-creation substructure (Fig. 3).

The links of each sub-structure are shown in different colors. An additional four

Table 3 The DBE health sub-structure elements.

Sub-structure
elements Definitions

DBE health A DBE’s financial well-being and strength to continue to create

opportunities for its domains

Value creation to

customers

Creating value for customers to aid in the sale of goods and services in a

DBE

Robustness The capability of a DBE to absorb the impacts of a disruptive event and

surviving

Productivity A network’s ability to transform resources into goods and services

Keystone

performance

The financial performance of DBE leaders

Financial

performance

The capacity of a platform to generate profit from its economic

activities, after subtracting all related costs

Learning and growth Changes and improvements that a platform needs to make to realize its

vision

Market opportunity The chance to respond to a market need or interest in a DBE

Total DBE members Total number of customers and collaborators in a DBE

Table 4 The relations among the DBE health elements.

Element relations References for the relations

Value creation ➔ DBE health [20,21]

Robustness ➔ DBE health

Productivity ➔ DBE health

DBE health ➔ Keystone performance

Keystone performance ➔ Productivity

Financial performance ➔ Keystone performance [52]

Learning and growth ➔ Keystone performance

Keystone performance ➔ Market opportunity [20,21,53]

Market opportunity ➔ Total DBE members

Total DBE members ➔ Productivity

Total DBE members ➔ Robustness

Robustness ➔ DBE health
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reinforcing loops are formed by combining the relationships between the DBE health

sub-structure elements and co-creation substructure elements. These loops are

The last sub-structure is the disruption and resilience sub-structure, which consists of

the disruptive events, disruption, resilience, technical resilience, robustness, recoverabil-

ity, organizational resilience, risk management, learning and growth, platform develop-

ment, cost, and financial performance elements (Table 5).

When disruptions adversely affect the development of a platform, a change in

platform development results in a circular feedback causality [42]. Resilience was

defined by Berkeley Iii et al. [54] as the capacity to absorb, adapt to, and recover from

disruptions. Rehak et al. [27] studied CI resilience in terms of technical resilience and

organizational resilience. The “robustness” and “recoverability” of CI determine the

technical resilience [55], whereas organizational resilience is influenced by the knowl-

edge gathered from prior disaster [27]. Therefore, in the model, technical resilience is

strongly influenced by robustness, and learning and growth are the basis for

organizational resilience. Resilient subsystems cause less disruption during disruptive

events, and the recovery time is demonstrably shorter [27]. Therefore, resilience hurts

disruption. On the other hand, disruption cause recovery cost [46] and affect platform

development negatively whereas learning and growth from disruption take place [27].

The causal effect relations between the elements of the disruption and resilience

sub-structure are given in Table 6.
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Fig. 3 The co-creation and DBE health sub-structures.
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After the elements and causal effects of disruption and resilience sub-structure are

identified, an additional four reinforcing loops and a balancing loop are formed

(Fig. 4) as follows:

Therefore, the dynamic conceptual model of critical DBE health consists of ten rein-

forcing feedback loops and balancing feedback loop. The feedback loops tangent to each

Table 5 The disruption and resilience sub-structure elements.

Sub-structure
elements Definitions

Disruptive events Unforeseeable events that threaten a DBE

Disruption The harmful effects of disruptive events on a DBE

Resilience The capacity of a DBE to absorb, adapt to, and recover from disruptions

Technical resilience The robustness and recoverability of a DBE

Recoverability The capacity of a DBE to recover its function after a disruptive event

Robustness The capability of a DBE to absorb the impacts of a disruptive event and

surviving

Organizational

resilience

The ability and capacity of a DBE to adapt to and learn from disruptive

events

Risk management A DBE’s process of ensuring security/safety and strengthening

resilience at the prevention stage

Learning and growth Changes and improvements that a platform needs to make to realize its

vision

Platform

development

Service concept development and development of the technical

performance of a platform

Cost Recovery cost caused by a disruptive event to return the original

performance of a DBE

Financial

performance

The capacity of a platform to generate profit from its economic

activities, after subtracting all related costs

Table 6 The relations between the disruption and resilience sub-structure elements.

Element relations References for the relations

Robustness ➔ Technical resilience [55]

[27]Recoverability ➔ Technical resilience

Learning and growth ➔ Organizational resilience

Risk management ➔ Organizational resilience

Technical resilience ➔ Resilience

Organizational resilience ➔ Resilience

Disruption ➔ Learning and growth

Disruption ➔ Platform development

Disruptive events ➔ Disruption [46]

[55]Resilience ➔ Disruption

Disruption ➔ Cost

Cost ➔ Financial performance

97Health management of critical digital business ecosystems



other should be examined together. In the case of disruptive events, the feedback loop

R1 is affected adversely by disruption, the extent of its impact is dependent on resilience,

and platform development and value creation are interrupted. This interruption in value

creation causes customer loss and a decrease in revenues, which may decrease the invest-

ment for platform development. In the end, the value creation to customers is affected

negatively. R1 triggers the feedback loop R2 by the customer variable. Customer loss

leads to a decline in the collaborative level, which impacts innovation capability and then

value creation.

Therefore, value creation to customers is a notable variable of the platform-

development sub-structure and a driver of DBE health. A change in R1 or R2 triggers

all other feedback loops. A decrease in value creation and financial performance that
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Fig. 4 The final causal loop diagram.
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stems from a disruption event triggers the R3, R4, R5, and R6 and makes worse the

DBE health and keystone performance; however, an increase in learning and growth

after disruption improves them. The result of these loops determines the changes in

robustness that trigger the feedback loops R7, R8, R9, R10, and B1. A change in robust-

ness causes a change in technical resilience depending on the recoverability of the infra-

structure, while an increase in learning and growth improves organizational resilience

depending on risk management. Technical resilience and organizational resilience deter-

mine overall resilience, which has a significant role in the impact of disruptive events. As

time progresses, recovery can occur, or disruption can cause irreversible damage. There-

fore, the strengthening of resilience and thus DBE health are based on the continual

enhancement of the level of robustness, and learning and growth in addition to current

recoverability and risk management levels. It is necessary to develop a formal model to

better analyze the impacts of disruption events on DBE health.

5 Structural validation

One of the notable steps of system dynamics methodology is model validation [56].

Rather than trying to fully test the model, the aim is to increase the level of trust in

the model’s credibility in system dynamics [57]. Structure validity and behavior validity

are the two validation methods for system dynamics models. In this study, structural

validity is assessed since the only conceptual model is constructed. The structural validity

of a model refers to whether the model’s structure gives a meaningful explanation of real-

world relationships [30]. The direct structured tests are used to assess structural validity

[56]. In this study, the structure-confirmation and boundary adequacy (structure) tests,

which are suggested by several researchers [56–59] are performed for direct structure

validity, and the process is facilitated using the cause-effect graphing features of Vensim.

With the structure-confirmation test, the consistency of a model structure with the

real system structure is tested. It might be theoretical, based on generalized information

from the literature, or empirical, based on real-world correlations [56]. The structural

validity of the model is justified in this study by using existing models in the literature.

Moreover, the major relationships in the model are examined and validated by the four

experts, two information technology and two business, management, and organization

academicians. The interdisciplinary team also performs the boundary adequacy test to test

whether the model includes all important concepts for addressing the problem [56].

Cause-effect graphing aids model correctness evaluation by identifying causes and effects

and determining if they are correctly portrayed in the model [57]. Vensim’s “causal

tracing” and “documentation” functions are employed to aid this procedure [56]. Causal

tracing is a technique for determining the link between elements by displaying a tree of

causes and the uses of each variable [60].
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6 Discussion

In this study, a dynamic conceptual model is developed to describe the feedback relation-

ships between the resilience and health of DBEs, especially for CI sectors. The model

conceptualization phase of the system dynamics methodology is applied to construct

the model. This phase includes the following steps: (i) Listing all of the possible variables

related to the problem, (ii) identifying the major causal relations among these variables,

(iii) identifying the feedback loops, and (iv) constructing the causal loop diagram [30].

After constructing the causal loop diagram, interactions among the feedback loops are

examined and key variables for critical DBE health administration are identified.

The scope of the problem revealed three sub-structures, which are DBE health, resil-

ience, and platform development and collaboration. The variables of these sub-structures

and the relationship between them are identified by reviewing the related literature.

DBEs are collaborative platforms and the collaboration and its relations with the platform

development should be included in the model if the subject is DBE health. On the other

hand, resilience is required for protecting the DBEs in CI sectors against both foreseen

and unpredicted events. Therefore, both resilience and co-creation variables are linked

with the variables of DBE health.

The diagram (Fig. 4) shows the importance of resilience in the impact of disruptive

events on DBEs health and how the system feedback loops affect each other in a complex

way. During disruptive events, a decrease in DBE health is shown depending on robust-

ness, and it can return to the original level depending on organizational resilience and

recoverability. In the worst-case scenario, the disruption irreversibly affects the DBE

health and performance due to the low-level robustness. In the best-case scenario, the

DBE health and performance level raises to a higher level eventually than the original

level through higher robustness, recoverability, and adaptability values. It is necessary

to test the interaction of feedback loops with different disruption, recoverability, and risk

management values to see how the result is.

The causal loop diagram shows only the main effects and links in the model and there

may be other factors that need to be included in a final quantitative model. For example,

collaboration with external actors facilitates innovation capability depending on the level

of absorptive capacity [49]. This variable is not included in the developed causal loop

diagram since it can be included in the stock-flow diagram as an auxiliary variable, that

is, a constant. On the other hand, some variables (such as recoverability and risk man-

agement) that are not impacted by the other variables of the model, can be included

as auxiliary variables or linked with some auxiliary variables. In addition, some pertinent

variables, for example, other variables covered by the studies in Section 4, can be omitted

from the causal loop diagrams as they are outside the scope analysis, as well as the need to

ensure brevity and simplicity [61]. A balance needs to be struck between the creation of a

model that is too detailed or too simplified. Uncomplicated models also can be
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explanatory by focusing on only necessary details. A model that is too detailed will lose its

clarity and become harder to control and understand.

To date, the dynamic relationships between the resilience and health of DBEs have

not been investigated to any extent. The advantage of a causal loop diagram is the

unique potential to depict explicitly the structure of dynamic systems and processes.

Therefore, the developed model can provide an opportunity to explore the dynamic

structure of the resilience and health of DBEs. This study has implications for

researchers by providing a holistic view of the variables, relations, and dynamics of

the DBE health, especially for CI sectors. It provides a meta-structure that can frame

case studies, especially in CI sectors to contribute to the understanding of the resilience

and health of DBEs dynamics. It has implications for practitioners such as managers at

keystone firms, by enhancing their visualization of the decision-making on DBE

administration. For example, they may utilize the structure to test the different disrup-

tion and resilience scenarios and understand the interactions between CI resilience and

DBE health, that the scenarios triggered.

This study has some limitations that could be considered in future studies. Model con-

ceptualization is the first step of system dynamics modeling and this study presents a causal

loop diagram, which provides a holistic view of the variables, relations, and dynamics of

the DBE health and resilience. These issues are important for further research, but until

there is sufficient scientific evidence, reasonable estimations of the relationships based on

the current literature are the first step in the modeling process. Although the feedback

loops tangent to each other are discussed together, it is important to examine the mutual

interactions of all six feedback loops and the evolvement of them together over time. For

this reason, a formal model must be developed to test the relationships among the vari-

ables by quantifying them, and the model should be validated and simulated to analyze

the behaviors of the key variables.

The scope of the developed model can be found simple. When this model has

been scrutinized and understood by those who are interested it could be extended

to a more complex model and examined in detail. The variable of technical resilience

and organizational resilience, for example, are discussed very superficially and can be

described in detail in future studies. It is also worth adding the elements of DBE archi-

tectural approaches and governance mechanisms and exploring their impacts on the

dynamics of DBE health. Moreover, different types of business ecosystems and col-

laborations with their different types of actors can be considered in future dynamic

models.

This study can be improved in the future by followingmethodologies: Constructing a

stock-flow diagram, testing it with case studies in various CI sectors; adopting a statistical

approach to understand the causality within and between the variables and developing a

conceptual model; and integrating ecosystem actors as agents in the model and linking it

with an agent-based modeling approach.
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7 Conclusion

This studymakes the first attempt to develop a dynamic conceptual model by considering

interactions and feedback loops between the variables of the resilience and health of crit-

ical DBEs. Key variables and relations are defined, and feedback loops are identified.

A causal loop diagram is constructed using the feedback loops. It consists of three

sub-structures, which are co-creation, DBE health, and resilience sub-structures. Inter-

actions between feedback loops and potential changes in the sub-structures are described.

The conceptual model provides an overview of the processes that should be considered

when developing policy to administrate DBE health. The study reveals that the effects of

disruptive events on DBE health depend on robustness while returning to the original

level of DBE health depends on organizational resilience and technical resilience. More-

over, collaboration, which is one of the main characteristics of a DBE, improves DBE

health by enabling co-innovation and co-creation among DBE members. For future

studies, it is recommended to construct a formal model by quantifying relationships

among the variables and simulate the model to analyze the behaviors of the key variables.
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1 Introduction

Emergency management systems are critical systems that are established to steer the

necessary resources to minimize the negative effects of disasters, such as earthquakes

[1]. Disasters that can negatively influence critical infrastructures such as communication,

electricity, gas and water networks, roads, bridges, and centers for task forces such as

police departments, fire stations, and hospitals, must be handled with high efficiency.

Efficiency in emergency management is also important to restrict the number of

casualties.

Emergency services are defined as aid services to deal with accidents and urgent

problems [2]. Naturally, there may be many possible ways to plan, establish, and run

emergency services [3]. The location of the logistic centers, the number of assigned

aid workers, and the availability of task forces and their equipment, all influence the

efficiency of emergency management. Moreover, there may be several kinds of alterna-

tive strategies for prioritizing and compromising resources.

Most importantly, to decide on the efficiency and effectiveness factors, one needs to

agree on criteria to qualify, compare, and select the better-performing alternatives. In the

literature, key performance indicators (KPIs) [4,5] are defined as a means of measuring a

company’s progress toward the desired goals. KPIs are defined for many kinds of

businesses and domains. They are generally used as a reference framework for improving

the quality of businesses. Unfortunately, to the best of our knowledge, there are no

significant publications on the definition and use of KPIs for emergency management.

We consider it essential to define rigorous KPIs so that they can be computed based

on the measured and/or simulated parameters of the emergency management centers.

The novel contribution of this chapter is twofold. It introduces 14 KPIs and defines

them as algebraic specifications. The KPIs are organized into three categories: Through-

put, time performance, and supply and demand performance. Second, an intuitive

explanation of a selected set of KPIs is given based on four disaster examples and

emergency management center configurations.
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This chapter is organized as follows. The following section introduces the back-

ground work and the research questions. The definition of KPIs is given in Section 3.

Section 4 presents examples where a set of KPIs are implemented and intuitively eval-

uated. Section 5 includes a discussion about the threats to the validity of the presented

solutions. A proof-of-concept implementation is presented in Section 6. Finally,

Section 7 gives conclusions.

2 Background work and research questions

2.1 Background work
Although the introduced formulas and techniques are general in nature for any disaster

management, for illustration purposes, this chapter takes an earthquake as an example of a

disaster. An earthquake can be defined as the sudden movement of the Earth’s surface [1],

which may cause considerable damage in case of high intensity. Depending on the

mechanics of the soil, the construction of the buildings, and the intensity of the earth-

quake, disasters of the kind “collapse,” “flood,” “fire,” and “landslide” can be experi-

enced. Consequently, casualties of persons and animals, and destruction of properties

are likely to happen.

To ease the negative effects of disasters and to carry out aid operations efficiently and

effectively, emergency control centers and systems are established [2,3]. When an earth-

quake occurred, emergency control centers receive emergency reports from various

kinds of sources such as victimized persons, telephone calls, authority reports, sensors,

drones, and satellite images [6,7]. Control centers analyze the characteristics of earth-

quakes and activate the necessary task forces such as rescue teams, firefighters, security

forces, medical teams, and repair teams.

To increase the efficiency of the overall process, emergency management centers may

adopt different kinds of computer-aided systems such as sensors and IoT networks, com-

munication systems, decision support systems, and logistic systems [8,9] (Chapter 10).

To determine the efficiency of business operations, KPIs are defined. In the Cam-

bridge dictionary, a KPI is defined as “a way of measuring a company’s progress toward

the goals it is trying to achieve” [4].

KPIs are defined for a large category of businesses [5,10].Within the context of emer-

gency management, KPIs are studied mainly from three perspectives: Disaster metrics,

emergency preparedness, and emergency handling. Along this line, various studies have

been published for humanitarian aid [11], tsunami preparedness [12], accident hazards

preparedness [13], hospital emergency handling [14,15], and traffic incident

handling [16].

To measure KPIs, some researchers propose simulation-based methods. Discrete

event simulation is one of the commonly used methods, especially in virtual time-based
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simulations [17]. Simulation techniques are applied in a large category of applications

[18,19], and various libraries are developed for software programmers [20,21].

Unfortunately, to the best of our knowledge, KPIs for emergency management cen-

ters and systems for disasters such as earthquakes have not been studied before.

2.2 Research questions and research method
To define the relevant KPIs for emergency management centers, it is considered impor-

tant to address the following two research questions:

q1. What are the relevant KPIs for emergency management, and how to mathematically

formulate them?

q2. How to design and implement a proof-of-concept realization of a software system to

measure KPIs?

As for the research method, the following two approaches are combined:

m1. Algebraic formulation: KPIs are expressed as algebraic formulas.

m2. Emergency generation and discrete event simulation: Emergencies are simulated

based on probabilistic distribution functions and discrete event simulation is used

for emergency handling processes in which KPIs are measured.

3 Definition of key performance indicators for emergency
management

In the UML activity diagram, Fig. 1 depicts a set of typical emergency management pro-

cedures which are considered relevant in determining the KPIs. The activity “Occurred”

represents the existence of an emergency condition that is reported to the control center

through various communication channels such as telephone calls and authority reports.

Reporting is represented by the activity “Transferring.” The registered emergencies are

processed by the activities “Registering” and “Processing,” respectively. Depending on

the types and size of emergencies, various task forces are activated which are shown as

“Task Force 1” to “Task Force N.” The activity “Handled” corresponds to the final state

of operations. The dashed and dotted vertical lines in the figure correspond to the time

points and the activities where certain KPIs are defined and applied, respectively. The

actor “Emergency Manager” is responsible to determine which KPIs are to be evaluated.

3.1 Throughput
Throughput is considered one of the fundamental performance indicators of a system. It

indicates the number of elements that are processed by the system in a unit of time. The

kind of an element depends on the process. For instance, in computer networks, it is a bit

of information, in factories, it is the product that is manufactured. In our case, it is an

emergency instance that is handled. Throughput can be computed at different levels

and for different element kinds.
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Fig. 1 A typical set of procedures of an emergency management system.



3.1.1 Throughput of the control center

tcr t1, t2ð Þ ¼ e�E j t1 � pc eð Þ � t2f gj j (1)

Here,

• E is the set of emergencies.

• pc(e) is the completion time of the processing by the control center.

• t1 is the start of the throughput measurement time.

• t2 is the end of the throughput measurement time.

An emergency instance is defined as a septette:

ei ¼ Ki, I i,Pi,Ti,Li,Oi,Mið Þ (2)

where

• ei is the ith emergency instance.

• Ki is the kind. K is the set of names {Fire, Collapse, Flood, Landslide, Unhealth}.

• Ii is the intensity. I is the set of names {Low, Medium Low, Medium, Medium High,

High}.

• Pi is the kind of physical object. K is a set of names {Factory, Government Building,

Historical Building, Hospital, Museum, Residence, Office Building, Religious Build-

ing, Restaurant, School, Shopping Center, Shop}.

• Ti is the time when the ith emergency instance occurs.

• Li are the coordinates of the location.

• Oi is the occupation of the physical object. It is measured by the number of people.

• Mi is the state.M is the set of names {Occurring, Transferring, Queueing, Allocating,

Dispatching, Acting, Finalizing}. If necessary, the state Acting can be further decom-

posed into Firefighter Team Acting, Medical Team Acting, etc.

3.1.2 Throughput of the control center per kind

tcrk t1, t2, kð Þ ¼ e�E j k eð Þ ¼ k, t1 � pc eð Þ � t2f gj j (3)

Here,

• E is the set of emergencies.

• pc(e) is the completion time of the processing by the control center.

• t1 is the start of the throughput measurement time.

• t2 is the end of the throughput measurement time.

• k is the emergency kind concerned.

• k(e) is the kind of emergency e.
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3.1.3 Overall throughput

to t1, t2ð Þ ¼ e�E j t1 � ptf eð Þ � t2f gj j (4)

Here,

• E is the set of emergencies.

• ptf(e) is the completion time of the processing by the task forces.

• t1 is the start of the throughput measurement time.

• t2 is the end of the throughput measurement time.

3.1.4 Overall throughput per kind

tok t1, t2, kð Þ ¼ e�E j k eð Þ ¼ k, t1 � ptf eð Þ � t2f gj j (5)

Here,

• E is the set of emergencies.

• ptf(e) is the completion time of the processing by the task forces.

• t1 is the start of the throughput measurement time.

• t2 is the end of the throughput measurement time.

• k is the emergency kind concerned.

• k(e) is the kind of emergency e.

3.2 Time performance
Time performance is generally considered an important factor in emergency handling

since delays in the processing of emergency conditions may lead to higher damages

and casualties. As shown in the following, time performance can be measured from var-

ious perspectives.

3.2.1 The average duration of processing by a control center

adp ¼ 1

Ej j
XEj j

i¼1

pc eið Þ � a eið Þ (6)

Here,

• E is the set of emergencies.

• pc(e) is the completion time of the processing by the control center.

• a(e) is the arrival time.
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3.2.2 The average duration of intervention

adi ¼ 1

Ej j
XEj j

i¼1

ptf eið Þ � pc eið Þ (7)

Here,

• E is the set of emergencies.

• ptf(e) is the completion time of the processing by the task forces.

• pc(e) is the completion time of the processing by the control center.

3.2.3 The average overall duration
It is the sum of the average duration of processing time and the average duration of inter-

vention time.

ado ¼ 1

Ej j
XEj j

i¼1

ptf eið Þ � a eið Þ (8)

Here,

• E is the set of emergencies.

• ptf(e) is the completion time of the processing by the task forces.

• a(e) is the arrival time.

3.2.4 The average duration of awareness time
It is the average reporting time of emergencies.

ada ¼ 1

Ej j
XEj j

i¼1

a eið Þ � Ti (9)

Here,

• E is the set of emergencies.

• a(e) is the arrival time.

• Ti is the time when the ith emergency instance has occurred.

3.3 Supply and demand performance
Supply and demand models are useful to determine the KPIs for emergency manage-

ment systems. From this perspective, emergency conditions demand a set of aid oper-

ations, which are modeled as a supply. A supply is a set of resources that are necessary for

detecting, transferring, and processing emergency conditions, and for dispatching and

allocating tasks forces for aid operations. If supply is sufficient for the demand,
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emergency conditions can be handled without unnecessary delay. Otherwise, queues

are likely to occur for the resources. Depending on supply and demand conditions,

queues may emerge for each resource.

3.3.1 Agility factor of control center (bandwidth)
This KPI determines the agility of a control center concerning the change in the number

of the emergency conditions.
1

ada� ado
(10)

Here,

• 1=ada is the frequency of emergency arrival.

• ado is the average overall duration.

3.3.2 Queue length

ql tð Þ ¼ e�E jM e, tð Þ ¼ “Queueing”
� ��� �� (11)

Here,

• E is the set of emergencies.

• t is the measurement time.

• M(e, t) is the state of the emergency instance e at the time t.

3.3.3 Change of queue length

cql t1, t2ð Þ ¼ ql t2ð Þ � ql t1ð Þ (12)

Here,

• t1 is the start of the queue length measurement time.

• t2 is the end of the queue length measurement time.

3.3.4 The absolute emergency complexity factor
Emergency complexity factors give ameasure of the complexity of emergency conditions

that an emergency management system can handle. An emergency management center

that is planned and established for a relatively low-populated area cannot be compared

with a center of a large city. The following KPIs can be used to give a better evaluation

on the supply and demand basis.

aecf t1, t2ð Þ ¼
X

k�K

wk dk � rkð Þ, where
X

k�K

wk ¼ 1 (13)

Here,

• wk is the weighted factor of the kind k.
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• rk is the total number of available resources for the kind k.

• dk is the total number of demands for the kind k.

3.3.5 The relative emergency complexity factor
A relative emergency complexity factor is a Sigmoid function. If supply is much higher,

equal, or much less than the demand, this function approaches to zero, equals to 0.5, and

approaches to 1, respectively.

recf t1, t2ð Þ ¼ 1

1 + e�aecf t1,t2ð Þ (14)

Here,

• e is the natural number.

• t1 is the start of the complexity measurement time.

• t2 is the end of the complexity measurement time.

4 Examples

To intuitively explain the KPIs presented in the previous section, we will present four

examples.

1. Medium intensity earthquake—low in resources: There is an emergency man-

agement center processing 200 emergency conditions with a low number of

resources, 10 for processing the demands and 20 for the task forces in their aid oper-

ations. The computed KPIs are shown in Fig. 2.

2. High intensity earthquake—low in resources: There is an emergency manage-

ment center managing 400 emergency conditions with the same number of resources

as Example 1. The computed KPIs are shown in Fig. 3.

3. Medium intensity earthquake—medium in resources: There is an emergency

management center processing 200 emergency conditions with a relatively higher

number of resources than the previous example, 20 for processing the demands

and 40 for the task forces in the aid operations. The computed KPIs are shown in

Fig. 4.

4. High intensity earthquake—medium in resources: There is an emergency man-

agement center processing 400 emergency conditions with the same number of

resources as Example 3. The computed KPIs are shown in Fig. 5.
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Fig. 2 An example set of KPIs are calculated based on an emergency management center with
relatively low available resources (10–20) and managing 200 emergency conditions.
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Fig. 3 An example set of KPIs are calculated based on an emergency management center with
relatively low available resources (10–20) and managing 400 emergency conditions.
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Fig. 4 An example set of KPIs are calculated based on an emergency management center with
relatively high available resources (20–40) and managing 200 emergency conditions.
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Fig. 5 An example set of KPIs are calculated based on an emergency management center with
relatively high available resources (20–40) and managing 400 emergency conditions.
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Example 1. Medium intensity earthquake—low in resources
In Fig. 2A, the throughput of the control center is depicted against time which is

calculated by the formula (1). The throughput value increases to 50 with the

availability of resources, and when all the emergency conditions are dispatched to the

desired task forces, it naturally drops to zero. Here, the X-axis shows the simulation time.

Fig. 2B shows the emergency conditions which are queued for processing by the

authorities in the control center. When the authorities decide on the way how the

emergency conditions must be handled, the orders are prepared and dispatched to the

task forces. For simplicity, we assume that each emergency condition requires the

same number of resources, and each task force takes the same amount of time for the

aid operations.

As shown by Fig. 2C, this results in a throughput performance with a periodic

character; when the first group of tasks is delivered to the task forces, the throughput

value reaches to its peak, but soon the available resources are exhausted, and the

throughput value drops to zero until a new set of resources become available again.

This process continues until all the emergency conditions are handled.

Fig. 2D depicts that at first, the queue length of tasks waiting for the available tasks

forces reaches its peak value since the task forces demand more time to complete than

the processing time by the control center. The queue length gradually drops to zero,

when the task forces pick up all the queued tasks. This plot shows a staircase like

behavior since it is assumed that each emergency condition requires the same number

of resources, and each task force takes the same amount of time for the aid operations.

Fig. 2E shows the calculation of the processing time by the control center. Since the

number of emergency conditions are much higher than the available resources for

processing, the emergency conditions which are handled at a later stage, must wait for

a longer period for completion. This graph linearly increases because it is assumed that

each emergency condition demands the same number of resources.

The overall completion time is shown in Fig. 2F. Similar to Fig. 2D, this graph shows a

periodic character, with a difference in that the completion time naturally increases for the

lately handled emergency conditions. The increase in value is linear since by assumption,

each emergency condition demands the same number of task forces.

Fig. 2G plots the agility factor (a band with) of the control center. At first, the agility

factor is high because the control center can respond to the increase in emergency

conditions rapidly due to the availability of resources. When all the emergency

conditions are received and the available resources are exhausted, the agility factor

gradually drops to zero.

Since the number of emergency conditions are much higher than the available

resources, in Fig. 2H, the relative emergency complexity factor approaches to one

immediately at the beginning, meaning that the experienced disaster is much more

complex than the capabilities of the emergency management center. Here, it is

assumed that all disaster kinds have an equal weighting factor.
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Example 2. High intensity earthquake—low in resources
The difference between this example and the previous one is that the number of

emergency conditions are doubled to 400, while the number of resources remain the

same. We compare this example with the previous case.

Fig. 3A shows that although the number of emergency conditions waiting to be

handled are increased, the resources remained the same, and therefore the throughput

value remained at 50.

Due to the doubling of emergency conditions, the queue length shown in Fig. 3B is

also doubled.

In Fig. 3C, task forces must take more rounds to handle all the emergency conditions.

The overall throughput value remains the same.

Fig. 3D shows a staircase function, where more steps are necessary to reduce the queue

toward zero.

As shown in Fig. 3E and F, both the average duration of processing time and the

overall time are worsened.

The plot of the agility factor in Fig. 3G shows that at first the value is the same but

drops to zero in a steeper path.

Due to the increased number of emergency conditions, in Fig. 3H, the relative

emergency complexity factor has a slightly higher rate of rise than the previous example.

Example 3. Medium intensity earthquake—medium in resources
The difference between this example and the previous two is that the number of resources

is doubled. The number of emergency conditions is 200 as in the first example.

Compared to the previous two cases, Fig. 4A and B show that due to an increase in

resources, the throughput of the control center is increased, and the queue length is

reduced to zero in a shorter time. The same observation can be made also in Fig. 4C

and D.

The processing time and overall processing time decrease as well (Fig. 4E and F).

Fig. 4G shows that the agility factor of the control center is relatively higher than in the

previous cases.

Due to the increased number of resources, in Fig. 3H, the relative emergency

complexity factor has a slightly lower rate of rise than the previous example.

Example 4. High intensity earthquake—medium in resources
The difference between this example and the previous one is that the number of

emergency conditions is doubled to 400, while the available resources remain the same

as in the previous example. As expected, Fig. 5 shows that all KPIs are worsened

concerning the third example due to the increase in emergency conditions.
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5 Threats to validity

Concerning the research questions as presented in this article, we observe the following

threats to the validity:

1. KPIs are not validated with realistic test cases: It is considered important to con-

ceptualize the meaning and importance of the presented KPIs. There is a need for

examples that are simple and where intuitive explanation of KPIs is possible. To this

aim, for example, it is assumed that each emergency condition demands the same

amount of task forces, and all task forces take the same amount of time to complete

their duties. As a result, KPI plots are largely structural in character. If the task forces

would complete their duties at random times, for example, it would be much more

difficult to give an intuitive explanation of these figures. The novelty of this chapter is

to introduce a new set of KPIs for emergency management centers but not the appli-

cation of KPIs for realistic case studies.

2. Parameters are difficult to measure in realistic cases: One may claim that the

parameters that are used in the formulas are difficult to obtain.With the use of modern

monitoring and tracking systems, most of the parameters can be measured online and

registered on a server. The average duration of awareness time (formula 9) here is a

special case, where the exact time of the occurrence of the earthquake can be taken

from the seismic monitoring centers.

3. Parameters values may contain errors: In case data about the emergency condi-

tions are informally gathered, information about the coordinates, the intensity of the

disaster, the number of casualties, the impact on the location, etc., may contain errors.

These errors may be reduced by using multiple information sources, but the correc-

tion process can take some time and may not eliminate the errors completely. One

way to minimize such errors is to adopt an IoT-based information system infrastruc-

ture to gather data about emergency conditions more accurately (Chapter 10).

4. Irrelevance of the KPIs: One may question the relevance of the selected KPIs. The

KPIs defined in this chapter are consistent with the KPIs defined within other appli-

cation domains [5,10–16].
5. The KPIs definitions are incomplete: Of course, new KPIs can be introduced

when necessary. For example, the degree of lesser errors in the detection of emer-

gency conditions can be statistically formulated as a KPI. Measure such a KPI param-

eter online, however, can be difficult.

6 A proof-of-concept implementation

To understand the intuition behind the KPIs and to validate their utility, a software sys-

tem is developed in Python consisting of the following parts:
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1. Emergency condition generator: The main purpose of this part is to feed the sim-

ulator component with emergency instances, and it is implemented as a Python gen-

erator. Two different strategies are defined for generating emergencies: Parametric

strategy and fixed strategy. Various perspectives of the emergency creation process

such as randomized initialization of emergency attributes are parametrized in para-

metric strategy. In fixed strategy, all the emergencies and their attributes are prepared

beforehand and are passed to the next component before the simulation starts. Fixed

strategy, in a sense, can be considered a scenario writing tool. The latter strategy used

during the experiment.

2. The simulator: This component is built upon SimPy [21], a discrete event simula-

tion framework. SimPy works with Python generators and regards them as processes.

Time consuming tasks are considered as processes and each process requires a resource

to be executed. These resources should be shared across incoming requests. In the

proof-of-concept implementation, there are four different tasks regarded as processes:

Transferring, Registering, Processing, and Dispatching. Incoming emergencies pass

through the processes in the specified order. For each of these processes, several

resources are assigned to handle related tasks in their dedicated time interval.

3. Evaluator: This component contains the calculations to determine the predefined

KPIs. Matplotlib library is used to plot the KPI values. Intervals for each KPI are listed

below:

Throughputs: 50 ticks.

Average duration and agility factor: 50 ticks.

Relative emergency complexity factor: 20 ticks.

7 Conclusions

This chapter aims at defining and formalizing the relevant KPIs for emergency manage-

ment. In Chapter 3, 14 KPIs are introduced and described for this purpose. In Section 4, a

selected set of KPIs are implemented, tested, and the results are intuitively explained. In

addition, a list of threats to the validity of assumptions are discussed.We conclude that the

research questions as presented in this chapter are adequately addressed.

Acknowledgment

We appreciate the contribution of TOBB ETUMSc. Student S. C. Altunsoy in the formulation of KPIs.We

thank the Disaster and Emergency Presidency and, in particular, Nihan Karacameydan _Incemehmeto�glu for
her firm support. This work has been generously supported by the T€UB_ITAK B_IDEB program 2232 Inter-

national Fellowship for Outstanding Researchers.

123Key performance indicators of emergency management systems



References
[1] Cambridge Dictionary: “Earthquake”, Referred to on December 28, 2022.
[2] M.J. Fagel, R.C. Mathews, J.H.Murphy (Eds.), Principles of EmergencyManagement and Emergency

Operations Centers (EOC), CRC Press, 2021.
[3] M. Ryan, Planning in the emergency operations center, in: Technological Forecasting and Social

Change, 2013, pp. 1725–1731. 80(9).
[4] Cambridge Dictionary: “Key Performance Indicator”, Referred to on December 28, 2022.
[5] A. Coppola, et al., An integrated simulation environment to test the effectiveness of GLOSA services

under different working conditions, Transp. Res. Part C Emerg. Technol. 134 (2022) 1–20.
[6] S.M.S.M. Daud, et al., Applications of drone in disaster management: a scoping review, Sci. Justice

62 (1) (2022) 30–42.
[7] K. Kaku, Satellite remote sensing for disaster management support: a holistic and staged approach based

on case studies in sentinel Asia, Int. J. Disaster Risk Reduct. 33 (2019) 417–432.
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CHAPTER 6

Responding cyber-attacks and
managing cyber security crises in critical
infrastructures: A sociotechnical
perspective
Salih Bıçakcı and Ayhan G€uc€uyener Evren
Department of International Relations, Kadir Has University, Istanbul, T€urkiye

1 Introduction

Our modern societies and urban life routines heavily rely on continuous, systematic, and

proper operation of the Critical Infrastructures (CIs). We do not consider the presence of

such services in our daily lives until their services are disrupted. Electricity is the primary

source of energy for our several devices and controls. Several telecommunication systems

are not visible as services, but they are essential for the communication of various plat-

forms and components in our daily lives. The introduction of digitalization and hyper-

connectivity have altered CI management systems. The use of Industrial (Digital)

Control Systems (ICS) simplified CI functionality and control, but this paradigm also

resulted in enormous interdependency and complexity among various CI systems

(Fig. 1). Industry 4.0 has already introduced the Industrial Internet of Things (IIoT),

which changed our conventional approaches to network management in ICS.

Machine-to-machine communication complicates our cyber security playbooks and

configurations even further.

Indeed, the content of the CIs varies by country, and its criticality is determined by

the country. The primary concern is the function of CIs. By definition, CIs serve the

public and ensure that the state appropriately functions to maintain its role. Any inter-

ruption in CI services jeopardizes the state’s authority and capacity. This correlation is

also associated with the idea that CIs are a country’s most vulnerable points. To this

end, any disorder in CI systems might paralyze several interdependent sectors’ daily rou-

tines and functionality. The massive blackout on August 14, 2003 was one of the well-

known examples to understand the possible outcomes of such crises. The outage affected

eight Northeast states in the United States and approximately 50 million people. During

the blackout, the traffic lights stopped working, and passengers were trapped in subway
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cars. The crowds took the Brooklyn Bridge to commute home on foot. The 2003 mas-

sive blackout demonstrates the catastrophic consequences of such crises in the literature.

The economic and social criticality of the CIs makes them a soft spot and strategic

target in case of cyber and terrorist attacks. Recently, the digitalization of the CIs also

presented opportunities to the cyber threat actors, generating new attack surfaces, which

raised the number of cyber-attacks. While cyber-attacks targeting CIs are on the rise,

most existing studies are devoted to developing complex mathematical/engineering

models to comprehend the limits of machinery and relevant infrastructures that affect

CI’s functionality. However, all CIs comprise several components and machinery

encompassing multiple layers, including the physical, digital, and human layers. The

physical layer comprises the production sublayer, machinery, PCs, servers, sensors, gen-

erators, and hardware. Network, software, and SCADA/EMS systems are in the digital
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layer. Above all, the human layer, including technicians, engineers, and management, are

in attendance and are not just passive users [1]. However, they shape and define the over-

all CI ecosystem and interconnections among different layers. While cyber-attacks can

affect all these layers, attackers increasingly use semantic attacks that mislead the operators

and abuse the human-machine interaction interface.

The digitalization of CI automation systems speeds up and simplifies production, but

the process builds up several dependencies within a production line. The introduction

Industrial of the Internet of Things (IIoT) would also be increasing in the CIs as a

new component. The increasing interdependence and interaction between various

CIs complicate their management. Currently, the CIs are operated by public and private

operators. This significant division also requires detailed planning to coordinate various

CI operators critical to each other’s operationality. The private sector owns approxi-

mately 85% of the CIs in the market. However, these private companies must follow

the regulatory agencies and coordinate with public services. In addition to national-level

cooperation, some CI categories, such as Eurocontrol (the European Aviation Organi-

zation), Galileo (the European Global Satellite Navigation System), the European Elec-

tricity Transmission Grid network, and the European Gas Transmission Network,

require regional and global level coordination. Concerning this high level of interdepen-

dency, the tremendously evolving complexity and deepening uncertainty endanger the

management and functionality of CIs.

The increasing number of actors, both in the public and private sector, to handle the

crisis also entangles the process and jeopardizes information collection and coordination

phases. Since the CIs are critical for national security, any crisis in these facilities ends with

the involvement of several actors. During the Senate Homeland Security Hearing of

Colonial Pipeline, CEO of the Colonial Pipeline, Joseph Blount, underlined that his

management team worked closely with different institutions, including the FBI, Depart-

ment of Energy, and Department of Homeland Security, during the ransomware crisis

[2]. Any cyber-attack or cyber security crisis tests the limits of these costly systems’ tech-

nical capacity and leadership, organizational structure, communication, and manage-

ment. These critical assets are technical and involve complex Sociotechnical Systems

(STSs), where people increasingly interact with technology and represent a single organ-

ism to achieve a specific purpose. In that sense, it is crucial to highlight those human oper-

ators running CIs are affected by physical conditions and psychological factors.

To sum up, responding to cyber-attacks and crises from a sociotechnical perspective is

one of the critical questions waiting for us on the table. While the management of CIs

should address evolving technological, economic, societal, and cultural needs, they are

not one-size-fits-all systems. Furthermore, their operating model’s paradigm shift makes

them more vulnerable to man-made (that is, cyber-attacks) and natural threats (that is,

climate change). CIs are also operated under an inherent and deep uncertainty encom-

passing various factors, including unpredictable threats/hazards and ambiguous/
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insufficient data. These factors complicate robust planning and management. The rising

embeddedness of digital technologies in CIs introduces additional and uninvited uncer-

tainties in managing CIs since cyberspace is subjected to embracing ambiguities related to

the source, scope, and consequences of a potential cyber incident.

Furthermore, STSs are “too complex to fully imagine, describe, understand, or ana-

lyze within human cognitive abilities” [3]. This approach advocates that failures and flaws

in the functioning of CIs can be rooted in the organizational and individual levels and not

necessarily located at the engineering or design level. Yet, as Malatji, Von Solms, and

Marnewick also emphasize, “the application of sociotechnical systems theory to informa-

tion and cyber security domain has not received much attention” [4], p. 233. In other

words, social perspectives are missing, which can improve the cyber security crisis man-

agement perspective.

This chapter aims to “call the social back” and develop a “human-centric” perspective

for responding to cyber-attacks and managing cyber security crises for CIs. To this end,

the chapter is structured as follows. First, we aimed to conceptualize CIs as STSs, identify

their principal characteristics, and elaborate on why these properties are significant for

cyber security. Second, we aim to revisit the nature of the crisis and investigate what

makes cyber security crises more complex. Third, while this study takes humans as

the essential components of managing CIs, we will investigate how cognitive factors

and uncertainty surrounding complex CI systems can be problematic in cyber security

crisis management. Also, in terms of organizational level, we will appraise the role of

organizational culture for successful cyber security crisis management in complex critical

assets.

2 Critical infrastructures as complex sociotechnical systems

Any nation’s wealth, prosperity, and continuity rely on the uninterrupted and secure

working of CIs. Although Critical Infrastructure Protection (CIP) is regarded as a mod-

ern concept, concerns regarding the security of these infrastructures can be traced back to

ancient Rome, where road systems and food stores were considered “indispensable” and

kept “hidden to protect from external threats” [5], p. 765. Notwithstanding, the modern

world’s CIs are much more complex than their historical twins. Industry 4.0 creates a

different landscape about how the social and technical interact and co-exist [6]. Even

though infrastructure is designed simply, its evolution toward complexity is unavoidable

since technology, user requirements, and consumption styles constantly change [7].

Modern electrical systems, railroads, air transportation, and water management facil-

ities demonstrate a complex landscape where various agents act simultaneously, different

components of social, environmental, and technological systems interact, and an action-

reaction chain is present. Above all, a distributed/decentralized control takes place. In

addition to these, Setola et al. suggest six main factors that increase CI-related risks,

128 Management and engineering of critical infrastructures



including (i) liberalization and privatization of CIs, (ii) increased use of Information Com-

munication Technologies (ICT), (iii) 24/7 working principle, (iv) urbanization and aging

infrastructures, (v) complex supply chain relations and interdependencies and, and

(vi) recognition of catastrophic consequences of a successful attack by adversaries [8].

CIs andCIP are the products of complex engineering processes and techniques, includ-

ing probabilistic risk assessments, hazard modeling, and network visualization. Neverthe-

less, besides the physicality and materiality of these assets, it shall be highlighted that CIP is

“ultimately about social/political action and human life” [9]. Moreover, even though the

CI industry and operators quickly embrace new materials and technologies, current prac-

tices see “social elements as contextual” [10], p. 133, which demonstrates the necessity to

develop a novel approach emphasizing CIs; as “sociotechnical systems.” In other words,

the prevailing mindset that puts “technology is independent” and “mental and social con-

ditions of human work had to follow the given technical structures” [11] shall be revised.

The sociotechnical design thinking can be traced back to the end of the 1940s when

Tavistock Institute initiated several projects for the British Coal Industry to enhance work

performance by focusing on the behaviors of human actors. More specifically, as Pasmore

et al. mention, the claim of STS design is empowering workers so that they can handle

“technological uncertainty, variation, and adaptation.” Compared to the 1950s, the cur-

rent gap between the rapid pace of technology and human capabilities has become so mas-

sive that STS-focused thinking is much more relevant [12]. While it is open to generate

various definitions, the STSs can be generally defined as “networks of people and techno-

logical components which interacts in the course of usage or deployment of designed pro-

cesses or products” and “cluster of elements including technology, regulation, user

practices, and markets” [13] or “systems that involve the collaboration of a decision-maker

with an autonomous system to fulfill their objectives” [14].

Despite the variation in definitions, any STS puts forward complex human and tech-

nology interaction and interdependency. From this dimension, CIs can be considered

unique examples to elaborate on STS in which people have different roles and involve-

ment in various ways. To better grasp, Ottens, Franssen, and Kroes’s categorization are

also relevant as they suggest three different types of systems. While the first category of

methods (that is, landing gear) can function without actors of social institutions, the sec-

ond category (that is, airplanes) needs the involvement of actors but not social institu-

tions. In contrast, the third category, which can also be considered in line with CIs, is

more hybrid (that is, civil aviation system). They need actors and social institutions to

function appropriately [10].

Such unique orchestration between technical and social components also presents

itself in subsystems in an STS proposed by Kelly as “goals and values subsystem, technical

subsystem, psychosocial subsystem, structural subsystem, andmanagerial subsystem” [15],

p. 6. According to this categorization, while technical subsystems within an STS encom-

passes the equipment and facilities, psychosocial subsystems include human resources,
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leadership, attitude, and perception of employees. Besides, each subsystem has dynamic

interactions and inevitable intersections with other subsystems and the organization. Bax-

ter and Sommerville mention five key elements that STS (i) should have including inter-

dependent parts, (ii) should pursue goals in external environments, (iii) should have an

internal environment comprising separate but interdependent technical and social subsys-

tems, (iv) system goals can be achieved by more than one means, and (v) system perfor-

mance relies on the joint optimization of technical and social subsystems [16]. Saurin

and Gonzalez suggest similar characteristics for these systems, such as several interacting

elements with diversity and unanticipated variability strengthened by uncertainty and

openness [17].

For these characteristics, CIs can be considered unique examples of STS. Because

most of the CIs are combinations of technical and nontechnical functionalities containing

specific systemic and spatial features. For instance, when natural gas transportation is con-

sidered, we can identify its technical components, such as compressor stations, storage

facilities, and city gate stations [18]. Besides these visible components, as Feleke discusses,

such systems also have less visible facets, such as managing/maintaining human staff orga-

nizational processes [19]. In a natural gas transportation company, besides the technical

assets on the ground, the maintenance staff in the field and the SCADA SystemOperator

in the Control Room are the other vital parts of operations. To this end, such dynamicity

allows us to elaborate main characteristics of an STS, which creates a worthwhile back-

ground to discuss the potential deadlocks in managing cyber security crises. For instance,

the real problem is that these components are inherently interdependent, making cyber

security management muchmore problematic in CIs. The Colonial Pipeline ransomware

attack is one of the most remarkable cases demonstrating the severe consequences of

interdependence. In the Colonial case, the company had to shut down its entire network

due to a ransomware cyberattack. Hackers broke into the company’s networks via a

leaked and compromised password of an employee from another account [20]. In other

words, a flaw in the human component affected different facets of the entire system and its

functionality. In this chapter, we identify the three characteristics of CIs relevant to elu-

cidate a sociotechnical approach to managing a cyber crisis in CIs:Complexity, Interdepen-

dency/Interconnectedness, and Uncertainty. While each of these characteristics has merits, it is

critical to elaborate on their relevance in developing a sociotechnical cyber security crisis

management perspective.

2.1 Complexity
Although “complexity” is a widely referred to term in identifying characteristics of

CIs, as Van Der Lei, Bekebrede, and Nikolic discuss, “lack of shared view on the

object of the study or the meaning of the word” is problematic, and there is no shared

perspective in understanding the meaning of complexity [21], p. 380. Complexity is a

trans-disciplinary concern. Renn sees complexity as the “difficulty of identifying and
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quantifying the causal links between the multitude of potential causal agents and spe-

cific observed effects” [22], p. 75. Sch€ottl and Lindemann elaborate that while system

theory sees complexity as a system property, psychology handles this term as a per-

ceived phenomenon [23]. Page, who assumes a “meaningful part of sociology overlaps

with a substantial subset of complexity sciences,” sees complexity as a

“phenomenological property” [24], p. 24.

To identify these types of systems’ features, Page’s measurement metrics can be help-

ful: “Complex systems include diverse entities, these entities interact within an interac-

tion structure, individual behaviors are interdependent and influence each other (and the

whole network), the entities (should) adapt and learn [24], pp. 23–25.” Besides, emergent
behavior (the behavior of the system that the behavior of individual agents cannot explain)

and self-organization (a different overall output different than the total of the internal pro-

cess) are the other relevant metrics [21]. When we add “openness” and “dynamicity” to this

calculation, we might arrive at seven distinguishing features of complex systems proposed

by Gilpin and Murphy [25], p. 25

(i) Complex systems are composed of individual elements/agents,

(ii) Agents’ interactions alter the system over time,

(iii) Complex systems are self-organizing,

(iv) Complex systems are unstable,

(v) Complex systems are dynamic, with their history an essential feature,

(vi) Complex systems have permeable and ill-defined boundaries,

(vii) Complex systems are irreducible.

Oughton et al. investigate how complex systems’ characteristics might apply to the (crit-

ical) infrastructure systems [26].While nonprecise and nonisolated boundaries of national

infrastructures create a high degree of openness, distributed control is significant pecu-

liarity as there might be a nonlinear hierarchy in the overall management. If CIs are

appraised as complex systems, each of these features can potentially create significant

reflections in the cyber security crisis management scene, as complexity is one of the

system-level properties of CIs. Furthermore, treating these deadlocks stemming from

complexity as exclusively technical problems would not facilitate robust cyber security

crisis management. For instance, at the internal level (agent level), since a cyber security

crisis management team may be composed of various people from different backgrounds

and branches, ensuring continuous information flow and a coherent flow of action

among varying levels of operation are problematic. At the external level (network level),

when a private natural gas company’s operations are interrupted due to a cyber security

crisis, the crisis management team will face difficulties in simultaneously responding to a

“high level of requests from customers, business partners, customers, business partners,

vendors, regulators, law enforcement, and the board of directors” [27]. Aside from these

complicated interactions among various agents, the cyber security crisis in a CI may not

be contained at a single state’s level due to the interconnectedness of CIs. As complex

systems have ill-defined boundaries, a single vulnerability might have an escalatory
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potential [28]. Distributed control and management complexity might necessitate the

orchestration of different actors’ involvement and operationalization of various legal

and regulatory frameworks. Moreover, openness makes any cyber security crisis’s impact

unpredictable.

2.2 Interdependency/interconnectedness
As Rinaldi, Peerenboom, and Kelly elaborate, while dependency shows a “linkage

between two infrastructures,” interdependency represents the “connections among

agents in different infrastructures in a general system of systems.” Moreover, interdepen-

dency CIs and complex adaptive systems are not monolithic and can present themselves

in physical, cyber, geographic, and logical terms [29]. From these aspects, interdepen-

dence in CIs can be treated as an essential component in forming the complexity of sys-

tems and “risk multipliers” [30]. Nevertheless, it is worth re-investigating when it comes

to cyber security crisis management and decision-making since it reduces the predictabil-

ity, measurability, and ability to control. For instance, Gomez and Whyte highlight that

“interconnectedness increases overall complexity that limits our ability to predict points

of failure and its corresponding consequences” [31], p. 100.

As Clemente claims, the interdependencies are unlikely to curtail soon if there are

sufficient political, economic, and social benefits [32]. Any failure or flow in a single node

of a CI can cause second or third-order effects and complicate interdependency. For

instance, even though it is unrelated to cyber security, the energy crisis that hit Turkey

at the beginning of January 2022 can demonstrate how these effects might operationalize

since natural gas flow from Iran to Turkey was halted due to a technical problem. This

interruption ended in a government intervention to cut the power on heavy industrial

users for 3 days and an inherent economic loss [33]. In addition to the geographic and

physical interdependencies, the increasing role of ICT expands cyber interdependencies

between different CI systems. Such interdependency is problematic since one of the

high-priority tasks of a cyber security crisis management team is to contain the incident.

Computer networks create inherent cyber interdependencies. To this end, any malicious

activity can spread beyond a single system. Such contingency is an essential obstacle to

controlling crisis management tasks. Finally, different types of interdependence (physical,

cyber, or geographical) complicate the crisis’ peak periods and shall be considered in pre-

crisis times since the parties must calculate and map interdependencies between various

infrastructures to prevent the domino effect [34].

2.3 Uncertainty
Although the two concepts are sometimes used interchangeably, complexity and uncer-

tainty are two different phenomena. As Renn emphasizes, “uncertainty is different from

complexity, but most often results from an incomplete or inadequate reduction of com-

plexity in modeling cause-effect chains” [22], p. 75. Haase sees complexity as a
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“characteristic of a system (or subsystems),” while he associates uncertainty with a specific

state of knowledge [35], p. 6027. Uncertainty is present in every aspect of daily life, com-

plex technical systems, and science. Like complexity, it is a trans-disciplinary term to be

investigated. Uncertainty is not a monolithic concept and can be elaborated into different

types. For instance, according to Li et al. [36], based on their origins, uncertainty can be

classified into two main categories: Aleatory and epistemic uncertainty. For this catego-

rization, aleatory uncertainty is less human-centric and more related to “natural variabil-

ities of the physical world,” which reflects “inherent randomness of future” like tossing a

coin or earthquakes. In contrast, epistemic uncertainty originates “from human’s lack of

knowledge of the physical world and lack of ability to measure and model the physical

world” [36], p. 2463. Regarding CIs and cyber security crisis management, uncertainty

can be associated with decision makers’ or crisis responders’ imperfect/insufficient

knowledge.

While the literature on uncertainty is a widely discussed and interdisciplinary con-

cept to be covered under a single subchapter, within this study, two types of uncer-

tainties shall be elaborated on that complicate cyber security crisis management:

Technical and Human-Centric Uncertainty. Technical uncertainties cannot be eliminated

in an STS or CI because it is based on a constantly evolving complex-socio-technical

system. Any new hardware, software, or user involved in the system might introduce

new vulnerabilities. On the other hand, human-centric uncertainties relate to cogni-

tion, decision-making, and flaws in interpreting/processing the massive amount of

information the decision-maker receives. Another disadvantage of uncertainty in crisis

management is the “termination of crisis,” which signifies the point at which the crisis

has ended and operations can be normalized. Because as highlighted, cyber security

crises have “hazy time boundaries” [37], p. 7, and “just because a system has been

restored to working order does not mean that vulnerabilities are gone, and the threats

are neutralized” [38], p. 43. For instance, a research report demonstrating the vivid

memories of the WannaCry incident through first responders’ interviews clearly states

that “incident response continues” as the unpatched vulnerabilities persist [39].

Another problem regarding STS (particularly Critical Information Infrastructures

using extensive ICT) is that multiple uncertainties are present simultaneously. How-

ever, as Ansell and Boin discuss, leaders generally do not have either cognitive not

organizational means to tame deep uncertainty in crisis [40], which is often the case

for cyber security crises.

3 Grasping the nature of crisis

3.1 On the nature of crisis and crisis management
Crises indicate difficult and rare times in the flow of events. Although Dayton et al. claims

crises encompass “a variety of ‘un-ness’ events" [41], p. 167 which are unwanted, unex-

pected, unmanageable, and unprecedented, like many concepts in social sciences, there is no
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agreement on “what a crisis is.” Another problem is “subjectivity” of the crises since

“each crisis speaks for itself” [42]. Understanding this subjectivity is necessary for man-

aging CIs, as each sector might have different definitions and thresholds for defining crises

for their functionality. For instance, when the CIA (Confidentiality-Integrity-Availabil-

ity) principle of cyber security is considered, a mass violation of “availability” (of digital

services) can be a source of a crisis for the communication industry. In contrast, loss of

confidentiality might be more vital for the health sector.

Despite the variations, several commonalities form the characteristics of crises in prac-

tice. As Kovoor-Misra suggests, crises might share some common attributes with other

forms of change, such as threats, opportunities, ambiguities, urgency, stress, and emo-

tions. However, what makes a crisis problematic is “the degree to which these attributes

are present” [43], p. 52. From this aspect, Boin et al. offer peculiarities of a crisis as an

event that (a) creates a high degree of uncertainty or ambiguity, (b) evokes a sense of great

urgency, and (c) puts high and often conflicting values at stake [44]. Gilpin and Murphy

append several attributes to these peculiarities since crisis represents contingency, hap-

penstance, unexpected confluence of unrelated events, and rapidly changing circum-

stances [25], p. 4.

Current and modern crises distinguish themselves from traditional ones concerning

globalization and hyperconnectivity. As OECD’s report posits [45], governments should

deal with how crises impact their populations, national economies, and reputations.

Modern CI management systems are depended on each other’s services to function.

More interconnectivity and interdependency among cities, regions, global supply chains,

people, goods, and capital expand the impact of the current crises prone to produce trans-

boundary outcomes. Since the governments have neither enough local sources nor the

knowledge/human capacity to manage the current crisis alone, they need to cooperate

with other actors, particularly the private sector, to address any crisis. Boin refers to the

changing shape and dynamics of the current crisis as a “transboundary crisis” and notes that

even though “threat agents might look familiar, the consequences (of transboundary cri-

sis) play out very differently” [46], p. 367.

Notwithstanding, the most remarkable feature of the transboundary crisis is its contin-

gency since it can easily transcend geographical and functional borders and exceed time

boundaries. In addition to these properties, the increasing digitalization also sustained

the transboundary crisis’s persistence, increased interdependencies’ penetration, and

deepened complexity, particularly for the management of CIs. As a result, unexpected

and sudden events that affect the design flow will quickly petrify the CI operators. Par-

ticularly for CIs, it shall be noted that these systems are primarily designed with efficiency

concerns. Such prioritization of “efficiency and continuity” makes critical assets

“vulnerable to the stress of extreme events” [47], p. 1.

Cyber security crises can be appraised under modern crisis typologies concerning

contemporary crises’ transboundary, contingency, and cross-functional features.
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Backman concluded that the challenges present in transboundary crisis management

could be identified throughout the management of Estonian (2007) and UK cyber secu-

rity crisis (2017) cases [37]. For instance, while WannaCry represents a transboundary

crisis, the most recent Log4j vulnerability transcended national borders and affected mul-

tiple sectors [37]. According to Checkpoint, while the spread of this vulnerability affected

more than 90 countries and various sectors, beyond 15 countries were impacted, from

education to transportation [48]. The cyber security crisis’s characteristics, scope, and

impact are shifting as interconnectivity and interdependence increase.

In simplest terms, crisis management can be judged as the sum of all efforts that aim to

back to normal when an organization, a system, or a community breaks down because of

an unexpected, nonroutine, cacophonic, and unstable event. For a more comprehensive

definition, it is convenient to refer to Pearson and Clair since they define organizational

crisis management as “a systematic attempt by organizational members with external

stakeholders to avert a crisis or to effectively manage those [crises] that do occur”

[49], p. 61. While there is extensive interdisciplinary literature on crisis management,

the challenges for this delicate action can be described with 4Cs, defined by Comfort,

as Cognition, Communication, Coordination, and Control [50]. In line with our study,

these four elements are essential to recognize traditional and cyber security crisis man-

agement. In that sense, while cognition can be imagined as the first step to establishing

an appropriate crisis response and providing recovery, it can be specified as “the capacity

to recognize the degree of emerging risk to which a community is exposed and to act on

that information” [50], p. 189. As the second chief challenge, communication becomes a

mere barrier where information sharing is flawed, and a common terminology does not

exist among the crisis responders. As the third task, coordination also emerges as a pre-

requisite for success (or the cause of failure) in crisis times. A decisive and unexpected

event might force different teams and people to work harmoniously that may never have

collaborated before. Finally, the challenge of controlling is connected to “keeping ongo-

ing action focused on a shared goal” and “getting units to work in the same direction”

[51], p. 23.

Based on this framing, it seems reasonable to ask how these 4Cs can affect cyber secu-

rity crisis management efforts. In truth, the cognition phase might be one of the most

challenging tasks for cyber security crisis managers as modern society is already passing

through a “cognition crisis” [52]. This problem does not take its roots from the lack

of knowledge but the excessive use of technology, changing communication paths of

the human brain and external environment, and exposure to the large volume of data

that hinders an individual’s cognitive limits. For cyber security professionals working

in a Security Operation Center (SoC), the cognition task is one of the trickiest since

SoC employees might receive dozens of alarms in an ordinary working day. Thus, true

alarm validation can be tiresome when many false positives exist. In other words, security

monitoring is genuinely “human-centered” and requires an extensive Human-Machine
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collaboration where “excessive numbers of alarms contribute to alarm desensitization and

lack of human responsiveness” [53], p. 2784. However, apart from cognition, commu-

nication is a Sisyphean task. Even in ordinary times, Chief Information Security Officers

(CISOs) “fall in their communication and are not successful in influencing board

decisions” [54], despite being increasingly placed in Board Rooms.

3.2 Walking on the thin ice: Properties andmanagement of cyber security
crises
The transboundary and unpredictable impacts of the cyber incidents affecting intercon-

nected systems introduced the “cyber crisis” term into the literature. Several articles and

books emphasize the term to emphasize crises originating from the interruption of Crit-

ical Information Infrastructures (CIIs). Cyber-attacks have a significant role in the

appearance of such terms. In most cases, due to the high level of digitalization, some

cyber-attacks substantially affect the system’s functionality. Today, although it is possible

to come across at least one major cyber security incident in media headlines daily, the

cyber security crisis is a poorly investigated concept [28]. Another significant tendency

within the field is the ambiguity of concepts and the interchangeable usage of “crisis,”

“events,” and “incidents” terms, even though they represent separate meanings. In that

sense, while an incident is “a situation that is on a small scale initially and can be managed

with quick actions,” a crisis can “pose higher uncertainty and disturb critical activities”

[55]. Yet, such a sharp distinction can be delusional since an incident can quickly escalate

into a crisis due to many factors, including cognition problems and human errors.

When can a decision maker define an event as a cyber security crisis? Previous crises

show that the event’s intensity might vary due to the pressure and time frame. This fluc-

tuation might end up with vague definitions and labels for attribution, whether an event

is a small-scale incident or a major crisis [38], p. 4. This also brings us to sense-making in

crises which is an inherently complex process since the leaders “have to think, and

problem-solve in a novel ambiguous situation” [56], p. 307. This turning moment is also

essential because how a crisis manager defines an event is the first step in managing it. If

every cyber incident is described as a crisis, this requires a proportionate budget/human

resources allocation.

The definition of a cyber security crisis varies. For instance, Kaschner posits that we

deal with the cyber crisis “whenever a breach of protection goals can result in real danger

to the life and limb of people or strategic goals, reputation or survivability of our

organization” [57], p. 6. Israel’s cyber crisis management guide defines the cyber crisis

as “a situation posing a real threat of damage, or actual damage, to a vital cyber asset,

which is liable to cause critical damage to routine operations, reputational damage, eco-

nomic damage and endanger human lives. A cyber crisis has varying degrees of gravity,

and, in an extreme situation, substantial damage is caused to core processes and to the
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functional continuity of an organization/the economy, which is liable to escalate to the

point of a national state of emergency [58].”

Our framework concentrated on the CIs as sociotechnical systems with various stan-

dards and interdependencies up to their functionality. So, the advancement of crisis could

show differences in the type of CI. A Nuclear Power Plant (NPP) crises are remarkably

dissimilar to an airport crisis. The dependency and connectedness would increase the

vitality of the CIs. Thus, in each sector, the crisis would come in different forms and

shapes up to the type of CI. Besides their differentiated impacts on different types of

CIs, cyber-originated crises would also appear in a different temporal setting. Crises could

stem from natural disasters, sabotage, accidents, and unexpected outages. In some cases,

invisible design problems could originate the potential crisis. The crisis might swiftly

develop and disrupt the services or emerges slower and affects the organization. Both

types of crises have time compression on the social agents (Fig. 2).

As the National Institute of Standards and Technology (NIST) proposes, any com-

puter security incident handling effort can follow the subsequent phases, including prep-

aration (i), detection and analysis (ii), containment, eradication, and recovery (iii), and

postincident activity (iv). Thus, detecting “what we are dealing with” is a prerequisite

for managing a cyber incident. Yet, visibility makes a crisis in cyber space different from

a crisis in the kinetic world. This phenomenon is mainly related to how we perceive and

identify cyber threats since crisis managers often confront and try to contain the threats

that cannot be seen, heard, or touched. For instance, an experienced fire responder can

physically see how big the spread is. Also, the visible scope of the fire gives the oppor-

tunity the responder that they might calculate the severity of its impact. However, cyber

Fig. 2 Crisis and overload graph. (Authors’ own figure.)
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threats are often invisible to the human eye. Once the interconnectivity among different

CIs is added to this invisibility dilemma, imagining the potential cascading effects can be

an elusive task. For any organization, the visibility problem comes to the forefront as a

significant challenge since “deflecting the incident that has not yet developed into a fully-

blown crisis can be critical” [59], p. 8. To understand the severity of the invisibility prob-

lem, stating the SolarWinds incident can be meaningful since the attackers deployed dif-

ferent tactics to stay invisible in the systems to gain sufficient time for reconnaissance and

profile of their targets [60].

Despite promising technological solutions and automatization toward better manag-

ing cyber security crises, empowering the human component cannot be overlooked. As

Boin, and thus, discusses the influential response aftermath of a significant breakdown

will “depend on the adaptive behavior of citizens, frontline workers, and middle

managers” [61], p. 50. Besides, decision-making and leadership stress are major problems

in both potential and crises. In addition to time compression and uncertainty, the com-

plexity of the CIs would deepen the problem. Themajority of CI organizations are socio-

technical systems, which are the synergistic combination of humans, machines,

environments, work activities, and organizational structures and processes that make

up a given enterprise [62]. These facts emphasize the need to improve decision-making

and human performance in managing crises.

4 Decision-making and organizational culture in managing cyber
security crisis

4.1 Short time, high stakes: General framework on crisis
decision-making
Crises are the low rare but high-impact events that represent a significant rupture from

the normal. Crisis decision-making is “making hard calls, which involve tough value

trade-offs and major political risks” [63]. Decision-making in crises is painful for all orga-

nizations since the conventional decision-making procedures and routines might not be

sufficient to address an organizational crisis [64]. Besides, in crises, the routine decision

management structures might also change. An organization experiencing a crisis might

adopt a more centralized approach and rigid command and control understanding. One

of the most vital tasks for crisis management in CIs is setting up specific crisis task forces,

including a centralized decision-making authority to react to the situation without delay,

contain the impact, and ensure recovery [65].

When it comes to crisis management of CIs, stakes are much higher since these sys-

tems are so vital that the flaws in their functioning could spread across multiple sectors,

organizations, and even individuals. Thus, any decision while managing the crisis in a CI

would have significant and unexpected outcomes. For instance, as was witnessed during

the Colonial Pipeline incident recently, Company’s CEO noted that although it was the
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most challenging decision in his career, shutting down the gas and paying the ransomwas

the right decision to make for the country [66]. This decision came with high costs since

it led to panic buying that caused fuel shortages and local price spikes along the Colonial

Pipeline route.

In its most basic form, decision-making can be defined as selecting one of several

alternatives. Decision-making contains multiple subsequential steps, including problem

identification and diagnosis, collecting information, formulating alternatives, choosing an

option among the alternatives, and executing the decision. Yet, crises can obscure dif-

ferent decision-making steps, as some obstacles that might shape the crisis decision-

making environment are identified in Fig. 3. For instance, information-gathering is vital

for the decision-maker to evaluate options and finally arrive at the best option. Never-

theless, the information-gathering process might be flawed due to the rapid and inter-

rupted information flow and limited time in crisis since “decisions have to be made

quickly and based on incomplete information” [65].

As various interdependencies among CIs were discussed in the previous chapters,

management of multiple stakeholders’ demands and their expectations might be another

barrier in crisis decision-making since “stakeholders tend to demand action very quickly

and by doing so create an obligation to act by the organization” [67], p. 12. In any major

CI dealing with a crisis, stakeholder involvement in different levels affecting the decision-
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Fig. 3 Decision-making challenges in crisis environment for CIs. (Authors’ own figure.)
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making process might be more visible. For instance, when a country’s major natural gas

pipeline’s operations are broken down because of a cyber incident, the public sector

(including different agencies like law enforcement and intelligence services), private sec-

tor (that are dependent on the continuous functioning of this pipeline), individual users/

citizens can be influential in decision-making processes.

Complexity (and consequently lack of visibility) is a chief characteristic of CIs and a

problem in crisis decision-making. Complex systems have multiple interaction nodes

with other systems and possess dynamicity. Thus, the interactions are not linear, and

any decision made throughout a crisis could create unforeseen and unexpected impacts

[68]. As Canyon discusses, “complex situations render decision-makers incapable of

determining what will lead an organization to victory” [69]. In other words, when com-

plexity occurs, the capability of forecasting all potential social and economic impacts of a

crisis decision becomes a real challenge. Group thinking and other decision biases can be

the other deadlocks of crisis decision-making, particularly where uncertainty prevails.

Group thinking is a common pathology in crisis decision-making, mainly where a dom-

inant leadership exists and when “there is a strive for unanimous agreement” [67], p. 50.

Such a syndrome might result in “failing to weigh up decisions from all angles” [70],

p. 214. Group thinking syndrome might delay the optimal decision, and appropriate

leadership asks questions and collects all facts. Finally, at the individual level, uncertainty

is one of the enemies of rationality since it triggers further cognitive limitations and leads

to simplified thinking models or decision biases [71]. Even though sociotechnical systems

increasingly rely on automation and other technologies, humans are still at the center of

crisis decision-making. As a result, human errors concluded with disastrous events are

primarily the outcomes of bad decisions.

4.2 Sense-making and decision-making in cyber security crisis
management
With the increasing embeddedness of ICT and automation technologies into business

processes, companies, and CIs, organizations are experiencing increasing cyber incidents.

According to the statistics provided by Norton, in 2020, the FBI received more than

2.000 internet crime complaints per day [72]. Temple University’s Critical Infrastructure

Ransomware Attacks (CIRA) recorded 1305 ransomware attacks that hit CI sectors

between November 2013 and April 2022 [73]. According to a survey that was performed

at the RSA conference in 2018, it is reported that “most enterprises see more than 10,000

(cyber security) alerts per day” [74]. However, only a tiny percentage of all these attacks

are genuinely critical or true positives. Since security alerts are on the rise and cyber secu-

rity has been gaining popularity in media coverage, it is increasingly challenging to

understand what factors distinguish an incident from a crisis. It shall also be highlighted

that the “crisis threshold” might vary concerning the type of organization. For instance,

while a Distributed Denial of Service (DDoS) attack that paralyzes online sales might
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represent a cyber security crisis for an e-commerce company, a water management utility

breach of ICS and loss of control of the valves that control the level of chemicals in water

truly represent a crisis. Even in some cases, the impact of an incident can be so major and

widespread that it can lead to a declaration of national emergency, as recorded in Costa

Rica in May 2022 [75].

In crisis management efforts, sense-making is one of the primary tasks and vital input for

decisions since the responders need to “make sense of crisis to understand its origins,

nature, and implications” [76]. The real problem that decision-makers face in cyber secu-

rity crises is ambiguity and uncertainty, so “sense-making” remains a contest [77]. In

other words, identifying the threshold that represents a rupture from an incident to a crisis

is challenging in cyber-induced events since understanding the scope of the infected sys-

tems, the potential impact of the attack, the ultimate intent, and the location of the

attackers are challenging. As claimed by Van den Berg and Kuipers, the complexity of

cyber-enabled systems like CIs hardens the visibility, so for a decision maker, it is chal-

lenging “to monitor adequately whether anything is amiss, and if so, where and what

exactly” [77]. As a component of crisis decision-making, sense-making also creates

another cognitive burden on decision-makers since they need to solve the problem in

a new and ambiguous environment under time pressure and stress [56].

In most companies, including CIs, the incidents which represent a lower level of crit-

icality are handled by cyber security teams that are led by CISOs (Chief Information

Security Officers) and/or CIOs (Chief Information Officers), who are senior-level offi-

cers and executives responsible for “establishing security strategy and ensuring the data

assets are protected” [78]. While companies are increasingly creating cyber security man-

agement units, many boards are currently actively involved with people with cyber secu-

rity expertise, making CISOs a critical component of an organization’s strategic decision-

making processes [79]. At the organizational level, different than the routine times when

CISOs make the majority of the cyber security decisions, crises times require the creation

of special structures in CIs like the crisis task forces, which are generally headed by the

head of the organization (that is, CEO or general manager), including a core team, an

extended team, and the advisors.While the core team prepares decisions for the task force

head, the advisors might be added where detailed information is needed, such as envi-

ronmental or legal concerns [65]. It should be noted that, in times of stability, CISOs

should develop communication skills in addition to their heavily technical tasks. Internal

communication between CISO and board members and external communication

between stakeholders and other authorities—including the public—could become more

demanding during cyber security crises.

As demonstrated in Fig. 4, in the case of a cyber security crisis, decision-makers simul-

taneously need to deal with multiple tasks, including coordination of the different teams,

performing technical and strategic decisions, containing the impact of the crisis, and

recovering the systems’ functioning. Furthermore, according to Van den Berg and
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Kuipers, the geographical location in a cyber security crisis may not be bounded only by a

single area or country, and decision-makers must overcome the challenges of decentra-

lized authorities, barriers to transparent communication and engage in international

information sharing and cooperation [77], p. 19.

Following the landscape at the organizational level, it is also worthwhile to discuss

cyber security decision-making challenges at the individual level since uncertainty is

prone to create various decision-making traps, including decision biases and heuristics.

As the human brain makes decisions by relying on past experiences, uncertainty becomes

problematic when individuals do not have proper and adequate experience to address and

fit with new and unknown conditions [81].When this hypothesis is re-considered for the

cyber security field, as McDermott claims, because of themultiple uncertainties regarding

the source of the attack and potential impacts, the chief problems of decision-makers in

case of a cyber-attack are “fundamentally and intrinsically psychological in nature” [82],

p. 227.

When a situation necessitates a rapid response, like cyber security crises, responders

generally apply System 1 thinking, typically characterized by a “fast, automatic, intuitive

approach informed by experience” [83]. Yet, “automatic responses are based on cogni-

tive biases is always a risk” [84]. Davenport argues that “cognitive biases are likely to

appear in highly changeable, high-stress environments,” which describe the case for

the crises’ peak moments [85]. Since cyber security crises have high uncertainty and time

constraints, decision biases (such as anchoring, confirmation, overconfidence, and rep-

resentativeness) are most likely to occur throughout the process.

Anchoring bias is likely to occur when the decision maker “locks onto a specific fea-

ture amongmany features” [86]. For example, such a case can emerge throughout a cyber

security crisis if “the CISO places a particular cyber threat on higher priority and lower-
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Fig. 4 Handling cyber security crises [80].
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level employees find themselves anchored to a specific threat instead of assessing the

entire threat landscape” [87]. Representativeness bias occurs when “we erroneously

group people (or other things) based on qualities considered normal/typical for that

group.” The “overconfidence effect” is also undesirable as it can mislead decision-makers

and create a false sense of security. Finally, emotions might have significant ramifications

on cyber security decisions and uncertainty. While Renaud and et al.’s research article

proposes that individual experiences related to uncertainty lie at the roots of the negative

feelings, McDermott assumes that “specific emotion that characterizes a given cyber con-

flict can influence the outcome in decisive ways” [88], p. 26. For instance, the emotions

triggered by uncertainty might impact the risk-taking behaviors of individuals. If uncer-

tainty triggers anxiety, individuals are likely to demonstrate lower-risk attitudes. Simi-

larly, anger might lead to unnecessary escalation and risk-prone decisions. More

importantly, McDermott highlights that “emotions are contagious” and, thus, likely

to dominate and affect all teams in case of a cyber security crisis.

4.3 Organizational culture and crisis management efforts
Starting a new position in a company would probably take time to grasp organizational

culture since such knowledge is tacit, and the rules are generally unwritten and distinct for

every workplace. While culture is a broad term, it comprises and reflects the shared

values, beliefs, and norms of members of an organization. Organizational culture also

is a leading factor shaping any organization’s internal and external communication and

leadership attitudes. Schein defines organizational culture as “the pattern of basic assump-

tions that a group has invented, discovered, or developed in learning to cope with its

problems of external adaptation and internal integration, and that has worked well

enough to be considered valid, and, therefore, to be taught to newmembers as the correct

way to perceive, think and feel in relation with those problems” [89].

In this vein, organizational culture is a significant phenomenon in understanding the

management of CIs since cohesive work culture is found in transportation, power, and

communication industries, eventually affecting worker decisions [90]. Cultural parame-

ters also influence how organizations cope with acute changes, such as crisis moments,

and how they deal with unprecedented conditions and adapt to the new environment.

Some useful typologies exist to understand how different organizational cultures embrace

crisis management strategies. For instance, Deverell and Olsson present three typologies

(Fully Adapting Organizations, Semi Adapting Organizations, and Non-Adapting Organiza-

tions) to understand different organizations’ adaptabilities in crises. Deverell and Olsson’s

conclusion shows that top management and centralization of leadership have a pivotal

role in managing sudden changes and the capacity to bounce back [91].

Interestingly, Deverell and Olsson choose a “semi-public power company” (which is

also a CI) as a “Non-Adapting Institution” to illustrate the challenges of crisis management.

They suggest that the decentralized structure of a CI might hinder “fit[ting] public’s
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expectations” in crisis moments, and the pervasive “technical culture” in a CI cannot

easily align with the expectations of the management of stakeholder relations. In addition

to institutional typologies, it should be highlighted that organizational culture might

affect sense-making in crisis management efforts. Sherman and Roberto explore organi-

zational cultures as a sense-making mechanism in crisis. They underline that “crises are

filled with ambiguity,” which might halt meaningful actions. Organizations need

“plausible messages” and vivid sense-making to cope with ambiguity. From this perspec-

tive, according to Sherman and Roberto, culture affects not only the messages sent

throughout a crisis but also how employees receive these messages [92].

Organizational culture has a substantial role in reaching better outputs within the

cyber crisis management process. Organizations should have to design their cyber crisis

management responsibility structure as similar to the day-to-day operations. The peo-

ple in charge of daily operations should lead the team in case of crises. Their leadership

would quicken the crisis responses in the facility. Another vital point closer to this

approach is the mirror principle. The cyber crisis management team should reflect

the organizational structure of the plant or the cooperation as closely as possible.

The mirror principle could help the crisis management team to cultivate a multiper-

spective approach to figure out the problems on the table. One of the major problems

in the crisis process is dealing with the crises with outsourcing or an in-house team in

the headquarters trying to put out the fire on the plant side. One of the major issues is

dealing with the crisis through outsourcing or an in-house team in the headquarters

attempting to put out the fire on the plant side. In such a crisis, the team in charge

of infrastructure (networking, servers, etc.) should oversee the crisis management pro-

cess. If a technical team is brought in for specific expertise, that team should work with

the teams closest to the crisis. This principle implicitly includes transparent communi-

cation among stakeholders. Cooperation of all responsible parties during the cyber crisis

is critical to end the process. Thus, many cyber crisis management scenes assume that

cyber crisis teams are critical and indispensable to all other developments. On the other

hand, the importance of collaboration with all stakeholders within the system would

determine the flow of the crises. Cooperation among various stakeholders is also essen-

tial for maintaining trust within the organization.

In this context, leadership in cyber crisis management plays a specific role in resolving

the institution’s crisis. As Bhaduri puts along with motivated employees and teams,

“effective leadership has a great effect on averting and controlling the crisis” [93],

p. 2. To this end, Bhaduri proposes a conceptual framework combining cultural elements

and leadership types and highlights the need for developing leadership competencies and

“crisis-prone cultures” for effective crisis management. Bhaduri’s research draws on var-

ious leadership styles (directive, cognitive, transactional, and transformational). It creates

an organizational culture/leadership competency matrix for various stages of crisis (pre-

crisis, crisis, and postcrisis). For example, transformational leadership may be required
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during crisis damage containment and recovery periods [93], p. 11. This type of leader-

ship can inspire positive changes and re-establish confidence in the group. Similarly,

adaptive leadership may be helpful during the cyber incident response period, when

leaders must “assist individuals and organizations in adapting and thriving in challenging

environments” [94].

Another less touched but critical point regarding the organizational culture is transi-

tion and workload. As German philosopher Byung-Chul Han precisely discusses, our

society transitions from a disciplinary society to an achievement society [95]. To this

end, the workload over the human workforce in the achievement society has created

burnout (m€udigkeit/fatigue) among employees. Understanding his point about changing

organizational culture provokes us to consider what might happen if the exhausted

human workforce shifts in complex technological production sites. Such a scenario

would promise us more cyber security crises in CIs. Using the same exhausted human

workforce during the cyber crisis would also deepen our problems.

From this perspective, our approach purports that organizational culture might

impact employees’ and top management’s attitudes, decision-making, and communica-

tion efforts when a cyber security crisis occurs. Although studies investigating the link

between organizational culture and cyber security crisis management are nascent, existing

literature described in this chapter proposes useful findings to contemplate building an

effective cyber security crisis management from the organizational culture and leadership

perspectives. The rigid and hierarchical organizational cultures may undermine efforts to

mitigate cyber security crises where quick decisions and effective solutions are required.

To this end, CIs should be able to quickly establish ad hoc cyber security crisis manage-

ment bodies and ease the decision-making processes. The decentralized management and

stakeholders’ conflicting interests could be another crisis communication problem. In

that sense, CIs should strengthen their preparedness and plan proper crisis communica-

tion. A crisis-prone culture, along with the right leadership style, becomes an inherent

necessity since cyber-attacks are increasingly targeting CIs.

5 Conclusion: Lessons learned from crises and future prospects

Managing crises in CIs has always been an uphill battle as these systems evolve and change

continuously for their technological dynamicity and emerging socio-economic require-

ments. Besides, expanding the integration of ICT in CIs did not ease but complicated the

crisis management efforts. The human ability to predict to potential impacts of cyber

replated disruptions remains limited despite the sophistication of visualization, predic-

tion, and modeling techniques. This chapter purports that CIs are beyond being just

the mechanical/engineering giants but complex STSs. In this vein, it is necessary to

explore how the chief characteristics of STSs (complexity, uncertainty, and interdepen-

dence) are aligned with CIs and why these are important to manage cyber security crises.
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As suggested throughout this chapter, the nature of the crises is changing concerning

the increased global connectedness. The contemporary crises are more contagious and

more transboundary. Moreover, the cybered world duplicates existing complex net-

works and increases the impact and frequency of disruptions and the occurrence of

“unknown unknowns.” In the face of a cyber security crisis, the distinct characteristics

of cyberspace (that is, threats are not physically apparent) predict the full-scale impact, and

understanding the reason for the breach and figuring out the attackers’ motivation

becomes much more demanding.

These multiple uncertainties inherently affect the sense-making and decision-making

processes in managing a cyber security crisis. As long as the frequency of cyber security

alerts increases, it continues to hinder “signal detection” efforts which form the first phase

of managing any crisis. In the later stages of the crisis management phase, decision-

making and termination might become more problematic when managing a cyber secu-

rity crisis. Because crisis decisions might be more biased when uncertainties increase, and

coordination of the different teams become more challenging when CIs are subject to

decentralized management structures. In other words, when cyber security problems

are added to the traditional crisis management agendas, decision-making,

mean-making, sense-making, and termination phases within crisis management efforts

become much more complicated for the management of CIs. Moreover, the uncon-

trolled drift toward Byung-Chul Han’s burnout society inherently transforms the orga-

nizational cultures. For instance, many studies demonstrate how CISOs’ burnout and

stress create additional cyber security risks [96,97]. Such large-scale changes in socialtech-

nical systems are not negligible and generate additional burdens on cyber security crisis

responders.

Any crisis system should consider five essential elements: Technology, organizational

culture, organizational structure, human factors, and top management psychology [93],

p. 2. To this end, our chapter suggests that only adopting a multidisciplinary attitude and

approaching CIs as STSs could better address the efforts to manage cyber security crises.

The cyber crisis management playbook should be prioritized and embedded in the CI’s

cyber routines and cyber security cultures. The board should prioritize role-playing,

cyber drills, table-top-exercises, and interactive training for enhanced cyber crisis pre-

paredness scenarios. The existing (cyber) crisis scenarios should be tested continuously.

CIs should adopt customized “cyber crisis management toolboxes” for their specific

functionalities and services. Strengthening internal communication is vital because, in

crisis times, teams that had not previously cooperated need to work together. Managing

external communication, particularly with the public, is also vital since most of the cyber

threats targeting CIs also aim to corrode public trust, and crises are the perfect moments

for the spread of disinformation.
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1 Introduction

Destruction of critical infrastructure by a natural or man-made cause may have a major

negative impact on the citizens especially in metropolitan areas [1]. Emergency manage-

ment procedures [2] are defined as healing actions to minimize the impact of damages. We

consider emergency management systems to be critical infrastructures as well. With the

advancements in computer technology, more and more control systems are adopted for

this purpose [3]. Naturally, due to distribution of critical infrastructures, such control archi-

tectures are generally associated with geographical topology. Various GIS systems have

been introduced to provide the necessary facilities for systems that need topology support.

Unfortunately, current GIS systems are not expressive enough to represent the data

that are required in effective emergency management. For example, GIS models for hos-

pitals, schools, government buildings, factories, roads, bridges, and water, electricity, gas,

and communication networks are lacking.

In general, control systems [3] incorporate models of the actual parameters of the pro-

cesses that they control. These parameters are compared with the references and control

actions are undertaken if there are deviations. Digital twins [4] are suitable in online

modeling of the controlled processes since they are kept consistent with the physical real-

ities. As a general architectural style, event-driven approaches [5] are common in realiz-

ing such systems.

Current GIS systems are basically dedicated database systems with topology support.

They lack the necessary primitives to support event-driven architectural styles. To over-

come this limitation, in general, GIS databases are mapped onto “Object Runtime

Systems,” in which the necessary events are implemented. Unfortunately, due to the dis-

tributed and heterogeneous nature of emergency management systems and lack of stan-

dardization, multiple and incompatible object runtime systems are likely to be adopted by

the different subsystems of the architecture. This may cause inconsistencies in referring

to the shared events as a consequence of simultaneous read-write and write-write

operations [6].
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This chapter introduces three novel contributions. Firstly, as an underlying GIS

model, CityGML 3.0 [7] is extended with a set of new abstractions to express the nec-

essary data for effective emergency management. Secondly, a model-checking-based

analysis is carried out with the model of a distributed and heterogeneous emergencyman-

agement system to find out the possible conditions that cause inconsistencies. Thirdly, an

architectural style is proposed to extend CityGMLwith an event-driven layer supporting

atomic publisher-subscriber protocol [8]. To the best of our knowledge, there has not

been any work in the literature which extends GIS systems with new data models and

event-driven layers for the purpose of emergency management of critical systems in case

of earthquakes.

2 Example case, background work, and problem statement

2.1 An example case: Earthquake management system
2.1.1 Representing the earthquake related terms
Assume that a large-scale earthquake has occurred in a city of reasonable size, where dif-

ferent kinds of structures have been damaged. Also, it is considered important to repre-

sent the effect of the earthquake within the GIS database. For example, the following

terms are relevant for this purpose:

• Physical objects: Base Station, Bridge, Communication Network, Control Center,

Electricity Network, Electricity Station (Transformers), Factory, Financial Center,

Firefighter Station, Gas Network, Gas Pump Station, Government Building, Histor-

ical Buildings, Hospital, Logistic Center, Museum, Office Building, Police Station,

Railway, Religious Building, Repair Center, Rescue Center, Residence, Restaurant,

Road, School, Shop, Shopping Center, Square, Track, Tunnel, Vegetation, Water

Network, Water Pump Station, Waterways.

• Damage: Collapse, Fire, Flood, Landslide, Tsunami, Unhealth.

• Intensity of the Damage: Low, Medium Low, Medium, Medium High, High

• Task Forces: Security, Rescue, Firefighter, Health, Repair.

Each of these terms must be represented in the database as a first-class abstraction, mean-

ing that they must be directly supported by the facilities of the database. Each term may

have its own specific attributes. In this chapter, we assume that the database size is large

enough to store all damages that have occurred in the city.

2.1.2 Digital-twin-based emergency management
In Fig. 1, the architecture of a management system consists of n control centers, m task

forces, object runtime (OR) systems, and a GIS database as shown in white, light gray,

and dark gray colors, respectively. The architecture is layered and divided into a distrib-

uted management system and a distributed digital-twin system. This is an event-based

distributed architecture in which all events are generated and registered in the digital-

twin system. The events that are generated in the twin system are published using a
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publisher-subscriber system. Distributed management system subscribes to the events

that are needed. To assure consistency of data, the structure and the attributes of the rel-

evant geography are kept in the same GIS database which is shown at the bottom of the

figure. Due to the heterogeneous architecture and lack of standardization, it is not con-

sidered realistic to have a common OR system for all management systems.

The distributed digital-twin system should be consistent with the external and inter-

nal reality. The term external reality refers to the relevant events and states which are not

generated by the system shown in Fig. 1 but occur in the real world. For example, a col-

lapse of a building after an earthquake in the real world is considered as a part of the exter-

nal reality. The other relevant events and states belong to the internal reality. They can be

generated in the management systems or in the digital twin. To assure consistency, each

relevant event in the external and internal reality must be represented in the digital twin.

Similarly, any reference which is made to the events and states of the digital twin must be

consistent with the actual values in the digital twin.

Fig. 2 shows the interactions between the modules of the control center in the UML

sequence diagram. TheOR, publisher subscriber, and control center processes are shown
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Fig. 1 The architecture of a distributed emergency management system.
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in dark gray, light gray, and white colors, respectively. The OR processes, which rep-

resent the event-based twin system, publish the events to which control center processes

subscribe. Subsequently, when a process is completed, the control center writes the status

on the OR system. Within this configuration, the control center executes in order, the

processes Allocate, Analyze, Dispatch, In Action, Done, and Failed. Here, the processes

Done and Failed are the two alternatives which are shown at the bottom of the figure

within a separate rectangle named “alt.”

Fig. 3 depicts the interactions between the modules of the rescue task force. Dark

gray, light gray, and white colors represent the OR, publisher subscriber, and rescue task

force operations, respectively. The OR processes, which represent the event-based

digital-twin system, publish the events that are subscribed to by the rescue task force pro-

cesses. When a process is finished, the rescue task force updates the OR system with the

actual status. In this architecture, the rescue task force conducts the processes Call Reg-

ister, Check Availability, In Operation, and End subsequently. The processes OR Failed

and OR End are the two options shown at the bottom of the figure within a separate

rectangle labeled “alt.”

Sequence diagrams 2 and 3 represent distributed executions on a heterogenous archi-

tecture where possibly simultaneous read/write actions are carried out on shared data.

Moreover, OR systems also read and write on the GIS database which is not shown

in Figs. 2 and 3. It is known that uncontrolled simultaneous read-write and write-write

actions cause data inconsistencies [9]. For this reason, the architecture shown in Fig. 1

must be analyzed if there can indeed be data inconsistencies as anticipated.

2.2 Background work
Design, maintenance, and protection of critical infrastructures have attracted many

research in different disciplines. Emergency management systems are also critical infra-

structures which aim at realizing rescue operations to minimize the negative effect of

incidents, for example on critical infrastructures. Software intensive emergency manage-

ment is supported by a system architecture which incorporates software/hardware

technology to increase efficiency and effectiveness. We consider GIS systems and

digital-twin-based control systems as the essential elements of software intensive emer-

gency management systems.

A Geographic Information System (GIS) [10,11] is a tool for storing, querying, mod-

ifying, and analyzing data concerning geographic coordinates and attributes. During the

last decades, several GIS systems have been proposed for a large category of applications.

Examples are logistics, city planning, disaster management, etc. Our focus on GIS systems

is from the perspective of emergency management.

CityGML, an application-independent information model and interchange format,

is a commonly used international standard for defining the content of 3D city and
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landscape models [12]. It provides facilities to extend data models by using UML-like

extensions. ADE is a framework for adding new classes and attributes to the data model

of CityGML [13]. To the best of our knowledge, CityGML and other GIS systems have

not been extended to support digital-twin system-based emergency management

before.

Intersection of GIS and emergency management are handled in a few textbooks. For

example, in Ref. [14], various GIS concepts such as coordinate systems, map projections

and cartography are studied within the context of emergency management. The focus of

this book is not on software intensive systems. In Refs. [15,16], GIS-based studies are

given to manage floods in certain areas. Several research works [17,18] have been in com-

bining GIS systems and emergency management with the help of remote sensing tech-

nologies. A comprehensive evaluation of GIS within the context of emergency

management is presented in Ref. [19]. This publication states that new research activities

are needed in GIS metrics, educational approaches and data integration techniques. Sev-

eral researchers [20] have proposed to include additional information to GIS databases,

such as above ground and subsurface information of buildings, utility lines, and transpor-

tation networks to increase efficiency in rescue operations.

Digital-twin systems [4] are online digital representations of “some reality” which are

generally used for control purposes. The digital representations can be used to monitor,

alter, predict failures, and optimize real-world processes [21]. In recent years, digital twins

have been applied in a variety of industrial sectors [22]. There are a few research works

[23,24] on the application of digital twins for disaster management. These are mainly pre-

liminary ideas. In Ref. [25], a digital-twin system is proposed for a virtual-reality-based

training in crisis management.

The event-based approach is a natural architectural style for control systems. The

components of a control system interact with each other by creating and receiving event

notifications, where an event is any occurrence of a state change. The publisher-

subscriber pattern [26] and the associated protocols are commonly used to transfer the

occurrence of events among the system components [27].

To the best of our knowledge, there are no publications that address the expressivity

and inconsistency problems which one may experience in GIS and digital-twin-based

emergency management systems.

A considerable amount of research work [6,28,29] has been carried out to address the

data inconsistency problem in simultaneous accesses to share data. In general, semaphores

[30] are used to address this problem in centralized computing. In distributed processing,

atomic transactions are commonly utilized [31,32,33]. To cope with various communica-

tion modalities, dedicated mechanisms are introduced such as atomic broadcasts and pub-

lisher subscriber protocols. To overcome the inconsistency problems, these techniques can

be adopted in the realization of distributed digital twins. This requires, however, common

and/or compatible protocols among the possible heterogeneous nodes of the system.
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2.3 Research questions and the research method
Based on the examples shown in Sections 2.1.1 and 2.1.2, the following research ques-

tions are defined:

RQ1. How can GIS models be extended to represent vulnerable (critical) objects,

damage, intensity of damage, and task forces as defined in Section 2.1.1?

RQ2. What are the data inconsistency challenges in implementing digital twin-

system based emergency management architecture as defined in Section 2.1.2?

RQ3. How to represent events and actions for the purpose of emergencymanagement?

RQ4. Within the context of the digital-twin approach, how to design an emergency

management architecture without violating the data inconsistency constraints?

To seek answers to these research questions, we adopt two approaches:

1. UML based: to represent the static concepts of emergency management, UML exten-

sion mechanisms are used.

2. Formal notation based: to represent the dynamic concepts a state-based model is

adopted. Further, model-checking techniques are applied to validate the specified

correctness criteria of the designed architecture.

3 The approach

3.1 Extending GIS with earthquake management concepts
To support earthquake management, we consider it necessary to extend CityGML with

the following abstractions:

• The required physical objects

• The disaster types which can be caused by earthquakes

• The intensity of disaster types

• The task forces

• The necessary attributes of these abstractions

3.1.1 Extending with physical objects
The physical objects that are required to be represented are introduced in Section 2.2.

Some of these objects such as control centers and electricity stations are considered critical

objects. We need to relate these objects to the concepts of CityGML and accordingly use

the appropriate extension mechanism. Table 1 shows how the physical objects are related

to the CityGML concepts.

In this table, we consider six kinds of physical objects to be modeled. The first row lists

23 building classes that are related to AbstractBuilding of CityGML. In CityGML, these

can be grouped under the Building module. From the second to the fourth row, the phys-

ical objects correspond to the equivalent CityGML abstractions. They all have their own

specific modules. Physical objects of the fifth row relate to AbstractTransportationSpace of
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CityGML. The networks shown in row six are related to GenericUnoccupiedSpace. The

physical objects from row two to five have correspondence in CityGML, therefore they

can be directly modeled with the existing abstractions of CityGML.However, to represent

the building classes in row 1 and the network classes in row 6, CityGMLmust be extended.

3.1.1.1 Extending CityGML with building classes
In Table 1, row 1 shows the physical objects which are defined as the extensions of

AbstractBuilding. In Fig. 4, this extension is depicted using a UML diagram:

AbstractBuilding class is shown on the top-left of the figure. The extension is defined

as an association from AbstractBuilding to ADEOfAbstractBuilding. This is termed

Application Domain Extension (ADE) in CityGML. To this aim, the superclasses

ADEOfAbstractBuilding and BuildingTypeExtension are used. ADEOfAbstractBuild-

ing is a predefined class in CityGML. In Fig. 4, all predefined classes are shown in gray

color. Class BuildingTypeExtension is used to represent the common attributes of all

Building classes. The Building classes which are listed in row 1 of Table 1 extend class

BuildingTypeExtension. The attributes of these classes can be categorized as (a) the

inherited attributes from the superclasses such as AbstractBuilding, (b) the attributes

Table 1 Relation among physical objects and CityGML concepts.

No. The physical objects to be modeled Abstractions of CityGML
CityGML
module

1 Base Station, Control Center, Electricity

Station, Factory, Financial Center,

Firefighter Station, Gas Pump Station,

Government Building, Historical

Buildings, Hospital, Logistic Center,

Museum, Office Building, Police

Station, Religious Building, Repair

Center, Rescue Center, Residence,

Restaurant, School, Shop, Shopping

Center, Water Pump Station

AbstractBuilding Building

module

2 Bridge AbstractBridge Bridge module

3 Tunnel AbstractTunnel Tunnel module

4 Vegetation AbstractVegetationObject Vegetation

module

5 Road, Track, Railway, Square,

Waterways

AbstractTransportationSpace Transportation

module

6 Water Network, Gas Network,

Electricity Network,

Communication Network

GenericUnoccupiedSpace Generic

module
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specific to building type, and (c) the attributes related to emergency management, for

example, positioning of specific sensors such as seismic sensors for earthquake detection.

We consider the specification of these attributes out of the scope of this chapter.

AbstractConstruction, AbstractOccupiedSpace, and AbstractPhysicalSurface form a

predefined chain of superclasses which extend AbstractBuilding. For simplicity, we do

not show the superclass of AbstractPhysicalSurface here.

3.1.1.2 Extending physical objects with a disaster model
Disaster modules are considered extensions of AbstractPhysicalSurface which are shown

in middle-left of Fig. 5. The extension is defined as an association from AbstractPhysi-

calSurface to ADEOfAbstractPhysicalSurface. Class DisasterProperties extends ADEO-

fAbstractPhysicalSurface and declares zero or more objects of DisasterType.

<<FeatureType>>
AbstractConstruc�on

<<FeatureType>>
AbstractOccupiedSpace

<<FeatureType>>
AbstractPhysicalSurface

<<FeatureType>>
Building::AbstractBuilding

<<DataType>>
ADEOfAbstractBuilding+ade

Of
AbstractBuilding
<<Property>>

<<DataType>>
BuildingTypeExtension

<<DataType>>
BaseSt

<<DataType>>
ControlCenter

<<DataType>>
ElectricitySt

<<DataType>>
Factory

<<DataType>>
FinancialCenter

<<DataType>>
FirefighterSt

<<DataType>>
GasPumpSt

<<DataType>>
Museum

<<DataType>>
HistoricalBld

<<DataType>>
Hospital

<<DataType>>
Logis�cCenter

<<DataType>>
GovernmentBld

<<DataType>>
PoliceSt

<<DataType>>
RescueCenter

<<DataType>>
OfficeBld

<<DataType>>
Residence

<<DataType>>
RepairCenter

<<DataType>>
ReligiousBld

<<DataType>>
Restaurant

<<DataType>>
School

<<DataType>>
ShoppingCenter

<<DataType>>
Shop

<<DataType>>
WaterPumpSt

Fig. 4 UML class diagrams for building classes.

164 Management and engineering of critical infrastructures



DisasterType defines attributes that characterize disasters such as Collapse, Fire,

Flood, Landslide, Tsunami, Unhealth. DisasterType also specifies the intensity of the cor-

responding disaster.

Since AbstractPhysicalSurface is the superclass of AbstractBuilding, AbstractTunnel,

AbstractBridge, AbstractVegetationObject, and AbstractTransportationSpace, the disas-

ter model is inherited by all physical objects.

3.1.1.3 Extending physical objects with a disaster model
There have been several publications [34,35] on extending CityGML with UtilityNet-

works. Their proposal is to extend class _CityObject for this purpose. However, class

_CityObject is not supported in the new version of CityGML. Instead, as shown in

Fig. 6, we propose to use an association relation between the class GenericUnoccupied-

Space and ADEOfGenericUnoccupiedSpace. Specification of the attributes of classes are

considered out of the scope of this chapter.

3.2 Model checking of the digital-twin based emergency management
system
To understand the consistency issues related to the architecture given in Section 2.1.2,

we analyze formally the processing steps that are carried out. Fig. 7 shows the state model

of one of the control centers in the notation of the UPPAAL [36] system. The start and

end states are shown on the left and right sides of the figure, respectively. The states which

are tagged with OR_< state name> belong to the systemObject Runtime. The result of

every action is registered first in the Object Runtime system and consequently, the

<<FeatureType>> <<Property>>
+adeOfAbstractPhysicalSpace

Core::AbstractPhysicalSurface

<<DataType>>

<<Property>>
+ type: CharacterString
+ intensity: int

DisasterType
<<DataType>>

<<Property>>
+ disasters: DisasterType [0..*]

DisasterProperties

<<DataType>>
ADEOfAbstractPhysicalSurface

Fig. 5 UML class diagram for disaster types.
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database is updated where necessary. The states are triggered by the events that are gen-

erated in the Object Runtime system.

The state allocate is activated byOR_control_room when an emergency incident is reg-

istered in the database. The state allocate determines the tasks and resources that are nec-

essary to cope with the emergency condition and this is registered in Object Runtime.

This results in a database update operation and subsequently, the state analyze is triggered.

The result is registered into the Object Runtime system and the state optimize_dispatch is

activated. The result is registered first in the Object Runtime system and later in the data-

base and the in_action state is activated. The state of task forces is continuously queried

from the Object Runtime system until the condition (a) the mission is ended without

any problem, (b) the mission is inconsistent, or (c) the mission is failed. The inconsistent

state indicates that there is a deviation in value between the estimated task duration as

derived from the digital twin model and the actual duration measured within the physical

reality. This requires an analysis of the emergency handling process again. The mission

can fail for many reasons such as defects in the equipment. In this case, the emergency

handling process is carried out all over again.

Fig. 8 shows the state model of the management process of the rescue task force. Like

in the previous example, the Object Runtime system is indicated with the tag OR_

<state name> and the start and end states are shown on the left and right of the figure,

respectively. A request for a rescue team is detected by the stateOR_task_detect after que-

rying the database. This results in triggering the state call_registerwhich initiates an update

operation on the Object Runtime system. Consequently, the state check_availability is

activated to determine if there are enough resources as it was estimated initially. In case

resources are not sufficient due to unexpected changes, the system polls the database

<<FeatureType>>
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+adeOfGenerixUnoccupiedSpace

AbstractUnoccupiedSpace

<<TopLevelFeatureType>>
GenericUnoccupiedSpace

<<FeatureType>>
AbstractPhysicalSurface

<<DataType>>
ADEOfGenericUnoccupiedSpace

<<DataType>>
UtilityNetwork
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CommunicationNetwork
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ElectrictyNetwork

<<DataType>>
GasNetwork

<<DataType>>
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<<Property>>
+ class: GenericUnoccupiedSpaceClassValue[0..1]
+ function: GenericUnoccupiedSpaceFunctionValue[0..*]
+ usage: GenericUnoccupiedSpaceUsageValue[0..*]
+adeOfGenericUnoccupiedSpace: ADEOfGenericUnoccupiedSpace[1..*]

Fig. 6 UML class diagram for network classes.
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Fig. 7 A state model of the control center of the digital twin system in Section 2.1.2.



Fig. 8 A state model of the rescue team with the corresponding digital-twin system.



through the states OR_not_sufficient_resource and OR_check_availability. If there are

enough resources, the state in_operation is triggered which activates the state OR_in_o-

peration. This state polls the database until the mission is completed successfully or the

deadline is reached. In the latter case, the state time_exceed is triggered and the whole pro-

cess restarts again.

A critical issue in designing such a system is to assure that the following constraints are

not violated:

1. From the start state the end state is reachable, which is expressed in the following

UPPAAL formula:

E <> controlCenter:end (1)

Here, controlCenter is variable and the end is the state defined in the UPPAAL model.

This expression checks if the end state of the control center is reachable.

2. Themutual exclusion of read/write and write/write operations on the critical regions

of the digital-twin system must be assured.

To test this constraint, the following UPPAAL expression checks if rescueTeam1 and

rescueTeam2 can be in the operation state simultaneously:

E <> controlCenter1:in_action and rescueTeam1:in_operation and

controlCenter2:in_action and rescueTeam2:in_operation (2)

Here, rescueTeam1 and rescueTeam2 are the variables and in_operation is the state in both

rescue team models.

The following parameters are used in verifying this expression:

• The resource need of rescueTeam1: 3

• The resource need of rescueTeam2: 3

• Available resources: 5

Given these parameters, rescueTeam1 and rescueTeam2 cannot be in_operation phase due to

a lack of resources. However, the UPPAAL system indicates that even with these param-

eter values, both rescue teams can be in in_operation state. This indicates that the mutual

exclusion of operations in the critical region cannot be assured.

One may claim that by using locks for each access, inconsistencies can be avoided.

Unfortunately, the heterogeneous and distributed nature of such systems and the lack

of standards make it not practical to adopt a common locking scheme for the overall

architecture.

3.3 Extension GIS with event-based digital twins
To overcome the inconsistency problem, the architecture depicted in Fig. 9 is proposed.

At the top of the figure, the distributedmanagement system is shown as a dashed rectangle
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where its subsystems, control rooms, and task forces are shown symbolically in white and

light gray colors, respectively. The event-based GIS database/digital twin system is

shown at the bottom of the figure. In contrast to the architecture that is given in

Section 2.1.2, here, a common OR system is adopted as a layer at the top of the GIS

database. The event-based communication between the subsystems of the distributed

management system andOR system is shown by a thick line in red color which is realized

through an atomic publisher-subscriber subsystem. The processes in the management

system subscribe to the required events and they are notified by the publisher-subscriber

system when the events are available. The notification process is realized by an atomic

broadcast protocol [31,32,33] where no simultaneous read/write and write/write

accesses can occur in between the updates. The subsystems of the distributed manage-

ment system can also directly call on the OR system to register their state of execution.

This is shown as a thin line.

The state model of the architecture of the control center is shown in Fig. 10. The

differences between the state models of the new architecture and the architecture shown

in Fig. 1 are due to the introduction of atomic actions. To this aim, the model shown in

Fig. 11 is defined. Here, there are two states: unlock_state, and lock_state. When a critical

operation has to be carried out in the control center for example, such as in the state

OR_optmize_dispatch in Fig. 10, the signal critical_region_lock is executed. This causes
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«System»
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Management

System n

«System»
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«System»
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Task Force 1:
Rescue Team
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«System»
Task Force 2:
Medical Team
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«System»
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Distributed Management System

Event based GIS Database/Digital Twin System

Fig. 9 The proposed architecture is based on event based GIS database.
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Fig. 10 A state model of the control center example of the event-based GIS database with atomic broadcast.



the transition to lock_state shown in Fig. 11, if the locking mechanism is in unlock_state. In

lock_state, the critical operation is delayed until there are no active read operations. This

strategy implements read priority.When the critical region is available for the write oper-

ation, the transition to unlock_state is realized. In Fig. 11, writeOperation() is an abstraction

of a series of operations. The parameters to be updated in the database are denoted for

example, by the expression invokeDispatch. For brevity, we do not show all the imple-

mentation details here.

Similar lock mechanisms are also defined for the state model of the rescue team as

shown in Fig. 12. For example, to enter their critical regions, the statesOR_in_operation,

OR_failed, and OR_end execute first the signal critical_region_lock, wait for the acknowl-

edgment to write in the critical state, then they write and release the critical region.

Otherwise, the models shown in Figs. 8 and 12 are basically the same.

To verify the consistency of the data in the event-based GIS database with atomic

broadcast, we execute the UPPAAL statement F2. In the previous model of the archi-

tecture shown in Fig. 1, this expression evaluates True which indicates data inconsis-

tency. Nevertheless, the combined evaluation of the models shown in Figs. 10–12
with two control centers and rescue teams show that a path cannot be found for the

formula (2). This indicates data consistency.

4 Discussion and related work

This chapter is based on the assumption that the emergency management system is imple-

mented by a heterogeneous architecture where no standard locking protocols exist. Fur-

thermore, the emergency management system is based on an event-based digital-twin

system in which the management system is activated by a set of events that are generated

from the digital twin. If these assumptions are not valid, the research questions RQ2 to

RQ4 may not be relevant.

Naturally, the UPPAALmodels are defined based on certain assumptions over reality.

The details of executions that may happen in actual implementations are abstracted away.

Furthermore, the models do not reflect all the details of atomic broadcast protocols in the

init_and_read
critical_region_lock?

critical_region_release!
read_count == 0

read_count ! = 0

writeOperation()

Fig. 11 A state model of the lock mechanism with read priority.
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Fig. 12 A simplified state model of the rescue team of the event-based GIS database with atomic broadcast.



publisher subscriber system. If required, the reader may refer to the publication [37],

which proposes a UPPAAL model for publisher subscriber systems. We assume that

the details of the UPPAAL models shown in this chapter are adequate for the research

questions presented in Section 2.3.

We observe two possible challenges in the realization of the proposed architecture

that is shown in Fig. 8. A central implementation of event-based GIS database/digital-

twin system may suffer from poor time performance in the case of a large management

system with high data access. To overcome this problem, a distributed implementation

of the system with better performance values can be investigated. Secondly, the parties

involved in emergency management must agree in using the proposed architecture as

a common platform.

There are many works that address the subproblems related to this chapter. For exam-

ple, several researchers have proposed extending CityGML for certain domains, such as

utility networks [34,35], and energy [38]. Recently, a substantial amount of research work

has been published on digital twins [4,21,22,23,24]. The concurrency control issues for

simultaneous read/write and write/write accesses have been studied in computer science

for decades [39,40,41]. There are also many publications on system design including

atomic actions and event-based communication mechanisms [26,27,28]. Model checking

techniques have been successfully applied to system verification [37,42]. In this chapter, we

benefited from all these research contributions. To the best of our knowledge, there has

not been any publication which addresses the same research questions. There is no related

work that exactly matches our proposal.

5 Conclusion

This chapter is formulated around four research questions. The first research question

is about extending GIS models to represent the missing information related to earth-

quakes. To address this question, Section 2.1.1 first identifies the entities to be repre-

sented. In Section 3.1.1, the necessary extensions to CityGML are presented. By

using the UPPAAL system, Section 3.2 demonstrates the possible data inconsistency

conditions if no standard locking protocols are defined in heterogeneous twin-

system-based architectures. Section 3.3 proposes an architecture in which the

extended GIS database is combined with the event-based layer for earthquake man-

agement. It is formally proven that this approach can solve the data inconsistency

problem.
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1 Introduction

Critical infrastructures play a pivotal role in maintaining the safety, security, and overall

functioning of modern societies. They encompass a wide range of sectors, including

energy, transportation, telecommunications, water supply, and more. These infrastruc-

tures are often interdependent and vulnerable to various threats, both natural and

human-induced. As a result, ensuring the protection of these vital systems is paramount

to national security and public welfare.

Physical protection systems (PPS) serve as an essential component in the preservation

and security of critical infrastructures. These systems are designed to prevent unauthor-

ized access, detect intrusion attempts, and respond to security breaches effectively.

A PPS is a combination of people, procedures, and equipment designed to protect

assets and facilities from malicious attacks [1–3]. These systems are used in a variety of

settings, including airports, rail hubs, highways, medical facilities, bridges, electrical grids,

dams, oil refineries, and water systems. The design of an effective PPS requires careful

evaluation of the resources needed to provide the necessary protection.Without accurate

assessment and design, significant resources may be wasted on unnecessary protection or,

worse, fail to offer adequate security in critical areas of the system that need protection.

To design and analyze PPSs effectively, a variety of PPS design methodologies have been

proposed in the literature.

A PPS offers the key functionalities of deterrence, detection, delay, and response to

prevent malicious acts by adversaries. Therefore, a PPS design methodology explicitly

considers these concerns and specifies how to effectively address them. While effective

PPSs have been designed using the methods currently in use, there is a potential for large-

scale reuse in the development of various PPSs. This paper focuses on the context of an

industrial large-scale systems engineering company that is developing a wide range of

PPSs. While each system that needs protection is unique, recurring development
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activities can be observed over the entire systems engineering lifecycle [4,5]. Thus, there

is a significant potential for reuse to support the development process.

In many industrial practices, reuse has been an important objective and has been

extensively examined in the literature. Initially, reuse was mainly focused on a small scale,

and the approach was ad hoc. However, the most significant and extensive benefits are

realized through a systematic, large-scale approach to reuse. This concept has led to the

development of the Systems Product Line Engineering (SPLE) approach, which aims to

exploit reuse throughout the entire lifecycle process [6,7]. A product line refers to a group

of systems that share a managed set of features, which satisfy the particular needs of a spe-

cific market segment or mission. These systems are developed from a common set of core

assets in a defined manner.

Numerous studies have analyzed and discussed the advantages of adopting a product

line approach, which includes large-scale productivity gains, improved product quality,

lowered product risk, reduced time to market, enhanced market agility, increased cus-

tomer satisfaction, efficient use of human resources, ability to achieve mass customiza-

tion, maintain a market presence, and sustain unprecedented growth. The PLE

process can be applied to develop a product line for any domain, and it is independent

of the domain. In the literature, different PLE approaches have been introduced, includ-

ing single PLE, multiple PLE, and feature-based PLE. Selecting one of these three PLE

process alternatives for PPSs is not trivial. However, guidance on selecting PLE process

alternatives for PPSs has not been addressed in the literature. This paper presents the

background and relevant concepts of the PPS domain, describes the three types of

PLE approaches, and presents a method for selecting the proper PLE approach. Finally,

the paper illustrates the application of the method to a real industrial case study of a large-

scale systems company.

The paper is organized as follows: Section 2 provides background information on

PPS, Section 3 describes the three different PLE process alternatives, Section 4 presents

the method for selecting these approaches for PPS, Section 5 presents related work, and

Section 6 concludes the paper.

2 Physical protection systems

A PPS typically consists of various physical security measures such as intrusion detection

sensors, cameras, access control devices, barriers, and response protocols. Automated sub-

systems within the PPS transmit information and video footage to a central alarm station

(CAS) where operators can take appropriate action based on specific information. The

metamodel shown in Fig. 1 outlines the fundamental components of a PPS. Although

PPS may vary in their specific details, there is a consensus that the system should include

three critical elements: detection of potential threats, delaying the adversary, and response
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by security personnel. These three elements must be carried out in the order of detection,

delay, and response to ensure an effective PPS. It is important that the time required for

detection and response is shorter than the time needed for the adversary to complete their

task.

Fig. 2 illustrates the primary activities involved in the PPS design process. The process

consists of three main stages: identifying PPS objectives, designing the PPS, and evaluating

the PPS. The first stage involves characterizing the facility, defining threats, and specifying

the target to be protected. Designing the PPS involves three crucial activities: detection,

delay, and response while keeping in mind operational, safety, legal, and economic con-

straints. Detection should be as far from the target as possible, and delay should be near the

target. During PPS design, the designer should consider the associations between detection

and assessment, as well as between response and response force communications, and use

equipment combinations that complement each other to protect against any weaknesses.

The final stage is evaluating the design PPS using techniques such as Path Analysis, Scenario

Analysis, and System Effectiveness Analysis. The outcome of the evaluation is a system vul-

nerability assessment that can identify previously unnoticed weaknesses or confirm that the

design is feasible and effectively achieves the protection objectives.
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Fig. 1 PPS design elements.
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3 Product line engineering process alternatives

3.1 Single system development—Non-PLE
There are various methodologies for developing Physical Protection Systems (PPS), one

of which is the traditional single system engineering approach (shown in Fig. 3) that does

not incorporate Product Line Engineering (PLE) practices. In this approach, there may

be a product portfolio, but each system is designed separately without utilizing PLE prac-

tices such as explicit commonality variability modeling, a product family architecture,

and a shared asset base. The fundamental task in this approach is to locate a previously

manufactured or delivered PPS system that most closely matches the formal requirements

and needs of a potential new customer. Once identified, the engineering artifacts of the

existing PPS are reused and modified to fully satisfy the new PPS’s requirements. This

approach can lead to a number of challenges, such as the inability to capture and manage

the commonalities and variabilities across the product portfolio. Furthermore, the cost

and time to develop new PPS may not decrease significantly, as each new system requires

3 PPS Evaluation

Top-Level PPS Process

1. Determine PPS
Objectives 2. PPS Design 3. PPS Evaluation

1.Determine PPS
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2 PPS Design

2.1 Detection

2.2 Delay
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Fig. 2 Physical protections system development process.
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significant effort to modify existing engineering artifacts to fit the specific customer’s

needs.

On the other hand, Product Line Engineering (PLE) offers a more systematic

approach to PPS development by exploiting commonalities and variabilities across the

product line, thereby reducing development time and cost. PLE also supports the reuse

of engineering artifacts across the product line, enabling efficient development and main-

tenance of the PPS.

3.2 Single product line engineering
The conventional approach to PPS development overlooks the opportunity for reusing

common elements across different systems. Despite their differences, PPSs have certain

shared characteristics and structures that can be leveraged for reuse. By adopting a

domain-driven design approach [8], a company can develop a product line of PPSs using

a common set of core assets in a predetermined manner. This approach offers several

advantages over single system development, such as increased efficiency, consistency,

and cost-effectiveness.

However, adopting a product line engineering approach requires additional invest-

ments compared to the traditional approach. The initial investment may only result in a

return on investment (ROI) after developing more than one product, which is com-

monly known as the break-even point. Although different PLE processes have been pro-

posed, they all involve domain engineering, product line architecture, and application

engineering. In the domain engineering phase, a reusable platform and product line

architecture are developed, while the application engineering phase utilizes the results

of the domain engineering process to develop the products. Technical and organizational

management processes are employed to manage the overall development process. Fig. 4

provides an overview of a typical product line engineering process.

PPS Requirements

Gap Analysis

Existing PPS

Selected Products
To be reused

Develop New PPS

New PPS

Fig. 3 Ad hoc, non-PLE reuse strategy for developing PPS.
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3.3 Multiple product line engineering
In order to tackle the challenges that arise from the complexity of a large system, a mul-

tiple product line engineering (MPLE) approaches is utilized, which permits products to

be constructed from various, yet interrelated product lines [9]. This is achieved through

the use of composite patterns for creating product lines, which can either be flat software

product lines or composite product lines (CPLs) that contain other product lines. The

general structure of this approach is depicted in Fig. 5.

It should be noted that in this approach, each product line is characterized by a two-

life cycle process, which involves domain engineering with product management and

application engineering. As a result, two separate architectures are developed, namely

the product line architecture and the application architecture. The former represents

the common and variant structures of a set of products within the selected product line,

while the latter represents the architecture of a single system. The individuals responsible

for defining these architectures are referred to as the product line architect and the appli-

cation architect.

It is important to recognize that the MPLE approach necessitates additional invest-

ments in comparison to traditional single-system development. Nevertheless, it can

Product Development (Application Engineering)

Core Asset Development (Domain Engineering)
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Fig. 4 Product line engineering process.
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potentially result in a higher return on investment due to the possibility of reusability and

the ability to efficiently develop multiple products within interrelated product lines.

3.4 Profile-based product line engineering
The third alternative for PLE is to utilize feature profiles within feature modeling to rep-

resent the domain by explicitly showing common and variable features. Features refer to

relevant system properties used to capture similarities or differences. A feature model is

usually represented as a tree structure, with the root node representing the system and its

descendant nodes being the features. The selection of features in a feature diagram rep-

resents a feature configuration, which often corresponds to a system instance. Not all

configurations are feasible, and feature constraints are used to indicate this explicitly.

In the application engineering process, ensuring a thorough and accurate configura-

tion of the SPL that meets the requirements is crucial. However, selecting the correct and

complete configuration based solely on a feature diagram can be challenging. To tackle

this problem, staged configuration can be utilized (Fig. 6). This approach involves

Multiple Product 
Line (MPL)

build using

Product Line

System

Single Product Line 
(PL)

Delta Asset
*

**

Architecture

share

Feature-Based 
Product Line (FPL)

Fig. 5 Conceptual model for system development using product lines, multiple product lines.
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Fig. 6 Example specialization of a feature model.
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selecting features in stages from a family feature model until a final feature model is

obtained that precisely describes the configuration of a single application.

Reusable intermediate configurations in the staged configuration are termed feature

profiles. Feature profiles are semicomplete feature models in which the features for the

required (sub)product family have been selected during the domain engineering process.

Feature profiles can be defined to support reuse and reduce the effort required in the

application engineering process. For a large product line scope in which we can identify

product family categories, it is convenient to develop feature profiles for these categories.

The overall process that we define for feature-driven PLE is shown in Fig. 7, where the

overall domain is decomposed into several subdomains for which profiles are developed,

and in the application engineering process, the profiles are reused instead of directly using

the family models.

Note that each feature model defines a set of configurations, and the use of feature

profiles can reduce the number of configurations that developers must manually select,

reducing the effort required in the application engineering process.

When considering a broad scope, there are implications for adopting a PLE approach.

One option is to continue with a single PLE approach, utilizing a single domain engi-

neering and application engineering process with one reusable asset base. Alternatively,

a multiscope perspective using MPLE or profile-driven PLE may be more appropriate.

Family Feature Model
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Feature Profile

Family Requirements 
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Requirements Profile

Domain Engineering

PPS
Feature Model

PPS
Requirements Model

Application Engineering
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Fig. 7 Profile-based PLE.
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It is important to carefully select and justify the chosen method as it will have both

technical and organizational impacts.

To address this decision-making process, we have developed an overall research

method, illustrated in Fig. 8. This includes parallel analysis of the PPS method, PLE

methods, and a case study. These activities can be performed in any order. Following

completion of the analysis phase, the three different PLE methods are evaluated, and a

decision is made on the most feasible approach. Our research also aims to answer the fol-

lowing questions:

RQ1. What are the current PPS methods?

RQ2. What are the current PLE methods?

RQ3.How canwe analyze the PLEmethods and determine the best method for PPS?

Analyze existing case
study

GQM Analysis of the
PLE methods

Decide on the PLE

Start the PLE process

Analyze existing PLE
methods

Analyze and model
PPS method

Fig. 8 Adopted method for analyzing and comparing PLE method.
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To select the most suitable PLE method, we adopt the Goal-Question-Metric approach,

a measurement model promoted by Basili and others [10]. This approach assumes that to

measure in a purposeful way, an organization must first specify project goals, define a set

of questions for each goal, and finally define metrics associated with each question to

measure progress in a meaningful way.

To effectively implement the Goal Question Metric (GQM) approach, it is recom-

mended to follow a six-step process that involves identifying business goals, generating

quantifiable questions based on models, specifying relevant measures, developing data

collection mechanisms, analyzing data in real time for corrective action, and assessing

conformance and making recommendations for future improvements [10,11]. Properly

defining the goals, questions, and metrics is crucial in this approach, where GQM goals

consist of five facets: object, purpose, focus, viewpoint, and environment.

In this study, we examine four different development approaches, including the

absence of Product Line Engineering (PLE), single PLE, multiple PLE, and Profile-

based PLE.

Table 1 outlines the five goals and their corresponding questions and metrics for mea-

suring the success of the PLE approach. The goals include optimizing asset reuse, increas-

ing productivity, managing complexity, easing organizational management, and easing

product line management. The questions focus on aspects such as manpower require-

ments, commonality and variability, and organizational structure. The metrics include

percentages of reused assets per product, depth of feature diagram, andmaintenance effort

in man-months. Subjective evaluations by project management are also considered for

some metrics. By defining these goals, questions, and metrics, the GQM approach can

be used to make informed decisions and drive improvements in the PLE approach.

4 Evaluation method

Selecting systems within a product line is a deliberate and strategic process that considers

their potential economic benefits and efficient development with core assets. Effective

product management is a critical aspect of Product Line Engineering (PLE) and encom-

passes the control of the development, production, and marketing of the product line and

its applications. Input for product management is provided by top management, who

define the company’s goals. The primary objective of product management is to contrib-

ute to the company’s entrepreneurial success by integrating the development, produc-

tion, and marketing of products that meet customer needs. A crucial responsibility of

product management is managing the company’s product portfolio, which includes

the types of products offered by the product line organization. Portfolio management

is a continuous decision-making process that evaluates and updates the portfolio based

on market and business requirements.
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Table 1 GQM results for the targeted PLE approaches.

Goal Questions Metric

Enhance asset

reuse

• How much are assets reused in the

development process?

• What is the distribution of reused assets

across different products?

• Is there any functional overlap among

different product lines?

• % of reused assets per

product

• Asset distribution over

products

• Common features over

assets (in multiple PLs)

Boost efficiency

and output

• How many people are needed for domain

engineering activities?

• How many people are needed for appli-

cation engineering activities?

• Man month per PL

• Man month per

application

Streamline

complexity

management

• What level of complexity is involved in

the commonality and variability of the

system?

• Have the boundaries of the domain been

appropriately defined and separated across

the product lines?

• Is each product line focused on a single

domain, ensuring proper separation of

domains across product lines?

• Depth of feature

diagram

• Features

• PL per domain

• Domain per PL

Simplify

organizational

management

• What is the organizational structure

required for product line development?

• Are the teams properly defined and sep-

arated for domain-specific product line

activities?

• Are the product line development activ-

ities well-aligned with the organizational

teams?

• Organization hierar-

chy depth

Facilitate

product line

management

• How much effort is required to add,

remove, or update product features

within a product line?

• How much effort is required to add,

remove, or update product features across

different product lines?

• Can the organizational structure easily

handle the addition of new products or

domains?

• Man month for total

maintenance activities

per PL

• Man month for total

maintenance activities

per CPL

• Subjective evaluation

by project

management

Simplify product

composition

• What is the effort required to compose

products from different product lines?

• Subjective evaluation

by project

management

Adapted from B. Tekinerdogan, O. Ozkose Erdogan, O. Aktug, Supporting incremental product development using
multiple product line architecture, Int. J. Knowl. Syst. Sci. 5 (2014) 1–16.
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The product management subprocess involves defining a product roadmap that out-

lines the estimated product line and identifies the significant common and variable fea-

tures of all product line applications. This product roadmap is then handed over to

domain requirements engineering, which is responsible for defining the product require-

ments used to design the product line architecture. It is important to note that effective

product management requires continuous evaluation of the product line and its applica-

tions to ensure that they meet the customer’s needs and are aligned with the company’s

goals.

Scoping techniques are utilized in product management to define the boundaries of

the product line and determine which products are included and excluded. The success of

the product line heavily depends on an appropriate scope, as a scope that is too large may

result in excessive variation among products, making it challenging to achieve common-

ality and variability. Conversely, a scope that is too small may impede future growth and

prevent the realization of economies of scope, resulting in a stagnant product line. Thus,

scoping should be carefully considered to mitigate these risks.

The term PPS is broad and encompasses several subdomains, with a many-to-many

relationship between domains and systems. Systems may not cover an entire domain and

could belong to multiple domains. Similarly, a domain can be utilized in various systems,

and multiple domains may be integrated into one system. While Fig. 9 illustrates the

Reusable Asset Base
Physical Protection Systems

Border PPS Coast PPS Pipeline PPS Facility PPS

Railway PPSFactory PPS

Highway PPS

….
PPS

Application Engineering
(Product Development)

Domain Engineering
(Reusable Asset Development)

Event PPS

Fig. 9 Adopted scope for PPS.
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overall domain with the identified subdomains considered in the project, it is important

to note that the global scope is not limited to these domains.

The evaluation of the four alternatives according to the defined goals is presented in

Table 2, where all six goals fromTable 1 hold equal weight. The evaluation scale includes

five values ranging from very negative to very positive (�, � �, +, ++, +�), and the

results are based on these criteria.

From Table 2 we can observe that the first alternative of not using a PLE approach

has been evaluated negatively. It fails to optimize reuse, and as such does not increase

productivity, while complexity is high. On the other hand, organizational management

is considered neutral, product line management is doable because of the focus of a single

system. The composition of products is evaluated positively because no subdomains are

specified, and products can be configured without constraints. The 3 PLE approaches

have been evaluated positively implying the need for systematic reuse. A single PLE

provides the benefits of reuse and higher productivity but for a rather broad PPS scope,

the complexity management will become challenging. An MPLE approach is not

favored due to the difficulty of managing separate PLEs. In the end, the profile-based

PLE was found most feasible offering both reuse and avoiding the added complexity

of MPLE.

After the selection of a profile-based PLE, we had to decide on the product domain

categories. Initially, it was stated that a broad PPS domain would be selected. But the

question remained of which PPS subdomains the profiles would be developed. Based

on company objectives the following product domains have been selected for which pro-

files would be developed.

• Border Security

Involves the protection of the national borders from the illegal movement of

weapons, drugs, illegal imports, and people, while promoting lawful trade and travel.

Table 2 Evaluation matrix for PLE alternatives.

Goals
No
PLE

Single
PLE MPLE

One PLE
profiles

Optimize reuse (reduce overlapping

functionality)

� � ++ + ++

Increase productivity � � + � � +

Manage complexity � � +� � +

Ease organizational management 0 0 0 0

Ease product line management +� +� +� +

Ease composition of products across business

units

++ + + +
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• Pipeline Security

Refers to the measures taken to safeguard land-based pipelines from acts of sabo-

tage, illegal tapping, and terrorist attacks.

• Critical Settlement Security

Protection of civil settlements

• Coastal Security

Protection of the coast and territorial waters

• Mobile Platform Security

Protection of the adopted mobile platforms

This means that for these five domains the feature profiles, requirements profiles and the

design profiles would be made reusable in the asset base. For feature profiles this is illus-

trated in Fig. 10. Here, each profile is in essence a subset of the general PPS feature model.

To develop the profile, it is necessary to select or deselect the features that are needed for

the corresponding product category (for example, Border PPS). On the other hand, not

all features will be determined and as such variability will be left that can only be decided

at the application engineering for the specific product of the product category.

Fig. 10 Illustration of profile development for five different PPS domains.
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5 Related work

The field of physical protection systems (PPS) has been extensively studied, with several

studies addressing the design and evaluation of PPS [2,3,11,12]. However, many of these

studies have not considered the potential for systematic reuse through systems product

line engineering (PLE), which can lead to reduced development costs, improved quality,

and faster time-to-market. In our earlier study, we provided a family feature modeling

approach that explicitly shows the common and variant features for developing PPSs [13]

but did not consider the process activities. To address this, we proposed an integrated

process for PLE of PPSs that combines model-based development and PLE [14], provid-

ing a more comprehensive approach to PPS design.

To ensure a proper PPS design, a well-defined architecture framework with corre-

sponding viewpoints is necessary to address the required concerns [15]. Building on this,

we presented an architecture framework for PPS that includes six viewpoints to model

the system’s architecture from different perspectives. This framework aligns with the

vision of model-based systems engineering and provides a comprehensive approach to

PPS architecture modeling.

In addition to general PPS design, there have been extensive discussions on intrusion

detection systems (IDS) in relation to PPS. An IDS monitors a network or system for

malicious activity or policy violations, and its detection functionality primarily uses

the techniques proposed by IDS and IDPS.

6 Conclusions

Physical protection systems (PPS) are commonly used to secure areas, facilities, and assets.

Due to the similarities among PPS features, there is potential for systematic reuse using

systems product line engineering (PLE). PLE can reduce development costs, and

time-to-market, and improve quality. This paper introduces three PLE approaches: sin-

gle PLE, multiple PLE, and profile-based PLE, and presents a systematic approach for

selecting the most suitable method. The proposed method is applicable not only to

PPS but also to other systems. The paper provides a case study to illustrate the use of

the method in an industrial context.

The novelty of the paper lies in its systematic approach to selecting the appropriate

PLE method for a given industrial context. By presenting three different PLE approaches

and outlining their strengths and limitations, the paper offers decision-makers a frame-

work for making informed choices. The selection of a PLE approach is critical for achiev-

ing cost-effectiveness, reducing time-to-market, and improving quality in PPS

development. Our systematic approach to the qualitative analysis of PLE methods takes

into account various factors, such as the size of the product line, the complexity of the

system, and the organizational context, to determine the feasibility of different PLE
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methods. This approach enables organizations to make informed decisions and select the

most suitable PLE approach for their specific needs. It is important to note that our qual-

itative analysis method can also be applied to other systems besides PPS, making it a valu-

able contribution to the field of systems product line engineering.
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Reference architecture design
for machine learning supported
cybersecurity systems
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1 Introduction

Cybersecurity is an increasingly important concern in the digital age as technology con-

tinues to evolve and becomemore widespread. The increasing reliance on digital systems

has led to a rise in security threats, from malware to phishing and other cyberattacks. To

address these threats, many organizations have invested in cybersecurity solutions

designed to protect their systems and data. However, these solutions are often developed

in isolation, with little consideration for integrating machine learning and other advanced

technologies.

The need for more understanding among software architects of machine learning and

machine learning experts of software architecture design further compounds the cyber-

security problem, which has led to the development of machine learning-based models

that need to be better suited to the software-intensive systems commonly encountered in

cybersecurity. However, software architects have yet to explicitly consider cybersecurity

with machine learning support in designing software-intensive systems, resulting in sys-

tems not being equipped to deal with the latest security threats.

This study aims to develop a reference architecture design for machine learning-

supported cybersecurity systems. By adopting a holistic approach that considers both

the engineering design and machine learning perspectives, we aim to address the current

limitations of cybersecurity solutions. Our approach involves first performing a domain

analysis, followed by an architecture design stage in which decomposition and deploy-

ment views are developed based on the Views and Beyond architecture development

framework.

The proposed reference architecture is built based on the synthesized architecture

design approaches and machine learning applications used in cybersecurity. As a result,

it provides a comprehensive and effective solution for machine learning-supported

cybersecurity systems.
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We demonstrate that the proposed reference architecture design and the holistic

approach effective for machine learning-supported cybersecurity systems. By providing

a comprehensive solution that considers both the engineering design and machine learn-

ing perspectives, we aim to address the current limitations of cybersecurity solutions and

help organizations better protect their systems and data from security threats.

The chapter’s remaining organization is as follows: Section 2 presents the back-

ground. Section 3 discusses various reference architectures for cybersecurity systems.

Section 4 describes reference architectures for machine learning systems. Section 5 intro-

duces the reference architecture for machine learning-supported cybersecurity systems.

Section 6 includes the related work. Section 7 covers the discussion, and Section 8 con-

cludes the chapter.

2 Background

This section will provide the background related to machine learning-based cybersecu-

rity systems. First, in Section 2.1, the notion of cybersecurity will be described. Then,

Section 2.2 will provide the background on reference architecture design.

2.1 Cybersecurity
The ISO/IEC 27032 standard for Information Technology - Security Techniques -

Guidelines for Cybersecurity was developed to meet users’ needs for protecting the

integrity, confidentiality, and availability of information in cyberspace [1]. The standard

provides a comprehensive framework for ensuring information security. Cyberspace is a

virtual, complex, and multi-dimensional environment comprising individuals, organiza-

tions, and activities that occur on interconnected devices and networks [1,2]. The stan-

dard outlines the relationships between cybersecurity and other security domains and

emphasizes the importance of stakeholders in maintaining and improving the trustwor-

thiness and usefulness of cyberspace (Fig. 1).

The building blocks of cybersecurity include application security, information secu-

rity, network security, and internet security. These concepts and their relations are

defined as follows:

Information security refers to the protection of data and information systems against

unauthorized access, use, disclosure, disruption, modification, or destruction. It encom-

passes a wide range of security domains, including network security, internet security,

cybersecurity, application security, and many others.

Application security is specialized for protecting software applications and the data they

process, store, and transmit. It involves securing the underlying code, data, and infrastruc-

ture that support applications and protecting against threats such as application-level

attacks, SQL injection, and cross-site scripting.
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Network security protects networks and their associated infrastructure, including

routers, switches, firewalls, and other networking equipment. It is concerned with ensur-

ing the confidentiality, integrity, and availability of network traffic and data and protect-

ing against hacking, malware, and unauthorized access.

Internet security refers to the security of the Internet and the protection of online activ-

ities, including electronic commerce, online banking, and online communication. It is

focused on securing the underlying technology and infrastructure of the Internet as well

as protecting against online threats such as phishing, spam, and viruses.

Cybersecurity refers to protecting the Internet and computer systems from theft, dam-

age, or unauthorized access. It is a broad field that encompasses a range of security

domains, including network security, internet security, and application security. Cyber-

security is concerned with ensuring data and systems’ confidentiality, integrity, and avail-

ability and protecting against cyber threats such as hacking, malware, and cyber-attacks.

Thus, while all these security domains are related, they each have specific focuses and

concerns. For example, information security provides a broad framework for protecting

data and information systems. In contrast, network security, internet security, cyberse-

curity, and application security are specific domains within this broader framework, each

with its unique focus and concerns. To be effective, a comprehensive approach must

address all these security domains and ensure that they work together to provide a holistic

and effective security solution.

In addition to the system’s design, human factors must also be considered. The key

cybersecurity challenges include building trust, establishing a cybersecurity culture, and

overcoming the shortage of cybersecurity professionals [4]. Building trust involves cre-

ating awareness of cybersecurity issues, detecting gaps, and improving the system’s matu-

rity. The obstacles to secure and usable authentication include storing user credentials

Fig. 1 Relationship of cybersecurity and security in other domains [3].

195Reference architecture design for ML supported cybersecurity systems



and weak passwords. Cybersecurity also involves continuous preparation, detection,

response, and recovery to maintain the system’s resilience. Finally, the need for talented

professionals, certification, and standardization is essential for assessing and maintaining

the maturity of the system’s cybersecurity.

Regarding current solutions, requirements, challenges, and trends in cybersecurity,

traditional management and analysis approaches include risk management, malware

detection, intrusion prevention and detection, and using network perimeter gateways.

In the area of security intelligence platforms, some of the solutions include IBM’s QRa-

dar and Infosphere BigInsights, Teradata Aster App Center for Security, BotCloud Plat-

form, Beehive framework, Dofur Platform, LogRhythm’s security intelligence platform,

blue coat security platform, and WINE platform.

In cybersecurity, data science andmachine learning are becoming increasingly impor-

tant [5]. Machine learning techniques are being applied to develop intelligent cyber-

security solutions that can be used for autonomous flight operations security, adversarial

and uncertainty modeling, airport security monitoring, anomaly detection, and software

reliability and security certification. Some of the machine learning and deep learning

methods used in these solutions include support vector machine, k-nearest neighbor,

decision tree, deep belief network, recurrent neural networks, and convolutional neural

network.

The application of intelligent cybersecurity solutions can significantly enhance the

capabilities of traditional cybersecurity management and analysis approaches. By leverag-

ing advanced machine learning algorithms, it is possible to identify and respond to secu-

rity threats more quickly and effectively and improve cyberspace’s overall trustworthiness

and usefulness. However, it is essential to note that while these solutions can be highly

effective, they are not a substitute for a comprehensive approach to cybersecurity that

includes not just technical solutions but also the development of a strong cybersecurity

culture, the involvement of stakeholders, and the training and certification of

professionals.

2.2 Reference architecture design
Software architecture is a critical aspect of software engineering that provides the high-

level design of a software system. It is the high-level structure of a software system, which

defines its components, relationships, and interactions. Software architecture should sat-

isfy a system’s functional and non-functional requirements, provide a blueprint for devel-

opment, and ensure a software system’s scalability, maintainability, and adaptability over

its lifetime.

One widely used approach for defining and documenting software architectures is the

“Views and Beyond” approach [6]. In this approach, the architecture of a system is

described through multiple viewpoints that concentrate on specific quality features.
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The number of viewpoints selected depends on the complexity of the system and the

stakeholder’s areas of use. The viewpoints consolidate architectural patterns, templates,

and limitations, making understanding the system’s architecture easier.

Before constructing the software architecture, domain analysis, and commonality

or variability analysis are usually performed to understand the system’s requirements

and constraints [7], and a domain-driven architecture design approach is adopted

[8–11]. Next, quality attributes, such as availability, scalability, and security, are iden-

tified and used to make design decisions. For example, if availability is a critical quality

attribute, the architecture should consider tactics such as detecting faults, recovering

from faults, and preventing faults. The logic for constructing design decisions based on

quality attributes can be broken down into several steps, starting with identifying the

quality attributes and then listing the available tactics and methods for achieving those

attributes.

Software architecture and reference architecture have a relationship in that the refer-

ence architecture often guides the software architecture of a system for the domain it

belongs to. The reference architecture provides the high-level guidelines and templates

that the software architect uses to create the software architecture. In contrast, the soft-

ware architecture defines the specific details of the system.

In other words, reference architecture provides a roadmap for software architecture

design and helps ensure that the system is aligned with industry standards and best prac-

tices. In addition, the reference architecture can be used to evaluate the design of the

software architecture, identify areas for improvement, and ensure that the architecture

meets the requirements of the specific domain.

Themain goal of reference architecture design is to reduce the complexity and uncer-

tainty of developing systems. This is achieved by providing a clear and concise description

of the system’s components, relationships, and constraints. In addition, reference archi-

tectures are intended to be flexible, reusable, and adaptable to changing requirements and

new technologies.

2.3 Reference architecture design for cybersecurity systems
A security system reference architecture provides a comprehensive framework for

designing and implementing cybersecurity solutions. The architecture offers guidelines

for selecting components, technologies, and processes to secure systems, networks, and

applications from cyber threats. It helps organizations understand the security require-

ments and provides a blueprint for meeting them.

Designing a reference architecture for cybersecurity systems is a complex process that

requires a comprehensive understanding of cybersecurity, its components, and the tech-

nologies that support it. The following steps outline the process of designing a reference

architecture for cybersecurity systems:
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• Define the scope and objectives: The first step in designing a reference architecture is to

define the scope and objectives of the architecture. The scope defines the systems, net-

works, and applications that the architecture will cover. The objectives define the

goals and requirements that the architecture must meet.

• Identify security requirements: The next step is to identify the security requirements for

the systems, networks, and applications covered by the scope. This includes defining

the desired quality attributes, such as confidentiality, integrity, and availability, and

determining the level of protection required for each.

• Review existing architectures: The next step is to review existing reference architectures

for cybersecurity systems. This helps to understand best practices and common design

patterns in developing cybersecurity systems.

• Define the components and technologies: The next step is to define the components and

technologies needed to meet the security requirements. This includes defining the

components and technologies used to implement security services, such as authenti-

cation, authorization, and access control, and determining how the components and

technologies will be integrated into the overall architecture.

• Develop the architecture: The next step is to develop the architecture. This involves

defining the relationships between the components and technologies and document-

ing the architecture in a format that organizations can easily understand and use.

• Validate the architecture: The final step is to validate the architecture by testing it against

the security requirements and the scope of the architecture. This helps to ensure that

the architecturemeets the desired quality attributes and that the systems, networks, and

applications can be secured to meet the requirements.

In this chapter, we have focused on existing reference architectures in the literature and

designed an enhanced reference architecture. The list of reference architectures that are

reviewed is presented in Table 1.

In addition to these general cybersecurity reference architectures, we have also iden-

tified the reference architectures for machine learning which are listed in Table 2.

In the following section, we will describe these reference architectures separately.

3 Reference architectures for cybersecurity systems

3.1 National Institute of Standards and Technology (NIST) cloud
computing security reference architecture
The NIST Cloud Computing Security Reference Architecture (NCC-SRA) is designed

to address the unique security requirements of cloud computing ecosystems (Fig. 2). The

architecture is implemented based on three dimensions: service models (IaaS, PaaS, SaaS),

cloud deployment models (Public, Private, Hybrid, and Community), and actors. By

selecting the appropriate service and deployment models, security components can be

implemented to identify, protect against, detect, respond to, and recover from threats.
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Table 1 List of cybersecurity reference architecture.

Paper
ID Year Reference architecture Details

1 2013 NIST Cloud Computing Security

Reference Architecture (DRAFT) [7]

Vendors of various cloud services can readily map their business models

to the NIST architecture supported by the flexible formal model

provided by the NIST Reference Architecture and the overarching

Security Reference Architecture.

2 2015 IBM Security Framework [12] The Advanced Security and Threat Research infrastructure serves as the

basis for the capabilities outlined by the IBM Security Framework.

3 2017 Cisco Security Control Framework (SCF)

Model [13]

Maximizing visibility into network devices and events and maintaining

control over people, devices, and network traffic are two core tenets

of the Cisco Security Control Framework.

4 2019 Microgrid Cyber Security Reference

Architecture (V2) [14]

The microgrid cyber security reference architecture offers guidelines

and security recommendations for implementing secure microgrid

control systems. The design approach supports cyber security for

microgrid control systems by implementing functional segmentation

to provide defense-in-depth.

5 2013 Trend Micro Cybersecurity Reference

Architecture for Operational

Technology [15]

The built-in IoT security tool Trend Micro IoT Security (TMIS) keeps

an eye out for potential threats like data theft and ransomware assaults

and guards against them. In addition to preventing damage to IoT

devices, this also decreases device maintenance costs and safeguards

reputation. Furthermore, it also assures firmware integrity.

6 2013 DXC Cyber Reference Architecture

(CRA) [16]

The Open Group Architecture Framework (TOGAF), Sherwood

Applied Business Security Architecture (SABSA), Control Objectives

for Information and Related Technology (COBIT), National

Institute of Standards and Technology (NIST), and International

Organization for Standardization are among the security standards

and methodologies that are aligned with DXC’s CRA framework,

which describes security holistically. A defined taxonomy and

terminology are also features of CRA.

7 2015 Oracle Security in Depth Reference

Architecture [17]

The important emphasis areas of security from the inside out are

gathered in the conceptual view of the architecture.

8 Microsoft Cybersecurity Reference

Architecture [17]

The Microsoft Cybersecurity Reference Architecture (MCRA) is a

collection of Microsoft’s cybersecurity features and how they work

together to ensure online safety.



Table 2 List of reference architectures for machine learning.

Paper
ID Year Reference architecture Details

1 Not specified

(2018–2023)
ML Reference

Architecture [18]

The machine-learning

reference model represents

the architecture-building

pieces that might be found in

a machine-learning solution.

The objective of the

following metamodel is to

offer a condensed but helpful

overview of several areas of

information architecture

(IT), particularly machine

learning.

2 2020 The conception of a reference

architecture for machine

learning in the process

industry [18]

The IT structure and data flow

from an asset arriving at the

ML and application level

makes up the architecture’s

fundamental structure.

Fig. 2 NIST reference architecture. (Adapted from M. Akşit, B. Tekinerdogan, F. Marcelloni, L. Bergmans,
Deriving object-oriented frameworks from domain knowledge, in: Building Application Frameworks:
Object-Oriented Foundations of Framework Design. Wiley & Sons, 1999, pp. 169–198.)
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To ensure the security of each application instance, a risk-based approach is used to

investigate the cloud ecosystem with all involved actors [7]. This process is supported by

a risk management framework that includes selecting, monitoring, assessing security

controls, and categorizing information systems.

When implementing the NCC-SRA, all actors must prioritize risk management,

business continuity, physical security, compliance with standards, transparency, and user

account control. Among the actors, the cloud consumer receives the service via a cloud

provider or broker, with the provider responsible for service deployment, orchestration,

management, privacy, and security, and the broker managing service use, performance,

delivery, and provider-consumer relationships.

Thanks to the flexible formal model provided by the NIST Reference Architecture

and the overarching Security Reference Architecture, vendors of various cloud services

can easily align their business models with the NCC-SRA.

The security reference architecture is a comprehensive approach to address the

unique security requirements of cloud computing ecosystems. The formation method-

ology starts with data analysis, which includes data collection, data aggregation and val-

idation, and deriving security responsibilities for both the provider and the broker.

Security components are then mapped to security control families, followed by empirical

data analysis and generating a heat map.

The formal model of the security reference architecture is composed of multiple

layers, including the consumer layer, provider layer, broker layer, carrier layer, and audi-

tor layer. The consumer layer is responsible for cloud consumption management, with

support for business, configuration, portability, interoperability, and orchestration within

the cloud ecosystem. The provider layer is responsible for secure cloud system orches-

tration, with deployment, service, resource abstraction, and control, as well as secure

cloud service management, with provisioning, configuration, portability, interoperabil-

ity, and business support. The broker layer is responsible for technical and business medi-

ation, secure service aggregation, cloud service management, intermediation, and

arbitrage. The carrier layer ensures the secure transfer of data between clouds, while

the auditor layer monitors and evaluates the overall security of the cloud ecosystem.

By using this formal model, organizations can better understand their roles and

responsibilities in the cloud ecosystem and implement appropriate security measures

to protect against threats and vulnerabilities.

3.2 IBM security framework
IBM’s security framework provides a comprehensive and business-driven approach to

security, taking into account the organization’s risk posture (Fig. 3). The framework

is structured around several layers, including advanced security and threat research, peo-

ple, data, applications, infrastructure, security intelligence and analytics, and a security-

maturity model.
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Fig. 3 IBM security framework. (Adapted from A. Buecker, S. Arunkumar, B. Blackshaw, M. Borrett,
P. Brittenham, J. Flegr, et al., Using the IBM Security Framework and IBM Security Blueprint to Realize
Business-Driven Security. IBM Redbooks, 2014.)
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At the core of the framework is the Advanced Security and Threat Research infra-

structure, which provides the basis for the capabilities offered within the security domains

and additional levels [12]. This infrastructure includes software, hardware, and services

that can be used to deliver the solutions offered by the framework.

Identity management and access control are critical aspects of protecting assets and

services. Authorized roles within the organization should be clearly defined, and

unauthorized access should be denied in accordance with business agreements and pol-

icies. Record keeping and compliance should also be encouraged to ensure that actions

are traceable to real people.

Data and information should be classified according to their value and risk, and pol-

icies should be implemented to protect them. The organization should generate and

maintain the knowledge required to manage assets, inventory, services, data, and infor-

mation. Protection should be applied using a plan aligned with the information life-

cycle, and the effectiveness of the security plan should be measured using selected

metrics.

Security considerations should be incorporated into the design and implementation of

applications. The lifecycle of critical applications should be assessed and monitored

against security policies, and threats should be eliminated during design, development,

testing, and production.

The organization’s infrastructure should be monitored and managed to ensure pro-

tection from emerging threats. Network, server, and endpoint infrastructure elements

should be protected, and virtualization, web-based and non-web-based applications,

and failure or loss of physical infrastructure or service should be considered in the imple-

mentation of protection policies and processes.

The security intelligence and analytics layer of the framework collects, aggregates, and

analyzes information such as security events and application logs. This platform enables

users to log, view, analyze, alert, and report across domains, model risks, prioritize vul-

nerabilities, detect incidents, and carry out impact analysis.

3.3 Cisco security control framework (SCF) model
The Cisco SAFE architecture is a modular framework that aims to address the complex

security requirements and interoperations of modern network structures (Fig. 4). Its

design ensures the security of day-to-day operations and extends the equipment lifetime,

taking into consideration the network elements that can impact the system’s lifespan.

One of the key features of the SAFE architecture is its unified strategy for security

intelligence using policies, which allows for a common control strategy that can monitor,

analyze, and respond to threats. The framework adopts a standardized approach based on

principles and actions, selecting the appropriate technologies and best practices for a given

situation.
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The Cisco Security Control Framework, which is at the heart of the SAFE architec-

ture, is built on two core tenets: maximizing visibility into network devices and events,

and maintaining control over people, devices, and network traffic. The security imple-

mentation covers the planning, design, implementation, operation, and maintenance

stages.

The SAFE Security Architecture provides detailed modular designs, enabling

the aggregation of threat detection information and offering step-by-step architecture/

platform-specific guidance. This design approach allows for the administration of differ-

ent security technologies in a common manner, deployed under the SAFE architecture,

and supporting network availability.

Moreover, the SAFE architecture offers support services for the system’s entire life-

cycle, including strategy and assessment, deployment and migration, remote manage-

ment, security intelligence, and security optimization.

3.4 Microgrid cybersecurity reference architecture (V2)
The ongoing research on cyber security in microgrid control system networks is summa-

rized in [15] The microgrid cyber security reference architecture provides comprehen-

sive guidelines and security recommendations for the implementation of secure

microgrid control systems (Fig. 5). The approach to the design supports cyber security

for microgrid control systems by leveraging functional segmentation to achieve

Fig. 4 Cisco security control framework (SCF). (Adapted from https://www.cisco.com/c/en/us/solutions/
enterprise/design-zone%20security/landing_safe.html#�overview.)
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defense-in-depth. This approach takes advantage of the limited set of permitted opera-

tions for control networks while protecting the vulnerable components they rely on.

A basic microgrid control system comprises several components, such as transformers,

generators, switches, and client/server systems, which communicate over a network.

The microgrid cyber security reference architecture can be applied to configure a secure

network, for example, by integrating a client interface with the permission operation for a

connect/disconnect function. Alternatively, a microgrid control system can use the user

interface to forward control messages to the power network.

To address network security concerns, network segmentation can be applied to oper-

ate certain parts of the microgrid control system. Segmentation can be implemented

based on the domain of the data exchanged to achieve reliable operation. Segmentation

may require additional layers with switches/routers, and intrusion prevention systems

may need to be involved in the new layer.

3.5 Trend micro cybersecurity reference architecture
for operational technology
Trend Micro IoT Security (TMIS) [15] is an integrated IoT security solution that pro-

actively identifies and protects against potential threats like data breaches and ransomware

attacks (Fig. 6). The tool ensures the integrity of firmware, reduces device maintenance

costs, and safeguards the reputation of the organization.

Fig. 5 Microgrid cyber security reference architecture. (Adapted from IIoT World, Trend Micro
Cybersecurity Reference Architecture for Operational Technology—White Paper 2017, http://iiot-world.
com/wp-content/uploads/2017/12/Trend-Micro-Cybersecurity-Reference-Architecture-for-Operational-
Technology.pdf. Accessed 12 June 2022.)
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To ensure the security of operational technology (OT) systems, it is recommended

that they are separated from the network architecture. The network traffic on these two

architectures is different, andOT systems should not have internet access or remote access

as these connections pose a security risk. Further partitioning can be achieved by network

segmentation and isolation, which involves identifying critical parts through operational

risk analysis andminimizing access to these components, systems, and resources to protect

against attacks or incidents. Network segmentation can be managed at gateways, and

security controls can be implemented at various points, such as firewalls, routers, virtua-

lization, sandboxing, intrusion detection/prevention, and other endpoints or nodes to

achieve boundary protection. Cybersecurity controls, such as monitoring and intrusion

detection, can also be implemented at the hardware, software, or application levels.

3.6 DXC cyber reference architecture (CRA)
TheDCXCRA is a comprehensive security architecture that aims tomonitor and respond

to threats while also ensuring that security objectives are met through the deployment of

the best security implementations (Fig. 7). It provides a framework and blueprint for

addressing architectural challenges in a straightforward and focused manner.

The architecture aligns with established security standards and methodologies such as

TOGAF, SABSA, COBIT, NIST, and ISO, providing a holistic approach to security

that includes a defined taxonomy and terminology.

The architecture consists of three levels: tactical and operational, technical, and stra-

tegic, with domains logically grouped under these levels. Each domain is supported by a

Fig. 6 Trend micro OT cybersecurity reference architecture. (Adapted from IIoT World, Trend Micro
Cybersecurity Reference Architecture for Operational Technology—White Paper 2017, http://iiot-world.
com/wp-content/uploads/2017/12/Trend-Micro-Cybersecurity-Reference-Architecture-for-Operational-
Technology.pdf. Accessed 12 June 2022.)
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set of objectives and is further divided into subdomains and capabilities, which represent

security requirements and the organization’s capacity to meet them.

Blueprints are sets of reference architectures that include a conceptual view, key func-

tional areas, and mapping layers, while work packages are defined using a conceptual

view. The DCX CRA also supports organizations in maintaining their cyber maturity.

By selecting security objectives, defining security requirements, deploying the best

security implementations, and supporting the plan, the DCX CRA helps organizations

to achieve their security goals in a comprehensive and strategic manner.

3.7 Oracle security in depth reference architecture
The Oracle Security in Depth Reference Architecture provides a comprehensive

approach to security, covering compliance enablement, data security, and fraud detection

(Fig. 8). The architecture is designed with multiple layers to ensure that security is pro-

vided at every level of the system.

At the top level, the architecture includes platforms and infrastructure, security frame-

work, and security interfaces. The security framework is divided into several layers, includ-

ing management and administration, fraud detection and compliance enablement-related

components, security services, and security information. The architecture recommends the

Fig. 7 DXC cyber reference architecture. (Adapted from DXC Cyber Reference Architecture White Paper,
Security in Depth Reference Architecture. O. E. T. S. (2013). https://assets1.dxc.technology/secu-rity/
downloads/DXC-Security-Cyber_Reference_Architecture.pdf.)
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use of open standards such as SAML, LDAP, and XACML to ensure interoperability

between different systems.

The logical architecture of the security framework includes components for auditing,

access control, and encryption. It includes a secure DBMS with row and column-level

access control that is administered by privileged users. Common access control services

allow the system to be managed holistically. The architecture also provides support for

filtering, alerting, reporting, and monitoring capabilities, which can be configured

according to the organization’s needs.

The fraud detection logical architecture covers database security and platform com-

ponents to implement detective and preventive controls. The architecture ensures that

unprivileged users do not perform actions that are beyond the scope of their role, and

administrative user activities are monitored and audited against system manipulation.

The architecture also examines requests at gateways and provides support for ad-hoc

investigation and investigation with patterns.

Fig. 8 Oracle security in depth reference architecture. (Adapted from https://learn.microsoft.com/en-us/
security/cybersecurity-reference-architecture/mcra.)
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The compliance enablement logical architecture covers capabilities related to com-

pliance enablement and other common cybersecurity components, such as access control

and auditing, identity and access governance, and reporting. By incorporating these capa-

bilities, the architecture enables organizations to achieve compliance with relevant reg-

ulations and standards.

3.8 Microsoft cybersecurity reference architecture
Microsoft 365 cybersecurity services provide comprehensive coverage of the NIST

Cybersecurity Framework (Fig. 9), including its core functions of identify, protect,

detect, and respond [19]. Microsoft’s cybersecurity solutions for Microsoft 365 are

divided into four dimensions: identity and access management, threat protection, infor-

mation protection, and security management.

The identify function is supported by asset management, governance, risk manage-

ment strategy, risk assessment, business environment, and supply chain risk management.

The protect function is achieved through data security, access control, information pro-

tection processes and procedures, awareness and training, protective technology, and

Fig. 9 Microsoft cybersecurity reference architecture. (Adapted from https://learn.microsoft.com/en-us/
security/cybersecurity-reference-architecture/mcra.)
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maintenance. The detect function is covered by continuous security monitoring, anom-

alies and events, and detection processes. The response function includes communica-

tions, response planning, analysis, improvements, and mitigation. The recover

function involves improvements, recovery planning, and communications.

TheMicrosoft Cybersecurity Reference Architecture (MCRA) [13] is a collection of

Microsoft’s cybersecurity features and how they work together to ensure online safety.

The reference architecture is presented in Fig. 10 and consists of several critical elements

such as Microsoft Defender and XDR, IoT Operations and Security, People Security,

Security Operations, Microsoft Azure Defender, Security Score, Compliance Portal,

and Microsoft Cloud Security Broker. Each of these components plays a unique role

in threat identification, protection, and cross-platform visibility.

Fig. 10 ML reference architecture. (Adapted from R. W€ostmann, P. Schlunder, F. Temme, R. Klinkenberg,
J. Kimberger, A. Spichtinger, J. Deuse, Conception of a reference architecture for machine learning in
the process industry, in: 2020 IEEE International Conference on Big Data (Big Data), December. IEEE, 2020,
pp. 1726–1735.)
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The MCRA architecture also supports the protection of the hybrid cloud infrastruc-

ture, utilizing Microsoft Threat Intelligence to handle data aligned with customer

requirements. Using AI-based implementations, the data is analyzed and published.

The Microsoft Security Development Lifecycle further supports the implementation

of secure applications.

4 Reference architectures for machine learning systems

4.1 Machine learning (ML) reference architecture
To successfully apply machine learning, a comprehensive full-stack strategy is necessary.

This approach requires experts to have a thorough understanding of the entire technical

stack, including both vertical and horizontal machine learning. The former refers to the

transition from hardware to machine learning applications, while the latter encompasses

the entire toolchain for each process step.

To guide the development of machine learning applications, a machine-learning ref-

erence model has been developed [20]. This model offers a concise yet informative over-

view of various areas of information architecture, with a particular focus on the complex

field of machine learning. By providing a structured approach, the reference model can

help ensure that machine learning applications are developed in a thoughtful and efficient

manner.

4.2 The conception of a reference architecture for machine learning in the
process industry
The architecture’s fundamental structure is based on a basic level that addresses the IT

structure and data flows from an asset arriving at the ML and application level. This archi-

tecture comprises different tiers that can be analyzed in more detail, depending on the spe-

cific needs and requirements of the ML deployment and the integration of edge devices.

The foundation layer for data collection, analysis, control, and production processes

includes tools such as sensors and actors (assets). Additionally, the reference architecture is

versatile and can be used with any other data sources that define assets accurately.

The next layer of the architecture deals with data preparation and storage, where data

is cleansed, integrated, and stored in preparation for the ML process. The ML process

layer is the core of the architecture, where algorithms are developed and trained. This

layer also includes model evaluation and selection, as well as model deployment.

The application layer provides the ML output for business use, including insights and

predictions. Finally, the top layer of the architecture addresses the governance and man-

agement of the overall ML system, including issues such as security, privacy, compliance,

and ethical considerations.

In summary, themachine-learning referencemodel provides a comprehensive overview

of the different areas of information architecture required for machine-learning applications.
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The architecture’s fundamental structure includes tiers for data collection, data preparation

and storage, ML process, application, and governance and management (Fig. 11).

5 Designing a reference architecture for machine learning-supported
cybersecurity systems

The reference architecture developed in this study is a comprehensive solution that

covers various components, users, and workforce. It is designed to provide a generic

architecture that encompasses the key elements of the reference architectures discussed

in previous sections.

At the core of the architecture is a high-level component architecture, which consists

of several sub-components, including people and clients, information, actions, and secu-

rity. These components are selected based on their commonality among the different ref-

erence architectures and their potential to function in all application architectures. The

architecture core is depicted in both the decomposition and deployment diagrams, and it

Fig. 11 The conception of a reference architecture for machine learning in the process industry.
(Adapted from R. W€ostmann, P. Schlunder, F. Temme, R. Klinkenberg, J. Kimberger, A. Spichtinger,
J. Deuse, Conception of a reference architecture for machine learning in the process industry, in: 2020
IEEE International Conference on Big Data (Big Data), December. IEEE, 2020, pp. 1726–1735.)
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is proposed to be deployed on a private cloud infrastructure, which will manage load-

balancing activities for intensive tasks and network traffic. The network is represented

as connections among the nodes in the deployment diagram.

Security is a critical aspect of the architecture, and several security-related compo-

nents are listed in the architecture core. These components include endpoint security,

physical security, operations security, converged security, data security, and development

lifecycle security. Each of these components is defined in detail to ensure that the archi-

tecture is robust and secure.

In addition to the architecture core, the reference architecture includes a resilient

architecture, a resilient workforce, high-level infrastructure components, and the cloud.

The cloud infrastructure will have its orchestrator to manage cloud servers and local

devices. Servers can be configured as separate entities, replicated, or distributed. Local

devices can communicate with personal devices or the cloud infrastructure.

Overall, the reference architecture provides a comprehensive and scalable solution

that can be adapted to meet the specific requirements of different organizations and

industries. By implementing this architecture, organizations can improve their data man-

agement, enhance their security posture, and ensure that their workforce is prepared to

handle the challenges of modern-day computing.

The cybersecurity reference architecture is configured to manage access control,

including firewalls to prevent circumvention, barriers, physical security to prevent tam-

pering, security zones controlling physical access, proxies, reverse proxies by hiding IP

addresses, virtual private network servers, network access control to prevent bypass,

VLAN, switching, domain network services, and others (Figs. 12 and 13).

A cybersecurity architecture’s security policy may rely on several frameworks that

comply with regulations, such as ISO 27001, ISO/IEC Technical Standard

19249:2017, The Protection of Information in Computer Systems, ITIL, GDP, and

others. Furthermore, it must comply with statutory and regulatory requirements.

Having a resilient workforce is essential for maintaining a functioning system. The

workforce must be available in the event of system failure, and their knowledge must

be easily transferable among one another as needed.

The implementation of the security architecture should start with a risk assessment to

provide an overview and understanding of the system’s risks. This allows the architect to

design a cybersecurity architecture that can prevent, mitigate, or minimize those risks.

Risks that are costly to mitigate are assessed, and if the cost of the proposed solution

is high, these risks are accepted. When selecting technologies to map to the reference

architecture and use in the application architecture, the priority should be compliance

with requirements, rather than the technology’s novelty.

When designing the architecture, the ten design principles of Saltzer and Schroeder

[5] should be considered, including economy of mechanism (simplifying security func-

tions into smaller components), fail-safe defaults (denying access or action if not explicitly
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approved), complete mediation (re-authentication while moving to a higher trust zone),

open design (publicly available design methods/architecture), separation of privilege

(implementing the least privilege principle), least privilege (minimizing privilege to avoid

hazards), least common mechanism (not automating trust mechanisms but explicitly

defining them), psychological acceptability (ensuring user acceptance so they won’t

try to bypass security mechanisms), work factor (keeping security implementation costs

reasonable), and compromise recording (recording intrusions into the system) (Fig. 14).

Fig. 12 Cyber reference architecture.
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Fig. 14 Feature model of the cyber data-intensive system of the cyber reference architecture with machine learning.



ISO/IEC 19249:2017 architectural principles [6] could also form a basis for reference

architecture design that are virtualization (to lower the costs of resource use), domain

separation (for access control among domains), redundancy (to prevent single-point fail-

ure), encapsulation (for access control among entities), layering (intruder needs authen-

tication at each layer and due to the segmentation of the layers by network access, the trail

to be followed becomes more complicated. and controlled), least privilege (minimize

privilege to avoid an intentional or unintentional hazard), attack surface minimization

(the area of interaction with other systems is to be controlled by disabling, authenticating,

and monitoring), centralized parameter validation (validate inputs), centralized general

security services and preparing for errors and exceptions (Fig. 15).

6 Related work

In the literature, reference architectures are designed as aligned with the domain that they

are applicable. For example, in [21] a reference architecture is designed for smart homes

focusing on the cybersecurity solution of the attack surface analysis problem. The

Fig. 15 Deployment diagram of the cyber data-intensive system of the cyber reference architecture
with machine learning.
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architectural mapping of the devices within the reference architecture enables the secu-

rity analysis of the smart home system. The architecture supports the formation of a pool

of vulnerabilities such that crucial vulnerabilities could be recorded to be provided as a

basis to develop the cyber defense strategies of the smart home systems. Autonomic archi-

tectures are proposed within the cybersecurity landscape for the systems that are expected

to be self-protecting [19]. The proposed architecture in [19] maintains three threat-

resilient system features: resource virtualization, autonomic managers hierarchy, and

alarm protection. The study [20] proposed a novel IoT architecture for online monitor-

ing of the gas-insulated switchgear status against cyber-attacks. An open architecture is

described in [22] as a solution to the cybersecurity challenges, which is utilizing machine

learning algorithms in a hybrid way to improve the classification performance, combin-

ing the supervised methods and their causality with unsupervised methods, providing the

evaluation of the results, and the method by a human expert such that the causality could

be integrated to the models.

The Machine Learning Operations (MLOps) pipeline is recommended as a good

set of practices throughout the deployment, operation, and maintenance of a machine

learning-based system. MLOps contains practices both from Machine Learning and

DevOps processes. Where MLOps is also applicable to this study’s proposed cyber-

security system reference architecture, an application of privacy-aware MLOps for

learning analytics is discussed in [23]. A simplified version of MLOps is presented

in [24], and its pipeline consists of data science (build, experiment, and evaluate the

model), ML model, and production parts (deploy the model). The idea of MLOps

is having a high level of communication among parts of the system, reproducible

results, and reusable tools.

7 Discussion

This study highlights the need to integrate machine learning into cybersecurity reference

architectures. Our research found that while significant work has been done on cyber-

security reference architectures, the integration of machine learning has yet to be thor-

oughly explored. This lack of integration presents a potential gap in overall security. This

study presents a reference architecture design for machine learning-supported cyber-

security systems to address this issue.

The results of the domain analysis and architecture design stage demonstrate the effec-

tiveness of the proposed reference architecture. The architecture integrates engineering

and machine learning perspectives to provide a holistic approach that enhances the over-

all security of software-intensive systems. However, our findings also highlight the need

for more discussion in the literature onDevOps orMLOps practices, which could impact

the maturity and improvement of the cybersecurity architectures.
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The architecture core of the cybersecurity system reference architecture consists of a

common set of entities, including people, clients, and a resilient workforce. However,

the resilience of the architecture is variable, with the set of resilient entities varying

depending on the design approach. Our study presents a machine learning integrated

cybersecurity reference architecture, including architecture components for project

management, deployment management, and the test environment. A sample deployment

configuration is also presented, though it is important to note that depending on the con-

figuration, the complexity of the architecture may increase, leading to potential

vulnerabilities.

Threats to validity in this study include selection bias, data collection and analysis lim-

itations, and generalizability limitations. Selection bias may have occurred in the selection

of studies reviewed in the literature, leading to a potential oversimplification or omission

of essential aspects of reference architecture designs for cybersecurity systems. Limitations

in data collection and analysis may have resulted in an incomplete or inaccurate under-

standing of the reference architecture designs and their applicability to machine learning-

supported cybersecurity systems. Finally, the results of this study may only be generaliz-

able to some cybersecurity systems or all organizations, as the specific context, needs, and

constraints of each system and organization may vary. Further studies may be needed to

validate the proposed reference architecture design in various contexts and with different

stakeholders.

8 Conclusion

In conclusion, the proposed reference architecture design for machine learning-

supported cybersecurity systems has demonstrated its effectiveness in enhancing the over-

all security of software-intensive systems. Furthermore, by integrating engineering and

machine learning perspectives, the design provides a holistic approach that addresses

the issue of gaps in overall security caused by the isolated design of cybersecurity systems

and the use of machine learning.

The domain analysis and architecture design stage results and the synthesis of archi-

tecture design approaches and machine learning applications used in the cybersecurity

domain have provided valuable lessons. Firstly, the importance of considering engineer-

ing and machine learning perspectives in designing cybersecurity systems has been

emphasized. Secondly, the results have shown the need for a flexible and adaptable ref-

erence architecture that can accommodate the changing needs of different organizations.

The proposed reference architecture design could be further developed and evaluated

for future work through case studies and implementation in real-world settings. Addi-

tionally, the architecture could be extended to cover other aspects of cybersecurity, such

as privacy and data protection. Finally, integrating different machine learning algorithms

and techniques could also be explored to improve software-intensive systems’ overall
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security. Overall, the proposed reference architecture design represents a valuable con-

tribution to machine learning-supported cybersecurity systems and provides a foundation

for future research and development.
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1 Introduction

Critical infrastructures provide assets that are essential for the functioning of a society and

economy. Examples of critical assets are gas, electricity, and water supply facilities, road

networks, railways, telecommunication infrastructure, hospitals, fire stations, and emer-

gency operations centers. The resilience of critical infrastructure is considered crucial.

In the literature, critical infrastructures are studied from various perspectives such as sys-

tem design, preparation, prevention, mitigation, resource management, emergency manage-

ment, etc. In this chapter, as an example case, we focus on critical aid activities to manage

emergency conditions caused by natural events such as earthquakes. As such, we consider

systems for dealing with emergency management also as critical infrastructures [1].

Aid activities can be modeled as tasks that are assigned to resources. For example, if a

building collapses due to an earthquake, several aid activities can be assigned to task

forces: Security forces are called to protect the area, rescue teams to remove the people from

under the rubble, ambulances to transfer the wounded ones to hospitals, etc. The required

tasks and resources depend obviously on the type of emergency conditions, which are

generally specified in a set of predefined procedures. As such, the execution of aid activ-

ities can be planned by scheduling the relevant activities.

In large-scale emergency conditions, there may not be enough resources to satisfy the

needs of all tasks. In such cases, it may be necessary to prioritize and/or trade-off the

assignment of resources to the tasks. In the case of prioritization, resources are first

assigned to the tasks with higher priorities. In case of a trade-off, a compromise is made

in assigning resources, for example, by assigning a reduced number of resources than the

required ones. A mixed strategy can also be adopted by grouping tasks. The first group of

tasks, for example, is assigned to the required tasks as desired, the second group can only

receive say 80% of the desired resources, and so on.

This chapter introduces a novel emergency control system architecture for earth-

quake management. The emergency instances which are obtained for example from a
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dedicated IoT network are first processed and converted to sets of tasks for aid activities.

Second, the required resources are determined. If the scheduling of tasks over the avail-

able resources is not possible without exceeding the deadlines, various prioritization and/

or trade-off strategies are applied. To facilitate flexibility, the architecture is designed as an

open system where new strategies can be introduced if necessary. As a case study, emer-

gencies caused by earthquakes are studied. To the best of our knowledge, there has not

been a significant publication on an architectural approach for the automated scheduling

of tasks and resolving conflicts in earthquake management.

This chapter is organized as follows. The following section introduces an example

case, gives an overview of the background work, and defines the research questions that

are addressed in this chapter. Section 3 explains the approach undertaken. To demon-

strate the utility of the proposed architecture, Section 4 presents two case studies: Man-

agement of earthquakes with minor andmajor impacts. Section 5 includes a discussion on

the validity of the approach. Finally, Section 6 gives conclusions.

2 Example case, background work, and research questions

2.1 Example case: Scheduling in earthquake management
Consider a midsize town that consists of the following structures: 1000 residences, 5

schools, 2 hospitals, 2 government buildings, 1 shopping center, 20 shops, 5 finance cen-

ters, 1 sports center, 2 buildings for religious practices, 1 museum, 1 historical building, 5

bridges, and 20 office buildings. Naturally, the town incorporates communication, elec-

tricity, gas, water networks, and facilities for firefighters and security forces. The latter

ones are considered high-priority critical infrastructures. There is also one emergency

operations center that receives reports on possible emergency conditions.

To evaluate the problem addressed in this chapter and to determine the applicability

of the proposed approach we assume two disaster scenarios. In the first scenario, after an

earthquake, we assume that there is a 2% probability of damage per structure. In the sec-

ond scenario, this probability is assumed to be 20%. We assume that after an earthquake

one or more of the following task forces are composed: rescue team, medical team, fire-

fighter, repair team, and security forces.

2.2 Background work
An emergency condition is defined as a situation that may cause risk to health, life,

property, or the environment [2]. Emergency operations centers are established as

command and control facilities responsible to carry out the necessary aid operations

to minimize the negative effect of emergency conditions [3]. Critical infrastructures

are essential assets in which damage to them may have a negative impact on the

well-being of the corresponding society. They are a considerable number of
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publications related to the different aspects of establishing and operating emergency

operations centers [4–6]. The focus of most of these publications is on designing, imple-

menting, and running emergency management processes, which are in general not fully

automated. Resource allocation and resolution of resource conflicts are generally real-

ized by human operators.

There are research approaches that consider aid operations as an optimization prob-

lem of routing [7]. They consider maximizing the efficiency of transporting the goods to

the required locations. In general, these approaches are studied academically, and as such,

they are not incorporated as an architectural framework in IoT-driven emergency man-

agement systems.

Several approaches have been proposed for conflict resolution in resource allocation.

Zeng et al. [8] adapt cross-organizational workflow models with the help of dedicated

Petri-net models. Fiedrich et al. [9] propose a simulated annealing algorithm for mini-

mizing the rescue time so that number of casualties is kept low. Altay [10] apply integer

programming algorithms to implement capability-based resource allocation. Sherali et al.

[11] suggest branch-and-bound relaxation to linear programming for managing risks in

emergency situations. Basu et al. [12] propose a rather different approach to resource allo-

cation. They adopt a utility-driven model based on information extracted from micro-

blogs. In Yin et al. [13], a graph-based conflict resolution algorithm is defined for option

prioritization among conflicts. In Gao et al. [14], a Petri-net-based approach is proposed

to model emergency management processes for the purpose of optimizing resource allo-

cation.Wang andWu [15] extend emergency workflowmodels with resource models to

verify workflows under resource constraints using state-based analysis techniques. In

Tecle et al. [16], conflicts in resource allocation are studied among multiple

decision-makers. There are also several proposals to allocate flight routes to demanding

aircraft [17,18]. To train the operators for resource allocation after earthquakes, Fiedrich

[19] describes an agent-based simulation environment.

The optimization algorithms adopted in these publications are defined and imple-

mented for a specific disaster definition. Most of them offer dedicated models and fixed

solutions to the resource allocation problem. However, the impact of a severe earthquake

cannot be anticipated precisely. As such, the resource allocation problemmust be derived

online from actual emergency events. It is, therefore, necessary to adopt an IoT-based

open architectural approach that can be programmable for different categories of

emergencies.

2.3 The research questions and method
Within the context of the resource allocation problem in emergency management and to

address the limitation of the current approaches as described in Sections 2.1 and 2.2, we

formulate the following research questions:
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Q1. What kind of an open architectural framework must be defined to fulfill the task

allocation requirements and address the conflict resolution problems for each different

kind of emergency condition?

Q2. What are the conditions that indicate the resource allocation conflicts?

Q3. Which automated resource allocation and conflict resolution technique is suit-

able to deal with the emergency management problem?

As for the research method, we take three approaches:

1. Architecture-based:

To seek open and generic solutions to different emergency management condi-

tions, suitable architectures are investigated which provide the desired modularity.

2. Mathematical modeling:

The resource allocation problem is investigated mathematically to offer precise

solutions where possible.

3. Heuristic modeling:

There are several situations where exact mathematical models cannot be defined

to allocate resources and resolve conflicts due to human-made procedures and the

complexity of the problems. In such cases, heuristic rule-based modeling is applied.

3 The approach

This section describes the approach undertaken. The following subsection introduces a

model for emergency instances. Section 3.2 presents the control architecture for emer-

gency management. Section 3.3 determines the aid operations based on emergency

conditions. Section 3.4 formulates aid operations as a scheduling problem. Detecting

conflict situations are presented in Section 3.5. Finally, Section 3.6 defined the control

strategies.

3.1 Definition of an emergency instance
In this section, we define the terminology that is used in this chapter. When an earth-

quake has occurred, we assume that each emergency instance that was caused by the

earthquake should be reported to the emergency operations center. An emergency

instance is a quintuple:

ei ¼ Li,Ki, I i,BCi,NPið Þ (1)

where,

• ei is the ith emergency instance,

• Li is the location attributes of the ith emergency instance,

• Ki is the kind of ith emergency instance,

• Ii is the intensity of the ith emergency instance,

• BCi is the building class of the ith emergency instance,
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• NPi is the number of persons affected by the ith emergency instance.

Zero or more emergency instances may arrive at the emergency operations center. The

location attribute is used by the task forces. The kind, intensity, number of persons, and

building classes are defined as a set of symbols, where for each instance a single symbol

must be selected:

Kind (Ki)¼Collapse, Fire, Flood, Landslide, Unhealthy.

Intensity (Ii)¼Low, Medium Low, Medium, Medium High, High.

Number of Persons (NPi)¼Low, Medium Low, Medium, Medium High, High.

Building Class (BCi)¼Residence, School, Hospital, Government Building,

Shopping Center, Shop, Finance Center, Sports Center, Religious Building, Museum,

Historical Building, Bridge, Office Building and Communication, Electricity, Gas,

Water networks and Facilities for Firefighters and Security Forces.

Of course, multiple kinds of emergency conditions may appear in the same location,

where each of them is represented as a separate emergency instance.

3.2 The control architecture
For resource allocation and conflict resolution, we propose a feedback control architec-

ture. Typically, a single loop feedback control architecture consists of the following

modules [20]:

Sensor: Measures the necessary parameters of the system to be controlled.

Feedback: Transforms the feedback data for analysis.

Analysis: Evaluates if the error (conflict) conditions have occurred.

Control strategies: Implements actions to minimize the effect of errors.

Adaptor: Communicates with the system to be controlled so that errors can be

minimized.

We adopted the control architecture which is shown in Fig. 1. In the mid-left of the

figure, the component Emergency Sensor is shownwith two inner components:Data Buffer

and Data Retriever. The reported emergency conditions after an occurrence of a disaster

are registered in Data Buffer. The emergency conditions can for example be gathered

through an IoT network. Data gathering is out of the scope of this chapter. Upon

demand by the component Feedback, the emergencies are retrieved through the Data

Retriever.

The component Feedback consists of three inner components: Task Generator, Task to

Job Transformer, and Jobs Buffer. The componentTaskGenerator acceptsEmergency Handling

Procedures and the received emergency instances as input and creates a set of the corre-

sponding tasks. Task to Job Transformer groups tasks that belong to the same location.

The heuristic rules for the transformation are defined by the actor Definer of Procedures

which are stored in the component Emergency Handling Procedures. The generated jobs

are stored in the component Jobs Buffer.
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The component Analysis consists of three components Reference Control Parameters,

Resource Database, and Analyzer. The rules that refer to the conflict conditions are defined

by the actor Definer of Conflict Rules. The actor Definer of Resources enters the available

resources for disaster management inResource Database. The componentAnalyzer accepts

the resource control parameters and available resource information and decides if there is

a conflict condition in allocating resources.

The component Control Strategies consist of three components: Strategy Selector,

Strategies, and Scheduler. In case of a conflict condition, the Strategy Selector decides

on one of the control strategies which are stored in the component Strategies. The actor

Definer and Selector of Strategies program these two components according to the desired

control actions. The component Scheduler orders the tasks that are delivered by the

component Strategies. If Scheduler cannot find a solution in ordering the tasks for exam-

ple, due to the complexity of the problem, it warns the component Strategy Selector to

restart the process again. The component Adaptor communicates the list of scheduled

tasks to the task forces.

<<Component>>

Definer of Procedures

Emergency Handling
Procedures

<<Component>>
Emergency Sensor

<<Component>>

Emergency
Data Source

Data Retriever

<<Component>>
Data Buffer

<<Database>>

Definer and Selector of Strategies

Task Forces

Jobs Buffer

<<Database>>
Resource
Database

<<Component>>
Feedback

<<Component>>
Task Generator

<<Component>>
Task to Job
Transformer

<<Component>>
Adapter

<<Component>>
Control Strategies

<<Component>>
Scheduler

<<Component>>
Strategies

<<Component>>
Strategy Selector

<<Component>>
Analyzer

<<Component>>
Analysis

<<Component>>

Definer of Conflict Rules

Definer of Resources

Reference Control
Parameters

Fig. 1 A symbolic representation of the adopted control architecture.
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3.3 Determining the aid operations based on emergency conditions
We define emergency aid operations as a series of tasks carried out by the task forces.

Tasks must be allocated to resources for; (i) dispatching them to the necessary task forces

so that the negative impact of emergencies can be minimized, and (ii) maximizing the

efficiency of aid operations. For case i, emergency handling procedures are utilized.

For case ii, scheduling techniques are adopted.

The emergency handling procedures are defined as a set of heuristic rules of sym-

bols that are stored in the component Emergency Handling Procedures shown in Fig. 1.

We adopted the following set of symbols low, medium-low, medium, medium-high, and

high, in which their effect can be increased or decreased by using additional symbols

like very. A symbolic representation of rules provides flexibility in their interpretation.

For example, depending on the needs, crisp sets, fuzzy sets, probabilistic distribution

functions, or multi-valued logical interpretation can be used. In the following, we

show a selection from a rule table to illustrate how emergencies can be converted into

tasks.

In Section 3.1, an emergency instance is defined by the formula (1), which contains a

set of attributes including the kind of emergency instance, the number of persons, and the

intensity of the emergency instance. The kind of emergency instance can be for example

collapse.

Consider Table 1 which presents a set of rules to determine the size of the rescue

team depending on the attributes Kind, Number of Persons affected, and the Intensity of

the collapse. These rules are defined and maintained by experts and are stored in the

rule database. Consider the following rule given in the table: “If the structure under

consideration is collapsed, the intensity of the collapse is measured high and the number

of persons in the structure is low, then, the size of the rescue team must be in medium

size.”

Of course, if necessary, experts can modify these rules according to their judgments.

In the database, rules are defined also for the task forces of firefighters, medical teams, security

forces, and repair teams.

Each inferred task is further prioritized by applying a set of rules defined in Emergency

Handling Procedures. Consider, for example, the following prioritization rules:

• Option 1 considers only the attribute Building Class of an emergency instance and

assigns a priority value according to its importance.

• Option 2 considers the attributes of Building Class andNumber of Persons of emergency

instances and assigns a priority value proportional to the combination of the impor-

tance of buildings and the number of persons. The higher the importance of a building

and the number of persons involved, the higher the priority of the corresponding task.

• Option 3 considers only the attribute Number of Persons of an emergency instance and

assigns a priority value according to its importance.
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3.4 Formulating aid operations as a scheduling problem
We will now elaborate on the components in the Feedbackmodule shown in Fig. 1. The

component Task Generator accepts Emergency Handling Procedures and Emergency Instances

as input and generates the corresponding tasks. A task is defined as,

tk ¼ TWk,TDk,CRk,PTkð Þ (2)

where,

• tk is an instance of a task,

• TWk is the worst-case execution time of the task k,

• TDk is the deadline of the task k,

• CRk is the demanded resource class for the task k,

• PTk is the priority of the task.

Table 1 Rules for defining the size of a rescue team using the attributes kind, number of persons, and
intensity, in which the last column indicates the size of the rescue team to be allocated.

Kind Number of persons Intensity Rescue team size

Collapse Low Low Low

Collapse Medium low Low Medium low

Collapse Medium Low Medium

Collapse Medium high Low Medium high

Collapse High Low High

Collapse Low Medium low Low

Collapse Medium low Medium low Medium low

Collapse Medium Medium low Medium

Collapse Medium high Medium low Medium high

Collapse High Medium low High

Collapse Low Medium Low

Collapse Medium low Medium Medium low

Collapse Medium Medium Medium

Collapse Medium high Medium Medium high

Collapse High Medium High

Collapse Low Medium high Medium low

Collapse Medium low Medium high Medium

Collapse Medium Medium high Medium high

Collapse Medium high Medium high High

Collapse High Medium high High

Collapse Low High Medium

Collapse Medium low High Medium high

Collapse Medium High Medium high

Collapse Medium high High High

Collapse High High High
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An emergency condition may require a set of aid operations composed of various task

forces. For example, a high-intensity collapse of a large building with many persons inside

may require a substantial number of rescue teams, firefighters, medical teams, security forces, and

repair teams. The aid operations of these task forces must be ordered to minimize the over-

all duration of rescue operations. Aid operations are therefore formulated as a scheduling

problem.

The component Task to Job Transformer groups the related tasks that belong to the

“same” geographical location into jobs. A job, therefore, consists of a task or sequence

of tasks:

j ¼ t1, t2,…, tnð Þ (3)

All the generated jobs are stored in the component Job Buffer to be utilized by theAnal-

ysis module.

3.5 Analysis of jobs to detect conflicts
The component Analyzer which is placed in the Analysis module shown in Fig. 1, eval-

uates the scheduling problem based on the generated jobs, the rules stored in the com-

ponent Reference Control Parameters, and the available resources in Resource Database. The

number of rules is not fixed and can be changed by the actor Definer of Conflict Rules.

Assume for example that the following rules are defined:

1. The required resource types by the jobs stored in the Job Buffer do not match the avail-

able resources stored in Resource Database. If the rule evaluates FALSE, the next rule is

executed. Otherwise, the definition of the corresponding job is denoted as ERROR

and the operator is notified.

2. The number of required resources for the jobs is less than the available resources. If the

rule evaluates FALSE, the component Strategy Selector in the Control Strategies module

is notified that there is a conflict. Otherwise, the next rule is executed.

3. The generated jobs are evaluated as schedulable with respect to the properties of the

adopted scheduling algorithm to complete the process within a specified deadline. If

the rule evaluates FALSE, the component Strategy Selector is notified that there is a

conflict. Otherwise, the next rule is executed.

If the last rule evaluates TRUE, the component Strategy Selector is notified that there is no

conflict.

Each resource in Resource Database is defined as a pair:

rl ¼ URl,CRlð Þ (4)

• rl is the lth resource instance.

• URl is the unique identifier denoting the lth resource instance.

• CRl is the resource class of the lth resource instance.
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For resources, the unique identifier is necessary to select, allocate, track, and release the

resources. A resource class is a set of names of the task forces (Police, Rescue, Road,

Repair, and Medical). Each of these resource classes refers to a team of dedicated persons

and the necessary equipment.

3.6 Control strategies for scheduling
If the component Strategy Selector is notified that there is a conflict, one of the predefined

strategies is selected. Consider, for example, the following strategies:

1. The tasks are ordered according to their priorities and the resources are allocated start-

ing from the task with the highest priority.

2. The resources required by the jobs are allocated in reduced size determined by the

compromise factor.

3. The jobs are divided into groups in which different strategies are applied for each

group. For example, one group may be prioritized, the other may be compromised

by a lower value, and the third one is compromised by a higher value.

The selection of a strategy can be made by the operator or by an intelligent algorithm.

Depending on the selected strategy, the scheduling problem that is retrieved from the

component Job Buffer is modified and passed to the component Scheduler. If for some rea-

son jobs are not schedulable, the component Strategy Selector is notified that scheduling is

FAILED. In that case, the error handling strategy is activated, which is defined as rede-

fining the scheduling problem as a smaller set of scheduling jobs. If failures are repeated

multiple times the operator is warned. If the jobs are schedulable, they are passed to the

component Adaptor which communicates with the corresponding task forces to inform

them about the jobs to be carried out.

The component Scheduler implements a job shop scheduling problem [21], in which

multiple jobs are carried out by several task forces. The job shop problem is defined as:

J ¼ ST=SR, prec=JTmin (5)

Here, ST is a sequence of tasks, SR is a set of resources, prec is precedence constraints

and JTmin is the minimum scheduling time. The job shop problem is to schedule tasks on

resources to minimize the time it takes for all jobs to be handled.

We adopt Google OR Tools [22] to implement the component Scheduler shown in

Fig. 1. As such the scheduling problem that is generated by the component Task to Job

Transformer must conform to the following input format of this tool:

j ¼ TF1,D1ð Þ TF2,D2ð Þ… TFn,Dnð Þ (6)

Here, each pair corresponds to a task expressed as a combination of the task force id

and the duration of the corresponding task. The duration of each task is estimated based
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on the intensity of the corresponding emergency instance with the help of a set of rules

stored in the Emergency Handling Procedures.

4 Case studies

Based on our proof-of-concept implementation, in the following subsections, we present

two case studies to demonstrate the contribution of this chapter. The case studies are

based on the example given in Section 2.1. For both case studies, the probabilities of

disaster kinds collapse, fire, and landslide are assumed to be 0.5, 0.33, and 0.17, respectively.

The probability of the intensity values of disasters low, medium-low, medium, medium-high,

and high are all equal to 0.2. The probabilities of the existence of the number of persons in

each building class are shown in the following table.

The first column in Table 2 lists the building classes. The second and third columns

show the minimum and the maximum number of persons for each building class. For the

following case studies, a number between these minimum andmaximum numbers is ran-

domly selected based on uniform distribution.

4.1 An earthquake with a minor impact
Let us assume that an earthquake occurred with an impact probability of 0.02. In our

simulation model, 12 emergency instances are generated and stored in the component

Data Buffer. The first column of Table 3 shows the unique identifiers of the emergency

Table 2 Distribution of the number of persons for each building class.

Building class
Minimum number of
persons

Maximum number of
persons

Residence 1 6

School 200 400

Hospital 200 400

Government building 50 150

Shopping center 200 800

Shop 5 20

Finance center 10 100

Sports center 10 1000

Religious building 2 20

Museum 20 50

Bridge 30 80

Historical building 20 50

Office building 15 50

Firefighters and security forces

Facilities

50 100

Electricity, gas, and water networks 20 30
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instances in which the first row and the last row correspond to the maximum and min-

imum span time in the scheduling process, respectively. This disaster case is considered

minor since the available resources are assumed to be higher than the demand.

The definitions of other columns are explained in Section 3.1. This disaster case hap-

pens to represent 3 kinds of damages—Collapse, Fire, and Landslide—on the building

types of Residence, Electricity Gas and Water Networks, Bridge, and Finance Center. Due

to the probabilistic nature of the generation process, the number and attributes of these

emergency instances may vary from case to case. The component Task Generator retrieves

these instances and the rules stored in the component Emergency Handling Procedures, and

by executing the rules, teams are generated.

Consider Table 4 which shows an excerpt of five emergency instances from Table 3.

Columns 2–6 here indicate the required composition of the task forces for these emer-

gency instances. It is assumed that as for the total number of resources, there are 50 teams

for each task force. The component Analyzer evaluates the scheduling demand with

respect to Referenced Control Parameters and the available resources in Resource Database

in which all the three rules given in Section 3.5 evaluate TRUE. Table 5 gives the total

number of required teams for all emergency instances.

In Fig. 2, teams for the task force Repair Team are numbered from 0 to 49, for the task

force Security Forces from 50 to 99, for the task forceMedical Team from 100 to 149, and so

on. The generated tasks and the required resources are provided to the component Sched-

uler which orders the tasks according to their priorities. This figure depicts an excerpt

from the scheduled tasks for the example case. Here, the rows represent the assigned task

forces. The component Scheduler treats the teams for each task force equally. The

Table 3 The generated emergency instances with a 0.02 probability.

Unique
identifier Kind Intensity Building class

Number of
persons

9 Collapse Medium

high

Electricity, gas, and water

networks

27

2 Fire Low Residence 2

3 Fire Medium Residence 5

4 Fire Medium Residence 3

5 Fire High Residence 4

6 Collapse Low Bridge 42

7 Fire Medium

low

Residence 4

8 Fire Low Residence 4

10 Fire High Finance center 14

11 Collapse Low Residence 4

12 Landslide Low Residence 4

1 Fire Medium Residence 2
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horizontal bars indicate the scheduled time intervals for the corresponding tasks. In each

bar, the priority, unique identifier of the emergency instance, and the task are shown

respectively. The X-axis shows the execution time unit. We assume that the maximum

required time for the tasks is considered acceptable. For simplicity, the traveling time of a

resource from one location to another is neglected.

Table 4 Excerpt from the inferred tasks for the emergency instances shown in Table 3.

Unique
identifier Firefighters

Medical
team

Repair
team

Rescue
team

Security
forces

9 1 2 4 3 3

10 5 5 1 1 2

5 5 5 1 1 2

11 1 1 1 1 1

1 3 3 1 1 1

Table 5 The total number of demanded resources.

Firefighters Medical team Repair team Rescue team Security forces

27 30 15 16 16

Fig. 2 The assignment of the tasks to the resources by the component scheduler.
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4.2 An earthquake with a major impact
In case of a major impact, we increase the probability from 0.02 to 0.2. This results in 224

emergency instances in the component Data Buffer. With the help of the rules stored in

the component Emergency Handling Procedures, 2019 tasks are generated that demand the

resources in Table 6.

The available resources are assumed to be 50 teams per task force. Since the demand is

much higher than the available resources, this is an earthquake with a major impact. Based

on these values, the component Analyzer reports that the available resources are not suf-

ficient, and as such control strategies must be adopted. In the following sections, we con-

sider the effect of two strategies on the overall performance of the scheduled tasks.

4.2.1 Priority based scheduling
In this strategy, all the 2019 tasks are prioritized based on the attributes of Building Class,

Number of Persons, and Intensity of the corresponding emergency instances. Here, the

values in the range 11–15, 5–10, and 1–4 are classified as high, medium, and low prior-

itization values, respectively. For this case, the number of tasks per category high,

medium, and low are respectively 31, 45, and 1943. This information is provided to

the component Scheduler, whose output is depicted in Fig. 3.

The Y-axis in Fig. 3 shows the prioritization values of tasks on a nonlinear scale. The

X-axis shows the end-time of the tasks depicted as a point in the figure. The tasks in

medium and high categories are placed in the red area. The component Scheduler assigns

first the resources to the tasks with higher priorities. When there are no more resources,

tasks are suspended until the required resources are freed again. The total required time

for an aid operation of a task is randomly defined. A task with a high priority, for example,

aid operations for a collapsed hospital or a school, generally demand a complex set of

resources compared to an empty building with a low priority. As such, one cannot con-

clude the exact end time of a task unless all parameters are known. Nevertheless, it can be

seen from the figure that tasks with lower priorities on average require more time to com-

plete than the tasks with higher priorities. The median value of the end-time is 585 for

high-priority tasks. Fig. 4 depicts the histogram of the number of tasks versus the end-

time of tasks with low priority, where the median value is 1067.

4.2.2 Scheduling based on 20% compromise
The resource allocation based on a 20% compromise is executed as follows. First, all tasks

are prioritized according to the rules as adopted in the previous section. Second, starting

Table 6 Total number of demanded resources.

Firefighters Medical team Repair team Rescue team Security forces

407 398 524 319 371
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from the high to lower priority of tasks, only 80% of the demanded resources are assigned.

When there are no more resources, tasks are suspended until the required resources are

freed again. Starting higher to lower priority, the remaining 20% of resources are assigned

in the next round of the scheduling process.

Fig. 3 Scattered plot of the end-time of the scheduled tasks.
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Fig. 4 Priority-based scheduling depicted as the histogram of the number of tasks versus the end-time
of the tasks with low priority.
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We notice that in this strategy, the median value of the tasks with high priority is

increased from 585 to 634. The result of the scheduling process for low priority of tasks

is depicted in Fig. 5. The median value of this histogram is 1052, which is somewhat

lower than the previous case. However, the completion time of some of the tasks is

stretched toward the 5000-time unit.

5 Threats to validity

With respect to the objectives of this article, we observe the following threats to the

validity of the assumptions presented in this chapter:

(1) Reporting of the emergency instances is not regular: The article assumes that

all the relevant emergency instances have been stored in the resource database before

the aid activities are determined. If, however, the emergency instances continue to

flow in, an online scheduling algorithm can be more appropriate.

(2) The data model of an emergency instance is not expressive: In Section 3.1,

the data model of an emergency instance is given based on several predefined attri-

butes such as building classes, number of persons, and intensity. It may be the case

that for certain occurrences of disasters, new attributes are required. To provide flex-

ibility, extensible modeling techniques can be adopted.

(3) Rules for emergency handling procedures are not effective: The effectiveness

of the proposed system is largely dependent on the way how emergency instances are

interpreted and converted into a set of tasks. The required resources are also com-

puted based on predefined procedures, which are formulated as heuristic rules. Such
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Fig. 5 Scheduling with 20% compromise depicted as the histogram of the number of tasks versus the
end-time of the tasks with low priority.
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a rule-based decision support system may suffer from several challenges: (a) Rules

may be unnoticeably conflicting with each other; (b) Rules may be based on a wrong

assumption; (c) Due to evolutionary circumstances, rules may eventually be obso-

lete; (d) Different strategies may cause unanticipated results for the same set of rules.

One may try to reduce these risks with the help of experimentation and the involve-

ment of experts.

(4) Emergency instances fromneighboring locations are ignored: The generated

tasks are converted into a common job in case the corresponding instances have the

“same” geographical location. It might be more effective if the reported emergency

instances from neighboring locations in proximity are grouped in a common job.

(5) The prioritization and/or compromising strategies are not effective: The

strategies to group tasks and allocated resources are based on the expert’s opinion,

which may not be accurate as desired. Nevertheless, experiments can be carried

out and machine learning algorithms can be adopted to improve the performance

of strategies.

(6) Rerouting of resources has amajor impact: In this article, for simplicity, several

assumptions are made. For example, rerouting time and the location of task forces are

omitted. Nevertheless, these can be added as additional tasks and be considered in the

scheduling process.

(7) Scheduling of tasks is computationally too expensive: If the tasks are too com-

plex and/or the number of tasks is large, the scheduling process may exceed the

acceptable deadline. This may demand simplifications and/or parallelization of

the scheduling problem. Nevertheless, in the example cases presented in this chapter,

the scheduling processes are considered within acceptable limits. In the first example

case of Section 4.1, the schedule is generated in 55ms on an Intel processor of the

11th generation at 2.30GHz with 16GB memory running on a Windows 11 oper-

ating system. In the second example, the schedule is generated in 486,327ms. For the

last case, the scheduling process takes 532,139ms.

6 Conclusions

In Section 2.3, three research questions are formulated as the objective of this chapter.

The first research question is about designing an open architecture for emergency man-

agement. In Section 3.2 an architecture is presented that includes the necessary compo-

nents Emergency Sensor, Emergency Handling Procedures, Feedback, Analysis, Control

Strategies, and Scheduler for emergency management. Furthermore, the architecture is

considered open to introducing new rules and modifying and removing the existing ones

for emergency instances to job conversion, situation analysis, and control strategies. The

second research question which is related to the conditions that indicate resource allo-

cation conflicts is described as Reference Control Parameters in Section 3.5. The third
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research question which is about resource allocation and conflict resolution techniques is

addressed in Section 3.6 by proposing prioritization, compromising, and combined

strategies.
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[20] M. Akşit, The 7 C’s for creating living software: a research perspective for quality-oriented software
engineering, Turk. J. Electr. Eng. Comput. Sci. 12 (2) (2004) 61–96.

[21] G. Orhan, Optimal Modeling Language and Framework for Schedulable Systems, University of
Twente, 2019 October 31.

[22] L. Perron, V. Furnon, OR-Tools, Google Developers, 2022. (Internet), cited 1 June 2022. Available
from: https://developers.google.com/optimization/.

241The allocation resources in emergency management systems

http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0095
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0095
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0095
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0100
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0100
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0100
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0105
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0105
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0105
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0110
http://refhub.elsevier.com/B978-0-323-99330-2.00003-9/rf0110
https://developers.google.com/optimization/


This page intentionally left blank



PART IV

Application domains



This page intentionally left blank



CHAPTER 11

Urban water distribution networks:
Challenges and solution directions
Miguel Ángel Pardo Picazoa and Bedir Tekinerdoganb
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bInformation Technology Group, Wageningen University & Research, Wageningen, The Netherlands

1 Introduction

Water utility managers and policymakers are acutely aware that water distribution net-

works are vulnerable to a range of natural and man-made disasters. These include water

scarcity, droughts, water shortages, flooding, earthquakes, and more. In the latest report

from the American Water Works Association [1], the major challenges facing the water

sector are outlined in Table 1. These challenges are ranked according to their level of

importance, with a value of one indicating a low level of importance and a value of five

indicating high importance.

According to the report, the most pressing challenge facing the water sector is the

renewal of aging infrastructure. This has been the primary concern for the past 9 years

and continues to be a major challenge. The report is updated annually to reflect changes

in the industry and emerging challenges.

The Environmental Protection Agency (EPA) published [2] a report considering the

potential drinking water hazards. Natural disasters and hazardous releases affected drink-

ing water systems and received the US government’s attention. The potential hazards in

drinking water systems are shown in Fig. 1. This report did not show any hierarchy that

demonstrated the key future problems in water-pressurized networks.

One of the greatest problems identified is water stress. Today, 1.9 billion people live

in arid regions with intense water scarcity, a figure that is expected to rise to 5.7 billion by

2050 [3]. According to the report “Water resources across Europe—confronting water

stress: an updated assessment” [4] water stress affects 20% of Europe’s territory, an area

where 30% of Europe’s population lives. Southern Europe is facing extreme water stress

problems [5], with agriculture, urban supply, and tourism being the major consumers.

The European Federation of National Water Services Associations (EurEau), a body

representing national water service providers in 30 countries, identified the main chal-

lenges facing the water sector (Table 2).

With these general ideas gained from observation of the European [6] and American

situations [1,2], the aim is to find the problems of such an essential infrastructure as
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Natural Disasters

Drought

Pipe Break

Other Infrastructure Damage/Failure

Power Outage

Service Disruption (source water,
treatment, distribution, or storage)

Loss of Access o Facilities/Supplies

Loss of Pressure/Leaks

Change in Water Quality

Environmental impacts

Financial impacts (e.g., loss of
revenue, repair costs)

Social impacts (e.g., loss of public
confidence, reduced workforce)

Potential Hazards Potential Impacts

Earthquakes
Floods
Hurricanes
Tornados
Tsunamis
Wildfires

Winter Storms

Terrorist Attacks

Cyber Attacks

Hazardous Materials Release

Climate Change

Fig. 1 Hazards and impacts on water networks [2].

Table 1 Challenges facing the water sector [1].

Ranking Challenge
Weighted
average

% Ranged as
critical

1 Renewal and replacement of aging

infrastructures

4.58 65.2

2 Financing 4.46 57.4

3 Long-term water supply availability 4.32 52.4

4 Emergency 4.13 35.2

5 Public understanding of the value of water

services and systems

4.13 38.0

6 Watershed/source water protection 4.08 36.7

7 Public understanding of the value of water

resources

4.06 32.3

8 Aging workforce/anticipated retirements 4.03 38.4

9 Regulations 4.00 29.3

10 Groundwater management and overuse 3.98 30.2

12 Cybersecurity issues 3.91 24.5

13 Cost recovery 3.89 28.5

14 Water loss control 3.71 18.1
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drinking water distribution networks. Other approaches separate existing challenges

according to their temporal distribution, such as short, medium, and long-term issues

[7]. Although several works have been carried out, to the best of our knowledge, no study

presents the management problems in pressurized water distribution networks, and the

challenges to be addressed are often confused with the associated solutions and research.

The studies indicated are often based on interviews with water sector professionals, and

the specific scope (technical, economic, and safety) of the problems addressed are not

delimited. In this paper, the challenges have been proposed from the perspective of water

management, and problems related to economic aspects (known to concern managers)

have not been considered, as they are beyond the scope.

Likewise, it should also be noted that the terminology is different. For example, in

Bello et al. [7], the optimal design and the segmentation are considered (long-term) chal-

lenges. However, these two challenges are considered tools that to manage leakage. In

our approach, we tried to include more generic titles for grouping the issues into only

seven. These main infrastructure problems are identified from a pure infrastructure man-

agement perspective (Fig. 2). These challenges are:

1. Aging Infrastructure (1st for AWWA)

2. Leakage (20th)

3. Environmental concerns (5th and 6th)

4. Increasing demand (3rd)

5. Energy Management (2nd)

6. Cyber-security (12th)

7. Terrorism (4th)

This list indicates the order assigned according to the AmericanWaterWorks Association

study (the only showing hierarchy). In the environmental protection agency surveys, ter-

rorist attacks and cyber-attacks are considered hazards, and all challenges are considered

impacts of natural hazards. Environmental problems, pipe bursts, changes in quality, etc.

Finally, the European viewpoint also highlights the importance of Managing assets (1.

Aging Infrastructure), moving toward an efficient climate (3. Environmental concerns),

Ensuring security and reliability (4. Increasing demand, 6. Cybersecurity, 7.

Terrorism), etc.

Table 2 Challenges facing the water sector [6].

Ensure the security and reliability of the

water supply

Move toward efficient and climate-friendly

water services

Protect water (a vulnerable resource) Manage assets for the long term

Finance sustainable water in the long term Increase the resilience of water supply

infrastructures

Promote water in the circular economy

247Urban water distribution networks



The key demonstrated is related to resource quantity problems to a greater or lesser

extent (Note that challenges six and seven caused by a human being are also related to

quantity problems). But only some of these challenges are related to quality (for example,

leakage, obsolete infrastructure, and environmental concerns), and the others are unre-

lated to the quality of water delivered to the consumer. The final challenges to be faced by

utility managers are caused by humans, cyber-security, and terrorism, the two challenges

linked to quantity and quality purposes.

This chapter establishes the main challenges and offers solutions to the catchment,

treatment, and distribution stages of the urban water cycle. It so analyses all steps until

the water leaves the consumer’s tap (domestic or industrial), being like “cradle to gate”

in life cycle analysis when calculating carbon emissions. This subject can be employed by

utility managers and/or practitioners working in water supply industries. Other stake-

holders, such as decision-makers or politicians, should incorporate this approach to find

the major issues in this industry. Policymakers can exploit future water distribution pol-

icies by taking this information into account.

This study can be used by utility managers of water supply companies (public, private,

or mixed companies), decision-makers, and/or professionals. It is used to deepen the

knowledge of the current problems to be faced in the management and operation pro-

cesses of water networks.

The research method has comprised carrying out a bibliographic review in which

most of the observed problems have been incorporated. Of course, our own experience

in research on pressurized networks allowed us to find, according to our understanding,

Water quality Water quan�ty

6 Ciber security

2 Leakage 3 Environmental 
concern

7 Terrorism

4 Increasing 
demand

5 Cost of 
Energy

Anthropic

1 Aging 
Infrastructure

Fig. 2 Relationship between key challenges.
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the best way to group problems by reducing their number and indicating which aspects

each of them affects. It also allows a broader view of the problem to be taken when plan-

ning strategic service decisions. Other stakeholders, such as the consumers themselves

(households, industries), can also incorporate this approach as a method to better under-

stand the infrastructure that provides them with water. Finally, policymakers can shape

future water policies with these guidelines. Does this work aim to answer the following

questions: (i) What are the problems that supply network managers face? (ii)What are the

proposed solutions to these problems? (iii) How are these problems related to each other?

(iv) Why this infrastructure should be critical?

The rest of this work is organized as follows. Section 2 shows the challenges of urban

water distribution infrastructures. Water quantity issues are shown in Sections 2.1 and

2.2, while water quantity issues alone are shown in Section 2.2. Human-induced prob-

lems are described in Section 2.3. The lines of research are shown in Sections 3.1, 3.2, and

3.3. Lastly, the discussion section is in Section 4 and the key conclusions are depicted in

Section 5.

2 Challenges in water pressurized networks

Themost significant challenges facing water distribution systems are presented below. An

extensive listing of the challenges has been attempted without indicating hierarchy

among them, as each utility has different priorities. The seven problems to be addressed

have been distributed into problems related to water quality, the quantity of the resource

(water) available and human-induced problems. The relationship between all of them is

shown in Fig. 2 and they are outlined here.

2.1 Water quantity
The European Commission is preparing a Drinking Water Directive to make sure better

protection of human health and to meet sustainable development goal six (Water). Agri-

culture is the largest freshwater consuming sector (59%) of total water consumption in

Europe in 2017. The primary cause is agriculture in Southern European countries, which

accounted for 64% of total surface runoff water abstraction and 24% of groundwater

abstraction.

2.1.1 Energy consumption
Water has been regarded as an energy-producing resource. However, hydropower has

reached its peak in developed countries today, large installations have already been built.

Currently, a greater sensitivity to environmental disturbances appeared and water is stud-

ied not as an energy generator, but as an energy-hungry procedure, as huge amounts of

energy are needed to transport water and to restore it to its former quality. The energy

consumed in these steps is no small matter, so much so that 19% of the energy consumed
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in California [8] is used for water. Energy is also an indispensable and limited resource,

which varies in price with an upward trend and whose price influences decisions such as

the renewal of pipes, implementation of demand reduction policies, pressure reduction,

etc. The latest energy crisis, because of climate change, is having a much greater social

impact than earlier crises and is putting water and energy at the top of the political and

scientific agendas.

The International Energy Agency [9] assessed the energy used in the water industry at

4% of overall consumption. IEA also stated that energy consumption would increase by

30% by 2040 [10]. In Europe, the water sector accounts for 3% of global electricity

expenditure [11]. The energy footprint in the urban water cycle ranges from

0.21–4.07kWh/m3 [12], depending on water origin, topography, or treatment technol-

ogy, among others. Given the evidence that aging pipes are still in use and then, the global

level of leakage represents 10%–35% in the world [13], and 24% in Europe [14].

2.1.2 Increasing demand for potable water (water scarcity)
Water consumption in 2014 was estimated at four trillion m2 [14] or 3880km3/year [15].

The distribution of this resource is so unequal that over one million inhabitants do not

have access to drinking water. Without a doubt, freshwater availability fluctuates on an

annual and seasonal basis. Therefore, periods of scarcity generate great pressure on

resources and economic activities. Agriculture—the most water-hungry sector, with

70% of total water use in Europe in 2017 [16]—and to a lesser extent urban water supply

exploit groundwater resources in spring and summer, while other sectors such as refrig-

eration in power generation exert great pressure on surface water in autumn and winter.

Today’s high-water consumption poses a risk of overexploitation of water resources

and, if left unchecked, can lead to their depletion with irreversible consequences. It is

therefore essential to develop policies that improve water efficiency, as water is a limited

resource and increasing supply is almost impossible. Faced with this increase, demand

management policies are advocated in the first place, which seek to reduce consumption

by the user and reduce losses at all stages of the water cycle before the final use of water.

Society requires the search for other supply alternatives to make sure supply. Water

for irrigation does not have to meet quality requirements as restrictive as drinking

water—Directive 98/83/EC Directive and Commission Directive (EU) 2015/1787—

Therefore, alternative water sources to irrigation water consumption are more likely

to be found. In this context, groundwater can supply irrigation consumption and keep

a balance between water supply and demand in urban areas [17].

Water scarcity must be anticipated while identifying opportunities to increase the sus-

tainability in the overall supply of the resource. Water restrictions are a valid short-term

policy action, long-term guidelines are required, ranging from increasing water supply

(water of different qualities), better management of the resource (increasing resource effi-

ciency) and maintaining quality standards. According to the SOTWI survey (2021), 44%
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of utilities have drought contingency programs [1]. Europe has developed policies to

reduce household water demand between 2000 and 2017 (�17%) with price increases,

water-saving technologies, and awareness-raising campaigns, despite Europe’s growing

population.

2.2 Water quality
The directive on the quality of water for human consumption (Council Directive 98/83/

EC of 3November 1998) can be found in the Directory of EuropeanUnion consolidated

legislation (EU) 2015/1787 of 6 October 2015. The Directive fixed the quality standards

at the EU level. A total of 48 microbiological, chemical and indicator parameters must be

monitored and analyzed. On 19 January 2022, two endocrine-disrupting substances

(beta-estradiol and nonylphenol) were added to the first watch list, meaning that drinking

water across the EU has to be more strictly monitored for its potential presence.

Source water protection involves reducing potential risks and their impacts. Protec-

tion programs can be very cost-effective in maintaining, safeguarding, and improving the

quality and quantity of drinking water.

Governments enforce compliance with requirements affecting water protection

under existing laws. Initiatives are therefore established to give technical and financial

support to water utilities to carry out source water protection tasks. Commonwater qual-

ity problems are because of biological and physicochemical phenomena. Microbiological

problems are dangerous with human consumption (for example, bacterial regrowth,

nitrification and waterborne diseases caused by microbial pathogens).

The key drivers of water quality are agricultural and livestock activities (fertilizers,

pesticides), waste and sewage discharges, fuels, runoff, dissolved oxygen, pH, global

warming (temperature), etc. These are influenced by limits that cannot be changed by

the network manager, such as rainfall, climate, soil, vegetation, geology, and groundwa-

ter. The network manager can only control human activities that interfere with water

quality. The causes are many, such as cholera, diarrhea, and hepatitis A. Estimated that

at least five million people die each year from drinking water that does not meet quality

standards.

2.2.1 Aging infrastructure
The environmental protection agency (EPA) showed that the total length of pipes for

public water systems is equal to 2,231,710miles (3,591,589km; [18]). In Europe, this

length is 4,225,527km [6].

Water distribution networks need maintenance and investment to make sure service

standards and offer clean, healthy water. The EPA conducts reports to find water network

needs, and the 2018 report indicates a total 20-year capital improvement need of 472.6

billion US$ [18]. While in Europe, the investment is quantified as 45 billion €/year [6] to
rejuvenate the infrastructure, reduce costs and protect the environment. Moreover,
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seven million kilometers of the EU’s pipelines have been in operation for over 100 years,

and any big city in the United States will have aged cast-iron pipes older than 100 years.

Investment in water infrastructure is financed through tariffs (water bills), taxes, and

transfers (from EU funding schemes or loans from other countries). Aging infrastructure

means a loss in the quality standards of water supply services and a waste of scarce

resources. Although one of the main reasons for burst and leaking pipes is aging, not

the only one because fluid pressures and the time spent seeking the leak and repairing

it (after it has been found) also play a role. Many pipes have been installed for a long time,

with a high number of breaks and the consequent risk of pathogenic intrusion, insuffi-

cient service, etc.

2.2.2 Leakage
The reduction of leaks in the networks contributes not only to satisfying demand but also

avoids various problems of systemmanagement, quality, overpressure, etc.Water leakage

consumes available water resources with no benefit (water escaping from the pipes) for

utility managers. In addition, all the earlier stages in the water cycle (catchment, treat-

ment, and distribution) involve asset consumption for water that escapes through breaks.

Other studies estimate the average leakage rate of the water pressurized networks in

Europe is 23% of all water distributed [6]. Although, water utilities’ efficiency may range

between 10% and 72% [19]. Statistical modeling of pipe burst risk has been attempted

[20], and failure prediction systems have been developed to overcome the main problem,

the absence of historical burst data [21].

2.2.3 Environmental concerns
Although many countries are committed to meeting net zero emissions targets. If imple-

mented early and fully, they bend the global emissions curve downwards. Low-emission

power generation sources have been developed to reduce carbon footprint. In this new

scenario, solar photovoltaic and wind power are estimated to produce 500 gigawatts

(GW) by 2030. The final aim pursued would be for CO2 emissions related to energy

consumption to fall by 40% by the year 2050 [22].

The water-energy nexus interacts with climate change. On the one hand, because

energy expenditure increases greenhouse gas (GHG) emissions and, on the other, in

compliance with the forecasts of the Intergovernmental Panel on Climate Change

(IPCC), in many geographical areas of the Mediterranean, water resources availability

will decrease, accentuating the stress they already suffer today. Frequent droughts and

the challenge of climate change need higher levels of efficiency in these two resources,

especially because their interdependence amplifies the problem. Global warming, the

greatest evidence of climate change, decreases water availability in the most water-

stressed areas, which also almost always coincides with those with the highest demand.

These forces use alternative, more consumptive energy sources and the abstraction of
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groundwater from greater depths. But the interdependence does not finish there. On the

one hand, less water means less hydropower production, and on the other, higher tem-

peratures increase the domestic energy consumption required for heating and cooling

homes. All of this leads to greater use of non-renewable energy, promotes climate

change, and feeds a vicious cycle that is difficult to control.

2.3 Anthropic problems
2.3.1 Cyber-security
The cyber-security was defined as “the process of protecting information by preventing,

detecting, and responding to attacks” [23]. In the last decade, urban water distribution

infrastructures have shifted from being isolated control systems to communicating in a

network of collective systems. The relationships between control and data acquisition

software (SCADA) and the control hardware characteristic of each infrastructure are pro-

duced in centralized control systems, common in cities, using IoT technologies to create

the smart city’s philosophy. Detecting these attacks inWPNs resulted in a key topic in the

water industry, as proven by many approaches published for this purpose [24].

The migration toward common control and operation systems was driven by cost

reduction and ease of use. But these benefits also mean increased vulnerability to

cyber threats. Control systems are now remotely operated (via intranet, internet,

or any wireless connection), so these signals can be accessed by unauthorized users.

While water networks are not a major concern, the water industry relies on reliable

communication systems that make sure that no external agents have influenced it.

This is sensitive when dispensing chemicals and treating contaminants. Water man-

agement companies have changed privacy and cybersecurity programs to follow

national regulations.

The number of recorded cyber-attacks has increased. Among them, are attacks on

water infrastructures that have been made public in Israel, the United States [25] and

Australia [26]. It has been checked that sometimes cyber-attacks come from hackers/

Nation attacks but also ex-employees who used stolen credentials to access the district’s

computer systems.

In the United States, an official agency (Industrial Control Systems Cyber Emergency

Response Team, ICS-CERT) recorded cybersecurity incidents in the water sector. It

accounted for 25 cybersecurity incidents in the water sector in 2015 [27]. Similar num-

bers 15 and 24 were achieved by Hassanzadeh et al. [28] and Panguluri et al. [29]. The

latest also showed that the water industry was ranked as the fourth industry on this list

(behind power, petroleum, and transportation sectors).

2.3.2 Terrorism
The EU definition of terrorism is: “Terrorist offences are acts committed with the aim of

seriously intimidating a population, unduly compelling a government or international
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organisation to perform or abstain from performing any act and/or seriously destabilising

or destroying the fundamental political, constitutional, economic or social structures of a

country or an international organisation” The Environmental Protection Agency (EPA)

stated, “water security is defined as prevention and protection against contamination and

terrorism.”

The need for water consumption to make sure human life means that water distribu-

tion networks are a critical target for military, political, and terrorist actors [30]. Terrorist

threats and the possibility that terrorists may infiltrate critical infrastructure management

mean that the water industry must consider how to respond to these potential acts. A state

is created in which anticipation of potential attacks becomes essential to follow current

regulations. In addition, as the water sector is not the first target of terrorism, solutions

already developed in other industries (financial services, large-scale electricity sector, etc.)

can be employed in this industry.

3 Research directions and actions

In this section, the aim is to outline the lines of research and policies that are being carried

out to solve each of the challenges outlined in the earlier section. Therefore, the tools are

shown in the same order as they were presented, that is the answer to Section 2.1.1 is

shown in Section 3.1.1.

3.1 Water quantity solutions
3.1.1 Energy management
The first stop in terms of innovations in the integral water cycle is water abstraction. In

many regions, because of natural watercourses’ absence, the main source of water

resources has been groundwater abstraction or even desalination (very energy-hungry

procedures). These facilities have driven the implementation of innovative technologies

in search of greater efficiency. Some, such as powering well pumping using solar energy,

have made their way, and are becoming commonplace. In this current scenario, solar

energy appeared as a “green” source with zero emissions. Photovoltaic production has

increased worldwide for many reasons, high irradiation values in (latitudes between

40N and 40S) [31], an increase in the price of electricity from 0.09 Euros/kWh in

2004 [32] and 0.4 Euros/kWh in 2022 (this data was gathered in September 2022),

changes in legislation, taxes elimination, the increase in oil prices, etc. However, the fall-

ing cost of solar PV modules (30%–60% in 10 years; [33]) is the most important factor

driving the technology. These have made solar PV production a cost-effective alternative

that is increasingly being considered by engineers, researchers, and various professionals

in the water industry.
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3.1.2 Politics for reducing freshwater consumption
Many programs are proposed to reduce the final consumption of drinking water.

Demand reduction does advocate resource conservation and efficient water use. This

is meant any activity aimed at reducing the amount of water withdrawn from the envi-

ronment while maintaining the level of service quality. Demand management programs

are not only information or awareness-raising campaigns but also encompass certain

actions aimed at reducing the volume consumed by end-users (encouraging final users

to take shorter showers, not to leave taps running, to use eco cycles in machines or mech-

anisms as aerators to reduce water consumption in faucets, etc.). Demand management

has several advantages for both suppliers and consumers, although the main one is from a

sustainability standpoint.

A new research line comes from increasing water offers by using reclaimed water. It

can be used for irrigation, flushing toilets, washing houses and cars, and reducing potable

water consumption [34]. It can also be used in industrial processes, such as cooling and

dust control systems on construction sites.

Other uses include industrial processes, water cooling in manufacturing and dust con-

trol on construction sites. There may also be industrial uses, such as water cooling in

manufacturing and dust control on construction sites. Many investigators fixed the limits

of the quality of reclaimed water [35], and its affection for crops [36]. The issue is so hot

that regulation (EU) 2020/741 on minimal conditions for water reuse [37] has been pub-

lished. This regulation determines the least water quality requirements and proposes pro-

cedures to be followed to get recycled water suitable for the environment, and human

and animal health.

3.2 Water quality solutions
3.2.1 Replacement and renovation
Small municipalities have fewer possibilities of specialization and cannot bear the costs of

the infrastructure required for such systems. They often turn to incomplete solutions far

from the high-quality standards required by a public service of such importance, vital for

the human, social and economic development of a population.With the recent growth of

Infrastructure Asset Management, the shortcomings of traditional systems have become

clearer. There is no complete inventory of network elements, no coordination between

GIS and mathematical models, databases store inconsistent information, etc. In these cir-

cumstances, analysis, forecast of future needs and planning of urban water networks

becomes a complicated task. This results in a need to discuss this complex reality, analyze

the needs of a water supply service provider and structure their information systems to

make sure efficient management, as well as to contribute to the increase of the service’s

quality standards. In this regard, the information systems of the company have been orga-

nized into five major sections: the inventory, the clients’ database, the customer service,

the geographic information system, and the remote-control system of the infrastructure.
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Infrastructure asset management (IAM) is a planning process that brings together mul-

tidisciplinary tools and methods to provide an integrated approach to provide a decision

support system to manage tangible physical assets in such a way as to guarantee tangible

physical assets in such a way as to guarantee a level of service with the greatest possible

efficiency and at the lowest possible cost. It is not, therefore, a tool that is limited to the

traditional business concept of (physical) asset management traditional business concept

of asset management (physical and financial), which seeks to optimize the life cycle of

these assets to obtain the highest possible efficiency and the lowest possible cost life cycle

of these assets to obtain the highest possible return on investment.

The deterioration that all infrastructure undergoes over time, together with the need

to offer a certain level of service with a certain number of resources, is the main reason for

this a certain level of service with limited economic resources and demanding external

constraints (legal, regulatory, etc.) increasingly demanding external conditions (legal,

environmental, etc.), make it necessary to resort to new techniques for analyzing the

problem. new techniques for analyzing the problem. IAM offers a method that system-

atizes such an analysis, considering three fundamental axes of study (cost, risk, and per-

formance). In this way, the company ensures not only that the best value is obtained from

each of the assets, but also that the best value is obtained from each of the assets and that

the financial resources are available to rehabilitate and replace them when necessary, but

also that the company and replace them when necessary, but also to increase the effi-

ciency of the system’s operation, satisfying at all times the system, satisfying at all times

the present and future demands on the infrastructure under analysis.

3.2.2 Leakage
Leakage poses a phenomenal challenge for managers of drinking water distribution com-

panies because the quality of the water delivered to end-users must be assured.Many pro-

posals in recent years investigate the data collected from pressure transducers and

flowmeters along pressurized water networks [38], the relationships between pressure

and leakage [39], on the influence of pipematerial [40] and the energy lost in leakage [41].

Many studies address the problem of leakage and its control strategies [42], among

them, theWater Loss Task Force of the International Water Association (IWA) proposes

four strategic lines of action to reduce and control the level of losses. These actions are

described in Fig. 3. Two concepts are also defined: the Economic level of leakage (ELL) and

the Unavoidable Annual Real Losses (UARL). The former has focused on the economic

effect of active leakage control, using an approach of minimizing total economic costs.

Both the cost of leaked water (proportional to leakage) and the cost of active leakage con-

trol (influenced by the frequency of interventions) are considered. This results in a total

cost curve (sum of both the cost of leakage and the cost of active leakage control inter-

ventions) that has a minimum value corresponding to the economic level of leakage in

the short term (ELL).
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The second concept shows a limit to the minimization of leakage and refers to back-

ground leakage (water losses below the detection level with the current technology). The

leaks appear during the search and repair time and are so always in the pressurized water

distribution network.

The four strategies developed to reduce leakage are shown in Fig. 3. Of these, infra-

structure renewal has been discussed in Section 3.2.1, pressure management in

Section 3.2.2.1 and active leakage control is discussed in Section 3.2.2.2. We have

highlighted two Active Leakage Control techniques such as segmentation and night-flow

analysis, as they have deserved much attention from researchers in the latest years. Finally,

the fourth strategy (speed and quality of repairs) has not been described here, as under-

stood as a technique for management.

3.2.2.1 Pressure management to reduce leakage
The pressure-leakage relationship is a well-known concept when operators manage

water distribution networks. The primary aim has been quantifying water savings by

reducing overpressure [44] during night periods of lower water consumption. Other

studies focus on the benefits of pressure management by reducing the number of breaks

[39], new methods of designing district metering areas, or studies on the relationship
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Fig. 3 Action strategies on leakage [43].
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between consumption and pressure. The energy influence of leakage has also been stud-

ied in water distribution systems [45] and also in irrigation networks [41]. The influence

of installing a Pressure Reducing Valve (PRV) to reduce leakage demonstrates energy

savings are also a nice consequence because of the water-energy nexus.

Most efforts to mitigate leakage occurred after occurring a break. When it became

clear that significant fluctuations in pipe pressure within a water distribution system were

the main cause of breaks and leakages, research was conducted to improve water pressure

monitoring; the resulting improvements allow a system to reduce its risk factor, protect

system components prone to leakage, and offer safer and cleaner potable water.

3.2.2.2 Active leakage control
To avoid wasting water resources, one of the most widely used policies is Active Leakage

Control [46], which aims at early detection, location and repair of pipe breaks, thus

reducing damage to third parties, reducing unplanned works and the volume of water

lost. It is a manual process that requires specialized operators and using acoustic measuring

equipment and correlators to inspect the distribution system segmentation or continuous

night-time flow measurements [47] and to locate the leak.

• Segmentation as a leak detection technique

Segmentation of a drinking water distribution network is a technique used in the control

and global localization of the uncontrolled volume of leakage and comprises dividing the

network into several smaller sub-networks, called sectors or District Metered Areas

(DMAs) [48], on which all the volume entering and leaving the defined sector delimi-

tation is measured. It is thus a strategic technique for the delimitation, detection and

monitoring of irregular/atopic consumption or uncontrolled leakage volumes that occur

along drinking water distribution networks.

Segmentation is a strategic choice that reduces the inspection area for the detection

and location of anomalies such as breaks, leaks or pressure deficiencies. If this technique is

combined with a control system, it could improve managing the overall operation of the

network, optimizing the pressure in each sector [49].

• Night flow analysis as a leakage detection technique

Night-time flow analysis is performed in situations where enough network data is not

available. Consumption during night-time periods is limited to sporadic use in house-

holds and industry. The former are small-scale consumptions that can be quantified,

while the latter can be known for proper metering. In short, at certain times of the night,

the volume of leakage can be known from the difference between the volume injected

and the volume consumed. The nocturnal flow rate can be a reliable indicator that an

anomaly has occurred in the system (a break, consumption in fire hydrants, etc.). In this

line of work, methods for the detection andmonitoring of leaks, such as minimum night-

time flow rates, are used [50]. The minimum night flow is broken down into the flow

delivered to consumers and losses in the distribution network; the flow delivered to
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consumers is composed of leakage in indoor installations (of long duration and constant

size) and intentional consumption (of short duration and variable size). Small tanks (cis-

terns) distort night-time consumption and, although typical of insufficient networks, a

common problem in many supplies.

3.2.3 Environmental concerns
Since a direct relationship between energy management policies and the emissions pro-

duced, knowing that all policies that save energy from burning fossil fuels will save emis-

sions. And, climate change, will cause greater amounts of resources (water). These

relationships are shown in Fig. 4.

To reduce emissions, the water utility has focused on incorporating new ways of

power sources (solar PV production, wind production, etc.). Other long-term policies

to reduce emissions in any activity (industrial, transport, agricultural, etc.) have focused

on quantifying emissions related to the useful life of any infrastructure, the Life Cycle

Assessment (LCA). It has been calculated that the largest proportion of emissions is related

to the manufacture of the materials that make up the pipe network, and to repairs and

maintenance. Finally, the end of life also involves a high number of emissions, so the

material also influences this stage of the infrastructure’s life.

3.3 Solutions to anthropic problems
3.3.1 Cyber-security
This challenge relates to the security that ensures the proper interaction between the

physical and cyber elements of water systems. Hence, work is underway to design tools
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to simulate deliberate pollution attacks on water networks, together with cyber-attacks

on the pollution warning system.

To discuss the challenge of ensuring cybersecurity, information sharing has been pro-

moted, and legislative frameworks have been established that define decision-making

processes [27]. These actions have led to a prioritization of cyber security to reduce

the potential risks from cyber-physical attacks. But most of the practical recommenda-

tions found in the literature focus on basic hardware security concepts (patching, software

updates, anti-virus software, etc.). Such choices can lead to limitations in water system

operation, such as offline procedures when updating security patches and installing soft-

ware, the lack of real-time decision-making processes, and the incompatibility of legacy

control systems [52].

Preventing attacks against IT systems concentrates on the three pillars of security:

integrity, confidentiality, and availability. Integrity is protection against improper mod-

ification or destruction of data, adding to the authenticity of the information. Confiden-

tiality safeguards that data are not published to any unauthorized body, process, or device.

Finally, availability refers to fast and reliable access to data for allowed entities.

3.3.2 Terrorism
The major risk would be contamination of water in distribution networks with the later

contamination of the population. Therefore, research work focuses on early warning sys-

tems that minimize the reaction time of utility managers. These tools should handle all

real-time monitored signals, using pollutant dispersion models (obtained from hydraulic

simulation software) performing transport and diffusion. Finally, the network manager

must know the location and density of the population that may be affected and set up

contingency plans (disinfection stations or others) to minimize the effect. These protec-

tion systems are valid for malicious actions and natural disasters and any other unusual

phenomena, such as fires.

Water utilities did not take any action by themselves to avoid terrorism and the key

lines followed are defined by their government and institutions. However, many

researchers have worked on ways to reduce the impact of terrorism on water networks.

For instance, critical locations for potential terrorist actions were identified [53], vulner-

ability index for drinking water distribution systems were proposed [54] and attack

models were characterized [55].

4 Discussion

This paper has identified several significant challenges that are faced by infrastructures

for supplying water to the population, and it has highlighted the interrelationship

among these challenges. The interrelationships among the seven challenges are shown
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in Fig. 5, with color coding to indicate the strength of each relationship. The relation-

ships between aging water distribution networks, leaks, and environmental problems

due to resource wastage, as well as water demand, are strong. Meanwhile, the rela-

tionships with other parameters such as leakage and terrorism are intermediate, and

the relationship with cyber security is weak. It is also noted that the two man-made

challenges, cyber-attacks and terrorism, are only related to each other, as the remote-

control part of the network is separate from the physical part of the distribution

network.

The interrelationship among challenges emphasizes the need for policies that consider

the impact of multiple challenges, not just one. Furthermore, it is essential to recognize

that there is no one-size-fits-all solution that can address all network problems, and con-

stant analysis of the variables is necessary to maintain optimal performance. Although the

challenges of protecting against cyber-attacks and terrorism are less developed than other

more common problems, it is crucial to acknowledge their potential impact and incor-

porate measures to mitigate them.

Although it has been commented that aging infrastructure was the most prominent

problem [1], perhaps the new socio-political landscape with tremendous energy

dependence with energy prices surpassing record highs week after week (this work

is done in 2022), with geopolitical uncertainty across Europe and with great concern

about the temperatures that the summer has caused, is a large change in the water

industry’s perception of the challenges to be faced. In such a changing time, the chal-

lenges are not ranked, but the general uncertainty makes it impossible to make an

accurate prediction.

Max

Min

Fig. 5 Relationship between challenges.
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5 Conclusions

Water is a critical resource, and its distribution involves a significant responsibility for

practitioners to ensure that water is safe for consumption. As such, managing water dis-

tribution networks is a highly critical infrastructure.

The primary objective of this work is to provide insights to utility managers who

operate water distribution networks or are involved in strategic planning. The paper

identifies seven key challenges that drinking water distribution network managers need

to address, with two related to human actions and the other five pertaining to the water

distribution process. These challenges range from ensuring water quantity to maintaining

water quality standards, and the paper outlines potential solutions for each challenge.

Although several approaches and solutions exist, the paper focuses on the most prom-

ising options available today. These solutions include incorporating renewable energy

sources to meet high energy costs, implementing water reduction programs, utilizing

reclaimed water to address increasing water demand, and deploying infrastructure asset

management tools to manage pipeline renovation and active leakage control. The paper

also highlights the importance of addressing environmental concerns, such as focusing on

the life cycle assessment process.

The challenges identified in the paper are interconnected, with those related to water

quality and quantity significantly impacting one another. This complexity presents a sig-

nificant challenge to managers who must handle these issues with limited budgets and

political constraints that are inherent in public infrastructure. Additionally, the paper

highlights man-made challenges such as cyber-attacks and terrorism that are less con-

nected to the other challenges but pose significant risks to the water distribution net-

work’s operation.
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CHAPTER 12

Critical infrastructure security:
Cyber-threats, legacy systems and
weakening segmentation
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bSchool of Computing and Mathematics, Liverpool John Moores University, Liverpool, United Kingdom

1 The emerging cyber-threat

Critical infrastructures have seemingly invisible boundaries, inherently intertwined,

interconnected and codependent. Initially, this was a physical overlap, where one service

relied on the direct output or production of another. More recently, the boundaries have

become increasingly fuzzy—cyber-based—as a result of the societal move toward smart

city innovations, which replace manual (labor-intensive) tasks with automation [1] by

means of sophisticated digital technologies. Their digital interconnectivity is now com-

plex, and this technical switch has produced a new frontier for security, where threats to

the health and wellbeing of critical infrastructures are no longer just weather-related (cli-

mate change [2], extreme weather [3]), physical (terrorism [4], drone [5]) or blockade-

based [6] but now also cyber. Displayed in Fig. 1, a simplified network of external threat

vectors is based on a compilation of research articles that focus on varied domains of crit-

ical infrastructure protection (specifically [2–7]).
For visualization purposes, Fig. 1 arranges the threat vectors into groups, Weather,

Physical and Cyber. Yet each is multifarious resulting in three issues: (i) The nature of

the impact of a successful attack is somewhat unpredictable. For instance, impacts have

the potential to range from severe (e.g., nuclear meltdown, flooding, blackouts, eco-

nomic shutdown, etc. [8]) to minor (individual loss of personal data, minor delays to ser-

vice provision); (ii) The threat source is diverse, where security solutions (physical or

cyber) in one domain may have no or little benefit for others; and

(iii) Interdependency, while a major benefit, also has the potential to spread the damage

exponentially (referred to as cascading) across differing critical infrastructure types.

1.1 Research trend
These challenges have created a spate in research over the last 20years into cascading fail-

ure analysis, protection plans and simulations of interconnectivities. Yet, what we see is
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also a shift toward cyber-security research, as indicated in Fig. 2 displaying the research

focus trend from 1922 journal articles on the Scopus digital library over a 20-year period

between January 1, 2001 and December 31, 2021.

While now a prominent topic in the research community, for most this cyber-threat is

invisible and unseen, despite some staggering statistics. For instance, Kaspersky solutions

blocked 1,686,025,551 cyber-attacks from online resources across the globe during the

second quarter of 2021, documented in a report available in Ref. [9]. Yet, recent high-

profile examples (in varied critical infrastructure domains) have found prominence in the

wider media, pushing critical infrastructure security more into the mainstream. One of

particular prominence being WannaCry.

1.2 WannaCry
WannaCry simultaneously established a foothold throughout multiple continents and

organizations in May 2017 [10]. WannaCry is classified as a type of an attack known

as ransomware, involving the use of malware (malicious software) to encrypt files on a tar-

get device, rendering it inoperable (Fig. 3). Perpetrators of ransomware demand payment

(ransom) for the decryption of the device, thus granting access to the files. Ransomware is

common for use in small (i.e., personally-directed) attacks. Kaspersky defeated 97,541

ransomware attacks for their users documented in Ref. [9]. Yet, on this scale, with a crit-

ical infrastructure target, the use of ransomware was almost unprecedented prior to

WannaCry. It is now known to have spread to over 150 countries and did so within

a matter of a few hours [11].

Fig. 1 External threat vectors.
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Fig. 2 Research trends 2001–21.



Ghafur et al. document the impact of WannaCry on the United Kingdom’s National

Health Service (NHS), by means of a retrospective analysis in Ref. [10]. Despite Wan-

naCry infecting around 600 organizations nationwide, the main documentation in the

media was relating to the 34 infected hospital trusts. Ghafur et al. detail in their findings

that, specifically, fiscal costs were the main impact of WannaCry. For instance, £4m in

lost inpatient admissions and £1.3m from canceled outpatient appointments. However,

no difference in mortality was noted [10].

WannaCry had further impact after 2017 with The Hacker News media outlet doc-

umenting that WannaCry briefly resurfaced in 2018 as a new variant, causing the Taiwan

Semiconductor Manufacturing Company (a producer of microchips) to shut down sev-

eral factories temporarily as a result of 10,000 machines becoming infected [12].

1.2.1 Cryptoworm
WannaCry is known as a ransomware cryptoworm, specifically designed to target users

working with the Microsoft Windows Operating System (OS). The cryptoworm works

by encrypting data and then, as with other ransomware approaches, demands payment for

decryption (in this instance in cryptocurrency). The cryptoworm propagated through an

exploit (a software which takes advantage of a vulnerability within another software)

known as EternalBlue. EternalBlue was an exploit allegedly developed take advantage

of a vulnerability in Microsoft’s Server Message Block (a communication protocol cre-

ated to share access to files or printers on a shared network). EternalBlue’s designs were

leaked by hackers. However, the deployment of WannaCry also required coupling

Fig. 3 High-level view of WannaCry.

268 Management and engineering of critical infrastructures



EternalBlue with a backdoor implant tool known as DoublePulsar, which allowedWan-

naCry to install and execute a copy of itself [13].

1.3 ThreatNeedle
However,WindowsOS is not alone in facing high-profile threats, macOS also finds itself

a target, notably within the defense industry critical infrastructure grouping. During

2020, a spate of spyware attacks from using the ThreatNeedle cluster on defense enter-

prises in over 12 countries were documented in a report by Kaspersky [14,15]. Threat-

Needle is an advanced cluster of malware known as NukeSped, which is a trojan designed

to target macOS devices, allegedly linked to the North Korean government [16]. Cyber-

security expert Patrick Wardle provides a clear breakdown of NukeSped’s functionality

on his blog Objective-See found in Ref. [17]. The trojan works by posing as a cryptocur-

rency application and subsequently gains persistence on the host device. The infected

device then contacts a server for the second-stage malicious payload [16].

1.4 Stuxnet
ThreatNeedle is not unique as a state-backed cyber-threat. Possibly, the most well-known

state-based cyber-attack example is Stuxnet. Stuxnet was first uncovered in 2010 and

immediately gained prominence within cyber-security research communities and the

mainstream media for both its level of sophistication and target. Stuxnet was designed spe-

cifically to damage the Programmable Logic Controllers (PLC) at a nuclear power plant in

Natanz, Iran [18]. PLCs are used to automate mechanical processes, such as gas centrifuges.

Stuxnet was able to spread toward its target using a number of different mechanisms,

namely: USB flash drives, Siemens SIMATIC WinCC (interface to SCADA systems),

Siemens SIMATIC Step7 (industrial control projects) and network shares.

1.4.1 Zero-day
Stuxnet exploited zero-day flaws to deploy its payload which, as Bilge et al. discuss, are

vulnerabilities that have not been disclosed publicly or to those who may directly be

invested in knowing the vulnerabilities exist [19] (i.e., security teams). Typically, as

vulnerabilities remain unknown, there is no defense against a zero-day exploit, with anti-

virus solutions (and traditional intrusion detection systems) unable to provide patches to

attack signatures that are yet unidentified [19] and only understood after an attack has

taken place. A further nature of a zero-day exploit is that the attacks are targeted. For

instance, the attackers are specifically aware of a vulnerability in a particular system of

their target and the attack is adjusted as such. For example, Stuxnet exploited several

Microsoft zero-day flaws, two of which are labeled MS10-061 (Print Spooler Service)

andMS08-067 [20] (server service allowing remote code execution inWindows XP [21]).
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To date, much research has been conducted on detecting zero-day exploits, for exam-

ple, in Refs. [22–24], with a comprehensive review by Abri et al. in Ref. [25]. Effective

solutions tend toward proactive security models, where the detection of an attack relies

upon identifying when there are instances (outliers) that vary from the norm (benign traf-

fic). Approaches to achieve this can be grouped using subfields of artificial intelligence,

for instance (i) supervised learning [26] (involving training autonomous security solutions

on known benign traffic and outliers), (ii) unsupervised learning (where the AI algorithm

does not require pretraining to detect outliers), (iii) a combination of both, where a

hybrid approach leverages the benefits of the detection accuracy provided by supervised

learning and also the flexibility and adaptability of unsupervised [27]; or, more recently,

(iv) deep learning, using techniques known as autoencoders, able to detect outliers in

traffic patterns with high success [28].

1.4.2 Honeypots
In addition to the use of proactive security systems with integrated AI, one possible solu-

tion to overcome zero-day attacks is to find the vulnerabilities using honeypots. Honey-

pots involve isolating traffic, deceiving the attacker into assuming they have breached the

system and generate attack signatures [29] based on monitoring the behaviors within a

controlled environment.

In short, the goal of a Honeypot is to let the attacker believe they are successfully

breaching the system, but in fact are being studied in an artificial environment (e.g., a

virtual machine) where no actual damage can be caused. The Honeypot concept is

depicted in Fig. 4. Critical infrastructures adopt a defense in depth model, firstly involving

an external perimeter consisting of an advanced intrusion detection system and firewall.

Beneath this, different levels of access rights are provided depending on the staff role

within the organization. The high-level layer, for example, would provide access to vital

systems and would not be accessible to those with low security clearance. Between each

layer, further intrusion detection systems and firewalls are in place. The Honeypot will

mimic this structure, for instance as documented in many works over the last 20years, for

example, in Refs. [30–33].

1.4.3 Duqu
Related to Stuxnet, Duqu is a collection of malware which was discovered in 2011 and

received far less publicity despite using much of the Stuxnet code. Duqu derives its name

from the temporary files it creates on the infected device, which all start with�DQ. Sim-

ilar to Stuxnet, the malware also functions by exploiting Windows zero-day vulnerabil-

ities [34]. A full report on Duqu is published by the Laboratory of Cryptography and

System Security (CrySyS) at Budapest University of Technology and Economics found

at Ref. [34].
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1.5 Flame
At the time of writing this manuscript, Flame (discovered in 2012 and also recognized

under the name Flamer) is documented as potentially the most complex cyber-attack ever

created. Similar to Stuxnet, Flame, in the form of a trojan, has the ability to spread over a

local area network (LAN) or via USB, targeting vulnerabilities within Microsoft OSs.

The EuropeanNetwork and Information Security Agency (ENISA) document the threat

of Flame in Ref. [35] and its mission as an information stealer, particularly targeted at the

Middle East. Once deployed, Flame has a compilation of spying tools (documented by

ENISA [35]) for listening to microphones, exfiltrating documents, tapping phones and

online chats, Bluetooth scanning, taking screenshots, recording keyboard activity and

intercepting Internet traffic.

Similar to Stuxnet, Flame is specifically a targeted attack, and, therefore, has infected

relatively few PC devices (estimated between 100 and 1000 devices). Yet, differing from

Stuxnet, Flame was designed for espionage rather than damage [36,37]. In terms of its

Fig. 4 Role of the Honeypot for cyber-security support.
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construction, Flame is uniquely larger than other viruses (approximately 20 megabytes in

size) and, in result, it masquerades as a legitimate Windows update.

1.6 WhisperGate
In early 2022, a destructive malware was discovered targeting Ukrainian organizations

[38]. At the time of writing this manuscript, relatively little is known about WhisperGate

compared to the other aforementioned high-profile attacks given its infancy; and most

information regarding the attack is found in themainstreammedia and security blogs such

as in Refs. [38–40] (Fig. 5).
What is known is thatWhisperGate is aimed to be a destructive malware, with a tech-

nical analysis provided by the INSIKT Group at Ref. [39]. According to their article,

WhisperGate is deployed in three stages (which must be executed before the PC reboots

to take effect): (i) corruptions of theMaster Boot Record (MBR), which in turn corrupts

other drives on reboot. The MBR is then overwritten with a ransom note demanding

payment and containing the details for a Bitcoin wallet; (ii) download of the malware

(malicious file corrupter) needed for stage 3 which are hosted on a Discord channel;

(iii) written in .NET, corruption of files on systems and network drives takes place.

1.7 Cyber-threat landscape
The emergence of the aforementioned media-documented attacks is depicted in the

timeline in Fig. 6, with a summary provided in Table 1. All have specific goals and in

some cases, direct targets.

Fig. 5 High-level view of WhisperGate.
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Despite the developing landscape with varied sophistication, cyber-based security

threats can still be assigned to 1 of 7 categories (Table 2), as defined in various gray lit-

erature sources, such as Refs. [42–45].
To offer a quantitative understanding of the division of these attack types within the

critical infrastructure sectors, IBM Security X Force Threat Intelligence provide a

detailed account of the percentages in Refs. [46,47]. Key findings from the report outline

that ransomware malware accounted for 1 in 5 cyber-attacks (worldwide) in 2021 and

Phishing was the top infection method, particularly in the United Kingdom against busi-

nesses where it accounted for 63% of incidents [46]. Globally, manufacturing was the

most attacked infrastructure (23% of attacks), with ransomware as the main attack type.

In the United Kingdom, the energy critical infrastructure sector was the main focus, with

24%, with manufacturing and finance second with 19% [46].

With this growing threat landscape, it is essential to consider how attack success con-

tinues to be possible and what methods are appropriate for securing critical infrastructures

in a time of constant change. In the following section, the focus is on legacy systems, the

Fig. 6 Timeline of high-profile attacks.

Table 1 Comparison of high-profile attacks.

Name Goal Operating system

Stuxnet Damage Windows

Duqu Damage Windows

Flame Espionage Windows

WannaCry Ransom Windows

ThreatNeedle Espionage MAC

WhisperGate Damage and ransom Windows
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Industrial Internet of Things (IIoT), weakening segmentation and how legacy and aging

systems are a considerable road block for holistic cyber-attack prevention.

2 ICS attack success

Almost all critical infrastructure sectors rely upon Industrial Control Systems (ICSs) as a

core part of their operations. Unfortunately, due to the visibility and significant impact of

any successful attacks, they are highly-valued targets for not only cyber-criminals but

malicious state actors and politically-motivated adversaries.

Statistics published by Kaspersky highlight the severity of this issue, by showing that in

the first half of 2021, 33.8% of ICS computers were attacked, which is an increase of 0.4%

from the second half of 2020 [48]. This is a clear indicator that ICS-specific threats are

growing. Nozomi Networks estimate that ICS shutdowns resulting from attacks cost

between $225K and $670M [49].

There are various key themes emerging, which can help to explain why attacks against

ICSs are successful, the most pertinent are summarized in this section.

Table 2 Cyber-threat categories.

Cyber-threat Description

Malware Malware is software developed for malicious purposes, with

further subcategories (spyware, ransomware, viruses and

worms)

Emotet Specifically a banking trojan, which is a type of malware but

given its own unique category

Denial of Service A process involving flooding computer networks with

illegitimate requests, thus blocking legitimate access requests

Man in the Middle (MITM) When attackers insert themselves into a two-party transaction

Phishing Fake communication-based attack, namely using fake messages

(such as emails) which seem legitimate to the user in order to

request information or follow instructions which lead to the loss

of information (such as a credit card number)

Structured Query Language

(SQL) Injection

Involves inserting malicious code into a server that uses SQL to

store data (such as customer details). In result, the server can be

manipulated into releasing sensitive information

Password Attacks Social engineering to ascertain data which can be used to trick

people into providing information about their password. For

instance, trending posts on social media asking for “first car,”

“pet names,” etc. This could also include a brute-force attack,

where the attack type relies on the computing power to find the

correct combinations of usernames and passwords [41]
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2.1 Industrial internet of things
Industry 4.0 is considered to be the next industrial revolution, brought about by the inte-

gration of smart and connected systems to increase the level of automation inmanufactur-

ing and industrial processes. The integration of IIoT devices into modern critical

infrastructure networks can offer various performance, cost and operational benefits.

The improved connectivity facilitates increased levels of functionality, accessibility

and communicability for IIoT devices. In turn, this poses significant security challenges

by increasing both the security demands and breadth of the network’s attack surface.

Numerous IIoT devices and their corresponding applications have been developed in

existing ICS networks, which inherit or coexist with current impaired security practices

and assumptions. Given the rapid evolution of such devices, it is unsurprising that for

some manufacturers, security is not always a priority. This means that such devices are

attractive targets for attacks and can introduce an element of uncertainty, which is not

desirable in a sector renowned for its low-risk appetite. Increasingly, security concerns

are being raised regarding the integrity of IIoT device supply chains and the vulnerabil-

ities this may pose, from both software and hardware perspectives.

Many IIoT devices have limited computational power; therefore, data is commonly

passed to a local or cloud-based controller for processing. Depending on the nature of the

IIoT device, the sheer volume of data traversing the network or awaiting processing may

introduce additional overheads. Ensuring the confidentiality and authenticity of any data

transmitted is critical for avoiding common attacks (e.g., eavesdropping, replay or man-

in-the-middle attacks), but the computational limitations also restrict the protocols sup-

ported for securing communications.

The use of cloud-based controllers requires the use of a IIoT gateway, which has been

identified as a notable target for attacks and has garnered significant research interest

[50,51]. It has been suggested that some of the security responsibilities regarding assuring

device authenticity could be offloaded to a cloud-based platform. However, safety and

real-time responsiveness are the most desired characteristics in an ICS. Therefore, any

such security platform must be capable of real-time responses, which rules out cloud-

based platforms on account of the unacceptable latency that would be introduced.

The use of cloud-based controllers for data processing and storage also raises many

security questions relating to confidentiality, control and locality. This is especially

important given the potential sensitivity and criticality of the data involved in ICSs.

2.2 Weakening segmentation
ICSs can be split into two distinct segments: Information Technology (IT)—hardware

and software used for managing and utilizing data, and Operational Technology

(OT)—hardware and software used to monitor and control industrial equipment. His-

torically, there has always been physical segmentation between the IT and OT segments

275Cyber-threats, legacy systems and weakening segmentation



of an ICS, known as an air gap. However, the continued adoption of IIoT and the shifting

of applications, data and infrastructure to cloud providers has eroded network perimeters

and this separation. This has resulted in the increasing convergence of IT and OT net-

work segments, sometimes unbeknownst to operators. The exposure of ICS protocols to

the internet can provide new attack surfaces and can lead to unusual and unwanted

behavior. Shodan’s ICS Radar crawls the Internet and detects direct access to ICSs

[52], at the time of writing, there were over 55,000 systems accessible. The most com-

mon core ICS protocols supported by these accessible systems wereModBus, Siemens S7

and DNP3.

Some ICSs are embracing the convergence by blending technologies between the

segments, e.g., using IT-side database technologies for OT. Unfortunately, many ICSs

security practices have not been modernized to accommodate this. There is an over-

reliance on proprietary protocols as a form of protection, this is an example of

security-through-obscurity, which is not an effective security strategy.

Many ICSs are not prepared for defense against malware, and they rely on the OT

practices of old and do not embrace modern cyber-security approaches. Vulnerable to

many attacks such as eavesdropping, interception, replay and DoS. An increasingly com-

mon attack pattern is for the initial attack vector to reside within the IT segment and the

attacker to pivot into the OT segment [53], notable examples include EKANS and

Havex. The significance of this convergence is emphasized by the initial stage of the

ICS Cyber Kill Chain, which is focused on intelligence gathering [54]. The top 3 initial

attack vectors for ICSs are external remote services, exploiting public-facing applications

and internet accessible devices [55].

The convergence has exposed ICS protocols designed for use in air gapped systems,

being introduced to the wider internet. Air gaps have previously been depended upon as

a defensive strategy but even in traditional networks, there were still situations where the

gap was bridged. Examples of this include the transfer of config files and software patches

from IT to OT (whether physically or digitally).

2.3 ICS protocol weakness
Many of the protocols utilized in ICSs are proprietary and were originally designed based

upon the security assumptions of older serial-based and/or air gapped systems. Therefore,

the majority of original protocols were focused on functionality and efficiency, whereas

security was not factored into their designs [56]. The inherent and fundamental security

issues associated with such protocols [57], especially when combined with poor docu-

mentation and maintenance practices, significantly increases the risk faced by ICSs. With

many of these protocols still in use [58], it emphasizes the concern over the IT/OT con-

vergence. This is further evidenced by Bratus et al.’s LZFuzz security fuzzing tool, which

proved most successful when applied to proprietary and poorly documented protocols.
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Themost common core ICS protocols currently in use areModbus, EtherNet/IP and

S7comm [53]. Therefore, these three have been focused upon to examine their security

attributes.

2.3.1 Modbus
The Modicon Communication Bus (Modbus) protocol is one of the oldest and widely

used protocols. It was originally designed in 1979 for RS-232 or RS-485 serial networks

between computationally limited microcontrollers [59]. In recent times, the protocol has

migrated to being ethernet-based (Modbus TCP). Both versions of this protocol are

based on the assumption that there would be limited physical access to the network,

therefore negating security requirements. The resulting simplicity and efficiency of

the protocol has made it popular.

However, as networking has evolved, there are increasing requirements for commu-

nications to be made from within LANs or WANs. This poses a significant problem, as

Modbus was never designed for this type of use and appropriate security mechanisms are

not provided. Furthermore, due to required backwards compatibility, this is not some-

thing that can or will be easily changed (although theModbus Security Protocol has been

introduced as an alternative solution). Some of the security concerns with the TCP-based

variant are summarized in Table 3.

2.3.2 EtherNet/IP
EtherNet/IP (here IP stands for Industrial Protocol, not Internet Protocol) is an adapta-

tion of Rockwell’s Common Industrial Protocol (CIP), providing networking through

the use of standard Ethernet frames. There are two types of communication in EtherNet/

IP, implicit and explicit [60]. Implicit communication is used for I/O data transfer, and it

is performed over UDP to leverage the speed and latency benefits, allowing the use of

producer-consumer model. Explicit communication is used for nontime critical data and

is performed over TCP.

CIP uses three object classes to define characteristics of a device: Required Objects

(defines attributes e.g., identifiers, manufacturer and serial number), Application Objects

(defines input and output for devices) and Vendor-specific objects (defines proprietary

attributes). Its functionality can be considered similar in some respects to SNMP. To

increase interoperability and cross-vendor support, objects (except Vendor-specific

Objects) are standardized by device type and/or function. Some of the security concerns

relating to the base protocol (i.e., not using CIP Security) are clarified in Table 4.

The existing CIP standards have not been updated to accommodate increased security

requirements, in order to maintain compatibility. Instead, CIP security has been intro-

duced as an alternative protocol that addresses most of the security limitations of the orig-

inal protocol.
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Table 4 EtherNet/IP security concerns.

Concern Description

Confidentiality Communications are transmitted in clear text, offering no protection against

eavesdropping attacks or MITM attacks

Integrity No network-based checks are performed to validate integrity, thus allowing

data tampering to occur

Authentication The lack of verification of users/devices allows for disruptive changes (e.g.,

change device’s IP) to be made by untrusted parties [61] or the launching of

replay attacks. Furthermore, the protocol is based on UDP, which is stateless

and offers no transmission control mechanism to help in preventing spoofing

Availability Various implementation weaknesses have been exposed by researchers, which

facilitate DoS attacks. For example, weak session ID generation and improper

TCP timeout [62]

Multicast traffic Multicast traffic is utilized within the protocol to reduce network traffic load.

However, this also lacks transmission control mechanisms and is unable to

prevent transmission path manipulation using injected IGMP packets

Standardization Unfortunately, standardizing Required and Application Objects has made

common devices much easier to identify and exploit during attacks

Table 3 Modbus TCP security concerns.

Concern Description

Confidentiality Modbus communications are all transmitted in clear text, offering no

protection against eavesdropping, command injection or MiTM attacks

Integrity Modbus does not support any integrity checks of the transmitted data, such as

message checksums

Authentication Modbus operates using a master/slave model, requiring only a valid address to

communicate, there is no authentication used in the protocol. Therefore,

there is no mechanism to verify the authenticity of devices, which facilitates

various attacks such as identification of slave devices, DoS and spoofing

attacks. Similarly, there is no session management used within Modbus,

making replay attacks possible

Authorization Modbus does not perform any authorization checks to ensure that privileged

actions can only be performed by specific entities. Master and slave

components will action valid commands received, without any security

checks. Therefore, unauthorized/malicious commands can be executed by

attackers

Accountability As Modbus does not support authentication, there is no facility to maintain an

audit trail

Simplicity Although seen as a positive attribute for ease of implementation, the simplicity

of the protocol and its structure makes reconnaissance activities by attackers

much easier

Purpose Part of the protocol’s purpose is the programming of controllers; therefore,

the repercussions of ineffective security can be severe
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2.3.3 Siemens S7Comm
S7 Communication (S7Comm) is a proprietary protocol from Siemens first introduced in

1994 for data transfer and programming of its S7 family of PLCs. There are three versions

of the protocol: S7Comm, S7CommPlus v1 and S7CommPlus v2.

Similar to the previous protocols, S7Comm was deployed with inadequate security

protection, which was infamously exploited by the Stuxnet worm. Some of the main

concerns of this protocol are summarized in Table 5.

In response to the vulnerabilities exploited by Stuxnet, S7CommPlus v1 was released,

which utilizes session IDs to prevent replay attacks. However, researchers identified that

the mechanism used to generate the IDs was too simplistic and could be exploited and

sessions stolen [64].

S7CommPlus v2 improves upon the vulnerabilities of the previous versions by uti-

lizing encryption as well as improved antireplay mechanisms and an integrity check

mechanism. However, researchers have demonstrated that these improvements can be

broken too [66].

2.3.4 Weakness trends
As evidenced throughout this subsection, the flawed and outdated assumptions of phys-

ical isolation that underpin many ICS protocols are the primary cause of most security

issues. Compatibility is commonly cited as the reason behind not improving existing pro-

tocol standards to meet basic security goals. Although the three protocols discussed all

have security enhanced versions of the original protocols to overcome these issues, many

live implementations have not, or are unable to, adopt these enhanced versions. Unfor-

tunately, this seems to be a representative picture across the sector, and the evolution of

Table 5 S7Comm security concerns.

Concern Description

Confidentiality The protocol provides no encryption functionality, so it is unable to prevent

eavesdropping or MITM

Integrity The protocol doesn’t offer any integrity mechanisms, meaning it cannot

prevent data/command modification or replay attacks [63]

Authentication Some PLCs can be configured to utilize basic password protection for certain

operations. However, this offers limited protection as password lengths are

constrained. Passwords are supplied for authentication as hashes but are sent

in clear text. When this is combined with the lack of confidentiality and

integrity, it enables passwords to be replayed and rainbow table attacks

Authorization Passwords can be used to prevent unauthorized actions, but various attacks

are possible to bypass any protection afforded [64]

Documentation There is limited documentation available for the protocol [65], suggesting

security through obscurity is utilized as a form of protection, which is widely

considered poor practice
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ICSs will continue to expose the security weaknesses and vulnerabilities of these

protocols.

2.4 Legacy/aging systems
ICS systems are intended to have significantly longer operational lifespans (typically

20–25years), than commodity systems [67], so components will inevitably be considered

as legacy at some point. Therefore, the standards, principles, security assumptions and

anticipated threats originally used to devise architectural designs could be significantly

outdated. Similarly, cutting-edge protocols and software used for implementation at

the time will rapidly become outdated given the pace of technological evolution. For

instance, there are numerous examples of End-Of-Life (EOL) operating systems such

as Windows XP still being used [68].

Future-proofing systems decades in advance cannot be accurately accomplished. So it

is unsurprising that such systems are inadequately equipped and secured for modern

requirements. Furthermore, given the critical nature of these systems and their required

stability, continuous development (as seen with commodity systems) is not a desirable

characteristic.

One crucial example of this is the inherent security limitations of ICSs, original

designs accommodated the differing priorities and needs of the IT and OT segments.

As OT systems were typically air gapped, availability was prioritized over confidentiality

and integrity [69] (e.g., availability of critical sensor readings is far more important than

their confidentiality).

Facilitating the modern connectivity requirements of ICSs often requires legacy sys-

tems to be used or configured in ways that they were not originally designed for, or the

retrofitting of additional components. Such alterations deviate from the original design

and can result in unexpected behavior, as well as the introduction of new weaknesses and

vulnerabilities. The continued blurring of boundaries that used to exist between IT and

OT is increasing the visibility of basic security shortcomings in the OT segments, e.g.,

lack of encryption, poor/no authentication, weak/default passwords [70]. A common

example of this is the migration from serial-based to IP-based communications, the level

of internet exposure and attack surface expansion are often not fully considered.

2.5 ICS summary
As the modern connectivity requirements of ICSs continue to shift toward greater inter-

net accessibility, the exposed surface of these systems will become increasingly scrutinized

for credible attack vectors. Throughout this section, only a few of the reasons behind

successful ICS attacks have been covered, there are many more contributory factors.

However, it is clear that the probability of security problems occurring and the severity

of associated impacts are only going to increase. There is therefore a need to focus upon
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factoring security into the design of an ICS (for both new and existing systems), rather

than the continued approach of retrofitting. Similarly, ICS security needs to orient

toward a holistic approach, which encompasses both IT and OT segments, rather than

adopting a siloed approach with separate expertise.

3 Conclusion

Future cyber-security focus is orienting toward IIoT security, smart home appliances and

data storage devices, where the pervasiveness of personal information stored across mul-

tiple devices (laptops, PCs, smart phones, etc.) has increased the entry point of hackers

[42]. Further, IBM details that in 2021 the global shift in work habits as a result of the

Covid-19 pandemic forcing many to work from home, created opportunities for threat

activators to infiltrate organizations [47].

Ensuring the security of critical infrastructure systems poses an ongoing challenge,

with failings having potentially catastrophic consequences. A significant hurdle is the

ever-increasing number of critical infrastructure components that are now directly or

indirectly exposed to the internet, causing potential attack surfaces and associated risks

to grow. Similarly, the heterogeneity of such devices also contributes to increasing

the attack surface and adds additional complexity when coordinating defensive efforts.

There are three emerging attack patterns of significance, which need to be adequately

considered to ensure the future security of critical infrastructures. These are:

1. Supply chain attacks—Attacks are no longer directly launched directly against the

intended organization or system. Instead, weaker elements of the supply chain are

targeted offer greater opportunity to inflict widespread damage. A notable global

example of this was the Solar Winds attack in 2020. Usually, targets for this type

of attack will be third-party vendors or suppliers, with poor cyber-security. Some

of the example techniques used include software weaknesses, firmware backdoors,

preinstalled malware installation and certificate theft.

2. Top-down infrastructure attacks—Traditionally, attacks have followed a

bottom-up approach due to the perimeter security model adopted by many. Here,

the exposed elements of a system (usually lower value assets) are exploited, and

attackers work to elevate their access to the higher value targets afforded greater pro-

tection. However, with the shift to cloud-based services, assets that were typically

well-protected from internet exposure (e.g., Active Directory servers) are now

increasingly accessible online. Hence, attackers can now directly target these high-

value cloud-based administrative/management systems, instead of having to work

to elevate themselves to this point.

3. Ransomware—Unfortunately, this type of attack is common throughout many

types of networks. However, a recent Claroty report estimated that around 80% of

critical infrastructures had been subject to ransomware and around 60% had paid
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the ransom [71]. The very nature of critical infrastructure means that any impairment

of functionality can have devastating consequences; hence, targets are far more likely

to pay. Given the likelihood of success, and the increased attack surface created by IT

and OT mergence, it is inevitable that attackers will be prioritizing attacks against

these systems.

Thus, could one solution be for better use of AI? For instance, IBM details that organizations

who have a fully deployed security-based AI and automation had lower costs associated

with breaches ($2.9million vs $6.71 million) compared to organizations without AI [72].

Further, as indicated in current scientific literatures, the level of preparedness is depen-

dent on two factors: (i) the use of more effective intrusion detection processes; (ii) the

types of security techniques. Panagiotis et al. provide a comprehensive list in their review

article in Ref. [41], discussing some of the most well-known algorithms and models inte-

grated into security systems for better overall resilience, focusing primarily on machine

learning and deep learning. Within this domain, AI-based approaches (specifically

machine learning techniques) such as K-means, Naive Bayes, support vector machines,

decision trees and density-based spatial clustering of applications with noise have all been

used with effect in research-based approaches [73–75]. Building on this, deep learning

models are becoming increasingly employed, namely the use of autoencoders, long

short-term memory networks (LSTMs), recurrent neural networks (RNNs) and convo-

lutional neural networks (CNNs) [76–78]. Research demonstrates that AI-driven

approaches are the way forward to a holistic security system. The challenge remains—

translating research findings into real-world implemented systems to counter the level

of sophistication discussed in Section 1.
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CHAPTER 13

Energy systems as a critical
infrastructure: Threats, solutions,
and future outlook
Tarek Alskaifa, Miguel Ángel Pardo Picazob, and Bedir Tekinerdogana
aInformation Technology Group, Wageningen University & Research, Wageningen, The Netherlands
bDepartment of Civil Engineering, University of Alicante, Alicante, Spain

1 Introduction

The energy system is a complex network of energy production, transmission, distribu-

tion, and consumption components that provide electricity and heat to millions of build-

ings, industries, and other facilities. These elements have been designed to supply energy

services to end users in a reliable and affordable manner [1, 2].With a growing society and

increased energy consumption, the size, scale, and complexity of energy systems also

increase and the energy system becomes more critical. This poses national and local chal-

lenges that need to be addressed to provide access to secure, affordable, and clean energy

for all consumers, both households and businesses, which are particularly addressed in the

United Nations (UN) Sustainable Development Goal (SDG) 7 [3]. In addition, the

energy system has been undergoing a rapid and fundamental transformation, which

can be attributed to two key reasons, the global need to mitigate climate change, and

the advancements in information and communication technologies (ICT).

The first has contributed to (i) a rapid development, integration, and large acceptance

of relatively small-scale renewable energy generation technologies, such as wind turbines

and solar photovoltaic (PV); and (ii) the electrification of numerous sectors that tradition-

ally depend on fossil fuels, such as heating and mobility. These renewable technologies

are likely to be increasingly situated in the fringes of the end user, such as rooftop PV

arrays or electric vehicles (EV), where grid infrastructure might not be properly equipped

to accommodate that. The development in this direction has been accelerated by inter-

national and national climate agreements, such as the Paris Agreement in 2015 [4], the

Green Deal in 2020 by the European Union (EU) [5], and other national climate agree-

ments. However, the current energy system is not fully prepared for such rapid devel-

opments and cannot easily handle intermittent renewable energy supply or increasing

electric demand caused by electrifying the mobility and heating sectors.
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The second has accelerated the evolution and transformation of the electricity grid to

a smarter interconnected grid that enables a bidirectional flow of power and information

between utilities to consumers and, most importantly, recognizes the user as a central

stakeholder of the system [6, 7]. For instance, the past decade has seen a successful

large-scale installation of smart metering infrastructure in most countries in the EU

for real-time monitoring of electricity consumption in buildings [8]. Besides, the data

captured by smart meters provide unique opportunities for smarter management and

control of the energy system, optimization of energy flows, and enabling of new services

and business opportunities. For instance, smart management can include smart charging

of EVs considering different end users driving patterns and network capacity constraints

[9]. Big data analytics solutions can smooth the large-scale integration of random and

intermittent renewable energy sources, such as solar PV [10, 11]. Besides, the widespread

use of ICT in the energy system and the availability of big data have enabled the emer-

gence of digital twins (DT) applications in energy systems for effective and real-time

monitoring, control, and autonomous decision-making [12].

However, the rapid transformation in energy systems has increased their vulnerability

to not only natural disasters caused by the changing climate (e.g., heat waves, wildfires,

droughts, and floods) but also to human-caused disruptions (e.g., cyber-physical attacks,

human errors, and technical defects). In electricity grids, this can compromise the con-

tinuous and reliable provision of electricity supply as an essential service for end users and

the economy. For instance, as the grid becomes more digitalized and interconnected,

security becomes a major concern since both small and big maleficent actors may try

to manipulate the grid for their benefit. As an example, Ukraine’s electricity grid suffered

from cyberattacks in 2015, which culminated in power outages for approximately

230,000 consumers in Ukraine for 1–6 h [13]. The vulnerability is expected to only

get worse because of climate change-driven natural disasters, such as severe floods as hap-

pened in Sudan, Europe, and Asia in the past 2 years, or catastrophic droughts, heat

waves, and wildfires as happened in California, the Middle East, and other parts of the

world in the past decade. Despite their relatively low probability of occurrence, the

impacts of such natural disasters and disruptions can be huge and not only limited to

power outages for normal end users but also for critical load in the system [14, 15].

As a result, enhancing the resilience of the energy system as a critical infrastructure

has become a priority and received increasing attention from the research community,

industry, governments, and policymakers. Technologies, tools, and mechanisms have

been proposed to address the resilience problem of critical electricity infrastructure

against such high-impact low-probability events. This goes beyond the traditional energy

system planning methodologies, such as network redundancy. On top of that, recent nat-

ural disasters require alternative solutions to be studied and set up for the comprehensive

provision of robustness, preparedness, and recovery [16].
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This chapter explores the energy system as a critical infrastructure and provides

insights into the compelling urge for its resilience against cyber-physical attacks and nat-

ural disasters. The focus will be on electricity grids as one of the most vital critical infra-

structures. In Section 2, an overview of criticality threats to energy systems is provided.

Section 3 describes the potential technologies and solutions to enhance the resilience of

electricity grids. In Section 4, the challenges are discussed and an outlook for the pathway

toward more resilient electricity grids is provided. The book chapter is concluded in

Section 5.

2 Sources of criticality

2.1 Natural disasters
Natural disasters, such as wildfires, hurricanes, and floods, can have a severe impact on the

energy infrastructure [17]. For instance, hurricane Sandy was the most devastating storm

to affect Connecticut’s electricity distribution network, with more than 15,000 outages

affecting more than 500,000 consumers [18]. Another example is wildfires, which burn

and destroy high-voltage transmission lines. In the last few years, large wildfires have

spread widely in different countries around the world, claiming many lives, destroying

structures, and forcing hundreds of thousands of people to evacuate their homes. Indeed,

the impact goes beyond disrupting the transmission and distribution network. Any dis-

ruption in the power infrastructure would have a huge impact on other infrastructures

causing damage to national security, the economy, public health, and safety.

The National Association of Regulatory Utility Commissioners stresses that the resil-

ience of the energy sector must be increased. Since it is complicated to quantify the costs

of power outages (considering direct, indirect, and social costs), many approaches focused

on strategies to minimize power outage risks [19, 20]. The characteristics of fault prop-

agation and the severity of damage depend on the type of network. Hence, the vulner-

ability of a power network to natural disasters must be measured first in order to indicate

which areas of the network should be protected and in what order protection measures

should be undertaken [21]. The work in Ref. [14] identified the disaster characteristics,

and these results are shown in Table 1.

Extreme weather events undoubtedly lead to increasingly severe and frequent power

outages [22]. However, breaking down the effects of a weather event is a complicated

matter. For instance, a severe tropical storm could cause damage to power lines due

to associated wind and heavy rainfall but could also cause problems if floods occur.

Although floods are the most common natural disasters, they are no less damaging

and the power distribution network must ensure power supply during a flood.

The EU compares the natural hazards of earthquakes, floods, and climate [23]. Each

weather phenomenon has its own particular characteristic that leads to the destruction of

different power infrastructure equipment. Earthquakes cause ground failure and exert
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inertial shear loads on buildings. Inclement weather brings geomagnetically induced cur-

rent (GIC) that damages alternating current (AC) equipment not designed to withstand

direct current (DC). Finally, floods cause damage when water seeps into power compo-

nents and floors. Since each hazard provokes a different voltage, it causes particular dam-

age and affects a different set of components in the power network (see Table 2).

The time frame for infrastructure recovery can fluctuate between hazards, although it

is always progressive. The rehabilitation agenda is consistent with engineering resilience

[24], and the time scale and recovery time are different after each natural disaster.

Table 1 Disaster characteristics [14].

Type Impact region Predictability Span (miles) Affecting time

Hurricane Coastal regions 24–72 h 1000 Hours to days

Tornado Inland plains 0–2 h 5 Minutes to

hours

Ice storm High latitudes 24–72 h 1000 Hours to days

Earthquakes Regions fault

lines

Seconds or

minutes

Small to large Minutes to

days

Tsunami Coastal regions Minutes Small to large Minutes to

hours

Drought,

wildfire

Inland regions Days Medium to

large

Days to

months

Table 2 Damage types and natural hazard impacts on the electricity grid [23].

Earthquake Space weather Flood

Damage types Structural damage,

inertial loading,

ground failure

Damage to transmission

and generation

equipment from GICs

for system-wide impact

Erosion and/or

landslides

Contributing

factors

Soil liquefaction,

no warning

time

Early warning possible Early warning possible

Most

vulnerable

equipment

Heavy equipment

(LPTs) ceramic

parts (bus bars)

or transformers

Equipment vulnerable to

DC (transformers),

equipment protected

from DC excitation

(tripping)

Transmission towers,

substation

equipment

Recovery time

is driven by

Items in need of

repair, access to

conduct repairs

System-wide impact,

delayed effects

Floodwaters recession,

items in need of

repair

Recovery

time range

A few hours to

months; most

commonly,

1–4 days

Equipment tripped offline,

24 h; on damaged

equipment, several

months

Less than 24 h to

3 weeks, with

hurricane and/or

storm damage up to

5 weeks
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2.2 Human-caused disruptions
Cyber-physical attacks are designed to disrupt or even damage systems, particularly critical

infrastructure. In many industries, operation data are mainly sought by attackers, but in the

energy industry, the goal is typically to control critical infrastructure in order to cause phys-

ical damage. Cyber-physical attacks on electricity distribution networks mainly target

supervisory control and data acquisition (SCADA) systems. For example, in Iran, the vul-

nerability of power grids to hackers was proved when a computer worm “Stuxnet”

destroyed nuclear centrifuges in 2010. It destroyed 10%–20% of its devices. In 2018,

the Department of Homeland Security issued a warning that the Russian Government

had engineered a series of cyberattacks onmajor infrastructure (nuclear power plants, water,

and electricity distribution systems) [25]. In 2016, the EU adopted the Directive on the

security of Network and Information Systems (NIS) and the General Data Protection

Regulation (GDPR). This has set the first guidelines to protect against cyberattacks. For

the energy industry, this raises many questions. For instance, is the energy infrastructure

different from other sectors in terms of cybersecurity? What are the recommended cyber-

security measures for the energy infrastructure? Priorities and recommended actions have

been proposed in Ref. [26], which are summarized in Table 3.

Table 3 Strategic priorities, areas, and recommended actions [26].

Strategic priorities Strategic areas Areas of actions

(I) Threat and risk

management

system

European threat and risk

landscape and

treatment

(1) Identification of essential services

Identification of

operators of essential

services

(2) Risk analysis and treatment

Best practice and

information exchange

(3) Framework of rules for a regional

cooperation

Foster international

collaboration

(4) Vulnerabilities disclosure for the energy

sector

(II) Cyber response

framework

Cyber response

framework

(5) Define cyber response framework

Crisis management (6) Implement regional cooperation

(III) Improve cyber

resilience

European cybersecurity

maturity framework

(7) Establish a European cybersecurity

maturity framework for energy

Integrity framework for

components

(8) Establish a contractual Public Private

Partnership (cPPP) for supply chain

integrity

Best practice (9) Foster European and International

Collaboration

Awareness campaign

(IV) Capacity and

competences

Capacity and

competence

(10) Capacity and competence buildup
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Cyber-physical attacks on the energy infrastructure are occurring more frequently

and are not only focused on preventing electricity supply but also on all kinds of disrup-

tions: from broken transmission lines to short circuits. Two elements increase the risk of

attacks: (i) the increasing use of digital devices and advanced ICT, and (ii) the intercon-

nectivity between different systems in smart grids. For example, as electricity substations

are being modernized, new digital equipment is replacing their analog counterparts.

Advanced monitoring devices (e.g., smart meters and PMUs), smart inverters, and charg-

ing stations are also being widely deployed rapidly in the distribution network, generating

a high volume of data in high time resolution (i.e., high velocity) and hence making the

electricity network more susceptible to cyberattack.

Electricity grid operators are responsible for anticipating possible cyber-physical

attacks. Adequate knowledge of smart grids vulnerabilities can mitigate the impact of

cyber-physical attacks. Several potential vulnerabilities of smart grids have been identified

in prior research [27, 28]. Those can be summarized as follows:

1. User privacy. The end-customer information is a very sensitive parameter and must be

always secured.

2. High number of access points. Network energy supply and demand control devices are

very numerous and they all must be protected.

3. Physical security. Since smart grids serve as an interconnection between remote devices

and systems, local control systems are required to guarantee the security of those

devices.

4. Frequent upgrading of network components. System upgrades are a weak point.

5. Preventing cascading failures. It must be ensured that the impact of cascading failures in

case of cyber-physical attacks or natural disasters is prevented or mitigated in the

energy network. If critical devices whose output is an input to other devices are failed,

data loss or cascading physical damage can cause the whole network to collapse.

6. Dissimilarity between devices. Communication gaps and incompatibilities lead to system

security holes.

7. Use of internet protocol (IP) and commercial hardware and software.

8. Increasing number of stakeholders in the energy network.

3 Potential solutions and technologies for energy system resilience

The electricity industry and practitioners cannot effectively address the consequences of nat-

ural disasters on the electricity grid without having digital tools and system design method-

ologies. ICT and digital tools could help anticipate potential disasters, improving the

flexibility of supply, and mitigating the risk of power failure. In this section, twomain prom-

ising and complementary solutions for mitigating the impact of natural disasters and cyber-

physical attacks on electricity grids are discussed, namely: (i) microgrids and (ii) DT.
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3.1 Microgrids
The microgrid concept refers to a set of loads (e.g., households and EVs), distributed

energy generation (e.g., solar PV panels or wind turbines), and energy storage systems

(e.g., batteries and EVs), operating as a separate controllable system supplying power

to its local area. Microgrids can be seen as intelligent small-scale energy systems with

two particular modes of operation: stand-alone and grid-connected mode. They inte-

grate power plants capable of satisfying local power demand of mainly critical load

and possibly reinjecting surplus energy back to the main grid [29, 30]. The microgrid

covers smart metering, sensors, and smart inverters capable of measuring and monitoring

parameters such as power, voltage, and current. In addition, the communication infra-

structure is needed to enable the components to exchange information and commands

quickly and reliably. It also incorporates smart terminations and appliances capable of

communicating their status and accepting commands to adjust and control their perfor-

mance and service level based on user and/or utility requirements [30]. Microgrids can

guarantee the continuity of energy supply during a natural disaster, especially for critical

load, hence increasing their resilience to cyber-physical attacks. An example of microgrid

system components is illustrated in Fig. 1.

Further, the electrification of residential, transport, heating, and agriculture, among

other sectors, will present prospects of capitalizing on the flexibility of microgrids. Dig-

italization provides unique opportunities for smarter management of microgrids in

extreme events. Such smart management can include switching off nonessential load

when the network is stressed while supplying essential demand. The supply of essential

loads during emergencies will also be enabled by distributed energy resources (DERs)

Data and
Control

Power flow

Data and
Control

Home, Building
and Office Industry

Sensors

Renewables

SM

Comm

ICT Intelligence

DemandDistributed Generation

Fig. 1 Microgrid system layout.
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and virtual storage capabilities from demand (e.g., battery units from EVs). This would

increase the resilience of supply, as energy consumers will have their essential load sup-

plied during high-impact events, including wildfires and other natural disasters.

Electricity grids are undergoing numerous fundamental changes and transformations

[31]. The number of DERs in the system, including renewable energy generation units,

EVs, charging stations, and energy storage assets, is expected to increase even further in

the coming years. In line with this, the complexity of coordination and control will also

increase, as will the number and variety of participants in electricity systems [32]. In par-

allel, electricity grids and their surrounding systems will be increasingly decentralized.

Instead of today’s monolithic, hierarchical, and controlled network, a modern network

would be intelligent, agile, and composed of different segments that could be isolated and

operate independently [31]. Local DERs and grid infrastructure are managed by smart

energy management systems (EMSs) and many actors can trade energy through local

electricity markets (LEMs) [33]. Also, larger grid assets such as solar farms, wind turbines,

and industrial electric assets must be integrated in a similar fashion. To enable such novel

energy systems, advanced ICT architecture and data management are required to house

control algorithms, and to connect the different actors and owners of energy assets.

Microgrids could enable faster system restoration. The work in Ref. [34] explores the

use and consequences of microgrids during natural disasters, focusing on the improve-

ment of electricity availability by distributed generators and local energy storage. Micro-

grids make it possible to increase electricity availability compared to the current

distribution grid. Many strategies are presented to ensure the flexible performance of

the microgrid. As an example, Fig. 2 highlights the different strategies according to

the time interval, predisaster, during disaster, and postdisaster.

3.2 Digital twins
Real-time monitoring and control of electricity grid components and managing the plat-

forms and data for keeping actual energy systems operating effectively are becomingmore

fundamental, as does mitigating associated cyber-physical threats and data privacy risks,

especially with the increasing share of DERs [36]. Several cases arise in which the pos-

sibilities and advantages of digitalization in smart grids started to becomemore visible. Big

data analytic [10, 37] contributes to asset management, fault detection, load or renewable

energy forecasting, and energy optimization, and efficiency. The work in Ref. [38] used

high-resolution and large-scale data on failure and recovery to study failure impact and

recovery patterns of electricity grids across multiple US service regions. Blockchain is

another emerging ICT that can assist in securing transactions, data exchanges, and decen-

tralized decision-making in the energy system, as well as optimizing power flow and

energy trading [39–41]. Blockchain eliminates the need for a central controlling party

on which all other actors must depend [32], which in turn reduces vulnerability against
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failures and cyber-physical attacks, increases transparency, and prevents potentially prob-

lematic misuse of market power by centralized actors. Internet of things (IoT) has been

widely deployed in power systems to enhance flexibility, price-based demand response,

and adaptive power based on consumer needs [42]. Further, the possibility to use DT as a

means for creating a virtual representation of the grid, simulating a variety of scenarios,

controlling decisions based on specific goals, and/or forecasting key operation variables,

such as power demand and generation. A DT that resembles the physical grid makes it

possible to perform experimentation and assess different scenarios that would not be pos-

sible to implement on the physical grid. DT could be empowered by artificial intelligence

(AI) to detect cyberattacks, develop defense strategies, and support the human operators

working in the monitoring and control rooms.

3.2.1 Digital twin for smart grids resilience
DT represents a promising technology to achieve the observability, optimal operation,

sustainability, and resilience requirements of smart grids. DT was originally defined as
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Training for
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parts
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account for down-

time

Defenses against
cyber security
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Embedding
communications
failure operations
mode in controller

Make operational load-shedding strategy and design electric circuitry accordingly with
required parallelization such that during load-shedding critical loads can be kept connected

Maintenance staff
training and

exercise

Smart/intelligent
control systems

Operational
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Operational
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readiness
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phase
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Fig. 2 Infrastructure and operational mitigation strategies for a resilient microgrid [35].
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digital informational constructs about a physical system that could be created as an entity

on its own for solving complex systems problems [43]. The definition has been extended

to include more aspects. For instance, the work in Ref. [44] provides five main aspects of

DT, which are summarized as follows:

• A physical part, that is the basis of the virtual part;

• A virtual part, that supports the simulation, monitoring, decision-making, and control

of the physical part;

• Data, that is a prerequisite for the creation of new knowledge;

• Services, that can enhance convenience, reliability, and productivity of an engineered

system; and

• Connections, that bridge all of the above.

There exist several applications of DT for smart grids such as the optimal design of elec-

tricity networks, simulation of power grid faults, virtual power plants (VPP), and intel-

ligent equipment monitoring [12]. For instance, for monitoring parts of the electricity

grid, the evaluation of the state of a power transformer using a DT is proposed in

Ref. [45]. A DT for real-time power flow monitoring based on artificial neural networks

(ANN) is proposed in Ref. [46], and a VPP prototype is developed in Ref. [47]. DT can

also help advance asset management, field operations and decision support, and collab-

orative decision-making [48]. As examples of the possibilities for better decision-making,

the opportunity to adapt a DT for power system control centers is discussed in Ref. [49].

These examples cover a wide range of applications for DT in smart grids, but more can be

found in the literature, such as the review in Ref. [50]. Taking into account the advan-

tages, DT brings to enhance the resilience of electricity grids, designing a DT for smart

grids could be useful for advancing the understanding of this technology in the context of

a sustainable energy transition in energy systems.

3.2.2 Digital twin design
Several and different DT architectures have been designed by industry and academia to

demonstrate, develop, and introduce platforms supporting the DT concept [51]. Defin-

ing static system properties and architecture are parts of building a DT scheme as pro-

posed in Ref. [52]. In the initial stage, there is the need to model the static properties

of the system, which implies defining objectives and functional requirements as well

as process planning and system requirements. The process planning is designed to clarify

the process requirements, the model selection, and how data will be exchanged. As part

of the architecture, there is no consensus on the number of properties and components

that the design should have.

Based on the proposed DT framework in Ref. [53], it is possible to build either a

control model for a DT based on a general system design approach or a technical model

for their implementation. An example of the control model based on a general system

design approach can be seen in Fig. 3.
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The control cycle starts with measuring the object system’s state by the sensor func-

tion and with acquiring relevant external data [54]. The data are then translated into a

virtual representation of the controlled object system (model-based transformation) on

the basis of a meta model. The DT includes all information relevant to the supported

purposes of usage (i.e., control objectives) as specified in a meta model. Depending

on a specific purpose of usage, a virtual view may then filter irrelevant information

and present it in such a way that it can be processed optimally by specific users

(model-based transformations on the basis of a meta model). The next control function

is the decision-making function, which compares a virtual view of the object systemwith

a specific control norm. Afterward, the decision-making function selects appropriate

interventions for deviations based on its decision support model, similar to conventional

control systems. Lastly, the selected intervention is communicated with the effect or

function, either directly or via the DT using remote actuator systems.
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Sensor
Data

Added
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Virtual
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Representations
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Effector Sensor
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Physical objects
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Data
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Fig. 3 Digital twin control model based on Ref. [54].
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3.3 Solutions for cyberattacks
The strategy to defend against cyberattacks in electricity grids must contemplate security

measures for (i) devices, (ii) the grid, (iii) workers and human operators, and (iv) societal

awareness and policies [55].

Given that in cybersecurity, the goals are confidentiality, integrity, and availability, in

the energy sector, the priority among these three depends on the specific applications. In

power generation, availability and integrity are the most important. Alteration or delay of

data could lead to misconfiguration of a device, which could ultimately affect system reli-

ability. When analyzing measurement systems, confidentiality becomes the most impor-

tant goal (i.e., handling sensitive data).

Several researchers developed initiatives for quickly identifying cyberattacks on elec-

tricity grids and designing actuation protocols to reduce the impact. Some studies focused

on the prevention of cyberattacks by injecting data into the communication network [56]

to identify potential damage that can be generated (e.g., tripping of protection relays, line

disconnections, partial blackout, among others). Others implement IoT-based DT for

the resilience of microgrid against cyberattacks [57].

4 Challenges and future outlook

The main challenges in implementing the above-mentioned solutions to enhance the

resilience of electricity grids are listed and discussed here. This could be summarized

as technology-related challenges, management, data, and governance.

4.1 Electrification and distributed generation
Grid operators, influenced by risk-averse end consumers, prefer a more stable and pre-

dictable grid operation, even if that would entail higher costs. Replacing fossil fuels with

renewable energy sources (wind and solar) and the increased electrification in various

sectors (i.e., industry, transport, heat, generation, and the built environment) implies

an increase in electricity demand in the future. In addition, renewable energy sources

are intermittent and nondispatchable by nature. This requires more flexibility from

the demand side in contrast to traditional controllable and flexible fossil-fuel-based power

generation. This also means that dealing with uncertainty can be a major issue in leverag-

ing DERs for power systems resilience enhancement.

The energy transition and digitalization also mean a change in the structure of the

electricity grid: from a centralized grid supplied by large power plants to a decentralized

grid with small-scale power generation and a huge number of DERs. This transition

poses new challenges for grid management and requires system design methodologies

to accommodate the rapid changes in the energy system.

298 Management and engineering of critical infrastructures



4.2 Incorporating energy storage solutions
Energy storage technologies are essential in improving the dispatchability of stochastic

and intermittent renewable energy sources. For instance, in microgrids, DERs and local-

ized energy storage technologies are controlled by an EMS that can provide different

applications, such as flexibility and self-consumption from renewables [58, 59]. Hence,

energy storage solutions can further enhance the resilience of microgrids and electricity

grids in general.

The challenges that battery storage systems present today are the battery pack and cell

prices (i.e., especially for lithium-ion), efficiency (i.e., which depends on the battery tech-

nology used, see Ref. [58]), lifetime (i.e., which depends on the battery technology used

and number of charging cycles, see Ref. [58]), and criticality of rawmaterials used (lithium,

nickel, and cobalt [60]). For instance, the production of lithium is associatedwith additional

supply risks as its production is concentrated in a few countries. In fact, these challenges are

interrelated, as the price of materials is rising, with demand far outstripping supply and

while having very limited supply sources. On the other hand, the efficiency of batteries

is related to the metal used, and the efficiency itself again affects the price.

The use of battery storage technologies in power systems andmicrogrids might be asso-

ciated with economic challenges and material supply risks, especially when transitioning

toward efficient lithium-based battery electricity storage. Policymakers and energy system

operators and planners must account for these challenges and consider alternative electricity

storage technologies in their portfolio, thus, not only focusing on battery technologies with

high supply risks. On the other hand, the use of lithium-based batteries could be prioritized

to parts of the electricity grid that present the highest criticality.

4.3 Coordination and management
Amajor challenge for grid management is to adapt to decentralized and coordinated sup-

ply and demand. The proportion of electricity generated by renewable energy sources is

predicted to rise from 25% to more than 50% by 2030. Simultaneously, electricity must

also be produced and delivered in sufficient quantities when there is no wind or sun.

Electricity market design needs to be improved to accommodate the challenges imposed

by renewable energy generation, electrification, and increasing prices of natural gas. It has

to attract investment in DERs, such as energy storage, that can compensate for variable

energy production. The market must likewise provide the right incentives for consumers

to become more proactive and contribute to maintaining a stable and resilient electricity

system.

4.4 Data
A vast amount of data is generated at different locations along the electricity grid. This

data can be fully exploited using algorithms to monitor consumption, forecast generation
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and consumption, and control the grid, among others. The information obtained after

processing this data helps reduce grid maintenance cost and anticipating potential threads

and failures [61]. Developing preventive measures against cyber-physical attacks requires

having a complete picture and high-resolution data of all parts of the electricity grid. Suc-

cessful DT implementation requires having adequate data for robust and realistic scenario

generation. This is lacking and although the data might exist, it is usually scattered over

different places and owned by different stakeholders. To address this challenge, collab-

orative efforts from utilities, grid operators, end users, and researchers are required.

Besides, the volume and velocity of big data in electricity grids challenge the ability

to process it in a short period of time, whereas the variety of big data presents a further

challenge to data integration. Having high-quality and trustworthy data (i.e., data verac-

ity) can largely affect performing accurate analysis and decision-making. This makes data

preprocessing a necessity for big data analytics, as missing data or incorrect data cannot be

ignored. Data privacy and data protection issues must be addressed to realize the promise

of big data in smart grid applications.

4.5 Layered architecture
We propose that new paradigms of the electricity grid can be conveniently described as

having different dimensions or layers, which are shown in Fig. 4. The dimensions can

help in better understanding the electricity grid and determining the actors and respon-

sibilities for each part of the grid, hence improving the efficiency of actions taken under

threats. This layered architecture could also be considered in the design of a DT of the

electricity grid.

First, there is the physical infrastructure, which includes grid infrastructure and tangible

physical energy assets, such as generation units and storage systems. To guide and control

energy flows and respect grid constraints and limitations within the physical infrastruc-

ture, there is a need for a digital infrastructure, where measurement, communication, and

control systems reside, big data are collected, processed, and analyzed, and information is

exchanged. The digital infrastructure resides above the layer of physical infrastructure. It

serves to coordinate power flows in the physical layer and enable data-driven optimal

decision support. Above the digital infrastructure, there is the economic infrastructure, where

the different actors enter into agreements and cooperation on the conditions for the

exchange of electricity or electricity services. These economic aspects and purposes guide

the underlying cyber-physical systems, and include market mechanisms, trading strate-

gies, and exchange of services among different actors. Finally, we consider the fourth

layer of governance. In this layer, agreements of governance between the different actors

establish which actors operate, which part of the infrastructure, and what their mutual

responsibilities are. It includes regulations, legal agreements, and the different actors in

the system and the relationships between them.
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5 Conclusions

This chapter started by describing the key sources of criticality for the energy infrastruc-

ture: natural disasters and human-caused disruptions. The former has a severe impact on

infrastructure and the damage caused is shown to be dependent on the natural disaster.

The severity of the latter is difficult to quantify, as they can cause small or large damage

depending on the attacker’s goals. In any case, it should be stressed that electricity grids

are critical because they are essential for other infrastructures. Utility managers and

decision-makers can find in this chapter the main challenges that the electricity grid is

facing nowadays to mitigate climate change, namely: (i) the increase in intermittent
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and stochastic renewable energy production (e.g., wind and solar), (ii) the increasing cost

of energy, and (iii) the integration of clean and distributed energy technologies and ICT.

From the studies reviewed, two main solutions were found to be most effective in

increasing the resilience of electricity grids: microgrids and DT. The concept of micro-

grids encompasses all renewable electricity generation points and energy storage systems

that can guarantee electricity supply and increase the resilience of the electricity grid dur-

ing natural disasters or cyber-physical attacks. DT, on the other hand, is a promising solu-

tion to generate a well-calibrated model on which real-timemonitoring and control of all

grid components can be performed. This tool also makes it possible, based on historical

and/or synthetic data, to quantify the potential effects of any critical phenomenon.

Finally, challenges may be the largest in the electrification of microgrids, coordinating

renewable stochastic energy production sources, obtaining, and managing all the data

generated along the grid and incorporating energy storage solutions. This is a question

of governance and politics that should be considered in future studies.

References
[1] C.R. Hudson, A.B. Badiru, Energy systems, in: Operations Research Applications, 2008, https://doi.

org/10.4324/9781003156994-5. 5-1–5-30.
[2] E.E. Michaelides, Alternative Energy Sources, Springer, Berlin, Heidelberg, 2012, https://doi.org/

10.1007/978-3-642-20951-2.
[3] United Nations, Sustainable development goals—energy access, 2021. https://sdgs.un.org/goals/

goal7.
[4] R.L. Arantegui, A. J€ager-Waldau, Photovoltaics and wind status in the European Union after the Paris

Agreement, Renew. Sustain. Energy Rev. 81 (2018) 2460–2471.
[5] C. Fetting, The European green deal, ESDN Report, December (2020).
[6] G.B. Giannakis, V. Kekatos, N. Gatsis, S.-J. Kim, H. Zhu, B.F. Wollenberg, Monitoring and optimi-

zation for power grids: a signal processing perspective, IEEE Signal Process. Mag. 30 (5) (2013)
107–128.

[7] X. Fang, S. Misra, G. Xue, D. Yang, Smart grid—the new and improved power grid: a survey, IEEE
Commun. Surv. Tutor. 14 (4) (2011) 944–980.

[8] T. Alskaif, W.G.J.H.M. Van Sark, D1. 4-Smart grid roll-out and access to metering data: state-of-the-
art, PARENT (PARticipatory platform for sustainable ENergy managemenT) Initiative (2016).

[9] N. Brinkel, T. AlSkaif, W. van Sark, Grid congestion mitigation in the era of shared electric vehicles,
J. Energ. Storage 48 (2022) 103806.

[10] M. Kezunovic, P. Pinson, Z. Obradovic, S. Grijalva, T. Hong, R. Bessa, Big data analytics for future
electricity grids, Electr. Power Syst. Res. 189 (2020) 106788.

[11] L. Visser, T. AlSkaif, W. van Sark, Operational day-ahead solar power forecasting for aggregated PV
systems with a varying spatial distribution, Renew. Energy 183 (2022) 267–282.

[12] H. Pan, Z. Dou, Y. Cai, W. Li, X. Lei, D. Han, Digital twin and its application in power system, in:
2020 5th International Conference on Power and Renewable Energy (ICPRE), 2020, pp. 21–26,
https://doi.org/10.1109/ICPRE51194.2020.9233278.

[13] G. Liang, S.R. Weller, J. Zhao, F. Luo, Z.Y. Dong, The 2015 Ukraine Blackout: implications for false
data injection attacks, IEEE Trans. Power Syst. 32 (4) (2016) 3317–3318.

[14] Y. Wang, C. Chen, J. Wang, R. Baldick, Research on resilience of power systems under natural
disasters—a review, IEEE Trans. Power Syst. 31 (2) (2015) 1604–1613.

302 Management and engineering of critical infrastructures

https://doi.org/10.4324/9781003156994-5
https://doi.org/10.4324/9781003156994-5
https://doi.org/10.1007/978-3-642-20951-2
https://doi.org/10.1007/978-3-642-20951-2
https://sdgs.un.org/goals/goal7
https://sdgs.un.org/goals/goal7
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0025
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0025
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0025
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0030
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0035
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0035
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0035
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0040
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0040
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0045
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0045
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0050
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0050
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0055
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0055
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0060
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0060
https://doi.org/10.1109/ICPRE51194.2020.9233278
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0070
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0070
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0075
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0075


[15] R. Moreno, M. Panteli, P. Mancarella, H. Rudnick, T. Lagos, A. Navarro, F. Ordonez, J.C. Araneda,
From reliability to resilience: planning the grid against the extremes, IEEE Power Energ. Mag. 18 (4)
(2020) 41–53.

[16] L. Xu, Q. Guo, Y. Sheng, S.M. Muyeen, H. Sun, On the resilience of modern power systems: a com-
prehensive review from the cyber-physical perspective, Renew. Sustain. Energy Rev. 152 (2021)
111642.
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[42] C. Bordin, A. Håkansson, S. Mishra, Smart energy and power systems modelling: an IoT and cyber-
physical systems perspective, in the context of energy informatics, Procedia Comput. Sci. 176 (2020)
2254–2263, https://doi.org/10.1016/j.procs.2020.09.275.

[43] M. Zhou, J. Yan, D. Feng, Digital twin and its application to power grid online analysis, CSEE J. Power
Energy Syst. 5 (2019), https://doi.org/10.17775/CSEEJPES.2018.01460.

[44] F. Tao, H. Zhang, A. Liu, A.Y.C. Nee, Digital twin in industry: state-of-the-art, IEEE Trans. Indus.
Inform. 15 (2019) 2405–2415, https://doi.org/10.1109/TII.2018.2873186.

[45] Y. Yang, Z. Chen, J. Yan, Z. Xiong, J. Zhang, H. Yuan, Y. Tu, T. Zhang, State evaluation of power
transformer based on digital twin, in: 2019 IEEE International Conference on Service Operations and
Logistics, and Informatics (SOLI), November, IEEE, 2019, pp. 230–235, https://doi.org/10.1109/
SOLI48380.2019.8955043.

[46] X. He, Q. Ai, R.C. Qiu, D. Zhang, Preliminary exploration on digital twin for power systems: chal-
lenges, framework, and applications, 2019. http://arxiv.org/abs/1909.06977.

[47] S. Bianchi, A.D. Filippo, S. Magnani, G.Mosaico, F. Silvestro, VIRTUS project: a scalable aggregation
platform for the intelligent virtual management of distributed energy resources, Energies 14 (2021)
3663, https://doi.org/10.3390/en14123663.

[48] P. Palensky, M. Cvetkovic, D. Gusain, A. Joseph, Digital twins and their use in future power systems,
Digit. Twin (2021), https://doi.org/10.12688/digitaltwin.17435.1.

[49] C. Brosinsky, D. Westermann, R. Krebs, Recent and prospective developments in power system con-
trol centers: adapting the digital twin technology for application in power system control centers, in:
2018 IEEE International Energy Conference (ENERGYCON), June, IEEE, 2018, pp. 1–6, https://
doi.org/10.1109/ENERGYCON.2018.8398846.

[50] N. Bazmohammadi, A. Madary, J.C. Vasquez, H.B. Mohammadi, B. Khan, Y. Wu, J.M. Guerrero,
Microgrid digital twins: concepts, applications, and future trends, IEEE Access 10 (2022)
2284–2302, https://doi.org/10.1109/ACCESS.2021.3138990.

[51] R. Minerva, G.M. Lee, N. Crespi, Digital twin in the IoT context: a survey on technical features, sce-
narios, and architectural models, Proc. IEEE 108 (2020) 1785–1824, https://doi.org/10.1109/
JPROC.2020.2998530.

[52] M. Segovia, J. Garcia-Alfaro, Design, modeling and implementation of digital twins, Sensors 22 (2022),
https://doi.org/10.3390/s22145396.

[53] C. Verdouw, B. Tekinerdogan, A. Beulens, S. Wolfert, Digital twins in smart farming, Agr. Syst. 189
(2021) 103046, https://doi.org/10.1016/j.agsy.2020.103046.

[54] C.N. Verdouw, A.J.M. Beulens, H.A. Reijers, J.G.A.J. van der Vorst, A control model for object vir-
tualization in supply chain management, Comput. Ind. 68 (2015) 116–131, https://doi.org/10.1016/j.
compind.2014.12.011.

[55] T. Krause, R. Ernst, B. Klaer, I. Hacker, M. Henze, Cybersecurity in power grids: challenges and
opportunities, Sensors 21 (18) (2021) 6225.

304 Management and engineering of critical infrastructures

https://doi.org/10.1186/s42162-018-0007-5
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0195
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0195
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0195
https://doi.org/10.1109/RWEEK.2017.8088642
https://doi.org/10.1109/TII.2021.3077008
https://doi.org/10.1016/j.apenergy.2020.114613
https://doi.org/10.1016/j.procs.2020.09.275
https://doi.org/10.17775/CSEEJPES.2018.01460
https://doi.org/10.1109/TII.2018.2873186
https://doi.org/10.1109/SOLI48380.2019.8955043
https://doi.org/10.1109/SOLI48380.2019.8955043
http://arxiv.org/abs/1909.06977
https://doi.org/10.3390/en14123663
https://doi.org/10.12688/digitaltwin.17435.1
https://doi.org/10.1109/ENERGYCON.2018.8398846
https://doi.org/10.1109/ENERGYCON.2018.8398846
https://doi.org/10.1109/ACCESS.2021.3138990
https://doi.org/10.1109/JPROC.2020.2998530
https://doi.org/10.1109/JPROC.2020.2998530
https://doi.org/10.3390/s22145396
https://doi.org/10.1016/j.agsy.2020.103046
https://doi.org/10.1016/j.compind.2014.12.011
https://doi.org/10.1016/j.compind.2014.12.011
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0280
http://refhub.elsevier.com/B978-0-323-99330-2.00013-1/rf0280


[56] V.S. Rajkumar, M. Tealane, A. Ştefanov, A. Presekal, P. Palensky, Cyber attacks on power system
automation and protection and impact analysis, in: 2020 IEEE PES Innovative Smart Grid Technol-
ogies Europe (ISGT-Europe), IEEE, 2020, pp. 247–254.

[57] A. Saad, S. Faddel, T. Youssef, O.A.Mohammed, On the implementation of IoT-based digital twin for
networked microgrids resiliency against cyber attacks, IEEE Trans. Smart Grid 11 (6) (2020)
5138–5150.

[58] T. Terlouw, T. AlSkaif, C. Bauer, W. van Sark, Multi-objective optimization of energy arbitrage in
community energy storage systems using different battery technologies, Appl. Energy 239 (2019)
356–372.

[59] T. AlSkaif, A.C. Luna, M.G. Zapata, J.M. Guerrero, B. Bellalta, Reputation-based joint scheduling of
households appliances and storage in a microgrid with a shared battery, Energy Build. 138 (2017)
228–239.

[60] T. Terlouw, X. Zhang, C. Bauer, T. Alskaif, Towards the determination of metal criticality in home-
based battery systems using a life cycle assessment approach, J. Clean. Prod. 221 (2019) 667–677.

[61] J.A.P. Lopes, A.G. Madureira, M. Matos, R.J. Bessa, V. Monteiro, J.L. Afonso, S.F. Santos, J.P.S. Cat-
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1 Introduction

Precision agriculture and digital twins are examples of new industrial paradigms that

increasingly gain more attention in the agriculture sector. These new technological con-

cepts are designed to support effective and timely farmmanagement [1,2]. Data collection

and processing are one of the pillars of such systems. With rapid developments of these

concepts and technologies and providing real-time site data/big data, the need for auto-

matic and effective data processing methods is increased [3,4]. Nowadays, machine learn-

ing, and in particular deep learning, methods are the state-of-the-art data processing tools

in different industrial and scientific fields as well as farm management applications [5–9].
Farming systems and communities facing different challenges including economic

and societal problems that may cause a risk [10]. Furthermore, the frequency and impact

of those challenges have been escalated, e.g., due to rising pressure of climate change or

trade wars and political boycotts [11]. Accordingly, farmers have to make decisions in

different situations to maintain the functions and mitigate the impacts in the case of a risk.

Adverse events, e.g., natural hazards, or any uncertainties, e.g., change in prices and costs,

in an agricultural systemmay cause a risk. Evaluation of those risks is crucial to support the

farmers as the managers to deal with them [12]. Depending on the aim and the type of the

risk, various data and information can be collected and processed to support agricultural

risk management (ARM). For instance, predicting the damages to crops due to an adverse

event such as frost can help the farmer to be prepared for such events and reduce the

possible damages and impacts [13]. Assessing the impact of disease and monitoring the

status of the farm yield in such a situation can help the farmer to make decisions and

reduce further impacts [14,15]. Hence, assessing andmeasuring risk in general or focusing

on any type of risk at any stage of the agricultural cycle is an essential task in ARM [16].
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Machine learning (ML) has been used as an efficient data processing method in agri-

cultural studies and different applications [7,17–20]. Recently, deep learning (DL)

methods are proved to be state-of-the-art ML methods by producing accurate results

for automated processing of the different data types in several science domains and agri-

cultural studies [21–23]. DL methods also overcome other limitations of ML which is the

need for feature engineering. DL has been successfully applied for risk analysis in different

research domains such as computer/cybersecurity [24], disaster management [25,26], and

agriculture [27]. Frequently used DL methods are convolutional neural networks

(CNNs), which is the mainmethod for image processing applications, and recurrent neu-

ral networks (RNN) for time series analysis. Several DL methods were used and devel-

oped for different applications of ARM. Here, the studies that used DL-based methods

for ARM are called deep learning-based agricultural risk management (DL-ARM) stud-

ies. For example, self-attention CNN [28,29], transfer learning-based CNN [30–32], a
CNN with residual connections [33,34], weakly supervised CNN [35,36], generative

adversarial networks (GANs) [37], multimodels CNN [38], 3D explainable deep learning

[39] were developed for plant/crop disease, pests detection, and disease severity estima-

tions. In addition, RNN methods such as long-short term memories (LSTM) were

employed for mounting behavior recognition [40], fouling and diarrhea of pigs [41], agri-

cultural insurance risk assessment in the face of weather extremes [42], spatial–temporal

prediction of drop disease severity [43], and energy, water, and food nexus modeling to

support resilience assessments [44].

Advances in ARMwere the focus of literature review studies in recent years that can

be grouped as follows; (i) studies focused on one type of risk, e.g., plant disease detection

[45]; (ii) investigating a specific application domain, e.g., economics and risk perception

[46]; (iii) reviewing the methods employed to process a specific type of data, e.g., remote

sensing [47]; (iv) and review the agricultural risk generally without investigating the used

methods [48]. Accordingly, the use of DL methods for ARM has not yet been reviewed.

Hence, the objective of this study is to elicit achievements and challenges in DL-ARM

from different risk types, risk components, and used/developed DL techniques perspec-

tives, and accordingly, provide insights and recommendations for future studies. To the

best of our knowledge, this is the first systematic literature review study on the use of deep

learning techniques for ARM. In addition, reviewing the methods used for all types of

risks will provide insights from other disciplines to be used interchangeably. Traditional

review papers summarize the published papers while a systematic literature review group

and classify the papers to answer the predefined research questions. Hence, this review

was conducted doing a systematic search of the publications in online databases and iden-

tify the relevant ones, then extract and synthesize the required data to respond to defined

research questions.

The review is structured as follows. In Section 2, fundamental background informa-

tion is provided, and basic ARM concepts and terms are defined. Section 3 explains the
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used systematic literature review structure in a step-by-step manner. Section 4 presents

the results and discusses them in detail, and reveals the achievements and challenges.

Further, the conclusions of the study are provided in Section 5.

2 Background

We define risk as the probability of occurrence of adverse events and/or any uncertainties

that affect outcomes that matter. In the context of agriculture, adverse outcomes include

lower incomes and yields, uncertain input/output prices, change in farm-related regu-

lations and policies, farmer health problems, or change in the availability of financing

sources [49]. Agricultural risks can be assessed according to the addressed risk types

and the targeted risk phases/components. Agricultural risks can be classified into five

groups based on their types [48]; (i) uncertainties in the natural growth process of agri-

cultural products such as crops and livestock (production risks); (ii) changes in farm’s

financing sources and the operating cash flow (financial risks); (iii) unpredictable policy

and regulation developments or changes generated by formal or informal institutions

(institutional risks); (iv) problems related to individual farmers and farm households such

as personal relationships and health problems (personal risks); and (v) unpredictable

changes in prices, costs, and market access (market risks).

ARM can be considered as a cycle independent of risk types similar to what is defined

in disaster risk management field (Fig. 1). The ARM cycle is usually comprised of four

main components/phases: (i) response phase; actions are taken to reduce the further

impact of a disturbance or an adverse event; (ii) recovery phase; actions are taken to return

the farm to a normal condition; (iii) prevention-mitigation; actions are taken to prevent a

disturbance and reducing its happening chance or limiting the diverse impacts of an

Agricultural risk 
management 

cycle

Event

Vulnerability assessment

Resilience assessment

Damage/impact prediction

Monitoring recovery

Impact/damage assessment

Fig. 1 Agricultural risk management cycle and associated assessment types in which DL methods can
be used.
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unavoidable event; (iv) preparedness; governments, individual farm holders, and other

organizations develop plans to effectively anticipate and enhance the response to the

impacts of likely, imminent or current events/disturbances. Two of the ARM cycle

phases are related to post-event time, i.e., response and recovery, and two are related

to pre-event time, i.e., prevention-mitigation and preparedness.

After an adverse event, the emerging mission is to assess the impact/damage of such an

event to the farm in order to make effective decisions in the response phase and reduce

further impacts. According to the initial impact assessment, the recovery process starts

that may take a long time depending on the extent of the damage, farm, and risk types.

Hence, this process needs to be monitored to assure the successful implementation of the

plans. Assessing the current vulnerability and resilience level of the farm can provide cru-

cial information to make plans toward mitigating risks and effective preparedness.

Furthermore, modeling the risks and predicting the associated damages can provide

information to enhance the preparedness of the farm. Accordingly, impact, vulnerability,

and resilience assessments and predictive models are indispensable for ARM. Deep learn-

ing methods can contribute to any phase of the ARM cycle by processing the data in an

automated manner for impact/damage assessment, e.g., by detecting the crop damages in

the case of disease outbreaks [50], resilience and vulnerability assessments by extracting

the associated indicators from data, e.g., crop yield and diversity [51], and predicting

damages associated with any agricultural risk types, e.g., crop and plant disease prediction

using different data sources such as climate data [52].

3 Methodology

Fig. 2 presents an overview of the review steps undertaken for the current study, adapted

from Kitchenham et al. [53]. First, a set of research questions were defined according to

the objective of this study (i.e., reviewing and investigating the DL-ARM). Then, the

search scope and strategy were designed to define the time period and formulating the

search string to find the relevant papers. The final search string was created after several

trials and errors to find the relevant and remove the misleading keywords. A good search

strategy brings the appropriate search results that will come to a successful conclusion in

terms of sensitivity and precision rates. The final set of papers for systematic review was

selected based on the exclusion criteria (EC). The ECs are defined to harness the most

appropriate studies based on their contribution to the objective of this study and their

quality. Rapid manual screening of the papers was performed to apply the ECs. Then,

a data extraction strategy was developed to elicit the required information from each of

the selected papers. In the final step, the extracted data was synthesized in data extraction

form, and the results are presented and discussed. The following sections explain the exe-

cution of the steps in detail.
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3.1 Research questions
Five main research questions are defined to address the objective of this study. The RQs

are particularly selected to extract the state of the art and the interesting achievements in

the publications as well as the remaining open questions and the challenges in this

research domain. The further structured analysis in this study was built on the following

RQs:

RQ1. Which types of agricultural risks were addressed with deep learning?

RQ2. What are the specific objectives in agricultural risk management that were

addressed with deep learning?

RQ3. What are the adopted deep learning-based approaches for agricultural risk

management?

RQ3.1. What kind of deep learning tasks were addressed?

RQ3.2. What kind of deep learning algorithms were used?

RQ4. What are the used data sets/types to address deep learning-based agricultural

risk management?

RQ5. Which lessons can be derived from the adoption of deep learning for agricul-

tural risk management?

Identification of 
research questions

Definition of search 
strategy

Performing several 
pilot searches 

Implementing the 
final search string

Definition of 
exclusion criteria

Data extraction

Synthesizing the 
results

Fig. 2 The review protocol.
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RQ6. What are the existing research directions, achievements, and challenges in deep

learning-based agricultural risk management?

3.2 Search strategy
Most of the systematic literature review studies have two attributes to define their search

scopes; publication date and publication platforms. In this study, no limit was defined for

the publication date and execute the search on the ISI Web of Knowledge online data-

base, which indexes all the ISI journals and corresponding published papers, and thus, it

includes the high-quality publications. The search query was applied to search in Title,

Abstract, and Keywords of the papers. An automatic search was performed by executing

the following search query on the search engine of the platform.

((“agri*” OR “farm*” OR “crop” OR “livestock” OR “dairy”) AND (“risk” OR

“resilien*” OR “damage” OR “impact” OR “recovery” OR “expos*” OR “vulnerability”

OR “coping capacity*” OR “disease” OR “adaptive capacity”) AND (“deep learning” OR

“CNN” OR “convolutional neural networks”))

The search string was formulated to retrieve as much as the related publications to the

defined objective and search scope. The search string comprises three primary parts that

are separated by the term “AND”. In the first part, the aim is to find the relevant pub-

lications in terms of their subjects including keywords for any agriculture type (e.g.,

dairy). In the second part, the aim is to find the relevant tasks including keywords for

any type of risk (e.g., disease); in the third part, the aim is to find the papers that used

relevant methods such as DL.

3.3 Study selection criteria
Initially, the selected papers were manually filtered, which were the result of executing

the search query, to select the final list of the most suitable papers. General exclusion cri-

teria and particularly defined ones according to the objective of this study were employed

(Table 1). This was done based on screening the papers mostly reading their abstract and

introductions sections.

Table 1 Exclusion criteria.

ID Criterion

EC1. Papers in which the full text is unavailable

EC2. Papers are not written in English

EC3. Papers are not aiming to directly contribute to agriculture risk management (ARM)

EC4. Papers do not explicitly discuss the ARM or connect the study to ARM

EC5. Papers do not directly use DL methods

EC6. Papers do not validate the proposed study

EC7. Papers that provide a general summary without a clear contribution

EC8. Review and editorial papers
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3.4 Data extraction
The data extraction step is to find out how the research questions can be answered for

the selected papers. A preliminary data extraction form was created based on the initial

screening of the papers in order to retrieve all the information required to answer the

research questions. The preliminary data extraction form comprises a set of attributes

such as identification of the study, publisher, publication year. The final data extraction

form contains more details such as the specific objective addressed in the papers and the

used DL algorithms and was created and filled after carefully reviewing the selected

papers.

3.5 Data synthesis
Synthesizing the extracted data from the selected papers is the most important step of the

systematic literature review study. In this step, the research questions are answered and

the extracted data and the results are presented. Hence, the results are summarized and

visualized, and the papers are grouped into defined classes for each research question. In

addition, the results are discussed in detail and the important points are figured out from

the selected studies. Finally, the current research directions, achievements, challenges,

and recommendations for future studies are provided.

4 Results and discussions

In total, 203 papers were extracted using the search strategy, and then according to the

exclusions criteria, 100 papers were selected for the detailed review. In this section, an

overview of the main statistics about the selected papers is provided. Then, the detailed

results associated with each research question are presented and discussed in the subse-

quent sections.

4.1 Overview of the reviewed studies
The publisher and journal names and the publication years of the selected 100 studies

were extracted. Researchers started using deep learning for ARM in 2016, and accord-

ingly, the selected papers were published from 2016 till 2020. Fig. 3 illustrates the year-

wise distribution of the selected papers. There is a significant increase in the number of

DL-ARM papers in 2019, which continued in 2020 considering that the search from the

online database was conducted in August 2020. Elsevier, MDPI, IEEE, and Springer

were published most of the papers in DL-ARM (Fig. 4). In total, 51 different journals

published the papers. The most popular journal is “Computers and Electronics in

Agriculture” journal with 24 publications while the second popular one is “IEEE Access”

with 8 publications (Fig. 5). In addition, 37 journals have only published one of the

selected papers. These statistics show the diversity of the perspectives and research
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domains in tackling and addressing the ARM using DL methods. This also shows that

DL-ARM is a multidisciplinary and interdisciplinary field of study.

4.2 RQ1. Which types of agricultural risks were addressed with deep
learning?
The selected papers are grouped based on their risk types, according to Komarek et al.

[48] as explained in Section 2. Mainly, the production risks are addressed using DL
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methods, and only two and one paper from the selected publications addressed financial

and institutional risks (Fig. 6).

4.3 RQ2. What are the specific objectives in agricultural risk management
that addressed with deep learning?
Initially, the papers were reviewed to extract the general objectives of the papers, and the

following distinct objectives were detected. The objectives are mostly related to response

phase of the ARM cycle presented in Section 2 by detecting damages. In addition, DL

methods have been used to predict impacts and damages contributing to risk prevention-
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mitigation and preparedness phases of the ARM cycle, while only a few papers addressed

the ARMby conducting a general risk assessment. Accordingly, the papers were grouped

to extract their frequency and distributions in the defined objectives.

A. Crop disease and damage detection and prediction

B. Harmful factors detection

C. Animal disease detection and prediction

D. Institutional and financial risk assessments

Fig. 7 shows the number of papers associated with each of the defined groups. Crop

disease and damage detection and prediction with DL are predominantly studied in

the publications. Harmful factors, e.g., pests, detections topic studied in 17 publications

of the selected papers. Animal-based agriculture and institutional and financial risk assess-

ments are only covered in 8 and 3 publications, respectively.

4.4 RQ3. What are the adopted deep learning-based approaches for
agricultural risk management?
DL approaches can be grouped in twomanners; firstly on the addressed DL task, secondly

on the used DL algorithm. Accordingly, in this subsection, the main question is answered

by investigating the addressed DL types, and employed DL algorithms, by answering the

following subresearch questions.

4.4.1 RQ3.1. What kind of deep learning types are addressed?
Classification is the main applied task in DL-ARM studies, being addressed in 91% of the

papers, whereas there are 8% of the selected papers conducted regression methods for

processing the data. Only one paper used reinforcement learning for institutional and

financial risk assessment. Classification methods are mostly (69 papers) employed to per-

form crop disease and damage detection and predictions (Fig. 8).

3

8

17

75

0 10 20 30 40 50 60 70 80

Institutional and financial risk assessments

Animal disease detection and prediction

Harmful factors detection

Crop disease and damage detection and prediction

Number of publications

R
es

ea
rc

h 
ob

je
ct

iv
e

Fig. 7 The distributions of the addressed specific objectives in the selected papers.
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4.4.2 RQ3.2. What kind of deep learning algorithms are used?
Fig. 9 shows the number of papers employed in each DL algorithm. Accordingly, con-

volutional neural network (CNN) algorithm is the predominant DL method employed

for ARM, which applied in 89 out of 100 reviewed papers [54–58]. The second most

frequently used DL algorithm is recurrent neural networks (RNN) [43] including

long-short termmemories (LSTM) algorithmwith six papers [41]. Generative adversarial

networks (GANs) [37], DL-based regression [59], capsule networks (CapsNet) [60],

Fig. 8 The addressed DL types and specific objectives in the papers.
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autoencoders (AutoE) [61], reinforcement learning (RL) [44], and deep belief networks

(DBNs) [42] are the other used DL algorithms in the publications for ARM.

4.5 RQ4. What are the used data sets/types to address deep
learning-based agricultural risk management?
Imaging sensors data including images, e.g., UAV [62], mobile phone images [63], and

videos [40], are by far the most popular data sets utilized (90 papers) (Fig. 10). Nonsensor

field data including fieldwork and survey data are the second main dataset with 9 papers

used in their studies [14,64]. Climate data (e.g., climate and weather data) [42], nonima-

ging sensors data (e.g., sensor data for a dairy farm, GPS data) [65], and Earth data (e.g.,

hydrological and soil data) [44] are the other datasets used in the selected papers.

4.6 RQ5. Which lessons can be derived from the adoption of deep
learning for agricultural risk management?
To have a structured review and associate the findings and limitations of the studies to the

related specific objectives, the papers were reviewed within the defined groups in the

previous research question (RQ2).

4.6.1 Crop disease and damage detection and prediction
As explained in Section 4.3, most of the selected papers fall in group A. They mainly

focused on the development of DL methods to detect diseases in different crop types,

e.g., different fruit types or general banana or general leaf disease detection for several

crop types (Table 2).

A few studies conducted damage detection in the agricultural area due to cold [96],

frost [13], and the wild boar [97] using a DL approach. Wang et al. [98] developed a DL
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method to detect internal mechanical damages to blueberries. Furthermore, the DL

methods are used to predict crop disease, i.e., general crop disease prediction [14], predict

disease severity [43], and seasonal crop disease prediction [61]. All of the studies applied

the DL methods on imaging sensor-based datasets including UAV [62,99], hyperspectral

[39,100], plant leaf images [101,102], and mobile phone images [63,103].

Most of the developed DL methods in this group are based on CNN methods.

Accordingly, several methods with different neural network designs are developed for

crop disease detection (Table 3). Early studies in CNN for ARM employed well-known

network architectural designs such as CaffeNet, AlexNet, and VGG16 and all demon-

strated the superiority of CNN-based methods in such applications.

Afterward, in order to increase the accuracy and speed of the detection and prediction

methods, more advanced networks are designed (Table 3) and other techniques are

developed such as transfer learning [31,32,78], shallow [107], multimodal [38], multitask

[69], attention embedded [28,29,108] CNNs. The latest versions of the CNN methods

are mainly developed to increase the accuracy of the results and/or speed of the proces-

sing time for a specific crop type or in general for a specific image acquisition platform.

Moreover, the capsule network (CapsNet) model as a promising method for image

Table 2 Addressed crop types with DL-based disease detection methods.

Crop type References

Apple [37]

Banana [66]

Citrus [67,68]

Coffee leaf [65,69]

General leaf for several crop types [29,30,54,60,70–74]
Groundnut [75]

Maize [58,76]

Mango [77]

Millet [32]

Oilseed [78,79]

Onion [80]

Other fruits [81,82]

Pepper [38]

Potato [83–85]
Rice [31,86,87]

Seasonal crops [61]

Soybean [88]

Sweet pepper [89]

Tomato [15,28,50,90,91]

Vine [62,92]

Wheat [93–95]
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processing applications is developed to overcome limitations of the CNN methods, and

in a recent study [60], it obtained a comparable performance to state-of-the-art CNN

methods in image-based plant disease classification. Moreover, RNN and LSTM

methods are used to predict diseases and damage to crops [43,109].

4.6.2 Harmful factors detection
Harmful factors such as pests and weeds may cause production loss in crop agriculture,

and thus, detecting such factors can help the framer to make decisions to respond and

further mitigate the risk. To do so, mainly CNN-based methods are developed and

employed. Pests in crops are detected using different designs of the CNN methods such

as GoogLeNet [110,111], AlexNet [110,112], ResNet [33,112], R-CNN [50,89],

Inception [66], MobileNet [66], DenseNet [36], and hybrid methods [71,113] from field

images. Weed detection methods are based on object detection (YOLOv3) [114], fully

connected CNN classification (SegNet) [115], and transfer learning-aided CNN

model [115].

Cotton spider mites can cause damages to cotton leaves and change their character-

istics; accordingly, extracting them is important for cotton farmers. Yang et al. [116] used

MobileNetV1 to detect such damages and obtain accurate results. In a different study,

Carolina Geranium as a serious concern for strawberry farms is detected employing sev-

eral DL methods, namely GoogLeNet, VGGNet, and DetectNet, and finally, the

Table 3 Used CNN architectures for crop disease and damage detection.

CNN architecture References

3D CNN [39]

AlexNet [50,56,58,90]

CaffeNet [102]

CycleGANs [37]

Fast RCNN [50]

GANs [104]

GoogLeNet [56,90]

LeNet [62]

Mask RCNN [105]

MaxNet [78,79]

MobileNet [66,103]

PDSE-S-2-Net [106]

ResNet [34,57,66,82]

ResNeXt [98]

SoyNet [88]

VGG16 [50,58]

YOLOv3 [67]
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DetectNet produced the highest accuracy value [117]. Furthermore, harmful spores are

successfully detected using a hybrid approach consists of DeepLabv3 and constrained

focal loss models [118].

4.6.3 Animal disease detection and prediction
Early disease detection and prediction are also crucial in animal agriculture. Recently,

researchers started using DL methods to process data collected from dairy [119,120],

pig [40,41,55], poultry [59,121], and swine [122] farms using different DL-based

methods such as CNN, deep regression, RNN, and LSTM algorithms. For example,

Li et al. [40] used mask R-CNN to detect mounting behavior of pigs, which is an early

indicator of damage such as lameness and fractures, from an overlooked video camera

data. They showed that their proposed method produced high accuracy in pig segmen-

tation and mounting behavior detection. Pecking activity in poultry farms can be used as

an indicator of early warning for cannibalism. An automatic CNN-based method is pro-

posed to detect turkeys pecking activity from acoustic data [121]. In dairy cows, body

condition scores are used for determining animal welfare, disease detection, and milk

production performances. Sun et al. [120] developed a CNNmodel to automatically esti-

mate the body condition score for dairy cows from images with a robust performance. In

a different study, Augusta et al. [122] investigated the machine learning methods includ-

ing DL to simulate diseases in the population of swine farms. This model allows the users

to do a fast inference in estimating the parameters of the emerging epidemics. They

showed that the DL model produces high-accuracy values even on a sparser population.

4.6.4 Institutional and financial risk assessments
Unpredictable changes in policy and regulations or uncertainties in farmers’ financing

sources may cause risk in farms. Hence, assessing these types of risks can help the decisions

making and farm management. There are a few studies that investigated such risks in

farms using deep learning methods. Espejo-Garcia et al. [64] developed an end-to-end

sequence labeler using deep learning methods such as LSTM to extract different infor-

mation to develop regulations, e.g., determine which pesticide can be applied to a crop.

Govindan and Al-Ansari [44] developed a DL-based decision framework for enhancing

the resilience of energy, water, and food nexus in risky environments. They particularly

studied the water-food nexus in a weather volatility condition for agricultural operations.

They showed that the proposedmodel can help effective decision making in such adverse

events to support effective ARM. In a different study, Ghahari et al. [42] developed a DL

method, in particular deep belief network (DBF), to assess the climate-related risks in

agriculture and then used it to assess the agricultural insurance risk. They demonstrated

that their method can produce higher prediction accuracy compared to conventional

methods especially using heterogeneous data.
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4.7 RQ6. What are the current research directions, achievements, and
challenges in deep learning-based agricultural risk management?
The selected papers are thoroughly analyzed and classified within the defined research

questions in previous sections. Based on the classification of the studies in Section 4.3,

the research directions, achievements, and challenges within each objectives are

described, and emerging topics and the challenges that are not addressed in current pub-

lications are discussed to provide insights and recommendations for future studies.

4.7.1 Crop disease and damage detection and prediction
This research direction focusedmainly on crop disease and damages detection from imag-

ing sensors data. Accordingly, several DL methods are developed and successfully

detected disease and damages to crop agriculture. In addition, a few studies focus on pre-

dicting the damages. It is observed that there are three research directions in this topic; (1)

developing new DL methods, in particular CNN, to increase the accuracy of the current

detection works; (2) adopt and apply current DL methods to solve new problems such as

detecting the new type of diseases in crops; and (3) using DL for predicting damages.

Quite a few reliable CNN-based methods are developed using the state-of-the-art

methods such as GANs and already achieved high accuracy rates. Also, more recently

the explainable AI techniques employed in this topic to improve the accuracy of the cur-

rent methods [29] or explain the importance of the parameters in detecting diseases [39].

Yet, developing an automated method to detect disease and damages in complicated

datasets, which involves images in dense agricultural areas or different environmental

conditions remain challenging. Furthermore, predicting damages and disease yet need

more studies to support farmers in making decisions, so far, only a few studies exist

on predicting frost and cold damages based on forecasting environmental parameters.

4.7.2 Harmful factors detection
Pests, weeds, and other harmful factors were detected using CNN models from images.

This research direction aims to improve the current methods to increase the accuracy of

the detection work and develop methods to detect other harmful factors such as spores.

The currently developed methods for pests and weeds detection achieved a comparable

performance; however, there is a need for more studies to investigate and develop

methods to detect such factors in challenging conditions with high accuracy rates.

4.7.3 Animal disease detection and prediction
DLmethods were adopted and used to predict and detect diseases in pig, dairy, and poul-

try farms. In all of the studies, it is shown that the DLmethods achieve the state-of-the-art

performance; however, yet only a few studies used DL methods in animal ARM. Since

only recently DL entered this research topic, it will continue to be used and adapted in

this domain. In addition, currently used conventional machine learning methods can be
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replaced with DL methods for other animal disease detection and prediction objectives.

Although a few DL methods are developed to detect animal behaviors on the farm, there

still a need for more studies to investigate and detect the behavioral patterns for different

farms, and develop robust methods. There are different types of data, e.g., in a dairy farm,

and to achieve a reliable prediction outcome one of the challenges is to integrate them

into a single model.

4.7.4 Institutional and financial risk assessments
This is the least studied objective in DL-ARM. Only one of the three identified papers is

directly related to this field; however, they provide some clues on how to employ DL

methods for institutional and financial risk assessments. From a general point of view,

using DL methods for institutional and financial analysis is currently a challenging topic.

This also reflects on the use of DL methods for ARM. However, DL techniques are

proved to be a robust predictive method, showing the potential of using such methods

in this research field.

4.8 Discussion and insights from wider ARM and DL perspectives
In previous sections, the results are discussed under the umbrella of the existing research

directions and the groupings are based on the current literature, and thus, those do not

cover the entire ARM domain problems and challenges, which can be addressed using

DL methods. Hence, in this subsection, the results are further discussed and insights from

the wider ARM and DL domain are provided to come up with guidelines for future

studies.

As stated before, most of the studies focused on production risk assessment, and only a

few of them did institutional or financial risk assessments. Furthermore, there are other

risk types, i.e., market and personal risks, which are not yet investigated with DLmethods

[48]. Therefore, there is a need for DL methods to do comprehensive risk assessments

considering all types of risks. One possible research direction can be to replace the tra-

ditional machine learning methods which have been used to address other risk types, e.g.,

financial [123,124], institutional [125], market [126], and personal [127] risks with novel

DL methods. Moreover, farmers need decision-making tools rather than only data pro-

cessing ones, which can be possible by combining different DL methods.

Risk consists of four main components, response, recovery, mitigation, and prepared-

ness as explained in Section 2. Currently, the majority of the papers in DL-ARM focused

on the response phase doing damage and disease detections. However, other components

are also significant for risk analysis and farm decision making, such as resilience [10] and

vulnerability [128,129] assessments. Also, in this case, this can be done by improving the

already implemented conventional machine learning methods or address the open chal-

lenges in the field.
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DL methods are known as black-box methods and are not easily interpreted. Hence,

researchers cannot fully understand the inside of the DL and thus cannot find reasons

behind the produced/predicted results. Furthermore, DL methods are computationally

expensive and require a big amount of data to produce accurate results.

Moreover, using new DL techniques, i.e., explainable AI, can provide new oppor-

tunities to address ARM, such as improving the prediction precision [29] or sorting the

influencing parameters according to their importance in addition to prediction [39].

4.9 Limitations
Some limitations may bias every systematic literature review study such as publication

bias, data extraction, and classification. The main limitations and the threats to validity

of this study are sorted and discussed under conclusions, construct, internal, and external

validities titles.

Conclusion validity: The current review was conducted based on the accepted

structure and protocol for systematic literature review studies [53]. Accordingly, all

the steps such as defining the research questions, search strategies, exclusion criteria,

and synthesizing results were formulated and performed based on the widely used struc-

ture. In addition, the defined search string, and data extraction form (Appendix) in the

paper, and the full list of the extracted publications (supplementary materials) are pro-

vided and attached to the paper. Hence, one can easily reproduce the results using that

information.

Construct validity: In the current study, the aim was to find high-quality studies.

Only the ISI Web of Knowledge was employed as the only source to find the relevant

publications. Accordingly, relevant publications might not be indexed in this platform/

database and thus not included in this review. Using this database as the only source of

publications may lead to missing other relevant publications that are not included in this

study. However, since this study aimed to provide an overview of high-quality publica-

tions, indexing in an ISI journal is an accepted way that was used to find and extract the

relevant high-quality papers. There might be missing terms that may impact the final

result. However, the search has been tried to be kept broad (the initial number of selected

papers was 203), and the search query was refined several times to reduce the possibility of

missing any relevant study. Hence, the impact of missing any relevant papers in the final

results is low.

Internal validity: The research questions were particularly designed and formulated

to investigate and extract all the required information and components for DL-ARM.

The research questions are based on the precisely defined risk types, risk components,

Dl methods, and other necessary information. Accordingly, the findings of this study

are properly explained and linked to the extracted results.
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External validity: This study reviewed the publications which employed DL

methods for ARM in terms of different risk types and components. However, all of

the existing DL methods and possible agricultural risk types and components are not

addressed in the papers and therefore not included and discussed in this study. How-

ever, insights from wider points of view from computer science/deep learning, and

agricultural risk management domains are provided and discussed in a separate section

(Section 4.8).

5 Conclusions

The main goal of this study was to identify the achievements and challenges in the use of

deep learning (DL) methods for agricultural risk management (ARM). In total, 203 pub-

lications were initially extracted (from those 100 publications were selected for a detailed

review) in DL-ARM subject using the defined search string from ISIWeb of Knowledge

and implementing the exclusion criteria. The selected papers are classified to answer the

research questions, and also, further analyses are conducted to provide research direc-

tions, achievements, and challenges. In conclusion, it is observed that there is a substantial

increase in the number of studies that use DL for ARM in 2019 and 2020. This can be a

result of general technological developments in monitoring (sensors) hardware and sys-

tems to collect required data, and computer facilities to perform computationally expen-

sive DL methods. However, this increase is mainly in the field of production risk

assessment by detecting damages and diseases in crop- and animal-based agriculture.

In crop agriculture, considering the recent advances in the precision agriculture field,

new imaging and other sensors data are collected using different platforms, e.g., UAVs

[130], and thus, provide opportunities for the researchers to develop DL (predominantly

CNN) methods for crop disease, damage, and harmful factors detection [20,131]. In

addition, the problem statement in crop production risk assessment is easier than others,

for example, extracting a new type of disease only using the current state-of-the-art

methods. However, it is not that easy to collect data to evaluate the other risk types such

as financial and institutional risks, and understanding the risks and the data to be processed

with DL is more complicated than a computer vision-based approach. Nevertheless,

there is a need to develop DL-ARM considering other risk components, e.g., resilience

and vulnerability, and other risk types including financial and market risk assessments. As

future work, DL can be used to extract vulnerability and resilience indicators such as crop

diversity and availability of arable lands [10,51]. Despite recent efforts in explaining the

DL methods, yet they are not fully responsible and interpretable methods. Hence, they

cannot be used for finding the reasons behind their prediction results. In addition, DL

methods do not provide accurate results when only small datasets are available and

accordingly make it challenging to use such methods in some ARM applications. In this
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case, new techniques such as transfer learning [132] can be used in the future to improve

the performance of the DL methods for ARM where extensive datasets are not available

to train the DL methods.

Appendix. Data extraction form

Table A.1 Data extraction form.
# Extraction element Contents

General information

1 ID Unique ID for the study

2 Title Full title of the article

3 Authors The authors of the article

4 Year The publication year

5 Publisher name The publisher name (e.g., Elsevier)

6 Journal name The journal name (e.g., Journal of Dairy Science)

Study description

7 Agricultural risk

type

☐Production risk ☐Market risk ☐Institutional risk
☐Personal risk ☐Financial risk

8 Main objective of

the study

☐Crop disease and damage detection and prediction

☐Harmful factors detection

☐Animal disease detection and prediction

☐Institutional and financial risk assessment

9 Details about the

study

E.g., any interesting findings or problems

10 Directly address

ARM

☐Yes ☐ No

11 Deep learning type ☐Classification ☐Regression ☐Reinforcement learning

12 Deep learning

algorithm

☐CNN ☐RNN ☐Dreg ☐GAN ☐DBN ☐RL ☐AutoE
☐CapsNet

13 Data type ☐Imaging sensors data ☐Non-imaging sensors data ☐Earth data

☐Non-sensor field data ☐Climate data ☐Socio-economic data

☐Other

14 Additional notes E.g., the opinions of the reviewer about the study
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