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Preface

This book explores the utilization of Internet of Things ( IoT) with Computer Vision and 
its underlying technologies in different applications areas. Using a series of present and 
future  applications – business insights,  indoor-outdoor securities, smart grids, human 
detection and tracking, intelligent traffic monitoring,  e-health department, medical imag-
ing and many  more – this publication will support readers to acquire more deeper knowl-
edge in implementing the IoT with visual surveillance.

This book comprises five parts that provide an overview of basic concept from rising of 
machines and communication to IoT with computer vision, critical application domains, 
tools, technologies, and solutions to handle relevant challenges. This book provides a 
detailed description to the readers with practical ideas of using IoT with visual surveil-
lance (  motion-based object data) to deal with human dynamics, challenges involved in 
surpassing diversified architecture, communications, integrity, and security aspects. IoT 
in combination with visual surveillance proved to be most advantageous for the com-
panies to efficiently monitor and control their  day- to-day processes such as production, 
transportation, maintenance, implementation, and distribution of their products.

Overall Computer Vision and Internet of Things: Technologies and Applications helps the 
readers to understand the value of Internet of Things with Computer Vision to individuals 
as well as organizations.

MATLAB® is a registered trademark of The MathWorks, Inc. For product information, 
please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com

mailto:info@mathworks.com
http://www.mathworks.com
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1
Rise of Computer Vision and Internet of Things

Lavanya Sharma
Amity Institute of Information Technology, Amity University, Noida, India

1.1  Introduction 

Computer Vision ( CV) represents the domain of artificial intelligence ( AI) which trains 
the system to identify and interpret the visual world. Machines detect objects and classify 
them into various categories as per the vision. To detect objects, digital cameras, video 
stream, and deep learning ( DL) models are used. CV involves various important tasks 
such as  three-dimensional scene modeling, m ulti-model camera geometry,  motion-based, 
stereo correspondence, point cloud processing, motion estimation, and many more. There 
are three basic steps involved in this process as shown in  Figure 1.1. With the advance-
ments of AI, systems can proceed to the next level and take appropriate actions based 
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4 Computer Vision and Internet of Things

on the first step (Figure  1.1.). In literature, various kinds of CV can be used in a dif-
ferent manner such as segmentation, object detection, face recognition, and edge and 
pattern detection. CV is an emerging technology that captures and stores an image, or 
frames and then transforms them into valuable information which can be further acted 
upon [1–11]. It comprises various technologies working all together such as ML, AI, sen-
sor technology, image processing, and computer graphics. CV, combined with Internet  
Protocol connectivity, advanced data analytics, and AI, acts as a catalyst for each other 
and gives rise to revolutionary leaps in the Internet of Things (IoT) innovations and tech-
nology [7,11–14].

•	 Image segmentation
This technique segments a digital image into various smaller segments or set of 

pixels to be examined separately. These segments correspond to different objects 
or parts of objects. Every pixel in a frame is allocated to one of these categories 
[15–17].

•	 Object detection
This identifies that a particular object from a video stream may be a single object 

or multi objects in a frame sequence in case of both outdoor and indoor scenes 
as shown in Figure  1.2. These models use a coordinate system (X, Y) to create 
bounding boxes and identify all the objects in a frame. In Figure 1.2, object detec-
tion is done using background subtraction (BGS) techniques to detect foreground 
objects by hiding all the background pixels [17–24]. Figure 1.2 shows two different 
scenarios—outdoor and indoor—along with the ground truth images and output 
results.

FIGURE 1.1
Working of Computer Vision.
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•	 Facial recognition
It is an advanced type of technique which identifies a human face and detects an 

individual in a frame as shown in Figure 1.3. This technique identifies or verifies 
the individual’s face using their faces, and it also captures, analyzes, and compares 
the pattern based on the existing details of a person [7,23,25,26].

•	 Edge detection
This technique is used to detect the outer boundary edge of an object or land-

scape for clear identification of the content of an image. It identifies points in an 
image with discontinuities, and these points where brightness changes are known 
as edges [19,23,24].

•	 Pattern detection
This technique recognizes repeated shapes, colors, and other visual indicators 

in the frame. This technique is an automated identification of patterns and regu-
larities in data and is widely used in statistical data analysis, signal processing, 
image processing, and CV [20,21,26].

•	 Image classification
This groups images into various categories. The most common image classifi-

cation technique is supervised and unsupervised image classifications. In litera-
ture, various algorithms are present for image classification such as support vector 
machine, regression, and K map [20,21,23–26].

•	 Feature matching
It is a kind of pattern detection that matches the similarities in a frame to clas-

sify them accurately. It is a part of various CV applications such as image registra-
tion, camera calibration, and object detection [26–28].

Simple real-time applications use one of these techniques. It can be advanced ones like 
driverless cars rely on multiple techniques to achieve their specific goal.

FIGURE 1.2
Detection of moving object in outdoor and indoor video sequence (row wise): (a) video frames, (b) ground truth, 
and (c) desired output.
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1.2  Evolution of CV and IoT

In 1950, early experiments in CV took place with the first neural network to detect an 
edge of an object and sorting of objects such as a circle or square. Later, in 1970, the first 
commercial use of CV interpreted typed or handwritten text using optical character rec-
ognition. This advancement was used by the visually impaired to interpret written text. 
In the 1990s, usage of internet was also increased, and large datasets were easily available 
to developers or researchers for analysis and recognition. With the presence of a large 
amount of dataset, machines can classify objects from frames or videos [2,23]. Today, sev-
eral factors have come together to bring about a renaissance in CV as shown in F igure 1.4. 
There is an outstanding effect of these advancements on CV, and the accuracy rate also 
increases from 50% to 99%. So, systems can accurately detect and track objects more accu-
rately than humans.

FIGURE 1.3
Facial recognition steps.

FIGURE 1.4
Factors affecting renaissance in Computer Vision.
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1.3  Evolving Toward CV and IoT

It is one of the most remarkable technologies to come out of DL and AI domain. The 
advancements that DL has contributed to the CV have set this domain apart. From face 
detection to processing the live action of a football game, CV rivals and surpasses human-
oid visual abilities in various areas as shown in  Figure 1.5. This technology is widely used 
in industries to enhance the client experience, cost reduction, and security, in manufactur-
ing industries to identify product defects in real time, and in the healthcare system such as 
MRIs, CAT scans, and  X-rays to detect abnormalities as accurately as clinicals.

IoT provides new costs and benefits to CV and has a route toward integrating AI, ML, 
and DL into an inspection system. The rapid growth of IoT devices has been drastically 
aided by the availability of several  light-weighted internet protocols such as Bluetooth and 
Zigbee that share  low-bandwidth messages. These protocols have good communication 
connectivity in applications where delays may be acceptable.

Traditional CV analysis deals with identifying defects or pattern matching with an 
unknown dataset. But AI is trainable and has wide scope in locating, identifying, and seg-
menting a large number of objects or defects. New techniques can be added to smart frame 
grabbers to perform better in complex situations with a camera and video data transmit-
ted from the device to CV software. The embedded device offers a direct path to integrate 
AI into vision applications, and with the help of  cloud-based processing it provides data 
sharing between multiple smart devices. These techniques trained the model to identify 
objects, defects, matching patterns while supporting a migration toward  self-learning 
robotics systems [5,11,23].

1.4  Enhancement of IoT Using CV and 5G Technology

CV gives rise to new IoT innovation and application when merged with advanced data 
analytics and AI. In today’s world, CV is present everywhere from a smartphone camera 
to games, robotics, and many more. The ability to detect and match predefined patterns in 
 real-time conditions represents a large amount of opportunity with hundreds of use cases. 
An improvement such as a  face-filtering app can affect our lives. This app can scan the 
images using face detection, identify facial characteristics, and add an augmented reality 
concept to it [3,9,15,23].

The performance of IoT depends on the time taken for communication with devices, 
smartphones, or any other software. With the help of 5G, the speed of data transfer can 
be increased easily and have a more stable connection between the devices. This is a very 

FIGURE 1.5
Computer Vision and innovative technologies.
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important factor for any IoT especially for connected devices such as monitoring system 
which depends on  real-time updates. It also results in the reduction of power consump-
tion that is up to 90% and provides a guarantee of battery for 10 years in  low-powered IoT 
devices.

1.5 Challenging Issue �   

There are various obstacles to overcome in building the technology more feasible, realistic, 
and economical for the masses [4,11,23]:

• Embedded platforms require incorporating deep neural design for less power 
consumption, less cost, more flexibility, and more accuracy.

• There should be a common standard or set of protocols to allow systems and IoT 
devices to communicate with each other and data sharing.

• There should be less amount of human intervention. The system should be unsu-
pervised learning and improve themselves without human intervention. The 
complete software update has new significance in ML.

• Systems are no longer passive collectors of data. They need to act upon the data 
with minimal human intervention. They need to learn and improvise by them-
selves. The whole software/ firmware update process has new values in the ML 
domain.

• Hackers can also take advantage of new security vulnerabilities in CV and AI. So, 
developers must take this into account.

1.6  CV and IoT in  Real-Time Applications

CV represents AI domain that trains the system to interpret the visual world. Machines 
can detect, classify, and react accordingly. In real time there are various CV applications 
with IoT from smart parking to object detection [ 2–4]. Some of the major applications are 
listed as follows.

1.6.1 Autonomous Vehicles �   

As per the WHO report, about 1.25 million persons die every year due to roadside accidents. 
To overcome this situation, driverless cars are developed using CV to bring this ratio down 
and enhance transportation. Several companies are using ultrasonic sensors, cameras, and 
radar to acquire images from the surrounding environment [3,6, 29–35]. Autonomous vehi-
cles can easily detect objects, signals, LiDAR, marked lanes, and traffic signs for a safe drive. 
Autonomous vehicles can be seen in cities next door as shown in  Figure 1.6.

• In Boston, a company named “ nuTonomy” has recently got approval to test its 
driverless cars throughout the city.
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• Another example is a grocery chain called Kroger ( Scottsdale, Arizona), which has 
begun to pilot driverless vehicles for grocery delivery services.

• In Phoenix, Google has been actively testing its driverless cab service, and by the 
end of this year, they will launch it as a  full-fledged business.

1.6.2 Healthcare System �   

In this department, CV technology plays an important role by providing accurate illness or 
condition prediction that may save patient lives. New  CV-based technologies such as  X-ray, 
CT, and mammography help doctors to detect the issues at an early stage [11,23,36,37]. CV 
technology that can assist health systems is described as follows.

1.6.2.1 Precise Diagnosis �   

CV systems offer precise diagnosis, which reduces false positives. This technology can 
potentially eliminate the requirement for unnecessary surgical operations and other 
 high-priced therapies. The algorithms are trained using a large amount of dataset that can 
easily detect the presence of a condition that was unidentified by doctors due to sensory 
limitations. In the healthcare system, this technology provides a high level of precision for 
up to 100% correction.

1.6.2.2  Timely Detection of Illness

Fatal illnesses such as ovarian cancer, lung cancer, throat cancer, gall bladder cancer, and 
breast cancer must be diagnosed at the early stage. CV enables the detection of these ill-
nesses at an early stage with pattern recognition capability as shown in  Figure 1.7. This 
results in early diagnosis and timely treatment of a patient [11,23].

FIGURE 1.6 
Self-driven cars with distance from each other.



10 Computer Vision and Internet of Things

1.6.2.3 � Facial Recognition

This technique is very useful from both indoor and outdoor security perspectives. In 
today’s world, advanced hacking and cyberattack are increasing day by day, so various 
companies can be benefited from this technology. It is capable of match-making human 
faces from an image or video stream to authenticate users via ID verification, checkpoints, 
and measuring features from the input image. Anand et al. [7] provide an efficient local 
binary pattern histogram-based technique for facial pattern recognition which is well 
suited for realistic scenarios using python [7]. A facial recognition using the binary histo-
gram technique is shown in Figure 1.8.

1.6.3 � CV-Based Agriculture

Agriculture is among the economy-booster area that makes every country stand out in 
the international market. In agriculture, CV provides a strong foothold. It provides agri-
culturalists with an efficient technique to increase profit, cost reduction, and detection of 
objects [2,8,12,11,23,38,39]. For example, “semi-autonomous combine harvester” can detect 
the optimal route and analyze the quality of crops. Some of the most significant contribu-
tions that exist at present are discussed as follows.

1.6.3.1 � Drone-Based Monitoring and Smarter Farming

Drone technology is a very innovative and advanced technology well equipped with AI, 
ML, and remote-sensing features. Drones have become an essential factor in crop monitor-
ing with their flying capabilities and inbuilt camera. They can cover a significant amount 
of distance and capture data that can be used to detect unfavorable conditions, pesticide 
spraying, crop damage information, irrigation monitoring, aerial view of the field, and 

FIGURE 1.7
Detection of the breast using neural network (row wise): (a) input image and (b) resultant image.
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soil analysis with its geo-sensing features [11,23,40]. For example, segmentation and image 
annotation are used for object detection.

1.6.3.2 � Yield Analysis

DL-based models are used for yield analysis. The data collected from drones, satellite 
imaging, nitrogen and moisture level information, climatic condition, and soil analysis are 
fed as an input smart system which is trained to handle a large amount of data. The overall 
report helps in prediction beforehand about any natural disruption [1–9,12].

1.6.3.3 � Crop Grading and Sorting

There is a high demand for AI-powered CV technologies in farming. Grading and sorting 
of crops becomes easy with the use of this technology. The smart system can detect crop’s 
longevity and infection in crops which results in less crop damage. Both vegetables and 
fruits cab be graded as per the quality and packed accordingly [3,6,39].

1.6.3.4 � Automated Pesticide Spraying and Phenotyping

CV-based drone technology is used for pesticide spraying, which results in an increase in 
production and quality of crops. This technology can effectively monitor and detect the 
infected crops and spray an adequate amount of pesticide as per the requirement. Using 
this technology, both the intervention of humans and chances of pesticide exposure are 
less. Phenotyping is an effective approach based on an advanced CV to detect the crop 
traits for precision farming. The CV algorithms embedded with image processing features 

FIGURE 1.8
A facial recognition using binary histogram technique (row wise): (a) original frame, (b) grayscale, (c) Haar 
cascade technique, and (d) local binary classifier-based technique.
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can help in discarding the unwanted or damaged crop data and keep a record of relevant 
information on precise measurement as shown in Figure 1.9.

1.6.3.5 � Forest Information

Drone and CV technologies are used for aerial view and collection of data. The data col-
lected using this technology can be used for object detection in the forest such as yield 
estimation, tree counting and classification, stem drainage information, unused land and 
boundary of the forest, and animal counting as shown in Figure 1.10 [23].

1.6.4 � Less Traffic Congestion

With the help of AI-powered CV technology, the government can monitor and detect the 
traffic flow and report abnormalities. It also provides valuable insight for the operation 

FIGURE 1.9
Satellite imaging (row wise): (a) test frame, (b) histogram-based technique, and (c) conventional technique.
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and management of suitable resources such as repairing of roads, snow removal, conges-
tion due to animals, and lifesaving methods. This system can store traffic data to classify 
various vehicles on a road and also provide information about traffic flows (congestion, 
damaged road). This information can be further used to avoid that disruption [1,11,23,40].

1.6.5 � Smart Parking

In smart cities, IoT-enabled technology is used for parking issues. This technology consists 
of inbuilt sensors that can detect the vacant parking space. All the data is gathered and 
transferred to a cloud server which results in easy access to a map of available space. The 
IoT sensors can detect the distance to its undercarriage in case of an occupied area. To scan 
the number plate of vehicles smart cameras and parking meters are used. Smart video 
surveillance is used by the government to mark parking points without the use of park-
ing meters [1,2,3,6,11,23]. These cameras can detect the object or vehicles in the parking 
space and time duration. In this smart parking system, automatic number plate detection 
is used. With the help of this, all the free space data can be updated on a real-time basis. 
As a result, drivers can use the app to allocate the parking space as shown in Figure 1.11. 
Using this CV technology, driver identification, car model, number plate of a car can be 
easily scanned and any unwanted activities at parking space detected.

1.6.6 � Object Detection and Tracking

Detection of motion-based objects is the first step in ML and image processing applica-
tions. This step involves the extraction of the most informative pixel from the video frame. 
In literature, various algorithms are present that can efficiently detect the moving object 
from a video frame [5–31]. This is a pivotal and initial step which is applied by several 
researchers for motion detection, unauthorized or illegal activities, traffic monitoring, 
medical imaging, industries, defense, and indoor–outdoor security aspects as shown in 
Figure 1.10. Figure 1.12 presents object detection and tracking using the BGS technique. 
This technology is often combined with IoT to detect multiple objects in a single frame 
such as a car, a person, or an animal.

FIGURE 1.10
Animal detection in the forest using AI-based drone technology in thermal images.
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FIGURE 1.11
AI-powered CV technology for smart parking.

FIGURE 1.12
Detection of a motion-based object in indoor and outdoor sequence (row wise): (a) original image, (b) ground 
truth, and (c) desired output.
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1.7  Conclusion 

This chapter gives an overview of CV and its different kinds of techniques such as image 
segmentation, facial and pattern recognition, object detection  & tracking, edge detec-
tion, and feature matching. This chapter also provides details of an evolution of CV and 
IoT, enhancement of IoT using CV and 5G technology, various challenging issues, and 
 real-time applications such as automated cars, early diagnosis and detection of illness in 
the healthcare system, object detection ( cars, animals, and humans) and tracking using 
BGS technique, drone technology in smart farming, satellite imaging in agriculture, facial 
recognition smart parking, and forest information.
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2.1  Introduction

The Internet of Things (I oT) is the interconnection of physical devices or objects known as 
“t hings” for communication and data sharing. The concept of IoT is further extended into 
the Internet of Everything ( IoE), which encompasses people, processes, data, and things in 
the network. This concept is used in not only large industrial tools but also small household 
appliances. Many devices such as kitchen appliances, cars, thermostats,  baby-monitoring 
systems are connected to the internet via sensors, actuators, or other devices to produce bet-
ter communication and d ecision-making capabilities. Development of l ow-cost and highly 
efficient sensors, connective medium, cloud and fog infrastructures, and data analytics 
tools helped in developing the IoE technology rapidly. It is estimated that by 2025, 22 billion 
devices will be connected by IoT [1,11, 15–19]. In this chapter, we will discuss the overview of 
IoT, its architectural framework, its role, and security issues in IoT. The difference and simi-
larity between IoT and IoE are also discussed. The issues concerning the security aspects of 
IoE along with the role of IoE in various domains are discussed. A case study of smart city 
development in France is mentioned to show the usage and impact of IoE.

 

2.2 I oT and Its Present Perspectives

The interconnection between computing devices, machines, objects, and human beings 
is brought together to facilitate the transfer of data and communication by a network ID 
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called IoT. The primary point in IoT is called “ things,” which are sensors, software, and 
allied technology to facilitate communication. IoT spans from mundane household objects 
to large or highly complex industrial objects. IoT has widely evolved because of multidisci-
plinary fields such as machine learning, sensors, and embedded system. IoT products have 
opened the field of smart homes and smart cities. Home automation and smart homes are 
IoT  device-implemented systems which can provide automatic lighting, security manage-
ment, room temperature automation, etc. A smart home is an interface that controls and 
uses devices in a general household for controlling different aspects of livelihood leading 
to a better lifestyle. An example can be taken from Homekit produced by Apple Inc., which 
controls different applications like Siri. Similarly, IoT has paved the way for almost every 
aspect such as agriculture, healthcare, industry, and transportation. A smart city means 
a city where technology is induced in various aspects such as monitoring of traffic, col-
lection of garbage, lighting of street lamps, and providing helplines. Telensa is one of the 
major agencies, which pivots the development of smart cities [2, 17–19].

The architecture framework of IoT consists of four general modules: sensors/ actuators, 
data acquisition system, Edge IT, and data cloud center. The information and data from the 
environment are collected by the sensors or actuators. Actuators manipulate the external 
environment and send the data to different gateways. These constitute the end point of IoT 
(Figure 2.1).

Sensors or actuators generally collect the data in analog form. Data acquisition system 
converts these analog data into digital form. This system also performs aggregation and 
conversion of data. It supplies the internet gateways with these converted and summa-
rized data. Data are generally saved in cloud infrastructure by using the Edge IT aspects, 
which is decentralized and hence more secure. The data are sent to the data cloud center 
for processing and storage.



FIGURE 2.1
Architectural framework of IoT.
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IoT was introduced in 1999, and since then it has paved the way to make life easier, simpler, 
and automatic. IoT is used in security, healthcare, e nergy-saving facilities, water supplies, 
traffic control, transportation, etc. Along with the immense benefit of IoT there is a need to 
have an enhanced and elaborate system of security in IoT as well. There are some differ-
ences between security in IoT and security in Traditional IT systems. Traditional IT accesses 
the data by using defined links, whereas in IoT data are produced by machines forming 
 machine- to-machine communications. Human users are the source of usage and consump-
tion of data in IT [16,17,19]. Some of the challenges in IoT security are as follows:

• In IoT, the variety and quantity of devices are significantly larger.
• Volume of data generated and consumed by IoT is comparatively larger.
• Failure in IoT security may lead to very severe conditions even if it supports a 

system like healthcare.

Though there are challenges in IoT infrastructure such as providing security, the benefit 
and role of IoT in the modern world toward creating smart cities, smarter lifestyles, and 
other things have led the researchers in paving the way for an extension of IoT into a big-
ger domain which is called IoE. The next section discusses the concept of IoE [3,4].

2.3   IoE—Its Role and Responsibility

IoE brings together people, things, and data focusing on networking devices equipped 
with sensors. It refers to the devices, products, and people using them as an interconnected 
module which facilitates in data collection, analysis, storage, and transmission. It is a con-
cept of information interchange focusing on the association of things to one another and 
their uses. The main components of IoE are people, things, data, and processes. People are 
the users of the internet or the needs used for sharing data, such as social networking sites 
and sensors. Physical devices such as gadgets, sensors, and actuators are used for collect-
ing and transmitting data. Data encompass both raw and processed data, which are useful 
in providing efficient  decision-making [5,6].

The main goal of IoE is to increase the efficiency of operation, create new business scope, 
and improve the lifestyle of the human being. For instance, a person is not sure whether he 
has closed his gas valve at home before leaving his house. An IoE solution enables the user 
to automatically enquire about the gas valve status remotely. Some of the applications of IoE 
are checking of remote health care, usage of smart grid for increased network connection, 
building better experience to enhance relations between consumers and marketers/ retailers, 
etc. Despite the rewarding scope and opportunities associated with IoE, it could produce 
significant security risks and threats. Cybercrimes or cyberattacks on IoE devices and their 
framework produce significant risk or potential damage to the domain of IoE including 
healthcare and security. One of the noteworthy attacks on IoE was the Mirai botnet which 
caused “ DDoS attack on Dyn” and even brought down the whole system. This resulted in 
the malfunctioning of sites like CNN and Netflix [7]. IoE unites individuals, cycles, informa-
tion, and things to make arranged associations more significant and important than any 
other  time-transforming data into activities that make new capacities, more extravagant 
encounters, and phenomenal financial chances for organizations, people, and nations [8,9].
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IoE was recorded as one of the top patterns in 2015 by Gartner. Cisco characterizes IoE as 
the organized association of individuals, cycles, information, and things. Getting advan-
tage from the compound effect of interfacing individuals, cycles, information, and things, 
 IoE-expanded connectedness makes “ everything” possible on the web. IoE brings remark-
able opportunities for associations, people, networks, and nations to acknowledge drasti-
cally more noteworthy incentives from organized associations among individuals, cycles, 
information, and things. IoE is the forthcoming imaginative and ubiquitous innovation 
progression which will make organized associations more applicable and significant. 
Transforming data right into it makes new abilities, more extravagant encounters, and 
uncommon monetary freedoms for organizations, people, and nations.

IoE alludes to billions of gadgets and purchaser items associated with the web in a wise 
organized climate with extended advanced highlights. It is fundamentally a way of think-
ing in which our innovation future is undermined by various kinds of machines, gadgets, 
and things associated with the worldwide web. As of now the web association is sim-
ply limited to phones, tablets, PCs, and a small bunch of different gadgets [10]. In more 
straightforward terms, IoE is the astute association of individuals, cycles, information, and 
things that will change our reality so that there will be billions of associated gadgets hav-
ing sensors to recognize, measure, and access their status which will all be associated over 
open or private organization worked over standard conventions like TCP/ IP. IoE carries 
with it the organization’s insight to tie these ideas together into a firm framework. There 
are four pillars of IoE: individuals, things, information, and cycle.  Figure 2.2 depicts the 
pillars of IoE.

People generate data which are analyzed by suitable processes. These analyzed data are 
presented to things which produces applications to be used in a cohesive manner.

 A. Individuals
Individuals will be associated with the web in more important ways, will pro-

duce information, and will be cooperating with gadgets by using mobiles, tablets, 
PCs, and social networks. In addition, through sensors set on human skins or 

FIGURE 2.2
Pillars of IoE.
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sewn into garments individual’s crucial signs can be collected. Along these lines, 
individuals will themselves become nodes on the web. A genuine model may be 
Nike’s wearable wellness bands which read an individual’s fundamental signs.

 B. Things
Things and actual things, for example, sensors, industry gadgets, customer 

items, undertaking resources will be associated with the web or to one another, 
additionally getting data from their surroundings, will be mindful of the settings, 
more intellectual, more astute, frequently purported to be web of things.

 C. Information
Instead of collecting essentially raw information, these associated gadgets will 

send more significant level, more prepared information back to separate workers 
for quicker evaluation or more astute assessment. Here the information is more 
about sagacious data and activity plans than simply irregular pieces. Classifying 
out an approach to translate the correct progression of data is the way for utilizing 
the Big Data and as the kinds of information and sources increment, to draw help-
ful knowledge there will be a need to arrange data and examine them.

 D. Cycle
Compared with the IoE process, the correct data will be conveyed to the right 

individual at the right time in a proper manner. Information will help innovations 
in business to settle on additional choices and advance their work process cycles 
and techniques and will be along these lines contending to use the information 
quicker than their rivals for a lithe and quicker dynamic.

2.4  Interplay between IoE and IoT

Though the terms IoT and IoE are similar, they differ in their basic definition. IoT is the 
connection of physical entity between things, whereas IoE comprises people, things, data, 
and processes. IoT is the network of devices used to collect and estimate data with human 
interference [7,8]. IoE is the  next-generation IoT, connecting people, processes, data, things 
for providing  decision-making capabilities by using information and communication. IoT 
can be defined as a subset of IoE. In IoT, the communication occurs between machine and 
machine, whereas in IoE, communication occurs between machine and machine, machine 
and people, and technology and people. It is more complex than IoT. Examples of IoT usage 
are wearable monitor sensors for health checking, smart services, etc. Some examples of 
IoE applications are connecting food and people to the supply chain and monitoring of 
traffic activity to ensure no congestion or delay in case of availing emergency services such 
as ambulance and fire engines [ 10–14] (  Figure 2.3).

The main components of IoT are networks and things without any people intervention 
(Figure 2.4).

People, things, processes, data, and networks are the main components of IoE.
Although IoT and IoE are different terms, there are similarities:

• Decentralization
The two frameworks are dispersed and don’t have a solitary community; every hub 

fills in as a little administration place and can play out specific errands autonomously.
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• Security Issues
Disseminated frameworks are still exceptionally helpless against infiltration 

and cyberattacks; the more gadgets are associated with the organization, the 
higher the vulnerability to breaks.

On the one hand, decentralization is one of the IoE and IoT focal points, since the entire 
framework doesn’t disseminate regardless of whether there are issues in two or three hubs. 
On the other hand, such an appropriation causes inconveniences and might be dangerous 
to information security and individual protection.

2.5  Security in IoE

The correct model for IoE security will empower associations to appreciate the advantages 
of IoE while keeping a significant level of information protection and insurance, and guar-
anteeing dependable, continuous help. The model comprises three columns that interface 
with each  other—deceivability, danger mindfulness, and activity.

Danger mindfulness works with the undefined edge, assuming trade off and sharpen-
ing our capacity to distinguish dangers depending on getting typical and irregular con-
duct, recognize markers of a bargain, decide, and react quickly. This requires conquering 

FIGURE 2.3
Components of IoT.

FIGURE 2.4
Components of IoE.
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unpredictability and discontinuity in our surroundings. When we distinguish a danger or 
odd conduct we need to make a move. It will lead to correct advances, cycles, and individu-
als  cooperating—and  quickly—to be successful [ 10–19].

Moving toward a predictable goal led to adjustments fully expecting potential dangers 
isn’t simple, yet it’s fundamental. So, security groups need to get innovative. As of now, 
it’s excessively costly and too clumsy to even think about monitoring each and every orga-
nization association. Security groups are also reliant on gadgets that radiate information 
that can be devoured by another gadget. The objective is to implant security observable 
and control into as many gadgets under IT’s influence as could be allowed and join this 
with current organization approaches, making the organization a tremendous, extensible 
sensor. The role and application of IoE are evident in the current world with the rise of 
internet users and subsequently IoE devices. There is a significant risk in IoE security. This 
section aims to discuss certain risks and also possible steps to mitigate the risks. One of the 
risks associated with IoE is to find any kind of data which is sensitive but not encrypted. 
The attackers will have the opportunity to modify or delete the data leading to resource 
hampering and loss.

Another risk associated with IoE is a  denial- of-service attack for slowing down or pre-
venting data access. Compromised key attacks and  password-based attacks are also risks 
to IoE. In the first case, the private key of the encryption algorithm is stolen making the 
cryptographic algorithm a failure.  Password-based attacks are used to break into the net-
work on a device by guessing or applying algorithms like a brute force to guess the pass-
word. Another risk associated with IoE transmission is a m an- in- the-middle attack, where 
a third party accesses the data transmitted between two groups. There are several steps to 
reduce this attack. Some of them are as follows:

 1. Use of all security features present in the device.
 2. Updating I oE-based products regularly to install patches which will make the sys-

tem more secure.
 3. Use of a strong password consisting of a complex sequence of alphabets, numbers, etc.

2.6  Role and Importance of IoE

These days, IoE assumes a significant part in different areas such as home automation, smart 
cities, education, industry, healthcare, business, innovation, and agriculture. The usage of IoE 
innovation in the agricultural framework makes the farmers screen their agricultural fields 
and yields and controls things distantly from their mobile phones. The different wireless 
sensor network can detect the parameters and send the deliberate and observed information 
to the ranchers through IoE organization. Similarly, things can be controlled adroitly. This 
aids in applications such as soil dampness and supplements. Sensing, reporting climatic 
conditions, and custom compost profiles upheld soil science, controlling the use of water 
for ideal plant development. It additionally incorporates ranch vehicles, stockpiling, and so 
on. In the next subsection, the usage of IoE in the area of healthcare, retail, transportation, 
energy management, and manufacturing is discussed. According to Cisco, IoE will have a 
direct effect on sectors such as healthcare, retail, and transport. These sectors embrace the 
likelihood of connecting the pillars of IoE, viz., people, processes, data, and things [ 10–17].
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• IoE in Healthcare
Healthcare industry requires reliable, robust, and effective technology for com-

munication so that patients will be monitored easily and remotely. Also, diagnosis 
and treatment of disease by specialist doctors can be enabled by this technique. 
Medical and healthcare providers will be able to monitor the prognosis of the dis-
ease remotely and constantly [11, 17–19].

• IoE in Retail
IoE has enabled applications such as dynamic pricing, smart shelves, inventory 

management, and  customer-oriented advertising to usher to the new age of retail-
ing both in online and offline modes. IoE promises to play a key role in developing 
retail facilities in various sizes and domains of retail outlets from a supermarket to 
small shops to a chain of shopping brands. This technology also plays an impor-
tant role in the optimization of logistics in retail.

• IoE in Transportation: IoE aims to bring together modes of transportation such 
as railways, vehicles, and water vehicles to create an autonomous network to 
enable easier transport over a greater distance. IoE enables smart cities to remotely 
observe the physical condition of roads, tracks, highways, etc. The journey plan-
ning application can utilize the  real-time data collected and analyzed by IoE. 
Smart devices can be used for measuring the flow of traffic, predicting congestion, 
and adaptively controlling traffic paths.

• IoE in Energy Management
As per Cisco, a smarter device can converse more energy which will make 

energy conversion optimal. Constant monitoring of  energy-consuming devices 
will lead to energy saving. This technology will lead to the development of an 
interconnection system of energy infrastructure parts used for loading, storing, 
and distribution of energy. The utilization of IoE in the energy sector and smart 
grid brings forward the development of Internet of Energy paradigm.

• IoE in Manufacturing
In manufacturing firms and industries an intertwining of hardware and soft-

ware with the internet creates a smarter environment for the creation and innova-
tion of products. In manufacturing sectors, optimized production and quality of 
products are very crucial for successful investment. IoE can process smarter pro-
duction lines for monitoring the production cycle and point deficit in the process.

The above points are some of the areas where IoE can be used. IoE can also be used in vari-
ous other fields such as logistics, agriculture, car parking, smart cars, and home appliances. 
IoE has an impact not only on  large-scale industries but also on the smaller households.

2.7 F rance: IoE Smart City Pilot

Cisco is joining forces with the city of Nice, France, and a few nearby and other industry 
accomplices to construct a smart city for additional development through the introduc-
tion of the effects of IoE for urban communities. The undertaking’s fundamental goals 
are to test and approve an  IP-empowered innovation design and financial model, just as 
to decide the social advantages of IoE. The task depends on a shared stage intended to be 
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more adaptable, granular, and versatile to create metropolitan working frameworks. The 
shared stage is proposed to make it simpler to set up the new associations that are basic for 
Nice to turn into a smart city. Also, the undertaking will fill in as an impetus for joining 
key revelations from this and other smart city activities. The aim is to share what Nice has 
realized with other hopeful urban areas so that they can make their own smart city struc-
ture. The undertaking incorporates four city benefits that can quickly show the advantages 
and estimation of IoE for the two inhabitants and city authority. As these arrangements 
are actualized, Cisco and the city of Nice are surveying how accumulated information 
can be utilized to make data setting explicit and helpful across various administrations. 
For example, information caught by sensors for traffic designs can help to impart traf-
fic signals automatically [ 10–19]. The ramifications of information “ crossfertilization” and 
c ross-joint effort go past mechanical possibility because they additionally sway the choices 
of city supervisors,  cross-departmental coordinated effort, and  back-office activities.

2.8  Conclusion 

The concept and introduction of IoE enable connecting people, processes, data, and physi-
cal things to usher the development of a lifestyle of people and advancement in various 
fields such as manufacturing, retail, and healthcare. IoE has preceded its precursor IoT in 
its impact in  real-time application. A case study of IoE usage in France is discussed. Also, 
the security aspects of IoE are mentioned as an area which requires significant attention.
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3.1  Introduction 

The Internet of Things (  IoT) is a collective term for the field of study of multiple devices 
connected through the internet. It also comprises devices which are not part of the con-
ventional internet. A wide range of services provided by IoT devices makes lives easier 
by helping us in many aspects of modern lifestyles, such as energy management, medical 
and healthcare, business, education, manufacturing industry, and personal mobile device. 
With the expansion of IoT in various spheres of our lives, our data are now more vulner-
able and susceptible to fall into undesirable hands. It is no longer restricted to leakage 
of personal data but more deeply connected to our  n on-virtual lives. The biggest chal-
lenges to our security are to protect the system from data loss, theft, unauthorized access, 
and physical damage (m  ishandling and attaching malicious devices). Overcoming these 
threats, we must maintain data confidentiality and integrity of the stored information 
[1,2,5,7,8,34,35]. Linux Foundation is also working on an operating system project for IoT 
and will be supported by Intel and other companies in the industry. With this project IoT 
will achieve a new level. According to the most recent analytics, the valuation of various 
IoT industries would be around $1.9 trillion by 2020 [35–37,39] (Figure 3.1).
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Depending on the type and size of an organization or the position of the person, the threat 
can be of a less or more severe type. These threats are connected not only to our online profile 
or social life but also to our daily n  on-virtual life. The data transmitted over the internet can 
contain our personal/ p rivate data [38,39,41]. Some of those examples are footage from per-
sonal devices (  mobile, camera, and laptop), CCTV, data from our fitness or medical devices 
such as fitness bands, medical aid devices, government records about public ( A adhaar card 
data, PAN card data, and bank details), or even military data [1,2] as shown in  Figure 3.2.

This chapter is categorized into seven sections. Section 3.1 deals with the introduc-
tory part of IoT and its security aspects, whereas Section 3.2 discusses related work. In 
Section 3.3, we define IoT devices. In Section 3.4, we define what security means for IoT 
devices. In Sections 3.5 and 3.6, threats to the security of IoT devices and purposes of 
attacks are described. In Section 3.7, the classification of types of intruders is given. In the 
last section, the conclusion of the work is discussed.

3.2 Literature Review

Gubbi et al. [3] discussed IoT with a c  loud-centric vision. Some application areas and key 
technologies help paving a way for research in the field of IoT. Lee et al. [4] discussed 
essential technologies for the deployment of IoT. Also, some IoT fields are useful in the 

 �

FIGURE 3.1
Valuation of various IoT industries in 2020.
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commercial sector and customer relations. Dieter et al. [5] discussed the implementation 
of IoT used for monitoring domestic conditions with a l  ow-cost sensing system. They also 
described the network architecture and mechanisms for the measurement of parameters 
by sensors. Xu et al. [6] described IoT CAD security techniques. Farooq et al. [7] analyzed 
security issues and provided an architecture of security to be adopted by a larger section 
of people. Mahmoud et al. [8] presented a survey and a detailed analysis of IoT security 
concerns. Riahi et al. [9] presented a new approach for designing new security mecha-
nisms and their deployment. The author gives a complete outline of the approaches and 
attempts to find compatible ways of deploying them. Wurm et al. [10] discussed a detailed 
security analysis procedure on home automation systems for diagnosing security vul-
nerabilities. Many security mitigations and solutions are also discussed. Hwang et  al. 
[11] described concerns and threats for privacy and security in services of IoT. They also 
provided an approach to solve these issues in the industrial field. Nawir et al. [12] pre-
sented security matters of network health care, transportation, and healthcare domains. 
Chaabouni et al. [13] discussed classifications of security threats and challenges to IoT. 
Ahmad Khan et al. [14] surveyed security issues in IoT and reviewed popular security 
issues.  A l-Garadi et al. surveyed different methods to enhance security in IoT. Miettinen 
et al. [15] discussed a new system for the identification of devices. Minoli et al. [16] dis-
cussed challenges in the deployment of IoT. Blythe et al. [17] discussed the information 
value of the consumer security index.

FIGURE 3.2
Sectors of Internet of Things (  IoT).
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3.3  Smart IoT Devices

An IoT device, also referred to as a smart device, can be anything such as home appliances, 
medical healthcare devices, vehicles, homes, workshops, factories, and cities. Anything can 
be attached with a microprocessor and sensors, providing data about the real world and 
transferring those data through the internet. There are many types of sensors ( e .g., temper-
ature, humidity, pressure, distance, light, and motion) which are embedded in the device. 
An IoT device can be configured to interact with other IoT devices and computers. These 
devices communicate through various means (  e.g., broadband, cellular data, and   Wi-Fi) 
[5,6]. Power supply to these IoT devices plays an important role in mobility or rigidity. For 
example, a small device which is capable of working without a constant wired power sup-
ply can be very handy. Such devices are generally preferred by consumers because they 
are more convenient. Other types of bigger things in IoT include healthcare devices ( e .g., 
CT scanner, monitor), buildings, and cities, which are rigid and generally have a constant 
wired power supply. Also, there are things which constantly move and also have a wired 
power supply such as cars, bikes, and airplanes [5,7]. IoT devices can also be classified 
whether it is a logical/ p hysical or an I  P-enabled/  n  on-IP object. Some of the characteristics 
of an IoT device are the ability to sense, actuate, and control the energy/  power and its con-
nection with the physical world, mobility, and connectivity. Some devices are required to 
be fast and robust [ 4 0–42]. Some are required to be precise, while some are required to be 
  long-lasting. Some devices are provided with external security factors (  cases, covers, and 
triggers), while others are totally exposed. Some examples of IoT devices are as follows:

• Wearable Devices
Fitness bands like Google Home [18] and smartwatches like Apple watch [19] 

and Samsung Galaxy Gear [20].
• Amazon Echo

It is a   hands-free speaker which is connected to a c  loud-based voice service [21].
• Philips Hue

It is a smart home lighting system which can be controlled remotely and can 
sense time and day to adjust lights accordingly [22] (   Table 3.1).

3.4 M ajor Security Issues of IoT Devices

Security in IoT devices includes protecting information and data, hardware components, 
and services of the device from unauthorized access. Both the data and information stored 
in the device and those in transit should be protected [16,18]. The major problems with IoT 
devices are identified as follows:

• Data Integrity
The integrity of data is defined as the assurance of maintaining data accuracy 

and consistency throughout the storage lifecycle [23].
• System Security

This issue mainly focuses on the overall security of IoT systems to detect vari-
ous security issues to design various security frameworks and offer appropriate 
security guidelines to maintain the security of a network.
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• Authorization
The process of granting privilege and specifying access rights is known as 

authorization [24,25].
• Application Security

This security works for the application to manage security challenges or issues 
as per situation constraints. In general, security evaluation at the application level 
prevents data hijacking within the app such as hardware or software that mini-
mizes security vulnerabilities.

• Data Confidentiality
The practice of keeping private data secret is known as data confidentiality 

[23–25].
• System Vulnerabilities

A lot of work is done by researchers in software vulnerability. Various IoT 
devices have   low-quality software susceptibility to different types of vulnerabili-
ties which are common in the early 2000 and late 1990s. These devices are vul-
nerable to weak usage of cryptography, authentication, deployment issue, system 
software (  s/  s) exploits, and so on.

• Network Security
This security handles communication attacks on the data which can be trans-

mitted between servers and IoT devices.
• Lack of Common Standard

There are various standards for IoT d  evice-manufacturing companies. Therefore, 
it becomes a major challenging issue to differentiate between authorized and 
  non-authorized devices connected to the internet.

This defines some fundamental problems in IoT devices. The user accessing the device 
and its services should be properly authorized in order to view, modify, or add any kind of 

TABLE 3.1

Major Organizations for IoT Devices

Organization Smart Devices Characteristics

TP-Link [32] Smart Wi-Fi routers, Wi-Fi It supports a whole range of IoT devices such as Google Home 
LED bulbs and Amazon Alexa, has a touch screen display, and works on 

both 5 GHz and 2.4 GHz.
Apple [19] HomeKit, Smart Watch Users can communicate with all connected devices with their 

app. Smart Watch can track activities and connect with your 
phone.

Samsung [20] Galaxy Gear Watch, Gear series smartwatches started the smartwatch trend. 
Samsung Connect Home, Samsung Connect Home and SmartThings Hub are smart 
SmartThings Hub home devices and can connect with multiple devices without 

a wire.
Google [18] Google Home, Chromecast Voice command functions, video wireless casting. Cast videos 

from various platforms such as Android, Windows, Mac, and 
Linux.

Philips [22] Philips Hue wireless LED Philips wireless lighting connects with your phone with an 
lighting solutions app to control the light according to your choice and 

conditions.
August [33] Smart Lock, Doorbell Cam It provides features for home security and IoT like DoorSense.
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data to the device storage. An IoT device should be able to authorize the person to access 
the device. Hence, access and authorization control become necessary factors for establish-
ing a secure connection between multiple devices and their services. Privacy protection is 
an imperative issue in IoT gadgets and administration because of the universal character 
of the IoT condition [10,17,19]. Elements are associated, and information is conveyed and 
transmitted over the web, making client protection a delicate subject in many research 
works. Protection in information accumulation, just as information sharing and its man-
agement, and information security matters stay important issues to be updated.

3.5 T hreats to Security

A threat is an action that takes advantage of security weaknesses in a system and has a neg-
ative impact on it [26,31,43]. There are two types of primary sources: nature and humans. 
Threats by humans are the kind of threats which are caused by humans. These can be 
either internal (  people with authorized access) or external (  people without authorization). 
It involves people with malicious intent such as stealing, interrupting, hijacking, deleting, 
modifying, and changing the data that can be stored in a device, in transit, or on a cloud 
as shown in F igure 3.3. Natural threats include damage to the system caused by natural 
calamities such as earthquakes, lightning and thunder, flood, fire, and hurricanes [19,20,22].

3.5.1 Vulnerabilities �

Vulnerabilities are the weak spots or backdoors in the devices. These are the weaknesses 
in the system or its design. Weaknesses in the system can be found in multiple areas of the 

FIGURE 3.3
Use of early warning system in an El Salvador village.



35Security Issues of Internet of Things (IoT)

system. These vulnerabilities are often those areas which are not properly tested or areas 
with a backdoor. For example, a poorly written code can provide access to unauthorized 
personal details without alerting the system [28,29]. In 2014, a security vulnerability in St. 
Jude’s pacemakers was reported and confirmed by FDA. The vulnerability gave intruders 
direct access to the device without a wire. F igure 3.4 shows the pacemaker device and its 
implementation.

3.5.2 Attack

An attack is an action which has a malicious intent to harm or disrupt the system by exploit-
ing its vulnerabilities using tools and techniques ( F  igure 3.5). An attacker or intruder can, 
in many ways, be harmful to an individual device or a whole system of connected devices 
[20,26,30]. An attack can happen in many forms. Below are some of the common forms of 
cyberattacks:

 �

FIGURE 3.4
Pacemaker device of St. Jude.

FIGURE 3.5
  Brute-force computing time for password cracking (  15 million keys per second is assumed).
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• Physical Attacks
The attacker tampers with the hardware components of the device. Because of 

the vast area of implementations of IoT devices many devices are left unattended 
for a long interval of time. Most of these devices are operated outdoors and hence 
are vulnerable to such attacks [21]. Some of them are listed below:

• Reconnaissance Attack
Finding and discovering services, systems, and their vulnerabilities. For exam-

ple, scanning network ports, traffic analysis, sending queries [26,27].
• Denial of Service

In this kind of attack, the attacker or intruder aims to disrupt the services of any 
host on the network by flooding the targeted resources [26].

• Access Attacks
Gaining unauthorized access to a device by either physically accessing the 

device or remotely gaining access with an IP address [21].
• Eavesdropping

Listening to a conversation between two parties [29].
• Tracking

Tracking a user’s device with the device’s Unique Identification Number [26].
• Password-Based Attacks

Attacks in an attempt of cracking or bypassing the password. There are two 
ways of  p assword-based attacks: ( i ) b  rute-force  a ttacks— using tools which gener-
ate all possible number of combinations in an attempt to crack user password; (  ii) 
dictionary   attack— trying a set of common passwords [26].

• Using Viruses and Trojan
Installing viruses or Trojan in the system through direct access to the hardware 

or infecting a file [29].

3.6  Purpose of IoT Attacks

The valuation of these targets varies a lot, depending on the sensitivity and value of the 
information as shown in  Figure 3.6. The information is not necessarily valued in terms of 
money. If information is stolen from a financial network, it is directly evaluated in terms 
of capital, but if the attack is on the information stored on government databases, military 
networks, or public infrastructure systems, then it is really hard to estimate the real value 
since the information may contain a lot of private and confidential information about the 
general public or influential personalities which can result in loss of trust by the public in 
government agencies or even complete chaos [26,29].

• Government Database
These databases have large amounts of data stored about their public [6,34].

• Media and News Websites
Sensitive data are related to different cases. These media websites may contain 

sensitive information which, if released, can create chaos [34].
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3.7 C lassification of Intruders

Intruders can be individuals, a group of people, or an agency, and the people may belong 
to an internal or external area. An internal intruder has proper authorization and access 
but has malicious intents. An external intruder is a person who does not have authoriza-
tion but has malicious intents of harming the system. These intruders can belong to any 
one of these following categories [29,34]:

• Individuals
Hackers, professionals, or even people not having any prior knowledge of hack-

ing can use available tools and techniques for their malicious intent. It is very 
common in youngsters who try to use these tools to either achieve fame for them-
selves or do it just for fun or revenge [34].

• Organized Group of Persons
Groups of people with criminal intents are becoming more and more common 

over time. These groups are well organized, keep their original identity unknown, 
and use an alias as their group name. These groups have some professionals as 

FIGURE 3.6
Major targets of IoT attacks.

• Military Storage Facilities and Military Networks (  Security and Defense)
Every country has its military network and respective storage facilities. These 

facilities can contain important information on multiple sensitive topics [4,34].
• Financial System Networks

Networks of banks which are responsible for large fund transfers can prove 
very damaging if put in the wrong hands [8,11,34].
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well as amateurs who all work together. They do not always have a criminal intent; 
however, it is important to stop such groups from flourishing. These groups are 
sufficiently funded and very capable in terms of expertise and resources [34].

• Intelligence Agencies
These are intelligence agencies which are run by government agencies in most 

of the countries. They constantly make efforts to probe other country’s military 
networks and systems. To accomplish these tasks, many experts are working 
together. People of this group have all the latest technologies available to them 
and are funded largely by their respective governments. They are given tasks such 
as invading other country’s military systems and searching their own country’s 
network systems to find out possible threats. They use strong surveillance and 
monitoring and are the biggest threats to networks but are treated as prime safe-
guards for the country [34].

3.8  Conclusion 

IoT devices have several threats and security issues. This chapter provides information 
about probable threats to IoT and documents, vulnerabilities and attacks faced by IoT, and 
types of intruders and their categories and capabilities. Keeping in mind the importance 
of data integrity, privacy, and confidentiality, this chapter concludes that various security 
updates such as a better authorization system, better data encryption, stronger network 
security, and intrusion detection system are required to overcome challenges posed by 
threats. These measures are also important to keep IoT a field of choice for the public, 
organizations, and government agencies. In the future, we will develop a new security 
algorithm that will help in identifying and restricting possible threats and intrusions.
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4.1  Introduction 

In today’s world, everyone is aware of a huge range of thinking to expand robotic technol-
ogy after its use in industry technology. It is the part of the engineering and technology 
that comprise electrical engineering and information technology. This branch manages 
the structure, development, usage to control robots, tangible input, and data preparing 
[1]. Those robots are intended to be utilized for many reasons; however, these will be uti-
lized in delicate conditions such as bomb recognition, deactivating procedure of different 
bombs, and so on. Robots would make any frame; however, a significant number of these 
robots possess human behavior and nature.

These robots will look like humans and have the ability to walk, discourse, and more-
over all of the things a human can do [1,2,1 0–36]. The greater part of these robots is pro-
pelled commonly and is called  bio-enlivened robots.

There are a few kinds of robots as follows: 

 ( i) Explained
Components in these robots are rotating connections and the scope is from 2 to 

10 connections. Here, the arm is associated with a revolving connection, and each 
connection is called the pivot which will give scope for developments [3,4]. 

 

 ( ii) Cartesian
These are otherwise called gantry robots. There are three connections that uti-

lize the Cartesian framework: a, b, c. These types of robots are furnished with 
appended wrists to give rotatory movement. 
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	(iii) Round and hollow
These sorts of robots have no less than one revolving connection and one kalei-

doscopic joint which are utilized to interface the connections. The utilization of 
rotatory connection is to pivot with the hub and kaleidoscopic connections are 
used to give straight movement. 

(iv) Polar
These are otherwise called round robots. Here, the arm is associated with a 

bending connection and has a mix of two revolving connections and one straight 
joint. These robots are mostly utilized in gathering uses. Its arm is t ube-shaped in 
the plan. They have the two connections at an equal distance which are utilized to 
give consistency in one chosen plane. 

(v) Delta
The formation of these robots resembles arachnid. They work by connecting 

a trapezium that is associated with the base [4,6]. The trapezium moves in an 
 arch-formed working region. These are utilized for the most part in sustenance 
and electrical ventures. The World Technology Evaluation Center is an American 
association that surveys the condition of innovations around the globe. Their 
investigations can be subsidized by different American government bodies, for 
example, the National Aeronautics and Space Administration, Defense Advanced 
Research Projects Agency, and so on. In our endeavors to fire up a mechanical 
technology organization, I inspected one of their reports distributed in 2006, 
titled “ Universal Assessment of Research and Development in Robotics.” This 
report was composed by researchers gaining practical experience in the field 
[ 6–8,39–53]. They visited and talked with researchers from organizations, and 
the research focuses on various nations: the USA, Japan, South Korea, Australia, 
and Europe [9]. The report portrays the present condition of mechanical technol-
ogy, contrasts the USA and whatever remains of the world ( as per the report), 
and talks about future difficulties in applying autonomy, which is of unique 
enthusiasm tome:

 	

	  	

	  	

• Mechanical vehicles, space apply autonomy, humanoids.
• Apply autonomy is that part of a building that manages origination, structure, 

task, and assembling of robots. There was a creator named Isaac Asimov. He 
said that he was the main individual to give a name to apply autonomy in a 
short story made in the 1940s. In that story, Isaac proposed three standards about 
how to direct these kinds of mechanical machines. Later, these three standards 
were given the name of Isaac’s three laws of robotics [10]. These three laws are 
as follows:

• Robots will never hurt individuals.
• Robots will adhere to directions given by people with infringing upon law one.
• Robots will secure themselves without defying different guidelines.

This chapter is categorized into four sections. Section 4.1 deals with the introductory part 
of robotics and its types. Section 4.2 describes related work. Section 4.3 deals with chal-
lenging issues in robotics. Section 4.4 discusses different areas of robotics in  real-time 
applications. In Section 4.5, the conclusion of the work is discussed.
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4.2 � Related Work

Greczek et  al. [1] discussed how to standardize and replace the computer technologies 
by socially assistive robotics as it has the potential to do what has the edge of knowing 
in tangible context, plan to structure mechanical frameworks that are convincing, help 
youngsters in accomplishing instructive objectives. Rischet [2] discussed the progression 
in apply autonomy innovation. Unmanned rural apply autonomy is broadly utilized in 
exactness agribusiness. Architects outfitted with mechanical technology information are 
exceedingly requested by the present high effectiveness, high-creating rural industry. Shin 
et al. [3] investigated if the students could learn this core computer science concept while 
enjoying themselves in the robotic context. A visual questionnaire was developed based 
upon the combined Bloom and SOLO taxonomies, although it proved to be difficult to con-
struct a questionnaire appropriate for a young student. Jovanović [4] discussed that the 
structure of present-day automated gadgets faces various necessities and impediments 
which are identified with enhancement and power. Therefore, these stringent necessities 
have caused enhancements in many building territories and led to the improvement of 
new streamlining techniques which better handle new complex items intended for appli-
cation in modern robots. Ayushnarula et al. [5] discussed that step-by-step instructions to 
do work-savvy robots in surgeries have been totally determined by the kind of medical 
procedure. Similarly, the main job of creating savvy robots is as of now being taken up 
by the private area. Bhattacharyya [6] discussed the utilization of electroencephalogram 
(EEG) signals for controlling in the field of mechanical autonomy and utilizing a reasonable 
mapping process known as a brain–computer interface. Different deterioration strategies of 
the EEG motion for highlight extraction have been proposed by numerous analysts. Joshi 
et al. [8] discussed the neural circuits that control getting a handle on and perform related 
visual handling have been examined broadly in macaque monkeys. We are building up 
a computational model of this framework so as to comprehend its capacity and investi-
gate applications to mechanical technology. Subramanian et  al. [9] discussed numerous 
mechanical spots on the planet from multiple points of view to recognize essential jobs in 
numerous businesses for some reasons. Liang [10] demonstrated that show-based, proba-
bilistic reverse fortification learning Intelligent Robotics Lab Facilities (IRL) is attainable in 
high-measurement, state-activity spaces with just a solitary master exhibition. By execut-
ing the IRL max edge calculation with a probabilistic model-based fortification learning 
calculation named PILCO, we can join the calculations to make the IRL/PILCO calculation, 
which is equipped for replicating master directions by picking appropriate highlights.

4.3 � Current Challenging Issues

There are various challenging issues faced by robotics in the recent past. Some of them are 
listed below:

•	 New Materials, Creation Techniques
Apparatuses, engines, and actuators are central to the present robots. So, huge 

works are being carried out with fake muscles, delicate mechanical autonomy, and 
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techniques that will help build up the upcoming age of self-ruling robots to do 
many functions at the same time [13].

•	 Making Eco-Friendly-Enlivened Robots
Naturally enlivened robotics are doing their work progressively basic in auto-

mations autonomy labs. The primary aim is to create robots that function more 
like the effective frameworks found in the atmosphere. The investigation says 
that the significant difficulties required with this territory have remained, to a 
great extent, unaltered for a long time—high power cells to coordinate metabolic 
transformation, muscle-like actuators, self-mending parts that’s been used in 
robotics, independence in every condition, human beings-like recognition, with 
calculation while thinking accordingly. Materials which are being used together 
in detection, activation, calculation, with correspondence should be created and 
discussed and connected with each other. This advancement will prompt robots 
with highlights, for example, physical support, force decrease, sway security, 
physiological calculation, and versatility [15].

•	 Good Resources in Force
Improvising the battery life is a noteworthy case in automatons and portable 

robotics, in particular. Fortunately, expanded selection in these frameworks is 
prompting unused or best battery advancements which are moderate, protected, 
and enduring. The task is given and completed so as to make the segments of 
a robot more efficient. So, the examination refers to robots that need to work 
remotely in unstructured situations and will in the long run concentrate vitality 
for some lightening, oscillations, and mechanical development [16,48].

•	 Connections in Robots in Swarms
Discernment activity circles are basic to making self-ruling robotic work in 

unpatented conditions. Robot swarms need correspondence capacity to insert in 
this input circle. Consequently, recognition activity openness circles are of utmost 
importance to structuring robot swarms. There are no efficient methodologies for 
doing this crosswise over expansive gatherings [17].

•	 Navigate Untracked Environment
Step-by-step instructions to reason about new ideas and their semantic portray-

als and find new articles or classes on the earth through learning and dynamic 
associations [18]. Per the examination:

For route, the great test is to deal with disappointments and having the capacity to 
adjust, learn, and recoup. For investigation, it is building up the natural capacities to 
make and perceive new disclosures. From a framework viewpoint, this requires the 
physical heartiness to withstand cruel, alterable conditions, harsh dealing with, and 
complex control. The robots need huge dimensions of self-rule prompting complex 
self-checking, self-reconfiguration, and fix with the end goal that there is no single 
purpose of complete disappointment but instead elegant framework debasement. 
Whenever possible, arrangements need to include control of different heterogeneous 
robots; adaptively organize, interface, and utilize various resources; and offer data from 
numerous information wellsprings of variable unwavering quality and exactness.

•	 Artificial Intelligence
The investigation considers computer-based intelligence as the “supporting 

innovation for mechanical autonomy,” yet recognizes that “regardless we have 
far to go to recreate and surpass every one of the aspects of knowledge that we 
find in people.” The key is to consolidate propelled design acknowledgment and 
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model-based thinking to create artificial intelligence that can reason and has the 
presence of mind [19]. The examination mentions that Deep Mind’s AlphaGo 
Zero framework is a genuine case; however, it says, “we don’t yet have frame-
works that can do this effectively crosswise over heterogeneous errands and 
areas.” [42,46].

•	 Brain–Computer Interface
It empowers some gadgets and tools constrained by your psyche. It would be 

helpful in expanding human capacity; however, constructing up the invention is 
the most expensive selection in the test [20,43,12].

•	 Therapeutic Mechanical Autonomy with More Self-Sufficiency
From the negligibly obtrusive medical procedure, clinic streamlining, to crisis 

reaction, prosthetics, and home help, medicinal mechanical technology is one 
of the quickest developing areas. The test is building dependable frameworks 
with more prominent dimensions of self-sufficiency [21,39]. A long-haul test is 
to empower one specialist to oversee a lot of robots that can perform the whole 
set methodology self-sufficiently and just approach specialists amid basic, quiet 
explicit advances. The investigation says, “Maybe the most noteworthy test of 
computerizing any clinical undertaking is to almost certainly envision, identify, 
and react to all conceivable disappointment modes. Restorative gadget guideline 
of self-governing robots will probably need to create in a way that adjusts the pre-
requisites for provably safe calculations with consistence costs.”

4.4 � Different Areas of Robotics in Real-Time Applications

	 A.	Robotics in Space
Mechanical innovation deals with the improvement of sharp robots for extrater-

restrial examination focusing on [23,50] the following:
•	 Improvement of robot systems for unattorned, unevenly reliant on naturally 

spurred innovative speed thoughts.
•	 Improvising of many utilizable robot’s bunches usable for different endeavors 

running from in-situ examinations to the affiliation and upkeep of the system.
•	 Re-customizable pre-field frame in the whole investigation.
•	 Simulated insight in basic methods for a self-ruling course and task organiz-

ing in a darkened scene.
•	 Pic appraisal, object affirmation, and region showing simulated knowledge-

based steady systems for legitimate tests.
	 B.	Marine Robotics

Robots perform several task such as raising fish to analyzing shipwrecks. It also 
help water engineers, police, marine biologist to do their jobs efficiently [25] but 
still there are some major issues which are as follows:
•	 Structure of systems for controlling and planning of robot in partially merged 

applications, especially with the best-level sensor progression, for example, 
“Visual Serving.”

•	 Image evaluation and article assertion.
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•	 Mapping of control systems for cutting-edge, self-choice submerged vehicles 
[34,37].

•	 Advancement of normally invigorated and vitality gainful ways in transport-
ing partially merged vehicles, for instance, impacting preplanned tasks.

	 C.	Electric Vehicles
Electrical vehicles are controlled by robots resulting in improvement in inven-

tive motors ways which are as follows:
•	 Structure of a unique way of having mobility and traffic immersion, applica-

tion support, innovative incorporation.
•	 Data accumulatation in armada tests firms with innovative electricity motors 

(see eco-versatility armada in Exploration Offices) [27].
•	 Makes an opening for new sources in activity and traffic ways in the data 

recently collected.
	 D.	Robotics in Agricultural

These robots automate moderate, monotonous and tiresome tasks for farm-
ers and allow them to focus on overall production improvement. Some of the 
most common robots in agriculture which are used for harvesting and picking 
and weed control. Few examples of autonomous robots used for agriculture are:
•	 Spraying and weeding robots.
•	 Crop harvesting robots.
•	 Seeding and planting robots.
•	 Soil analysis robots.

	 E.	Logistics, Production, and Consumer
It improves intellectuality for adaptable assembling by upgraded capacities of 

robots. Other uses are as follows:
•	 Canny human–robot coordinated effort utilizing half and half groups for cre-

ation situations.
•	 Novel and safe robots for human–robot joint effort.
•	 Independent versatile control for intra-logistics and assembling situations.
•	 Inventive mechanical technology answers for investigation (for example, bal-

ance water tanks, transport structures, or passage exhausting machines) [31].
	 F.	Search and Rescue & Security Robotics

Robots can also be used for the search and rescue [52] as well as security pur-
poses. Some of them are listed below:
•	 Advancement of exceedingly portable steps in hardware and software apps.
•	 Advancement of preplanned tasks that will differentiate potential exploited 

people or interloper guards (security) [33].
•	 Advancement with taking and doing a collection of sensors dependent on 

radars, supersonic scanners, and supervision to distinguish articles and 
humans responsible [48].

	 G.	Assistance and Rehabilitation Systems
Center themes include the following:

•	 Idea improvement, structure, and development.
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•	 Clever equipment framework models, programming structures [39,42,44].
•	 Combination of different pulsate sensors [35,45,51].

	 H.	Army Robotics
Military or army robots are  autonomous robots or sometimes referred to as 

remote-controlled robots that are specifically designed for army applications such 
as for transportation to explore different routes and rescue and attack. These sys-
tems are currently in use, and more are under development.

4.5 � Conclusion

In this chapter, we provide a brief overview of the uses of robotics in real-time applications 
in space, marine, electric vehicles, agriculture, logistic production and consumer, search 
and rescue as well as security policies, assistant in rehabilitation system, and army. The 
main aim of this work is to study the uses of robotics and some of the recent advance-
ments of robotics in real-time applications. This book also presents various challenging 
issues faced by robotics and provides some current solutions and observations. It can be 
concluded that robotics in a real-time application is one of the technologies which can 
enhance lives. It will become a ubiquitous innovation in the future.

References

	 1.	 C. Clabaugh, G. Ragusa, F. Sha and M. Matarić, “Designing a socially assistive robot for person-
alized number concepts learning in preschool children”. Joint IEEE International Conference 
on Development and Learning and Epigenetic Robotics (ICDL-EpiRob), 2015, pp. 314–319, doi: 
10.1109/DEVLRN.2015.7346164.

	 2.	 Yonghui Wang, Suxia Cui, Eric Risch, Yubin Lan, Jian-ao Lian, and Kevin Lee “Enhance Multi-
Disciplinary Experience for Agriculture and Engineering Students with Agriculture Robotics 
Project”. Mechanical Engineering Department, Prairie View A&M University, 2014.

	 3.	 Stéphane Magnenat, Jiwon Shin, Fanny Riedo, Roland Siegwart, and Morderchai Ben-Ari. 
2014. Teaching a core CS concept through robotics. In Proceedings of the 2014 conference on 
Innovation & technology in computer science education (ITiCSE '14). Association for Computing 
Machinery, New York, NY, USA, 315–320. doi:10.1145/2591708.2591714.

	 4.	 Velibor Karanović, Mitar Jocanović “Review of Development Stages in the Conceptual 
Design of an Electro-Hydrostatic Actuator for Robotics”. Vol. 11, No. 5, University of Novi Sad 
Faculty of Technical Sciences Trg Dositeja Obradovića 6, 21000 Novi Sad, Serbia, Mechanical 
Engineering Technology 111-D Kaufman Hall Norfolk, VA 23529, USA, January 2014..

	 5.	 Ayush Narula, N.K. Narula, Satyam Khanna, Ruchi Narula, Jyoti Narula, and Arpi Narula 
“Future Prospects of Artificial Intelligence in Robotics Software, A Healthcare Perspective”. 
International Journal of Applied Engineering Research, Vol. 9, No. 22, pp. 10271–10280, 2014..

	 6.	 Arora, A., & Bhattacharyya, S. (2014). An Approach towards Brain Actuated Control in the 
Field Of Robotics Using Eeg Signals: A Review.

	 7.	 Jessica Swenson, Ethan Danahy “Examining Influences on the Evolution of Design Ideas in a 
First-Year Robotics Project”. Tufts University Department of Computer Science, Medford, MA, 
5th International Conference Robotics in Education Padova (Italy), pp. 84–92, July 18, 2014.

https://doi.org/10.1109/DEVLRN.2015.7346164
https://doi.org/10.1145/2591708.2591714


48 Computer Vision and Internet of Things

	 8.	 Ashley Kleinhans, Serge Thill, Benjamin Rosman, Renaud Detry, and Bryan Tripp , “Modelling 
Primate Control of Grasping for Robotics Applications”. CSIR, South Africa, University of 
Skövde, Sweden, University of Liège, Belgium, University of Waterloo, Canada, Computer 
Vision - ECCV 2014 Workshops.

	 9.	 Bin He, Meng Xia, Xinguo Yu, Pengpeng Jian, Hao Meng, Zhanwen Chen, “An educa-
tional robot system of visual question answering for preschoolers”. Robotics and Automation 
Engineering (ICRAE) 2017 2nd International Conference on, pp. 441–445, 2017.

	 10.	 Yuan Gao, Wolmet Barendregt, Mohammad Obaid, Ginevra Castellano, “When Robot 
Personalisation Does Not Help: Insights from a Robot-Supported Learning Study”.  Robot 
and Human Interactive Communication (RO-MAN) 2018 27th IEEE International Symposium on, 
pp. 705–712, 2018.

	 11.	 Repairing of Damaged Car Parts with the Help of Robotics. Available at: https://fortunedotcom.
files.wordpress.com/2016/07/fut-07-01-16-future-of-workautomotive.jpg [accessed on 
08-March-2019].

	 12.	 User Interaction with Robotic Library. Available at: https://i.ytimg.com/vi/1H5tCIWVzFE/
maxresdefault.jpg [accessed on 08-March-2019].

	 13.	 New Materials, Creation Techniques. Available at: https://www.azorobotics.com/Article.
aspx?ArticleID=255 [accessed on 09-March-2020].

	 14.	 Challenging Issues in Robotics. Available at: https://20kh6h3g46l33ivuea3rxuyuwpengine.
netdna-ssl.com/wp-content/uploads/2020/02/robotics-challenges-1024x453.jpg [accessed on 
09-March-2020].

	 15.	 Making Eco-Friendly-Enlivened Robots. Available at: https://link.springer.com/article/
10.1186/s40648-016-0060-4 [accessed on 09-March-2020].

	 16.	 Good Resources in Force. Available at: https://www.theguardian.com/science/politicalscience/
2017/oct/01/will-robots-bring-about-the-end-of-work [accessed on 09-March-2020].

	 17.	 Connections in Robots in Swarns. Available at: https://www.frontiersin.org/articles/10.3389/
frobt.2017.00009/full [accessed on 09-March-2020].

	 18.	 Robot Navigation in a Dynamic Environment. Available at: https://www.quora.com/ 
Whatare-the-problems-in-robot-navigation-in-a-DynamicEnvironment [accessed on 09- 
March-2020].

	 19.	 The Reason can be Artificial Intelligence. Available at: https://science.howstuffworks.com/
robot6.htm [accessed on 09-March-2020].

	 20.	 Mind PC Interfaces. Available at: https://jobs.theconversation.com/?utm_source=theconver 
sation.com&utm_medium=we bsite&utm_campaign=topbar [accessed on 09-March-2020].

	 21.	 Autonomous-Weapons. Available at: https://spectrum.ieee.org/automaton/robotics/military 
robots/why-should-we-ban-autonomous-weapons-to-survive [Accessed on 09-March-2020].

	 22.	 Information from the 2006 WTEC. Available at: https://cdn2.hubspot.net/hub/13401/file 
13223192-gif/images/robotics_challenge[1].gif [accessed on 10-March-2020].

	 23.	 Space Robotics. Available at: https://www.robotics.org/blog-article.cfm/Robotics-In-23 Space/10 
[Accessed on 11-March-2020].

	 24.	 Robotics in Space. Available at: https://robotik.dfkibremen.de/fileadmin/_processed_/7/0/
csm_Space2_5b2f4e1cae.jpg [accessed on 11-March-2020].

	 25.	 Robots for Marine Uses. Available at: https://www.whoi.edu/marinerobotics [Accessed on 
11-March-2020].

	 26.	 Marine Robotics. Available at: https://www.ieee-ras.org/marine-robotics#:~:text=Recently%2C 
%20Marine%20Robotics%20has%20grown,to%20dive%20beyond%206000%20meters. 
&text=Marine%20Robotics%20as%20a%20field,understanding%20large%20scale%20societal 
%20problems [Accessed on 11-March-2020].

	 27.	 Electric Vehicles. Available at: https://www.sae.org/publications/technicalpapers/content/ 
2019-01-0869/ [accessed on 11-March-2020].

	 28.	 Testing of Go-Anywhere Robot Car. Available at: https://i.ytimg.com/vi/6JLJjVSvEV8/
maxresdefault.jpg [Accessed on 11-march-2020]

https://fortunedotcom.files.wordpress.com
https://fortunedotcom.files.wordpress.com
https://i.ytimg.com
http://www.azorobotics.com
https://20kh6h3g46l33ivuea3rxuyuwpengine.netdna-ssl.com
https://20kh6h3g46l33ivuea3rxuyuwpengine.netdna-ssl.com
https://link.springer.com
http://www.theguardian.com
http://www.frontiersin.org
http://www.quora.com
https://science.howstuffworks.com
https://jobs.theconversation.com
http://sation.com&utm_medium
https://spectrum.ieee.org
https://cdn2.hubspot.net
http://www.robotics.org
https://robotik.dfkibremen.de
http://www.whoi.edu
http://www.ieee-ras.org
http://www.sae.org
https://i.ytimg.com


49Robotics in real-time applications

	 29.	 Agricultural Robots. Available at: https://www.postscapes.com/agriculture-robots/ [accessed 
on 11-March-2020]; Sprinkling Water Using Robots. Available at: https://www.governmenteu-
ropa.eu/wpcontent/uploads/2020/06/%C2%A9-iStock-baranozdemir-696x392.jpg [accessed 
on 11-March-2020].

	 30.	 Robots for Logistics and Manufacturing. Available at: https://www.i-scoop.eu/robotscobots-
logistics-4-0/ [accessed on 12-March-2020].

	 31.	 Logistics, Production and Consumer. Available at: https://robotik.dfkibremen.de/fileadmin/_
processed_/1/9/csm_Aila_0023_01cf25cfcf.jpg [accessed on 12-March-2020].

	 32.	 Robots for Rescue. Available at: https://www.intechopen.com/books/search-and-rescue 
robotics-from-theory-to-practice/introduction-to-the-use-of-robotic-tools-for-search-
andrescue [accessed on 12-March-2020].

	 33.	 Advanced Security Robots. Available at: https://robotik.dfkibremen.de/fileadmin/_processed_/
2/9/csm_SAR_a26895106b.jpg [accessed on 12-March-2020].

	 34.	 Robots in Rehabilitation. Available at: https://www.britannica.com/technology/rehabilitation-
robot [Accessed on 12-March-2020].

	 35.	 Robotic Therapy Shown Effective for Stroke Rehab. Available at: https://www.medgadget.
com/wp-content/uploads/2014/01/armin-robot.jpg [Accessed on 13-March-2020].

	 36.	 Military Robots. Available at: https://www.engineersgarage.com/articles/military-robotics 
[accessed on 13-March-2020].

	 37.	 Lavanya Sharma, Nirvikar Lohan “Internet of Things with Object Detection: Challenges, 
Applications, and Solutions”, Handbook of Research on Big Data and the IoT, IGI Global, pp. 89–100, 
March 2019.

	 38.	 Lavanya Sharma, Dileep Kumar Yadav, and Annapurna Singh “Fisher’s Linear Discriminant 
Ratio Based Threshold for Moving Human Detection in Thermal Video”, Infrared Physics & 
Technology, Elsevier, Vol. 78, pp. 118–128, September 2016.

	 39.	 Lavanya Sharma, Dileep Kumar Yadav “Histogram-Based Adaptive Learning for Background 
Modelling: 25 Moving Object Detection in Video Surveillance”, International Journal of 
Telemedicine and Clinical Practices, Inderscience, Vol. 2, No. 1, pp. 74–92, 2017.

	 40.	 Thais Oliveira Almeida “Adaptation Content in Robotic Systems: A Systematic Mapping 
Study”, Frontiers in Education Conference (FIE) 2018 IEEE, pp. 1–9, 2018.

	 41.	 Roxanna Pakkar, Caitlyn Clabaugh, Rhianna Lee, Eric Deng, Maja J Mataricć, “Designing a 
Socially Assistive Robot for Long-Term In-Home Use for Children with Autism Spectrum 
Disorders”. Robot and Human Interactive Communication (RO-MAN) 2019 28th IEEE International 
Conference on, pp. 1–7, 2019.

	 42.	 Lavanya Sharma, Nirvikar Lohan “Performance Analysis of Moving Object Detection Using 
BGS Techniques in Visual Surveillance”. International Journal of SpatioTemporal Data Science, Vol. 
1, No. 1, pp. 22–53, January 2019.

	 43.	 Drone Usage in Covid-19. Available at: https://www.unicef.org/supply/media/5286/file/%20
Rapid-guidance-how-can-drones-help-in-COVID-19-response.pdf [accessed on 10 July 2021].

	 44.	 Lavanya Sharma, Pradeep K. Garg (Eds.) From Visual Surveillance to Internet of Things. New 
York: Chapman and Hall/CRC, 2020. https://doi.org/10.1201/9780429297922.

	 45.	 Lavanya Sharma (Ed.) Towards Smart World. New York: Chapman and Hall/CRC, 2021. https://
doi.org/10.1201/9781003056751.

	 46.	 Lavanya Sharma, “Human Detection and Tracking Using Background Subtraction in Visual 
Surveillance”, Towards Smart World. New York: Chapman and Hall/CRC, pp. 317–328, December 
2020. https://doi.org/10.1201/9781003056751.

	 47.	 Lavanya Sharma, Sudhriti Sengupta, and Birendra Kumar “An Improved Technique for 
Enhancement of Satellite Images”. Journal of Physics: Conference Series, Vol. 1714, p.  012051, 
January 2021.

	 48.	 Supreet Singh, Lavanya Sharma, and Birendra Kumar, “A Machine Learning Based Predictive 
Model for Coronavirus Pandemic Scenario”. Journal of Physics: Conference Series, Vol. 1714, 
p. 012051, January 2021.

http://www.postscapes.com
http://www.governmenteu-ropa.eu
http://www.governmenteu-ropa.eu
http://www.i-scoop.eu
https://robotik.dfkibremen.de
http://www.intechopen.com
https://robotik.dfkibremen.de
http://www.britannica.com
http://www.medgadget.com
http://www.medgadget.com
http://www.engineersgarage.com
http://www.unicef.org
https://doi.org/10.1201/9781003056751
https://doi.org/10.1201/9781003056751
https://doi.org/10.1201/9780429297922
http://www.intechopen.com
http://www.unicef.org


50 Computer Vision and Internet of Things

 49. Gourv Jha, Lavanya Sharma, and Shailja Gupta “ Future of Augmented Reality in Healthcare 
Department”. In: Singh P.K., Wierzchoń S.T., Tanwar S., Ganzha M., Rodrigues J.J.P.C. ( eds) 
Proceedings of Second International Conference on Computing, Communications, and Cyber-Security. 
Lecture Notes in Networks and Systems, Vol. 203. Singapore: Springer, 2021. https://d oi.
org/ 10.1007/ 978-981-16-0733-2_47.

 50. Gourv Jha, Lavanya Sharma, and Shailja Gupta “ E-health in Internet of Things ( IoT) in Real-
Time Scenario”. In: Singh P.K., Wierzchoń S.T., Tanwar S., Ganzha M., Rodrigues J.J.P.C. ( eds) 
Proceedings of Second International Conference on Computing, Communications, and Cyber-Security. 
Lecture Notes in Networks and Systems, Vol. 203. Singapore: Springer, 2021. https://d oi.
org/ 10.1007/ 978-981-16-0733-2_48.

 51. Sanjay Kumar, Priyanka Gupta, Sachin Lakra, Lavanya Sharma, and Ram Chatterjee “T he 
Zeitgeist Juncture of “ Big Data” and Its Future Trends”, 2019 International Conference on Machine 
Learning, Big Data, Cloud and Parallel Computing (C OMITCon), 2019, pp .  465–469. https://d oi.
org/ 10.1109/ COMITCon.2019.8862433.

 52. Shubham Sharma, Shubhankar Verma, Mohit Kumar, and Lavanya Sharma “ Use of Motion 
Capture in 3D Animation: Motion Capture Systems, Challenges, and Recent Trends”, 2019 
International Conference on Machine Learning, Big Data, Cloud and Parallel Computing ( COMITCon), 
2019, p p. 289–294. https:// doi.org/ 10.1109/ COMITCon.2019.8862448.

 53. Thierry Bouwmans, Fatih Porikli, Benjamin Horferlin, and Antoine Vacavant Handbook on 
Background Modeling and Foreground Detection for Video Surveillance. Boca Raton, FL: CRC Press, 
Taylor and Francis Group, 2014.

https://doi.org/10.1007/978-981-16-0733-2_47
https://doi.org/10.1007/978-981-16-0733-2_48
https://doi.org/10.1109/COMITCon.2019.8862433
https://doi.org/10.1109/COMITCon.2019.8862448


Part 2

Tools and Technologies of 
IoT with Computer Vision



https://taylorandfrancis.com


53DOI: 10.1201/9781003244165-7

5
Preventing Security Breach in Social Media: 
Threats and Prevention Techniques

Lavanya Sharma
Amity Institute of Information Technology, Amity University, Noida, India

5.1  Introduction 

Social media networks such as Facebook, Instagram, Twitter, and WhatsApp have become 
the prime source of sharing personal information, thoughts, news, photos, videos, mes-
sages with our friends on a daily basis. While using social media in the present it seems 
very easy to share data within seconds but before 1970 it was not that easy. In 1971, the 
first email was sent between two computers which were sitting next to each other; it was 
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the beginning of the era of sharing information within two different devices in real time. 
Bulletin Board System was introduced in 1987 to share data over phone lines all around 
the world. The first social media site namely Geocities.ws was founded by David Bohnett 
and John Razner in November 1994 which was called Beverly Hills Internet; it was further 
occupied by Yahoo in 1999.

Social media networks deal with a huge amount of data that need to be provided to 
the productive analyzing companies in a secure way keeping in mind the difference 
between the private and the public data of the users. Handling that much becomes 
difficult which leads to breach of user privacy. These breaches would also lead to phys-
ical damage as social media requires the permission of accessing contact, sharing loca-
tion, etc., which is the credential data of a victim. Social media users User Interface 
Description Language to develop multilingual,  multi-platform, and multimodal user 
interfaces so that the user could operate in the social network from anywhere and any 
type of device easily.

5.2 R elated Research Work

William et al. [1] discussed the behavior of different types of users and groups in a 
social media website and describe how these types of activity affect privacy in dif-
ferent social media applications. Hashimoto et al. [2] discussed the benefits of using 
social media sites in a safe way. The author showcases the key components affecting 
the user’s privacy in social media and how to overcome those components without 
changing the functionality of the application or keeping the information sharing con-
cept as it is. Kumar et al. [3] described the privacy issues, security issues, identity theft, 
profiling risk present in these types of applications. It also discusses different types 
of attacks which can be performed on the social network to hack the privacy of the 
user which also includes the new attack strategy occupied by the hackers. It also pro-
vides us with the step to prevent the above attacks. Fire et al. [4] discussed a detailed 
review of the different privacy and security risks, which threaten the w ell-being of 
online social network users in general, and children in particular. It also presents an 
overview of existing solutions that can provide better protection, security, and privacy 
for online social network users. Senthil Kumar et al. [5] describe social media as an 
essential part of humans in da y- to-day life. While enjoying the social media platforms 
user need to understand which information is needed to be kept private and undis-
closed so that no one could use that information in the wrong way. Kumari and Singh 
[6] described privacy as the main concern in social media sites such as Facebook and 
Twitter. The main purpose of these sites is to provide the user with the facility to share 
information. Lack of attention on these sites can lead to a big violation to overcome 
these various methods for securing the data being covered. Kumar et al. [7] discuss 
how the prevention of different social media vulnerabilities can be integrated into the 
design of the social sites to facilitate interaction while enhancing privacy and security. 
Kumar et al. [8] discussed the present privacy and security issues of the social network 
and also discussed each of the popular sites with some of the precaution which needs 
to be taken up.
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5.3 I mportance of Social Media

Usage of social media websites has increased to the extent that almost every person on 
earth is using the social network to share, communicate, and discuss different things with 
colleagues, family members, friends, etc., in a formal or an informal way. Social network-
ing sites are performing well on the internet by receiving more than 10,000 hits per second 
and this is because these sites have many advantages which help their users daily. Here 
are a few of them:

• Communication
The main role of social media is it helps its audience to communicate with any-

one all around the world at no cost which keeps them connected and up to date 
with other people, society, organizations, etc.

• Exchanging Data
Information sharing is very easy and quick, we can share our information with 

a single person at a time or we have the choice to share it with multiple persons at 
a time using groups.

• Discloser of Inactivity
It also helps in the discloser doing inappropriate activities like harming ani-

mals. This could be a great advantage for police to detect the person doing inactiv-
ity across the nation.

• Enhance Business
Helps in creating your community of people through which you can earn by 

sharing your links, blog posts. On YouTube we can share our videos and earn per 
view, and on Facebook we can share our posts, photos, and videos on our pages.

• Cost-Effective Advertising
Online advertising has become the greatest source of getting the right customer 

but there are very few sites which provide effective advertising. So, the role of 
social network sites provides the facility to promote our business with ads in a 
cost-effective way.

• Doubt Solving
As a student or professional we come across difficult questions to answer. The 

role of social media sites like Reddit and Quora helps users to get answers to their 
questions in any field.

  

• Entertainment
These sites also help users to refresh themselves through different sources of 

entertainment such as videos, jokes, and photos. Which are being posted by the 
other you’re and you too have the right to present you entertaining stuff on the 
media sites and become popular through it.

• Quick Response
The information posted on social media spreads quickly which could be a 

good point for correct news but it also helps the rumors to spread quickly. This 
reach also depends on the number of members associated with the person post-
ing the content. The quicker the information spread, the quicker we will get a 
response.
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5.4 P rivacy and Network Threats in Social Media

With the increase in the number of users, it becomes more dangerous to keep information 
private and protected. Hence, many research papers have been published discussing the 
security problems, risks, and privacy threats in using this type of network. Some of them 
came up with precautions which need to be taken while using these online sites. In a social 
network, threats are the point of risk or methods which can be used to exploit the user’s 
privacy as shown in  Figure 5.1. These are mainly divided into four categories.

5.4.1 Classic Threats �

In these types of threats, user’s data is being exploited by using its published public infor-
mation visible to everyone which also includes the attack on his friends too [ 9–20]. Below 
are the threats which come under this category:

• Malware
In a view to the computer system malware could be software, an application, or 

a program which is used to gain unauthorized access to a secure network or to 
harm it. So, here it means gaining access to the secure user profile by using mal-
ware applications.

• Phishing Attack
This attack was first performed in 2007. The attacker creates a fake social media 

login page which looks exactly like the original and sends that page to the user 
in an attempt that the user may try to login through the fake login page and the 
attacker could easily gain the user’s confidential data such as username and pass-
word. This attack is most used today.

FIGURE 5.1
Threats percentage.
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• Cross-Site Scripting
This is an attack on the web application or browser which a victim uses to login 

into social media. In this attack the attacker injects some malicious script on the 
web browser of a victim’s computer which means whenever the victim tries to 
visit the website the script loads up and the private credentials are being stolen.

5.4.2 Modern Threats �   

These types of attacks have been used by most of the attackers as this threat includes the 
creation of a fake profile by using the personal information of the victim user on the profile 
page and after the creating of the fake ID sending a friend request to the other target user.

• Clickjacking
Click is performing some action on the screen and jacking means to like a pic-

ture, video, or page so meaning after combining both is forcing a victim to click a 
malicious link, post, or video.

• Fake Profile
It is also known as Profiling Risk or Profile Cloning. It is nothing but creating a 

duplicate profile page as the victim page with some name and photo of the victim 
and then using that profile ID for the wrong purpose.

• Discloser of Sensitive Information
Many of us share our profile phone public as every social media website has a 

feature to share it so that other people on the website could identify us easily and 
communicate to us but there is a risk involved which is disclosing of user’s iden-
tity and the content present in the image as the image could reveal details such as 
identification of image location and object present in the image.

• Fake Links
While browsing social media we often get to message or a post that offers a huge 

discount for a product which encourage us to click it but when we click on that 
link, we are sending our profile information to the attacker in the form of giving 
our name, address, phone number and sometimes critical bank information too 
such as credit and debit card numbers.

• Watering Hole Attack
This attack is not that common. Considering the make it came from the preda-

tors near the watering holes like lakes looking for the opportunity to attack the ani-
mals drinking the water. So, this type of attack exploits the security by using the less 
secure medium in the organization such as workers and employees and infecting the 
main application with the malware that makes the website or application vulnerable.

• Interference Attack
It is also called a Jamming attack. This attack includes disruption of one’s net-

work by accessing the network in an unauthorized way. This attack is a bit diffi-
cult to perform because while performing the attack the network signals are being 
disrupted very often. This attack can be performed using Bluetooth, phones, or 
microwave ovens.

• Eavesdropping
Most of the social site users use mobile as media to connect to these applica-

tions. As the social site requires an internet connection, many users connect to 
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the internet from public places through free wireless connection through W i-Fi. 
Hence, connecting themselves to a vulnerable network source leads to the risk of 
capturing the user’s data or the network using different sniffing tools available in 
the market.

5.4.3 Combination Threats �   

With the upcoming technology where the world is coming up with new prevention tech-
niques, the attackers combine classic and modern threats to create a more sophisticated 
attack. The prevention technique of both threats is different and so a combination attack 
can create a big problem. This attack can be performed in many ways for example an 
attacker can hack your account by performing the phishing attack and then can post in 
your profile with a link containing the clickjacking attack.

5.4.4  Threats Targeting Children

Younger children are the prime victim as classic and modern attacks are not that much 
specific to an age group, but the below threats are intentionally for the young youth.

• Cyberbullying: This is done using electronic devices such as mobile phones and 
PCs in which these devices are used as media to communicate, share, and post 
negative content about someone such as sending text messages and communicat-
ing through social media websites, online blogs, online forums, or groups, etc.

• Online Predators: It relates to the personal information safety of children. 
Livingstone and Haddon of EU Kids Online defined a typology to understand 
the risk and harm related to the following online activities: harm from content 
( a child’s exposure to pornography or harmful sexual content), harm from con-
tact ( a child who is contacted by an adult or another child for sexual abuse), 
and harm from conduct ( the child as an active initiator of abusive or risky 
behaviors) [4].

5.5 P revention Techniques and Strategies

5.5.1  Never Connect to Open  Wi-Fi Networks

In most of the cases the user is not concerned about the forms of attacks which can be 
performed using the free network as such. But keep in mind that the network may not be 
secured and may use the information shared by you using that internet connection. The 
prevention of this is too possible use your mobile data or else use a VPN service like 1.1.1.1 
by Cloudflare which makes your data secured and faster free of cost.

5.5.2  Check Before You Post

Always remember that any information of data you share on the internet is always avail-
able to everyone if you make that information public and even the deleted data from your 
side also remain on the web in form of cache in the other user’s browser who viewed your 
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data. So, you have to be careful while posting anything which you are comfortable with 
anyone viewing that data. Another thing to keep in mind is to limit the amount of infor-
mation we post, we should never disclose our credentials such as phone number and home 
address to the public.

5.5.3  Limit the Number of People

With the increase in the number of users, it is easier for someone to communicate with 
different people and misuse this feature by pretending as someone else. To prevent this 
we should keep the friends we know and be careful about sharing the level of information 
with everyone. It is better to avoid interaction with a stranger.

5.5.4 Avoid Rumors �

Never believe in information shared on the web as already discussed. Social media could be a 
great platform to spread information quickly but the shared information has no confirmation 
that it is true as it is being posted by an individual and hence can be a rumor. To avoid these, 
an individual should use common sense to figure out the authenticity of the information.

5.5.5  Use New Authentication Techniques

As we know with the use of phishing attacks, we can find out the username and pass-
word of the user but what if we have a t wo-factor authentication which means a user 
must go through two verification processes to be signed into the profile. So, the attacker 
may know the username and password but fails while trying the second authentication 
process. Almost all the sites have adopted this technique. The new method also includes 
 multi-factor authentication such as face and voice recognition and fingerprint scanning.

5.5.6  Use of Antivirus

It is always better to be on the safer side and the best possible way to do so is by installing 
an antivirus which will minimize your concern and take care of data. Using a free antivi-
rus could be good for students not having money to afford but it is always recommended 
to buy a subscription to any popular antivirus as paid stuff will always perform better 
than a free version.

5.5.7  Make Password Strong

Password is the first and the main authentication keyword for a user’s data, hence it 
becomes very important to make it strong. There are possible ways to crack the weak pass-
word using the possible word phrases of your date of birth, phone number, etc. To make 
the password strong you must always use a random combination of uppercase, capital, 
and lowercase letter with different numbers and symbols. Using a different password for 
different websites and accounts is always recommended.

5.5.8  Keep Software Update

Updating the application every time a new update is available is important so that the 
application could have the latest algorithms which would block the attacker to attack on 
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the breaches present in the previous versions. The updating is also useful to come up with 
the new features and to make the latest operating system compatible with that version  
of the app.

5.5.9  Analyze the Setting

This is true that without your permission or any action, no one can get access to your 
account data. So, it is essential to stay updated with the latest privacy settings. The default 
settings may allow everyone to view your profile data, but they can be customized. You 
can restrict access to only a few people whom you are comfortable with when seeing your 
data. Check the privacy setting regularly as new privacy settings are being added very 
frequently to make the account safer.

5.5.10  Observe Your Children

Children are prime victims of threats as they are not familiar with the vulnerabilities. For 
example, a child can try to misrepresent his age to bypass the age restrictions on different 
sites so If you are a parent, you should apply all the abovementioned techniques to your 
children’s social profile. Activity monitoring software can be used to keep an eye on the 
children.

5.6 Future Scope �

There are several existing and emerging attacks in the field of social network privacy and 
security which could lead to the creation of new researchers who can provide a much 
considerable solution to these problems. To prevent the strategies adopted by the new era 
of hackers we need to create a comprehensive mixture of different solutions available. 
For example, using different algorithms experts can predict private traits of almost all 
users such as age and gender, based on the number of likes they give to a certain post and 
combine this technique to find out the fake profiles in a social network. Other techniques 
involve flashing warning messages on the user to check the posted information as it could 
be sensitive and therefore algorithm advice not to post that information. Eventually, these 
methods could effectively help in detecting malware, miscellaneous activity, fake profile, 
fake URLs, phishing attacks, and all other threats. Research should come up with new 
techniques to educate users about privacy and policies by providing them with the appro-
priate settings for their profiles.

5.7 Conclusion �

The usage of social media websites is increasing to a great extent and on average a person 
spends more time on social media than any of the other online activities. So, privacy is 
a big concern and the only way to resolve the privacy and security issues is to make the 
audience aware of gathering details about how someone can be easily tricked through 
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these applications. We have recommended ten solutions and precautions which can be 
taken care of while using social networks. We also request users to educate the surround-
ings regarding online threats. Users must be careful while sharing stuff, adding a new 
friend on social media as there is no way to identify the other user’s real identity. A great 
way of preventing these threats is keeping your systems  clean—having no malware or 
virus (u se antivirus) and software up to date. As far as future research is concerned social 
networks and other organizations are coming up with applications having an improved 
version of security features. In the end, our security is in our hands only; nevertheless hav-
ing the  state- of- the-art security solution could only help if we pay attention. Thus while 
using the social network correct precautions need to be taken by the user to preserve  
his security.
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6.1  Introduction 

The Internet of Things (I oT) denotes the interconnection of interrelated devices, called 
“ thing,” by using communication technology to collect and transfer data without interven-
tion from a human. IoT promises to transform the business model and lifestyle rapidly. 
Sensors, actuators, and other devices can collect and analyze data in real time to effect 
different aspects of different domains [1,2]. Along with IoT, another branch impacting the 
development of automatized modern society is image processing. This method performs 
a variety of operations on an image to receive an enhanced image or to extract useful 
information from it. Both IoT and image processing have wide applications in a variety 
of industries independently. The individual applications of this field have been success-
ful in many areas. The integration of these techniques is also viable and yields optimum 
outcomes [1 –12]. The recent explosion of “h uge records” has ushered in a new generation 
age of artificial intelligence (A I) algorithms in a lot of fields of technological interest. In 
this chapter, the applications and general architecture of IoT, steps in image processing, 
the importance of image processing in IoT, and the role of AI in image processing and IoT 
are discussed.
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6.2 Image Processing �

Image processing is the process of applying some procedures to an image so that we can 
get a more desirable output in the form of an image or extract some beneficial data from it. 
Image processing is a category of signal processing in which the image is the input data. 
The output may be an image or attributes associated with that image. Effectively mak-
ing use of unstructured facts from large amounts of image and voice statistics proves to 
be pretty challenging for data mining professionals [13]. The processing of unstructured 
statistics usually includes the usage of deep learning algorithms and those algorithms 
can be daunting for novices. In addition, processing unstructured records usually calls 
for powerful graphics processing units and a large number of computing sources. The 
advancement of AI and big facts technology has helped gas improvements within the 
retail enterprise.  Cutting-part products, inclusive of Alibaba Cloud’s Image Search and 
machine learning ( ML) platform for AI, have changed the means of customers’ interaction 
and shopping for products. Customers now do not want to queue up in b rick- and-mortar 
stores; they can also conveniently search for products by means of performing a short 
photograph seek [5, 14–28].

However, the use of  image-based search generation is not confined to an easy product 
search on  e-commerce platforms in the retail enterprise. In latest years, we’ve witnessed 
an increasing number of projects to offer new clients easy  content-based image search. 
This consists of using image look for inventory retaining unit, and additionally for match-
ing merchandise with supply substances and or styles.

There are two major categories of image processing namely, analog and digital image 
processing. Analog image processing generally uses hard copies like printouts. Researchers 
use different operations of interpretation while the usage of those visible strategies. Digital 
image processing methods enable to manipulate digital photos by way of the use of com-
puters. The three w ell-known phases that information needs to go through at the same 
time as the use of the digital approach are  pre-processing, enhancement, and output 
[29–36].

6.3  AI Solutions for Image Processing

Researchers have achieved extraordinary advances in unleashing the power of AI on appli-
cations related to image processing. Techniques of image processing collaborated with AI 
are extensively utilized in different domains, such as medicinal drugs, law enforcement, 
cybersecurity, and retail. AI integrated with image processing has paved the way for com-
puting devices to acquire new functionalities by using the method of ML [ 6–28, 33–42]. 
Some of these areas are as follows:

• Image category
• Object recognition
• Object tracking
• Image generation
• Image retrieval
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For utilizing the different image processing functionality with AI, some tools and resources 
such as datasets, libraries, and frameworks are also required. Researchers can utilize loads 
of  open-source services to use to make develop  AI-based image processing applications.

The following frameworks will assist in better knowledge or function of AI in image 
processing:

6.3.1 OpenCV �

An important  open-source library for image processing and computer vision application is 
the Open Source Computer Vision Library or OpenCV. OpenCV was created to give gen-
eral architecture for computer vision packages. OpenCV is a Berkeley Software Distribution-
certified product and it is easier to use in different areas or programs. It’s a free prescient 
library which allows users to carry out different methods of image processing such as:

• Input
• Compression and decompression
• Enhancement and recovery
• Denoising
• Segmentation
• Data extraction.

This library contains more than 2,500 optimized algorithms, which incorporates a compre-
hensive set of traditional image processing techniques along with the latest trends like ML.

6.3.2 TensorFlow �

TensorFlow is an  open-source software program library for various applications. It is uti-
lized in a huge range of obligations but is specifically focused on training and inference 
of deep neural networks. We can use this to process the veracity of information, related 
to image processing, such as detection of an object, feature extraction, recognition, and 
feature extraction. TensorFlow consists of libraries to develop and train customized deep 
learning and neural networks. One of the main advantages of this framework is that it 
supports Jupyter Notebook and is an easy coding platform. TensorFlow is compatible with 
many famous languages, which include C++, Python, Java, Rust, and Go.

6.3.3 Keras �

Keras is an application programming interface designed for an artificial neural network. 
Keras follows practices for reducing cognitive load while giving regular and simple appli-
cation programming interfaces. It minimizes the range of consumer actions required for 
common use instances, and it affords clear and actionable mistake messages. It also has 
great documentation and developer publications.

It is widely popular for those who simply start to use machine gaining knowledge of 
algorithms of their tasks as it clarifies the making of a deep getting to know the model 
from scratch. Keras is simple to control and a prototype of different styles of neural net-
works. The library became built on TensorFlow and is presently absolutely integrated 
into the framework. This approach that one may write its deep studying model in Keras, 
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because it has a much greater u ser-friendly interface, and then effortlessly put in force 
selected functionality or feature from TensorFlow on this model. It can also be located o
top of other popular AI frameworks consisting of Microsoft Cognitive Toolkit and Theano

a 
n 
.

6.3.4 VXL �

The VXL is fixed for libraries of computer vision and image processing. It implements 
some of the popular computing imaging and prescient technology algorithms and associ-
ated functionalities.

6.3.5 AForge.NET �

AForge.NET is a computer programming library with a couple of libraries that may be 
used for picture or image processing and computer vision to utilize neural networks and 
fuzzy computations [37].

6.4 A dvantages of the Use of AI in Image Processing

The implementation of image processing strategies has had a massive effect on many 
application domains and industries [ 10–28, 33–42]. Following are most of the most benefi-
cial blessings of image processing, regardless of the sector of operation:

• Processing Is Less Difficult and Fast
It allows the customers and industries to feedback for their merchandise and 

service. It’s a feasible way to the life of computer vision in rapid computers.
• Reliability

Computer systems and cameras don’t have the human aspect of tiredness which 
is eliminated from it. Efficiency commonly stays equal; it doesn’t rely on outside 
elements together with illness or sentimental repute.

• Accuracy
The precision of computer imaging and computer vision will make sure a higher 

accuracy on the final product.
• An Extensive Variety of Use

We can see the identical laptop machine in numerous special fields and activities. 
We can also find this in factories with warehouse monitoring and transport of ele-
ments and in the clinical industry via scanned pics, among different alternatives.

• The Reduction of Prices
Time and mistakes fees are reduced inside the system of computer imaging. 

The computer vision techniques will require the help of experts in imaging and 
designing variety of tools and applications.

 (i) The virtual picture can be made to be had in any desired format ( improve photo, 
 X-Ray, bad photograph, and many others).

 (ii) It allows improving pictures for human interpretation.
 (iii) Information may be processed and extracted from pictures for device interpretation.
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 (iv) The pixels in the photograph can be manipulated to any desired density and 
contrast.

 (v) Images can be stored and retrieved without difficulty.
 (vi) It allows for easy electronic transmission of photographs to 0. 33-birthday party 

companies.

6.5 C hallenges of AI in Image Processing

There is no doubt about the importance and role of AI in image processing in the 
 modern-day application domain [ 12–28, 36–42]. However, these approaches have certain 
challenges as well.

• Lack of Specialists: The computer vision era entails the use of AI and ML. To train 
a computer vision application powered by means of AI and ML, corporations want 
to have a group of professionals with technical understanding. Without them, 
building a machine which could analyze the surrounding details isn’t always 
feasible.

• Need for Constant Monitoring: Being a machine, the devices using this applica-
tion can break down or have a technical glitch. To avoid this, agencies must get a 
devoted group onboard for everyday monitoring and assessment.

• Necessity for Experts: There’s a massive necessity for professionals related to the 
sector of ML and AI. A large number of people are benefitted by this decrease in 
training rate and other expenditure.

• Delaying with Failure: Eliminating the human factor may be suitable in a few 
cases. But whilst the device or tool fails, it doesn’t announce or count on that prob-
lem, whereas a human individual can inform in advance when the person won’t 
come. When the device fails due to a glitch, cyberattack, or other software prob-
lems, it’s quite possible that computer vision and image processing will fail. But 
if we do not resolve the hassle, the capabilities of the device can disappear. It can 
completely freeze the production in the case of warehouses.

Despite their current barriers, image processing systems can convey corporations’ tremen-
dous possibilities to increase revenue streams, meet productivity dreams, and streamline 
the  decision-making approach.

6.6  Image Processing in IoT

In this section, the role of image processing in I oT-based applications is discussed. There 
are numerous  IoT-based projects which focus on or utilize image processing techniques. 
Image processing provides methods of image acquiring, enhancement, restoration, fil-
tering, etc., which helps to facilitate the development of I oT-ready applications. In this 
section, image p rocessing-enabled  IoT-based services related to healthcare, agriculture, 
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solutions, smart city, security, etc., are discussed. Image processing in IoT has prominent 
usage in healthcare sectors, such as clinical monitoring, remote patient surveillance sys-
tem, and preventive and controlling system. Different types of images related to physi-
cal modalities such as X -ray, CT, MRI, and dermascopy images can be integrated with 
IoT applications for having  real-time and distance diagnostics and treatment options. 
Agricultural technological integrations lead to better production of crops which is a fun-
damental requirement for life [ 10–28, 33–42]. Greenhouse farming, small to large scale 
farming uses the IoT technology coupled with image processing applications to do many 
things such as checking crop quality, growth cycle of crops, presence of pests in the crops, 
and monitoring of soil or water or other resources necessary for the crop to grow. This 
led to the core concept of smart farming and agriculture to produce improved crops at 
lower prices. Moreover, communication with the sellers and retailers of the crops also 
increases profit for the farmers because they can send the crops to the market at the cor-
rect time. The consumers are also benefitted as they get the crops in the best condition 
of ripeness and quality. Another promising utilization of IoT integrated with image pro-
cessing techniques is the development of smart cities. Smart cities use information tech-
nology methods to optimize operation methods by sharing information in a r eal-time 
environment. IoT applications are inevitable in smart city development and control. Many 
of these IoT applications rely on image processing techniques. Some of the areas which 
use image processing techniques along with IoT applications are automated street lights, 
smart parking, smart traffic management, smart security system, etc. In a smart security 
system, image processing plays an important role in acquiring, enhancing, and detect-
ing modalities from web cameras or IoT sensors on a 24*7 basis [33,35,36,38,39,41]. This 
includes surveillance of sensitive areas, government infrastructures, monuments, roads, 
and many more. Some other role of image processing in IoT includes biometric identifica-
tion system, smart home development, production in industries, etc. With this, it can be 
comprehended that image processing integrated with IoT applications has many roles in 
the development of the lifestyle of humans [ 43–45]. In this chapter, the work of one of the 
important and popular image processing techniques, that is, filtering is shown practically 
to display the impact of this in an image which leads to better development of IoT applica-
tions. A test image is taken in  Figure 6.1.

 Figure 6.1 represents the test image taken by the author. The entropy of the image in 
 Figure 6.1 is 7.1553 and the mean of the image is 86.390. Then two popular filtering tech-
niques are applied to the test image.

FIGURE 6.1
Test Image 1.
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In Figure 6.2a, the entropy and mean are 7.1721 and 86.846, respectively. The image in 
Figure 6.2a is obtained by applying median filtering in Figure 6.1. Similarly, the entropy 
and mean of the image in Figure 6.2b after the application of median filtering are 7.2781 and 
86.368, respectively. Entropy and mean are two image quality measuring parameters. In 
both cases of filtering, the resultant images show better quality as per entropy and mean.

To prove the efficiency of image processing techniques in improving the quality of 
images helping in the development of IoT applications, contrast enhancement techniques 
are also introduced. Contrast enhancement techniques are used to improve the contrast or 
visual image. Figure 6.3 represents the test image used to illustrate the contrast enhance-
ment techniques.

In Test Image 2, we have applied two contrast enhancement techniques such as 
intensity-based and histogram-based enhancement techniques. This is given in Figure 6.4a 
and b, respectively.

From the above images, the visual cues for perception are better. The image processing 
techniques show that improved image quality can be used in various IoT applications to 
get optimal results. Many other image processing techniques are present which is inte-
grated with IoT applications to have efficient and robust results. Image processing tech-
niques create the basic ground for application developers to deploy the power of IoT for 
better experiences.

FIGURE 6.2
(a) Test Image 1 after application of median filtering (row wise). (b) Test Image 1 after application of Weiner 
filtering.

FIGURE 6.3
Test Image 2.
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6.7 � Conclusion

Image processing techniques are essential in the development of various modern-day 
applications, such as health monitoring system, CCTV surveillance system, natural disas-
ter management, and incident response team. These are often integrated with IoT in frac-
ture to usher the development of automation and enhanced lifestyle. The tools which are 
popularly used for AI-based image processing are discussed along with the advantages 
and limitations in image processing. The usage of image processing methods in IoT is also 
discussed with a comparative experimental result.
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7.1  Introduction 

Computer vision ( CV) is a branch of artificial intelligence ( AI) which aims to mimic the 
tasks done by human vision. The processing of images is taken from digital cameras or 
video streams to detect an object of interest and classify them accordingly. In the medical 
domain, radiologists find a pattern of irregularity in the tissues or bones of a person. The 
work done by radiologists makes CV an ideal choice to find the irregularity in a more accu-
rate manner and overall results in productivity improvement. CV technology provides 
potential support in various applications to deliver lifesaving functionalities for patients 
[1 –6]. This emerging technology focuses on training a system to replicate human insight 
and to understand the object. In healthcare, it helps in early diagnosis and treatment of 
illness, medical imaging, clinical trial reduction, surgeries ( laparoscopic and robotics sur-
gery). In the last few decades, both CV and AI play a vital role in changing the healthcare 
system. CV algorithms detect anomalies and patterns in medical images to obtain a diag-
nosis [ 7–20]. In combination with machine learning ( ML) and neural networks, CV detects, 
evaluates, and interprets the images. The main aim of CV in healthcare care is to provide 
an accurate diagnosis, timely detection, and clinicals in critical situations (s ee  Figure 7.1). 
The major benefits of  AI-driven CV technology are listed below:

• Increase in productivity of clinicals.
• Screening and sortation of an image from the queue.
• Automatic updating of records.
• Lessen mistakes in manual checking of an image.
• Monitoring and quantification of the infected region across a time frame.

The state of art in AI and CV has various applications which process a huge amount of data 
to detect the pattern that may evade human eyes. In many situations, minutes of detail have 
great importance and can be the difference between life and death [7]. The visual pattern 
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recognition capability of A I-driven CV technology transforms the healthcare industry in 
many ways such as improved diagnosis (  X-Ray, CT scan, MRI, EEG, ECG), timely treat-
ment of illness, and increased efficiency in medical procedures ( see  Figure 7.2).

7.2 E volution of CV

This technology exists for a decade and initial techniques were based on mathematical 
tools and image processing that perform edge detection, segmentation in the images, 
identifying the object from the background. But transformation begins in 2010 with a 
combination of deep learning ( DL). DL algorithms more accurately detect the object in 
complex situations without explicitly defining the pattern. Recently, a lot of advancement 
in  DL-based CV technology can be seen with a 90% accuracy rate as shown in F igure 7.3. 
Some of the notable use cases are face detection, video surveillance, automatic vehicles, 
gaming, robotics, healthcare ( radiology, oncology, lab test, surgery, cardiology, dermatol-
ogy), and defense [10,11,13,21,22].

FIGURE 7.1
Applications of AI and CV in healthcare.
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7.3 M edical Imaging Techniques

Medical imaging ( MI) is a noninvasive technique of imaging inside of a patient’s body 
for medical analysis. This technique is most widely used for bone and tissue examination 
for any anomalies [ 22–33]. A radiologist can do the interpretation of the images. MI tech-
niques are as follows.

7.3.1 X-Ray �

This technique uses ionized radiations which penetrate various parts of the patient body 
to produce digital images of bones and tissues. In the medical field, this technique is 
widely used for the diagnosis of illness or abnormality. This MI technique comprises digi-
tizing devices such as image plates or flat panel detectors [ 29–31,34]. Recently, this tech-
nique is widely used to detect  Covid-19 ( a deadly virus) infection in the lungs as shown 
in  Figure  7.4. Early symptoms of this virus are fever, breathing difficulty, dropping of 
saturation level, sore throat, and headache that can be detected using the  X-Ray technique.

7.3.2 Computed Tomography (CT) �    

It is a diagnostic imaging technique which is used to generate detailed information of 
internal body organs, bones, soft tissue, and blood vessels. It is a useful diagnostic tool for 
detecting illness and internal injuries. It comprises a series of  X-Rays taken from different 

FIGURE 7.2 
AI-driven CV technology in healthcare.
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angles around the patient’s body and a system that produce a 3D image of soft tissues 
and bones. This technique provides more detailed information as compared to X -rays. In 
this technique,  X-Rays are used which produce ionizing radiation which is harmful and 
sometimes may damage DNA and often lead to cancer. A patient diagnosed with fever for 
six days is recommended for  RT-PCR and CT as shown in  Figure 7.5. Early diagnosis of 
 Covid-19 is crucial for treatment and control as compared to the  RT-PCR test. CT technique 
provides 98% sensitivity for  Covid-19 infection as compared to  RT-PCR with 71% sensitiv-
ity. It is considered a routine tool to diagnose pneumonia at an early stage in a faster man-
ner [10,29,35].

7.3.3  Magnetic Resonance Imaging ( MRI)

This is an MI technique used to form images of the anatomy and physiological process of the 
human body. It comprises magnetic fields, magnetic field gradients, and  system-generated 

FIGURE 7.3
Lung cancer detection in CT images using DL. ( a) Normal chest. ( b) Right chest lung cancer.
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FIGURE 7.4
MI using  X-Ray. ( a) Normal lungs. ( b)  Covid-19 infected lungs.
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FIGURE 7.5
MI using CT. ( a) Normal chest CT with axial and coronal planes was obtained at the onset. ( b) Chest CT shows 
minimal  ground-glass opacities in the bilateral lower lung lobes. ( c) Chest CT shows the progression of pneu-
monia with mixed  ground-glass opacities and linear opacities in the subpleural area. ( d) Chest CT shows the 
absorption of both  ground-glass opacities and organizing pneumonia.
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radio waves to scan the organs in the body [10, 21–23, 28–33, 36–41]. This technique is used 
to diagnose conditions that affect soft tissue and organs such as (  Figure 7.6):

• Tumor or cancer.
• Joint injury, spinal injury, and soft tissue injuries like damaged ligaments.
• Internal organ injury such as brain, digestive organs, and heart, kidney.

7.3.4  Diagnostic Medical Sonography

This technique is also known as sonography or ultrasound that is used to scan 
 high-frequency sound waves. This technique generates images of the internal body 
of a patient. CV algorithms used in MI are shown in  Figure 7.7. This technique is safe 
during pregnancy because it uses echo or sound waves to create images of the internal 
body [10,21,29,32, 38–41]. Some of the important key features of this technique are as 
follows:

• Scanning procedure is safe and widely used for diagnosis.
• Widely used to check the progress of a pregnancy.
• No prior preparation is required for this test.

FIGURE 7.6
MRI of a patient. ( a) Intervertebral disc herniation at  L5-S1 causing cord compression. ( b) Osteoporotic fracture 
at D12 vertebrae.
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7.4 D igital Imaging Standards in MI

There are two standards in MI, which are listed below.

7.4.1  Digital Imaging and Communication in Medicine

This is used for the loading and exchange of medical images [10,22,29]. Such a typical file 
comprises a header and an image. The header contains metadata and imaging techniques 
of a patient.

FIGURE 7.7
Diagnostic medical sonography of female uterus. ( a) Endometrium thickness. ( b) Ovaries of females.
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7.4.2  Picture Archiving and Communication System

It is a system used for loading and exchange of image files. This is used for implementing 
a workflow of images from taking to analysis to archiving.

7.5 C V Algorithms Used in MI

 AI-empowered CV technologies play a vital role in the healthcare industry. In literature, 
various CV algorithms are present that are widely used in MI. Some of them are men-
tioned below.

7.5.1 Classification �

These algorithms will classify an image into two or more classes. For example, an algo-
rithm trained to detect lung nodules can classify chest X -Ray based on the presence or 
absence of a nodule [23,42,43].

7.5.2 Localization �

In this, algorithms can point to the location of a pattern by creating a bounding box around 
the problematic region. For example, in the case of mammography, the algorithm can draw 
a box around a suspected tumor on a breast  X-Ray image of a patient [44,45].

7.5.3 Segmentation �

It is a technique that can c olor-code a set of pixels in an image representing regions of 
detected patterns. This is widely used to determine the size of the anomaly. The size of the 
change of anomaly can be compared by images captured at a different time [25,46].

7.6  Use Cases AI and CV in MI

 AI-empowered CV models are trained on the medical images that can be used to detect, 
classify, and locate the pattern such as tumors and bone fractures [ 10–20,22, 27–32, 38–40]. 
These techniques have a high accuracy rate in the medical image.

7.6.1 Diagnostic Assistance �   

 AI-empowered CV techniques help a radiologist to diagnose the anomalies in the image 
or any region by saving time spent in diagnosis [23, 43–46].

7.6.2  Screening and Sortation

AI algorithms can analyze and sort the images in picture archiving and communication 
system that help a radiologist to diagnose the anomalies at an early stage and treatment 
can be started accordingly [24,36,43].
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7.6.3 Monitoring �

To analyze response to the treatment in oncology, for example, diseased tissues images are 
captured and compared at a distinct interval of time. The variation in diseased tissue size 
can help in understanding the response to the treatment [10,29].

7.6.4 Charting �

Post review of findings prepared by AI tool by the medical practitioner provides the essen-
tial inputs required for medical charting that otherwise need to be recorded manually 
[21,40].

7.7 A pplication of CV in Imaging

Over the past few decades, AI and CV technologies have contributed significantly to the 
resolution of a large number of biomedical problems, including oncology, cardiovascu-
lar analysis, neurology, ophthalmology, MRI CT, and X -Ray [10,21,22,29,47,48]. Some of the 
important applications are listed below.

7.7.1  Cardiovascular Image Analysis

This analysis has been performed at the Iowa Institute of Biomedical Imaging. Since the 
1990s  X-Ray coronary angiography, 2D/ 3D/ 4D ultrasound ( including intravascular), MRI, 
and CT have led to the established and validated software for numerous medical queries 
and  real-time applications such as coronary artery disease, heart transplant, and arrhyth-
mia [10,29].

7.7.2 Oncology �

 AI-empowered CV algorithms have shown promising results in cancer diagnostics and 
treatment, improved response estimation, and predicted medical outcomes [8,46].

7.7.3 Ophthalmology �

In ophthalmology, CV technology concentrates on diseases having incidences such as 
diabetic retinopathy, retinopathy of prematurity, a ge-related problem, congenital cataract, 
and retinal vein occlusion [10,21].

7.7.4 Neurology �

It allows researchers and neuroscientists to build improved models to simulate the human 
brain. Neural networks act as “ virtual brains” that capture the representation of the human 
brain. Some of the applications of  AI-based neurology are stroke detection, brain tumor 
assessment, and treatment. Emblem et al. proposed an ML algorithm using  MRI-based 
blood volume distribution data to foresee preoperative glioma survival. Researchers from 
the Heidelberg University Hospital and the German Cancer Research Centre have trained 
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an ML algorithm using the app. It consists of 500 MRI scans of patients suffering from
brain tumors [10,49].

 

7.7.5 Orthopedic �

This field requires a combination of surgical skills and innovative technology. Over 
the last few decades, there is a rapid adoption of A I-empowered CV technologies 
into this field such as spinal deformity detection and surgical outcome calculator ( see 
 Figure 7.8). In CV, convolutional neural network ( CNN) has proved useful for these pur-
poses. Pretrained CNNs enable the transfer of information to a particular new fracture 
detection, without the requirement of any computational training that seems to be very 
time-consuming [29,36].  

7.7.6 Emergency Medicine �   

CV research is rapidly growing in emergency medicine. Various AI interventions help in 
the improvement of emergency care especially for  prediction-based diagnoses and acute 
radiographic imaging.  High-quality evidence is required to further assess the  short-term 
and  long-term medical outcomes [29,47,48,50]. In emergency medicine, patients are assessed 

FIGURE 7.8 
X-Ray analysis of a patient. ( a) Preoperative  X-Ray spine of scoliotic deformity. ( b) After correction.
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with a limited amount of information and clinicals often find themselves balancing the 
probability for risk and decision making. Emergency medicine can surely get benefits due 
to its potential value in prediction during triage and diagnosis of  time-sensitive patients.

7.7.7  MRI Brain Interpretation

CV technologies are used as an adjunct to MRI brain interpretation as the  AI-Rad 
Companion Brain MR for Morphometry Analysis can automatically detect roughly 30 
brain segments on MRI images, calculate their volumes, and compare the outcomes to data 
in a normative reference database for brain morphometry from the Alzheimer’s Disease 
Neuroimaging Initiative [8].

7.7.8 X-Ray Analysis �   

CV technology presents an important opportunity for radiologists to improve the qual-
ity of interpretation and enhance the value of radiology in patient care and health. Lung 
cancer detection, dentistry interpretation, pneumonia detection, tuberculosis screening, 
and radiologist performance can get a boost from a CV algorithm that identifies previously 
undetected.

7.7.9 Surgery �

In modern surgical practice, various kinds of surgical cameras are used that provide pow-
erful visual information. This information is used by surgeons to visualize the clinical 
site and decision making. This signal can be used by CV models to provide support in the 
detection of instruments, or any activities in  real-time during operations in the surgical 
room and postoperatively for analysis and surgical insight [10,29,32,33,36,43].

7.8  Critical Success Factor

 CV-based AI/ ML/ DL algorithms can be used in MI to enhance the productivity of clini-
cals. These algorithms can help early diagnosis and treatment of patients. The regulatory 
agencies like the Food and Drug Administration allow these products to be used in diag-
nosis. The important critical success factors are discussed as follows.

7.8.1 Accuracy �

CV Products are already trained on extensive data. However, all DL/ ML/ AI products are 
based on training data. It is important to validate that the product is correctly predicting 
for every new installation.

7.8.2 Seamless Integration �   

CV products cannot exist in isolation. It needs to be integrated seamlessly in the applica-
tion environment so integration should be well designed to save time such as less upload-
ing time of images on the system.
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7.8.3 � Training

A training session should be arranged for clinicals regarding correct usage of products 
such as sonography, X-Ray, MRI, and CT.

7.8.4 � Productivity Metrics

The business case is normally based to boost productivity. To validate it, a metric should 
be built in the integration or within the AI Product.

7.8.5 � Data Security

CV-based technologies such as AI/ML/DL are well democratized. Throughout the world, 
various companies are using CV-based technology for product making. So, it is very 
important to check whether the AI vendor is registered with a particular country or not. 
Another important factor is to verify where the product is hosted where developers who 
have access to the data are based at.

7.9 � CV in Surgery and MI

With the rapid availability of surgical video sources and the merging of technologies around 
storage, processing and understanding of video, medical solutions, and product support 
vision has become an essential component of advanced surgical capabilities (see Figure 7.9). 
The data availability and computational advancement and AI/ML/DL methodology have 
led to rapid developments in this domain [10,22]. In the last few years, surgery has gradu-
ally moved toward the minimally invasive surgery (MIS). Most of the surgical operating 
theatres are currently well equipped with digital cameras to visualize the surgical site. 
The video generated from digital cameras contains valuable information related to motion, 
shape, size, and functions of the anatomy and instrumentation within it [21,33,50–58].

FIGURE 7.9
A surgical theatre with advanced surgical capabilities.



89Surgical Operating Theatre and Medical Imaging

At the time of surgical operations, this video is recorded that contains information about 
the surgical process, instruments used, complications, steps taken for surgery, and risk. 
These recorded videos can be used further for educational purposes, clinical meetings, 
conferences, or case reports for research purposes [10,11,21,33]. To make vision problems 
manageable, computational methods focus on a subdivision of human vision systems 
such as object detection and tracking and spatial understanding in surgical images (see 
Figure 7.10).

Various surgical datasets are publicly available for training and validating new algo-
rithms that result in fast progress toward automatic analysis of surgical data. The use of 
CV technology to process data from wide-ranging intraoperative imaging modalities or 
digital cameras can be categorized into three different applications.

7.9.1 � Understanding of Surgical Procedure

A surgical procedure can be categorized into various steps such as dissection, anastomo-
sis, and suturing. Detection and localization of these tasks allow for surgical modeling 
and workflow assessment. This enables the MIS to practice toward the establishment of 
standard protocols and guidelines for task execution, optimal tool position w.r.t. anatomy, 
less complex, and cost-effective surgical operations. This surgery results in high security, 

FIGURE 7.10
Minimal access surgery. (a) Ovarian cyst. (b) Endoscopy. (c) Congenital diaphragmatic hernia.
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reduce stress, lesser blood loss, and less pain [22,33,54,55]. A I-empowered CV technolo-
gies are well equipped with digital cameras and sensors that make the surgical procedure 
more effective. Intraoperative videos provide a lot of information about the quality and 
workflow from these videos.

7.9.2 Object Detection �   

Object detection in digital images is the main component of CV. Surgical videos aid in 
visualizing medical goals and sensitive regions to optimize and increase the procedure 
safety such as surgical instrument detection ( Automatic detection and localization helps 
in accurate positioning and ensure critical structures are not injured), lesion detection ( AI 
vision systems can provide aids highlighting lesions and anomalies that could not be pos-
sible without AI systems) as shown in  Figure 7.11, anatomy detections ( Detection and high-
lighting of anatomical areas during surgery can provide guidance and avoid accidental 
damage of nerves and vessels) [10,29,33,37,47, 59–62].

In robotic surgery, this information provides active guidance during needle suturing. 
Due to this research on the surgical instrument is increasing day by day. In robotic sur-
gery, interesting possibilities is there to generate a huge amount of data to trained AI mod-
els rather than manual labeling which is expensive and  time-consuming [33,37,47,53,59,60]. 
The instrument detection has also received interesting possibilities in  non-robotic surger-
ies such as colorectal, spine, pelvis, and retinal. In these cases, vision for instrument analy-
sis can help in modeling a system which can report analytics about instrument usage.

7.9.3  Object Tracking or  Computer-Assisted Navigation

In the last few years, there is a rapid growth in AI and CV techniques which are used 
for localization and mapping of the environment using surgical cameras. In this manner, 
it enables the more accurate diagnosis of both pre and intraoperative information that 
helps in decision making. In MIS, these systems help in locating the position of endoscopy 
within the organ and simultaneously detect the shape of the explored organ. Simultaneous 
localization and mapping is a very challenging problem but the DL algorithm provides 
better feature detectors and descriptors in laparoscopy, sinus endoscopy, and colonoscopy 
(see Figure 7.12) [9,26,48,50,51,53].

In robotic surgery, the da Vinci Surgical System uses stereo endoscopes over monocular 
endoscopes and has better accuracy to capture 3D measurements (  Figure 7.13).  Vision-based 
augmented reality in  image-guided surgery facilitates the surgeons to access radiological 
images. Using these images surgeons plan the surgery. Its main goal is to integrate surgi-
cal navigation with virtual planning [ 10–21,33,52, 63–66]. Augmented r eality-guided sur-
gery is the graphical representation of the 3D complexity of the human anatomy.

7.10 D eployment Issues of  Vision-Based Systems

 Computer-aided surgery addresses visual, perceptual, and dexterous constraints issued 
by facilitating presurgical diagnostic imaging and planning, intraoperative visual guid-
ance, and surgical robotic applications. Some of the important open challenges associated 
with the  vision-based system in Operation theatre or MIS surgery are listed below:
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• Infrastructure
To implement the  vision-based system, a good bandwidth with latency is 

required. There should be ease of access to the cloud.
• User Interfaces Design

It is very important to ensure that only appropriate information is provided to 
the surgical team. There should be a practitioner surgical platform for direct com-
munication in advanced  vision-based solutions.

• Visual Limitations
There is no direct visual access to the operation site and anatomical structure, 

unintuitive  hand–eye coordination, and constraints to port openings.

Original 
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image

Contrast 
enhancement

grayscale

filtered
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canny
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FIGURE 7.11
Skin lesion detection using AI technique. ( a) Frame Sequence 1. ( b) Frame Sequence 2.
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FIGURE 7.13
da Vinci robot system for robotic surgery.

FIGURE 7.12
Surgical operation theatre well equipped with  AI-empowered CV technology.
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7.11  Conclusion 

CV is the processing of digital images or frames sequence from video data for object 
detection and classifications.  Vision-based algorithms can be used in MI to enhance the 
productivity of medical professionals. These algorithms provide early diagnoses such as 
cancer or tumor or lesion detection and treatment of patients. In this chapter, we discussed 
topics such as the basic concept, evolution of CV, MI techniques (  X-Ray, CT, MRI, and 
sonography), CV algorithms, applications, and use cases in MI. Furthermore, the role of 
 vision-based technique in surgical operation theatre includes procedural understanding, 
detection of an object, and  computer-aided navigations. In further sections, deployment 
issues of  vision-based techniques are discussed.
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8.1  Introduction 

In recent years,  self-driving cars have gone from “d reams” to “r eality.” Companies like 
Tesla and  Google-backed Waymo have started their lineup of  self-driving cars and are 
making millions of it. Uber is also developing technology for  self-driving cabs. Food deliv-
ery companies like Uber Eats are also working toward automated drones to deliver food 
to the customers. Luxury car brands like Porsche and Bentley are also putting millions 
of dollars toward developing  self-driving luxury cars. As there are advances made in the 
 self-driving technology, there have been cases of fatal accidents involving  self-driving cars 
which shows there are areas to refine  self-driving technology. There have also been reports 
that in the future  self-driving technology will cause many people to lose their jobs [ 1–4].

Simply speaking, a  self-driving car is an intelligent car which obtains information from 
its sensors and arrives at the required destination. The car uses technologies such as auto-
matic control, artificial intelligence, and computer vision to perform its functions. This 
chapter discusses these technologies and different levels of automation. Indian companies 

https://doi.org/10.1201/9781003244165-11
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like Mahindra and Tata are making progress in developing market viable automated driv-
ing technology to work in local conditions. Similarly, Intel is also developing its collision 
avoidance system [1–3,5–11].

The companies are also developing technology in which the car arrives to its owner 
itself by providing instruction through a mobile application. This chapter also discusses 
which technology is better to use in s elf-driving car: camera or LIDAR system. When 
compared LIDAR system is much more reliable and gives a more clear view of the sur-
roundings which helps the car to navigate to its location easily, while cameras are less 
reliable as they cannot give a clear view because of the size of their sensors [7]. Though 
autonomous or  self-driving cars are becoming a trend in foreign countries, they still seem 
far from reality in India. The main reason is that India does not have the proper infra-
structure for  self-driving cars to work and the government is also not very supportive 
of the concept as it will result in huge unemployment. This chapter also discusses this 
matter deeply [ 12–16].

8.2 T ools and Technologies

 Self-driving cars use navigation systems, path planning, and environment perception 
technologies to replace the human driver [3,4,12, 17–23]. There are five levels of automation 
as follows:

• Level 0: No-Automation
In this level, there is no automation in the vehicles.

• Level 1: Function-Specific Automation
In this level, specific controls are automated, such as automatic turning or auto-

matic braking.
• Level 2: Combined Function Automation

Two controls can be automated: cruise control and lane guidance.
• Level 3: Limited Self-Driving Automation

The controller can fully take control of all the main functions. The car knows 
when conditions require the computer to retake control and provides sufficient 
time for the controller to try and do it.

• Level 4: Full Self-Driving Automation
The vehicle performs all the main safety functions for the entire journey, with 

the driver not expected to take control of the vehicle at any time. The car will per-
form all functions from start to end and can also park itself [1,5] (  Figure 8.1).

The technologies used in  self-driving cars have four parts: environment perception, path 
planning, car navigation, and car control.

8.2.1  Car Navigation System

In a s elf-driving car, there are two problems: where is the car now and how to go from 
its position to the destination. The car should be able to locate itself and the destination of 
arrival and the path to the destination. To solve this issue the car navigation system was 
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installed in the  self-driving cars.  Figure 8.2 shows how the car navigation system works. In a 
car navigation system, the Global Positioning System ( GPS) provides longitude and latitude, 
the location system and the digital map database generates a road plan, and the data is fed 
in the map matching system in which the path planning algorithms designs a suitable path, 
then the car locates itself and starts its journey to get to the predetermined location [9,19].

8.2.2 Location System �   

The location system determines the location of the vehicle and these locations can be of 
three types: relative, absolute, and hybrid. In relative location, the moving distance and 

FIGURE 8.1
Different technologies used by  self-driving cars include planning of path, controlling the vehicle, and planning 
of environment.

FIGURE 8.2
Working of a car navigation system. In a car navigation system, the GPS provides longitude and latitude. Here, 
the location system and the digital map database generates a road plan, and then data is fed in the map match-
ing system in which the path planning algorithms design a suitable path. After that car locates itself and starts 
its journey to the predetermined location.
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the direction to the prior position are added to determine the current position of the car. 
An inertial navigation system ( INS) is an example of relative location. In the INS, the gyro-
scope sensor and the accelerometer in the car obtain the vehicle angular velocity and accel-
erated velocity which determines the car’s relative course angle and speed.

In the absolute location system, a positioning system is used to determine the  location—
mainly the positioning system used is a  satellite-based GPS. GPS can be interfered with 
by the weather, buildings, and mountains which can lead to errors in the position [12]. In 
the hybrid location system, the location is determined by combining the relative location 
system and the absolute location system [9] (  Figure 8.3).

8.2.3 Electronic Map �

Digital map information is stored in the electronic map; it mainly consists of traffic infor-
mation, road facilities, building information, and geographical characteristics. Electronic 
maps ( Ems) are currently designed to recognize the traffic signals and the traffic signs, 
and the car understands the traffic signs and acts accordingly.  High-definition maps are 
now being used in the new line of s elf-driving cars. The car uses radars and cameras 
to get the location of the car and can narrow it down accurately to centimeters. The 
 high-definition map indicates the location of the car. It not only tells the location but also 
builds a map of the surrounding of the car which makes it easy for the car to navigate 
properly to its destination. But with the increase in mapping technology the legal issues 
are also increasing, the mapping system always keeps scanning roads and private drive-
ways through the  high-resolution cameras in the car, in some countries the government 
heavily regulates their geospatial data and even forbid the exporting geospatial data 
(Figure 8.4).

8.2.4 Map Matching �

The geographical information and the location from the EM are used in map matching. 
Map matching uses the fusing technique to combine the latitude and the longitude to 
find a path which is accurate and t ime-saving. The map matching algorithm also ana-
lyzes the  traffic in the route to its destination and suggests the most efficient path [24] 
(Figure 8.5).

FIGURE 8.3
Using GPS to find location.
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8.2.5  Global Path Planning

It is used to determine the best path to the destination. The key algorithms that are used 
in path planning are Dijkstra, B ellman-Ford, and Floyd. The global path planning system 
is fully developed and is being deployed in commercial cars [3].

8.2.6 Environment Perception �

Environment perception consists of components such as laser and camera. The car senses 
the surrounding environment and changes its control accordingly to avoid any obstacle in 
its way. The car uses a combination of cameras, lasers, radar systems, and  multi-sensors 

FIGURE 8.4
Working of electronic map.

FIGURE 8.5
Working of map matching algorithm.
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to determine the surroundings. Environment perception also eliminates the problem of 
navigation failure due to the absence of network connectivity. The laser sensor differenti-
ates between the real and data world, the radar sensor is used for distance measurement, 
and the visual sensor reads the traffic lights and the road signs. The car also uses the 
LIDAR system to percept the environment [6,8,10]. The radar in combination with the cam-
era determines the obstacles at a distance, and so the car changes its speed, direction, and 
other control settings to avoid the same (  Figure 8.6).

8.2.7 Laser Perception �

In laser perception, the car emits lasers continuously and the transmitter receives the lasers 
and by measuring the time taken by the laser to return and the strength at which the laser 
is returning, the system determines the position, size, speed, and also the obstacle type 
[ 6–8]. Laser perception may be the best and the most accurate way for the car to determine 
the surroundings, but it is also very costly to install it in a s elf-driving car which makes it 
less affordable to the buyers. The  three-dimensional omnidirectional laser radar installed 
in the Google  self-driving car costs around $80,000; therefore, reducing the price of the 
laser systems is also an important issue (  Figure 8.7).

FIGURE 8.6
Components of environment perception.

FIGURE 8.7
Working of laser perception.
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8.2.8 Radar Perception �

Radar perception detects the distance between the car and the objects around it, the radar 
system calculates the distance by measuring the time it takes the millimeter wave to come 
back after colliding with the objects around the car. The main producers of radar systems 
are Northrop Grumman Corporation, Lockheed Martin Corporation, Israel Aerospace 
Industries, BAE systems [7] (  Figure 8.8).

8.2.9 Visual Perception �   

Visual perception helps the car to detect the traffic lights and the traffic sign which are nec-
essary for the car. Deep learning is currently being used in visual perception. Algorithms 
like LaneNet are used to make the car understand when there is a need for changing the 
lane [7].

Algorithms like YOLO and SSD are used for object detection and are constantly updated. 
But there are also some problems with the deep learning, if two people are standing close 
to each other the algorithm faces difficulty to determine there are two people or not. So 
LIDAR detection using deep neural networks is currently trending.

8.3 Vehicle Control �

Vehicle direction and speed come under vehicle control. All the information on vehicle 
status, environment perception, traffic regulations, driving target is fed to the computer 
in the car, then the computer performs calculations and sends the instructions to the 
vehicle control system and then the vehicle control system performs according to the 

FIGURE 8.8
Radar determining the surroundings.
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given instructions. The vehicle control system controls all the major components such 
as braking, steering, locking doors, automatic transmission, and cruise control system 
(Figure 8.9).

8.4 V ehicle Control Method

The vehicle control method uses the Proportion Integration Differentiation ( PID) algorithm. 
In Figure 8.10 r(t) is an input expired signal, a feedback error signal is e(f), the control sig-
nal calculated by the PID algorithm is u(t), and the current actual output signal is c(t). The 
PID algorithm uses three parameters: proportion, integration, and differentiation. There 

 


FIGURE 8.9
Components of vehicle control system.

FIGURE 8.10
Working of vehicle control method.
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are some issues with the PID algorithm such as low adaptability and complex parameter 
adjustment. But the improved PID algorithm resolves all the issues with the classic PID 
algorithm [11].

8.5 C omparison between Camera and LIDAR

The two key sensors used in a  self-driving car are cameras and LIDAR. LIDAR is able to 
sense the surrounding of the car more clearly; however, it is very expensive. In compari-
son, cameras are the cheaper option but it does not provide an accurate and clear vision 
of the surroundings. In  self-driving cars, Google uses the LIDAR system, while Tesla uses 
cameras. The reports say that in the coming days the LIDAR will replace the cameras [22] 
(Figure 8.11).

8.6  Disadvantages of Self Driving Cars

Though s elf-driving cars or automated vehicles have many advantages and are continu-
ously getting updated it also brings some disadvantages with them. The main challenges 
could be the user resistance to giving up control, loss of driving skills, increased risk of 
hacking, liability for damage issues, need to frame a new law, loss of  driving-related jobs, 
loss of situational awareness, and so on [2].

There is no law in place to decide if an accident happens from a s elf-driving car, who 
will be liable for  it—the company or the owner? These situations require an entirely new 
legislative framework to decide who is responsible for those accidents. The automated 
vehicles have cameras and capture their surroundings, which raises concern about the 
privacy of the people as it stores the locations and captures the places where the person 
is going. Moreover, the information can be leaked if a hacker hacks the car. The loss of 
 driving-oriented jobs is the main reason behind the Indian government not supporting the 

FIGURE 8.11
Lidar determining the surroundings.
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introduction of automated vehicles in the Indian market as there are more than 3 million 
people who are employed in  driving-related jobs [2].

8.7 Legal Issue �

In India, the automobile industry makes 7.1% of the GDP, but the government is reluctant to 
introduce autonomous vehicles to the market because of the job losses, big automobile manu-
facturers are putting millions of dollars toward developing  self-driving vehicles but are not 
able to enter India. There had been talks with Tesla to bring their  self-driving cars to India. 
Replying to a question of bringing their cars to India, Elon Musk, CEO of Tesla, said on Twitter 
there is no proper infrastructure in India to make their electric  self-driving cars work [2].

India’s Minister of Road Transport and Highways Nitin Gadkari said the government is 
not against technology, but the government cannot afford to provide jobs to 4 million driv-
ers who will lose their jobs because of the autonomous cars. Because of it, many investors 
don’t see India as a market for s elf-driving vehicles. But the lack of interest of the govern-
ment is not the only issue with  self-driving vehicles in India, there is a need for policy 
transformation to introduce autonomous vehicles. The automobiles in India are regulated 
by the Motor Vehicle Act, 1988 which does not permit the use of  self-driving vehicles in 
India. Another issue is that in case the AV hits a person or another car there is no law about 
who will be liable for that, the owner, or the insurance company [23].

8.8 Conclusion �

This chapter discusses technologies such as car navigation systems, location systems, 
LIDAR, and environment perception used by  self-driving cars or automated vehicles. 

FIGURE 8.12
Algorithm determining the status of surrounding vehicles.
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Automated vehicles or  self-driving cars use a car navigation system to navigate their way, 
while the LIDAR system uses lasers to determine its surroundings and identify the obsta-
cles in its way.

The computer in the car uses a map matching algorithm in combination with a location 
system and GPS to determine the best route to its destination. The car uses all the informa-
tion vehicle status, environment perception, traffic regulations, driving target is fed to the 
computer in the car, then the computer performs calculations and sends the instructions 
to the vehicle control system and then the vehicle control system performs according to 
the given instructions.

This chapter also discusses the disadvantages of  self-driving or automated vehicles which 
include liability issues in case of an accident, privacy issues as the car keeps track of the 
location and captures the images of the places it is being driven to, loss of  driving-related 
jobs, need for an entirely new legislative framework as the Motor Vehicle Act, 1988 does 
not permit the use of  self-driving or automated vehicles use in India (  Figure 8.12).
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9.1 B ackground of Internet of Things

Internet of Things (IoT) is a network which is made up of physical elements or “ things” 
that are rooted with various software, sensor and emerging technologies, for the only pur-
pose of connecting various devices or systems with each other to exchange information 
in the form of data among them by using the power of Internet. The basic technologies 
that form the background of formation of “t hings” consist of junction of various phases of 
different technologies such as machine learning, commodity sensors,  real-time analytics, 
and embedded systems. Conventional areas of networking of wireless sensors, embedded 
systems, building automation contribute to the formation of IoT in the real world [ 1–8].
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In September 1985, the term and concept of “ IoT” first made its appearance in the speech 
given by Peter Lewis at the 15th Annual Congressional Black Caucus Foundation in 
Washington, DC. Lewis stated that “ The Internet of Things, or IoT, is the integration of 
people, processes and technology with connectable devices and sensors to enable remote 
monitoring, status, manipulation and evaluation of trends of such devices.” However, 
the actual revolution in the field of IoT came in 2010, when it was reported that the 
 things- to-people ratio grew from 0.08 to 1.85 in 2003, as estimated by the CISCO Systems, 
by considering their concept of IoT as the fact in time when there are more “ things” than 
people are connected with the Internet. Sometimes, the background of IoT also refers to 
installing s hort-range sensors ( such as mobile transceivers) into various gadgets for form-
ing the mode of communication between the things and people while performing the 
work of daily necessities [ 9–13].

One of the main characteristics of the IoT devices is that they can upgrade their soft-
ware without or negligible involvement of the user. Also, for communication between the 
devices, the process of the setup of new devices with the existing device is also simple and 
doesn’t consume much time. With the advancement in the technology and the develop-
ment of Interoperable Communication, IoT enables devices to connect with each other, 
having the same or different architectures [ 1–3, 9–22]. The “ Functional Block” of the IoT 
systems offers different skills of identification, sensing, inclination, process of communi-
cation, and data transfer and management. The various parts of this functional block are 
shown in  Figure 9.1.

Currently, IoT finds its applications in nearly all phases of life: from connecting people 
via  IoT-enabled mobile devices to IoT Edge and cloud facilities. Data management becomes 
more effective and efficient with the formation of I oT-enabled data centers. With the help 
of IoT in automation, devices in the residential and commercial buildings can easily be 

FIGURE 9.1
Parts of IoT functional blocks.



113IoT and Remote Sensing

managed. Also, the concept of smart cities has come into existence because of the applica-
tion of IoT in factories, transportation industries, and construction companies.

9.2  Background of Remote Sensing

Remote sensing can be considered as an art or science for gathering information about an 
object, an area, or any phenomenon with the help of the data fetched by devices or “ sensors,”  
provided that these devices or “ sensors” are not in direct contact with the object, the area, 
or the phenomenon taken into consideration. Thus, it may be defined as the process of 
gathering, processing, interpreting, and investigating the data obtained by the devices, 
without any physical contact with the element under investigation [ 23–37]. Therefore, it 
may be considered that the methodology of remote sensing is studying the physical as well 
as chemical characteristics of the considered element from a particular distance.

Remote sensing is originated from the concept of aerial photogrammetry. Aerial photo-
grammetry is the technique of collecting photographs that are under consideration from 
a considerable height with the help of cameras installed or mounted on the aircrafts. The 
photographs thus obtained are known as “ Aerial Photographs.” The basic advantage of the 
remote sensing is the synoptic view of the area it provides, which enables a larger area to 
be captured or analyzed within a small duration of time, and then the data collected can 
be interpreted and processed to generate the outputs in the form of a map. In the process 
of remote sensing, the data are collected with the help of  high-power,  high-range sen-
sors, which can be used in the form of camera, radar, scanner, etc. installed on platforms 
such as satellites and aircrafts. These sensors then manipulate and modify the information 
gathered and sent it back to storage units. These stored data are then formatted and pro-
cessed to generate photographs and other forms of digital media [1,2,5,9, 14–19,30,37]. The 
digital data or photographs can be understood digitally and/ or visually to generate maps. 
Therefore, remote sensing may be defined as a technological process that consists of all the 
different methods to obtain data from a considerable distance, in the form of pictures or 
other relevant electromagnetic ( EM) records of the surface of the earth, by processing and 
interpreting the same. Infrared bands ( reflected and thermal) or the microwave region of 
the EM spectrum is used in the technology of remote sensing.

There are two basic processes of remote sensing which can be used to gather the infor-
mation about the resources of the earth:

 1. Data acquisition
 2. Data analysis

The process of data acquisition consists of six different phenomena: ( i) energy sources, ( ii) 
energy propagation through atmospheric layers, ( iii) energy layers of earth interaction, 
( iv) retransmission of energy through atmospheric layers, ( v) sensors, and ( vi) the data 
obtained by the sensors in the digital or pictorial form. On the other hand, the process of 
data analysis consists of three major steps. The first step involves arrangement of devices 
that can help view and interpret the pictorial as well as digital data; the second is forma-
tion of maps, both in hard copy and digitalized format, with the help of data being gath-
ered; and the last step is to present the information to the users in the most understandable 
way so that they can use the same in their  decision-making process [ 23–38].
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Thus, remote sensing can be considered as a methodology for “sensing” the earth’s surface with the 
help of the properties of electromagnetic spectrum, the waves emitted, refracted, or reflected by the sen-
sors, for improving the land-use resource management and thus creating a sustainable environment.



9.3  Process of Remote Sensing

To understand the process of remote sensing, one should know the basic elements which 
constitutes a remote sensing imaging system, given as follows [ 23–38]:

 a. Energy Sources
An energy source is considered to be the element that provides illumination to 

the object under consideration. This illumination sometimes refers to an electro-
magnetic energy.

 b. Interaction between Radiation and Atmospheric Layers
After the propagation of energy from the source to the object under consider-

ation, it comes into direct contact with the atmosphere and interact with the differ-
ent atmospheric layers. This interaction between the energy and the atmospheric 
layers occurs again after the energy ray is reflected from the object to the sensors. 
This interaction involves scattering and absorption of energy.

 c. Interaction with Earth’s Surface
Depending upon the characteristics of the radiation and the object, interaction 

between the energy and the object takes place. The interaction between the earth’s 
surface and the incident energy causes the energy to reflect, transmit, scatter, 
absorb, and emit.

 d. Recording of Energy by Sensors
The energy that is scattered or emitted from the object is then received, collected, 

and recorded by the sensors. These sensors are installed on the platforms at a con-
siderable distance from the surface of the earth. The sensors used in remote sens-
ing can be of two types: active sensors and passive sensors, which will be explained 
in the next section. And with the advancement in the technology, these sensors are 
 IoT-enabled, making the process of gathering and interpreting the data simpler 
than the conventional methods.

 e. Processing
The signals recorded by the IoT sensors is then communicated in an electronic 

system so as to process the data obtained in the form of an image. This image 
obtained so can be of a photographic film or magnetic tape or digital data.

 f. Interpretation and Analysis
The image obtained and processed so is then interpreted by visual or digital or 

electronic means for the purpose of extracting information about the illuminating 
object. This information extracted from the various means of images makes us 
understand the object under consideration in a better way, by revealing some new 
information or assisting in solving complex problems.

IoT plays an important role in the form of sensors that collect the data and then reflect 
them back to the final station for its processing and final output. Now, let us study about 



115IoT and Remote Sensing

the two types of IoT sensors and their characteristics, which are used in the remote sens-
ing process.

9.4   IoT-Based Remote Sensing Sensor Systems

The technological advancements in the field of remote sensing have experienced a massive 
development in the past decades, including the usage of the IoT in different elements of 
the remote sensing.  IoT-based sensors in remote sensing are generally used for gathering 
data in the form of electromagnetic waves. These sensors then transmit the gathered data 
to the final station, and the data are interpreted with  IoT-enabled devices. These  IoT-based 
sensor systems are mounted on an appropriate platform, which can be lift to a consider-
able height to perform its function. They can be of either stationary type or mobile type. 
The former includes a tripod stand for making the observations in the field, while the lat-
ter includes the collection of the data from satellites and aircrafts. Aircrafts are used for 
covering a smaller area, as compared to that for retrieving information from the satellites 
to get a synoptic view.

 IoT-based remote sensing sensor systems can be classified into two broad categories on 
the basis of the source of energy: manmade and naturally occurring. The IoT sensors that 
have the capabilities of sensing the natural radiations, which are either emitted or reflected 
from the surface of the earth, are known as passive IoT sensors, whereas the IoT sensors that 
carries an electromagnetic radiation of a considerable wavelength or a band of wavelength 
for the purpose of illuminating the surface of the earth are called active IoT sensors. Both of 
these sensors can be either imaging or  non-imaging. The imaging sensor is used to measure 
the radiation received from a specific point of a particular area, sensed with  image-making 
devices including camera, computer screen, and television [3, 9–14, 16–22]. These types of 
sensors yield a 2D spatial distribution of emitted or reflected magnitude of the electromag-
netic radiation. On the contrary, a n on-imaging sensor is used to measure all the radiations 
collected from every point under the area of consideration. Also, these sensors integrate the 
collected radiations and generate the final output in the form of electrical signals with dif-
ferent strengths. The  non-imaging sensors focus upon the wavelength resolution, whereas 
the imaging sensors focus on the spatial resolution. With the help of IoT in the sensor sys-
tem of remote sensing, now the process of measuring the properties of the signals, both 
point by point and instantaneously, has become simpler and easier (  Figure 9.2).

9.4.1 IoT-Enabled Passive Sensors �

Passive sensors is a system that depends on the exiting energy source for performing their 
function. In  IoT-enabled passive systems of remote sensing, the sample is considered to be 
the reflected rays emitted from the surface of the ground; here, the source of the energy is 
not dependent on various instruments used for the recording purpose. Some of the exam-
ples for I oT-embedded passive systems are television cameras, e lectro-optical scanners, 
photographic cameras, imaging spectrometers, and  Return-Beam Vidicon ( commonly 
known as RBV). In the case of television cameras, the sensors installed in the cameras 
formed the pattern of the images collected in the form of electrical charges, which is fur-
ther scanned with the help of an electron beam and transformed to electrical signals. With 
the help of IoT, these signals can be transferred to a very long distance, and can also be 
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stored on the cloud for future references. In photographic camera system, the image is 
recorded on the film base with the help of a photographic emulsion. With the sensors 
enabled in this camera system, the recording is much faster and efficient, and also the 
final image produced is more understandable and easier to recognize the data printed 
on the final output. RBV is an advanced version of TV camera system, which basically 
works on the information gathered by the I oT-enabled sensors in a b lack- and-white con-
figuration. IFOV or Instantaneous Field of View is the technology used for the determina-
tion of g round – cell resolution. With this technology, scan lines can easily be measured 
in  electro-optical scanners. These scanners have been proved to be more efficient than 
 camera-based systems as firstly, the former is able to record a wide range of energy waves, 
and secondly, the scanner systems are able to record the data from the target area directly 
from the spectral information (  Figure 9.3).

IoT technology is also used in the reception system of the scanner. The detectors are 
used in the scanner systems to convert the oscillating recorded waves to the desired elec-
trical signals, which will then be converted into numerical data and stored on a magnetic 
tape. The hyperspectral sensor, commonly known as an image spectrometer, is a system 
of sensors which are able to attain the images from numerous very narrow infrared bands 
of the EM spectrum. These sensors are able to retrieve the data in a continuous spectral 
manner, covering the entire range or bandwidth; as a result, when these sensors record 
and transfer the data at the final station, the data obtained so will have a very high spectral 
resolution, thus avoiding the problem of breaking of the pixels when the final image is con-
centrated at a particular point for observation and gathering information simultaneously.

Thus, with the help of IoT in the sensors, the data can easily be captured, transferred, 
and then converted into a desirable format so that it can be easily understood by the users. 
Also, the biggest advantage of enabling IoT in these systems is that there is no loss of any 
information or data. Once collected, the data are securely stored and transferred to the 
desirable location. And with the help of the cloud technology, these data are stored firmly 
and can be used as and when required.

9.4.2 IoT-Enabled Active Sensors �

The system of  IoT-enabled sensors that uses the manmade energy sources for the purpose 
of data collection is called an active sensor; for example, using a flash bulb while taking 

FIGURE 9.2
Simple schematic route of remote sensing.
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photographs of an object in a dark environment. The two basic examples that fall under 
the category of active sensor systems are laser scanners and RADAR.

In the case of laser scanners, the pulses are generated and emitted mostly in the infrared 
space of EM spectrum. The pulses are communicated to the target station, and then, the 
reflected energy waves or signals are recorded on a receiver. With the enhancement of IoT 
in the remote sensing technology, these scanners are not only able to measure the intensity 
and amplitude of the signals, but also help in generating a Digital Surface Model ( DSM). 
When these scanners are collaborated with other advanced and sophisticated technolo-
gies, a Digital Elevation Model ( DEM) can be generated. An example is the technology of 
LIDAR ( LIght Detection And Ranging). The combination of LIDAR and remote sensing 
proves to be most beneficial in the field of surveying for the determination of leveling and 
elevation. With the capability of recording multiple signals from the same exact pulse, 
the elevation of the surface of the earth as well as on the surface of the earth can be easily 
determined. The data received from the LIDAR systems are directly unified with one more 

FIGURE 9.3
 IoT-enabled passive sensors.
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advanced technological subset of remote sensing, i.e., GIS or Geographical Information 
System. GIS technology is used to determine the geographical information of a system 
with a wide range of sensors and aerial photogrammetry. Also, the information gathered 
by LIDAR can also be integrated with another technological subset of remote sensing, i.e., 
GPS or Global Positioning System, for the determination of the exact position of the target 
point or station.

RADAR or RAdio Detection And Ranging system is another example of active systems 
in which the sensors are used for collecting and transmitting the data from the source 
point to the final point. In RADAR, the pictures and the images of the topography and 
landscapes can be derived from two of the either radar systems: ( i) SLR ( S ide-Looking 
Radars) and ( ii) SLAR (  Side-Looking  Air-borne Radars). In both of these radar sys-
tems, the technology of IoT is used for gathering data in form of images or pictures, 
which accurately resemble the images obtained from aerial photogrammetry, with a 
 low-angular solar illumination which can be used to produce the shadow effects, as per 
the requirements.

The increasing trend of using IoT in every technology makes it cover almost the entire 
range of sensor systems. Presently, IoT sensors are used in remote sensing systems for the 
measurement of the distances between two points via sound  waves – ultrasonic sensors; to 
detect the infrared  signals – infrared sensors; for converting the optical images received into 
the electrical waves ( or signals) for presenting and storage of the data  electronically – image 
sensors; for detecting the physical movement of any object ( living or nonliving) in the area 
under consideration and then, transforming that motion into s ignal – motion detection sen-
sors; and for measuring and converting the physical characteristics of the light rays into the 
electrical waves or  signals – optical sensors. Some of the other notable  IoT-enabled sensors 
used in the remote sensing systems may include temperature sensors, proximity sensors, 
pressure sensors, level sensors, accelerometer sensors, humidity sensors, and gyroscope 
sensors.

9.5  Remote Sensing and Its Types

Remote sensing can be broadly classified into two categories:

 a. Ideal Remote Sensing Systems
 b. Real Remote Sensing Systems

As the name suggests, an ideal remote sensing system consists of an ideal source, which 
is used to produce electromagnetic waves of known uniform intensities and wavelengths. 
With an ideal system of remote sensing, it has been predicted that there is no loss occurred 
during the whole process of gathering the data and then, transferring the same data into 
electrical signals for proper understanding of the information collected. Also, the relation-
ship between the propagation of the returning signal and energy of the incident waves ( of 
all wavelength of any intensity) is linear (  Figure 9.4).

In reality, the response of the wavelength vs intensity is recorded and then processed 
into an explainable arrangement. This further is being recognizable as a unique entity to a 
specific target in its specific state.

An ideal remote sensing system consists of the following main components:
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	 a. Energy Source
The source of energy is used to provide the energy at a known and constant high 

level of input, over the entire range of wavelengths regardless of place and time.
 b. Atmosphere and Atmospheric Layers

In an ideal system of remote sensing, the atmosphere and atmospheric layers 
are considered to be in a “ noninterfering” nature, with the consideration of no 
modification in the energy from the source point, regardless of the fact that the 
wave is hitting onto the surface of the earth and after being reflected back. This 
consideration can be fulfilled irrespective of place, time, and wavelengths, with 
sensing altitude involved.

 c. Series of Interactions at Earth’s Surface
Ideally, when the wave is generated from the source and comes in contact with 

the surface of the earth, the interaction happened so, causing the generation of 
reflected and/ or emitted signals, would be selective in terms of wavelengths. Also, 
the nature of the interaction would be invariant, known, and exclusive to every 
feature type of earth’s surface under consideration.

 d. Super Sensor
This type of sensor would be reliable, simple, and sensitive to the entire range of 

wavelengths. The sensors yield detailed data spatially on the radiance or absolute 
brightness, as a derivative relation of wavelength. The other advantages of such 
type of sensors include accuracy, economical, simple in operation, and doesn’t 
require any space or power virtually.

 e. Real-Time Data-Handling System
In  real-time  data-handling system, the moment when the response of a radi-

ance versus wavelength is generated over a terrain element, it will be processed in 
an interpretable format. The recognition of this response is unique for a specific 
terrain element. By providing information timely, the procession is performed 
instantaneously or in “ real time.” Due to the consistency among the  matter–
energy interactions, no reference data had been used while doing the analysis. 
The final data will give an insight into the  physical– biological–chemical state of 
every single feature of the element under consideration.

FIGURE 9.4
Intensity versus wavelength curve for ideal remote sensing system.
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 f. Multiple Data Users
These users have a great depth of knowledge and understanding of their con-

cerned fields of study as well as the process of data acquisition and data analysis 
in remote sensing technology. The “ data” collected so can be used and proved to 
the “ information” in various forms to different users.

In reality, there is no concept of an ideal remote sensing system. The various components 
of an ideal remote sensing system discussed above have certain disadvantages, which 
formed the concept of the other type of remote sensing system, i.e., real remote sensing 
systems. The difference in the components of real remote sensing systems in comparison 
to that of ideal remote sensing system is explained below:

 a. Energy Source
The nature of the spectral distribution of the emitted and/ or reflected waves 

from the various features of surface of the earth is far from uniform. Also, the lev-
els of the solar energy varies in accordance with location and time, and with dif-
ferent materials present in the surface of the earth; the emitted energy showcased 
varying levels of efficiency. All the sources of energy used in the real systems are 
nonuniform in accordance with wavelengths. The properties of such systems also 
vary with respect to location and time.

 b. Atmosphere and Atmospheric Layers
In real system of remote sensing, the various layers of the atmosphere interfere 

with the properties of the rays and thus, modify the characteristics of the energy 
waves. The atmospheric layers tend to modify the strength as well as the spatial 
distribution of the energy.

 c. Series of Interactions at Earth’s Surface
The process of remote sensing would be simpler only when the emitted or 

reflected energy is having a unique characteristic in a known way. Even though 
the signatures or patterns of the spectral response play a vital role in the determi-
nation, identification, and analysis of materials on the earth’s surface, the spectral 
world is full of ambiguity.

 d. Sensor
In reality, there is no any single sensor that is sensitive to the entire range of 

wavelengths. All the sensors have a fixed boundary of spectral sensitivity. Each 
sensor is having different characteristics, and the images produced by the sensors 
are different from one another.

 e. Data-Handling System
The data obtained so by the data acquisition process are converted into an 

understandable format, which requires proper instrumentation,  well-defined 
experience, considerable thoughts, time efficiency, and reference data.

 f. Multiple Data Users
The successful application of the data obtained via remote sensing system is made 

by the users. The “ data” obtained by the remote sensing process can only be consid-
ered as an “ information” to the users if and only if the users can understand that 
information. This process of understanding the “ information” includes the success-
ful interpretation of the data and using the same in the optimum application areas. 
Also, there is no single methodology by which the data can be interpreted and 
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used. With the different types of sensors available in the market and progression 
in technology, every set of sensors require a different approach toward the inter-
pretation of the data and using it as an “ information” in their respective application 
areas. The basic differences between the components of an ideal remote sensing 
system and real remote sensing system can be summarized as follows (  Table 9.1).

9.6  Data Acquisition and Data Interpretation

9.6.1 Data Acquisition �   

IoT plays a significant role in the process of recording the images from the remote sensing 
process into a digital format. These images are then processed with the help of computer 
software to generate images for the next operation of data interpretation (  Figure 9.5).

TABLE 9.1

Ideal Remote Sensing System versus Real Remote Sensing System

Components Ideal Remote Sensing System Real Remote Sensing System

Energy Source
Atmospheric 
Layers

Interactions at 
Earth’s Surface

Sensor

Data-Handling 
System

Multiple Data 
Users

Energy with constant wavelength.
Does not interfere or modify the properties 
of the energy.

The nature of interaction is known and 
invariant, without any ambiguity.

“ Super Sensors” are used.

No reference data are used, providing the 
final data to give an insight into the 
physical–biological–chemical states of 
every single feature of the element under 
consideration.

The “ data” collected can be used and 
proved to the “ information” in various 
forms to different users.

Energy with varying wavelength.
Modify the properties of the energy as it 
passes through the different layers of 
atmosphere.

The spectral responses do not have unique 
characteristics.

Different types of sensors are used depending 
upon the requirement.

The data obtained by the data acquisition 
process is converted into an understandable 
format, with the help of reference data and 
considerable and experienced thoughts.

The “ data” obtained by the remote sensing 
process can only be considered as an 
“ information” to the users if and only if the 
users can understand that information. This 
process of understanding the “ information” 
includes the successful interpretation of the 
data and using the same in the optimum 
application areas.





FIGURE 9.5
Role of IoT in data acquisition.
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The technology of IoT not only helps in the process of data acquisition, but also helps in 
the further steps to get the final data which are easily interpreted by the users, including 
the steps of data processing and data storage. The images produced so can be in the form of 
digital or photographic film, and the former is delivered to the users in  computer-formatted 
readable tapes. But, in the case of photographic film, the variation in the brightness is 
used to explain the variation in the scenic characteristics; thus, the part on the film which 
reflects high energy is the brightest portion, and the darkest portion represents the less 
energy areas.

The digital data acquisition is the procedure of generation of images by considering the 
illuminating source and phenomenon of absorption and reflection of energy.  IoT-enabled 
imaging sensors are used in the transmission of illuminating energy into the digital for-
mat. Electromagnetic ( EM) spectrum is considered to be the prime source for the images. 
The spectral bands vary from the highest energy ( gamma rays) to the lowest energy ( radio 
waves). This electromagnetic energy is detected either electronically ( for scanners) or 
photographically ( for cameras). The advantages of using photographic systems include 
( i) economical, ( ii) relatively simple, and ( iii) higher degree of geometric integrity. On the 
contrary, electronic sensors are expensive and complex in nature, but offer several advan-
tages including ( i) improved calibration potential, ( ii) broader spectral range of sensitivity, 
and ( iii) ability to transmit data electronically. Also, the records of the detected signals can 
easily be obtained from a developed photograph where the film can act as both a medium 
for detecting and recording. The signals from the electronic sensors are recorded on a 
magnetic medium, which are converted to a photographic film or an image, in which the 
former serves only the purpose of the recording medium, whereas the latter can be used 
as both the detecting and recording media.

The images obtained by satellites from the operation of remote sensing are recorded 
digitally, and then, they are processed by computers so as to produce the final images 
for interpretation. A digital image can be expressed as an array of numerical character-
ized by a series of bits of finite numbers. The images obtained from satellites are used in 
several ways including ( i) tracking earth’s resources, ( ii) flood control, ( iii) fire control, ( iv) 
monitoring crops’ growth, and ( v) environmental studies. The image obtained so by the 
IoT sensors can be represented as a 2D function of any two variables such as x and y, f (x, 
y), where ‘x’ and ‘y’ are considered to be spatial coordinates. The amplitude of the func-
tion considered at any specific level is the intensity of the image at that specific level. An 
image is considered to be a discrete image if the value of the spatial coordinates and the 
amplitude are finite and discrete. These images are made up of a finite number of known 
components, each components having its own value and particular location. These par-
ticular components are pixels, pels, image elements, and picture elements. One of the basic 
advantages of  IoT-enabled image sensors is that the images obtained are of good quality 
and can easily be understandable as compared to the traditional sensors. “ Pixels can be 
defined as smallest individual element in an image holding quantized values which are 
used to represent the brightness of a specific color at any specific location. These pixels 
can be stored in the memory of a computer system as a raster map or raster image ( a 
 two-dimensional array of small integers). These values are often stored or transmitted in 
a compressed form.” [ 21–25]

Each of these pixels is having the coordinates in the form of (x, y) representing the con-
tinuous selection of the surface of the earth in the discrete space. In this pixel coordinate 
system, the origin is taken the left upper corner of the image. Every pixel of the image is 
linked with a specific number, which is represented as DN or Digital Number. DN is con-
sidered to be the digitally  brightness-quantized value. Thus, a number of arrays of DNs 
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are used to make a digital image, representing the distribution of field parameters 
( including topographic elevations and EM radiations, etc.). DN is generally used to depict 
the mean brightness or radiance of a smaller area relatively within a specific scene. 
Normally, the values of DN that generate a digital image, are documented over numeral 
ranges as follows:

The  above-mentioned ranges represent a set of integers which are recorded by using  10-, 
 9-,  8-,  7-, and  6-bit binary coding computer scales, respectively. “ The size of an area of a 
particular consideration affects the reproduction of the details within the scene,” imply-
ing that the pixel size is inversely proportional to the details of the scene [ 20–29]. Thus, in 
digital representation, the smaller the size of the pixels, the more the detailing of the scene. 
In  two-dimensional space of images, the address of pixel can be specified in distances, 
measures along the rows and columns. Image intensity, gray value, and image brightness 
are some of the terms used for pixel magnitude.

Another way of obtaining a digital image is by the process of quantization or sampling. 
The process of quantization or sampling involves conversion of an analog or a continuous 
image into a digital format. Considering a continuous image function f (x, y), sampling is 
referred to the process of digitizing the coordinate values of ‘x’ and ‘y’, whereas the process 
of quantization involves the digitizing of intensity or amplitude values.




9.6.2 Data Interpretation �   

In remote sensing, the process of data interpretation includes the analysis of digital data 
and images or photographs. This process can be accomplished either with the help of a 
computer system well equipped with the latest analysis methodologies and techniques, 
or with the help of visual interpretation. The analysis of images with visual interpre-
tation is considered to be the  first-ever analysis approach toward the remote sensing 
imagery. In visual interpretation, the position, shape, and size of the object under consid-
eration can easily be analyzed, along with the color saturation and contrast. If the height 
of the considered object has to be determined, indirect visual analysis can be performed 
(Figure 9.6).

The  computer-assisted software techniques are considered to be better than the visual 
interpretation as the former takes less time in the data interpretation. Also, the rate of suc-
cessful interpretation in visual interpretation process is only high when the interpreter is 
having a good experience. But, these two analysis techniques are complementary to each 
other, and if both of these techniques are used for the process of the data interpretation, 
the results would be better when considered either of the two (  Figure 9.7).

The primitive form of remote sensing is photo interpretation. This involves identification 
and recognition of objects in the photographs obtained from aerial photogrammetry and 
then judging their significance. As stated earlier, the success of the photo interpretation 
depends upon the ability to interpret the images by the concerned engineers accurately. 
The accurate interpretation also involves the knowledge and understanding of concerned 
area, ingenuity, and skill.
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In image interpretation, there are four different degrees of complexity, namely:

 1. Primary Degree of Complexity
 2. Secondary Degree of Complexity
 3. Tertiary Degree of Complexity
 4. Higher Degree of Complexity.

The first degree of complexity in image interpretation is known as Primary Degree of 
Complexity. This degree of complexity deals with the complexities in two major charac-
teristic domains of image interpretation, i.e., tone and color. The tone of an image may be 
considered as the varying range of brightness in an image, from the lightest part to the 
darkest part. This is considered to be one of the most important elements in the process of 
image interpretation and has to be done by an experienced person. With upcoming inven-
tion of IoT in sensor technology, these image sensors installed are now able to capture the 
tonality of the image in a perfect range. The color of an image includes the information 

FIGURE 9.6
Flow chart of data acquisition and data interpretation in  IoT-enabled remote sensing.

FIGURE 9.7
Degree of complexity in image interpretation.
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about the color in the form of pixels. A colored image has three channels or values per 
pixel. The color of an image is used to measure the chrominance and intensity of light. 
The Second Degree of Complexity in the image interpretation involves the complexities 
that may involve in the size, shape, and texture of an image. The size of an image can 
be determined by describing the dimensions of the image in width and height in pixels. 
The maximum size of an image can be determined by megapixels of the camera used for 
taking the image. The shape of an image defines an enclosed, flat area of a space. Though 
the shape of an image can be formed by geometrical curves and colors, it is limited to 
a  two-dimensional entity, described by its width and length. The texture of an image in 
image processing is a calculated set of metrics, which is designed to compute the apparent 
texture of image. The texture of an image gives the finding about the spatial arrangement 
of the whole image or a specific part of an image in the form of its color or intensity.

The complexities that arise in the pattern and shadow of an image fall under the Tertiary 
Degree of Complexity in image interpretation. The pattern of an image can be defined as 
a set or an array of images that have something common in between them. For example, 
if the images are collected for a particular theme, such as topography of a region, they are 
known as thematic images. Other examples may include a pattern of smooth images or 
frightening images or sharp images. A shadow of an image can be defined as a real dark 
area of an image when the source of the energy or light is blocked by an opaque element. 
The cross section of a shadow of an image is a 2D profile, or may be considered as an 
inverse projection of an element. It surrounds every point of the 3D volume space behind 
the element, with the source of light facing the element. Higher Degree of Complexity in 
image interpretation includes two parts: site and association. The complexities in the site 
and association of an images are not that much of magnitude. After ruling out the various 
complexities at the lower degrees in the process of image interpretation, the siting of an 
image is possible with great accuracy and no error. These four degrees of complexities 
have to be taken into consideration while performing the process of image interpretation. 
The final output received after considering all these complexities listed, will be then trans-
ferred to users for their applications in various areas.

A reference data can be defined as an accompanying data which is used in the obser-
vations or measurements regarding any element, area, or phenomenon, available in any 
arrangement and derived from any point of source. The considered element, area, or phe-
nomenon has to be remotely sensed. The main usage of these reference data is in the pro-
cess of verification of the information which is extracted from the remote sensing data. It 
also helps as a support not only in the analysis of the data received, but also in the process 
of image interpretation. The procedure of acquiring the reference data is time consuming 
and expensive, but for the purpose of the accuracy and reliability, it is considered to be 
perfect aid for remote sensing operations. Also, these reference data can be used for the 
calibration purpose of the IoT sensors for gathering and transmission of the information.

The most important property of any remote sensing system is spatial resolution. Spatial 
resolution is used in the determination of the capability of any system of remote sensing to 
record the details of the data spatially. In analog photography, the extent of the sharpness 
of an image is considered to be the spatial resolution of an image. There are many fac-
tors on which the spatial resolution depends such as the image motion during exposure, 
resolving power of the camera lens or the film, and the atmospheric environments during 
image exposure. The power of the lens as well as that of a film can be quantifiable. “ The 
Resolving Power of the camera lens can be determined by means of a resolution test pat-
tern, which is made up of a number of sets of varying thickness parallel black lines, which 
are being separated by the white spaces of same thickness, known as line pair” [ 10–15].
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The system of the spatial resolution for an imaging system is demarcated through dif-
ferent criteria such as:

 1. The geometrical characteristics of the imaging system
 2. An ability for finding out the difference between the point targets
 3. An ability in measurement of spectral properties of tiny targets
 4. An ability in measurement of the periodicity of targets, showing a repetitive 

manner.

The spatial resolution can be further classified into two categories: ( i) high spatial resolu-
tion and ( ii) low spatial resolution. The basic difference between the high spatial resolution 
and low spatial resolution is that finer details of a particular area can be easily visible in 
the former as compared to the latter. As a result of this, high spatial resolution images will 
contain more detailed data, while low spatial resolution images will be able to show the 
coarse features only. However, both the categories have their own application areas, but for 
more efficient, reliable and accurate image interpretation, high spatial resolution images 
are used more as compared to low spatial resolution images (  Figure 9.8).

9.7  Application Areas of IoT in Remote Sensing

With the inclusion of IoT technology in different parts of the remote sensing process, the 
remote sensing offers a wide range of application areas. I oT-enabled remote sensing pro-
cess does not only provide an affordable and practical way for a continuous and a ccurate  

FIGURE 9.8
( a) High and ( b) low spatial image resolutions.
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observation and monitoring of all the resources in the surface of the earth, but also help-
ful in the determination of the impact and effect of the activities of human beings on 
land, water, and air, i.e., whole ecological balance. The data obtained from  IoT-enabled 
sensors are used to provide the necessary information for making accurate decisions and 
formulation of the acts and policies with respect to resource development and land use. 
With the help of IoT in remote sensing, the forest fires can be detected before the appear-
ance of smoke in the sky; by sensing the existence of pollutants in the environment, it 
helps in detection of any diseased plant before the identification of speckles by naked 
eyes; and the exact location of the icebergs can be determined. The practice of remote 
sensing started in India in the early 1900s, and after the evolution of its usage in mono-
chromatic aerial photography, it was used for geological exploration work and surveying 
extensively. 

9.7.1 Mineral Exploration �

 IoT-enabled remote sensing system is used to carry out the reconnaissance as well as 
in-depth exploration of resources such as fossil fuels and minerals. With the advance-
ment of the remote sensing operations, this technique is used to carry out the following  
functions:

 1. To provide the data used in the applications of geological interest.
 2. In controlling the ore deposits individually so as to map the local patterns of folds, 

faults, and fractures.
 3. In soil exploration.
 4. In determination of the mining areas by mapping the regional contours.
 5. In detection of the hydrothermally reformed rocks and stones.

9.7.2 Disaster Management �   

Naturally occurring disasters such as earthquakes, volcanic eruptions, floods, forest fires, 
avalanches, landslides, and tsunamis would have a great impact on the society, including 
both the loss of life and property. There is no technology developed that can totally contra-
dict the effects of these disasters or may stop the occurrence of these disasters. However, 
in remote sensing technology, signals can be used for detecting the occurrence of these 
disasters, thus minimizing the effects of the same on the society. With IoT being imple-
mented at every stage, the disastrous effects of these natural hazards can be minimized in 
the following ways:

	 1. By accessing the occurrence of the disaster, the damage caused by it and then, 
thereby helping in the public rescue operations. Along with this, the operations 
for providing medical aid can also be run simultaneously.

2. Identification of  risk-prone areas around the world. This can only be possible by 
analyzing the geological information accurately, effectively, and efficiently.

3. Warnings and precautions can be issued on the basis of the successful prediction 
of ground movements in a specific area, which is useful in minimizing the impact 
of the disaster on that specific area.
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9.7.3  History and Archeology

History and archaeology are application areas which have the widespread usage of remote 
sensing techniques. The images obtained at the final point of remote sensing system are 
used in determining the historical and archaeological outlines of the usage of the land in 
prehistoric time. In the findings of remote sensing, it was observed that some of the pres-
ent agricultural fields and forest areas are the towns or small districts of yesteryears era. 
With the modification in the water content in the layers of the soil, accompanied by the 
change in the characteristics of the materials present in different layers of the soil, IoT sen-
sors are now able to identify the important archaeological buried sites and also give the 
significance and evidence of the existence of various important civilizations around the 
world. The growth of both IoT and remote sensing opened up new means in investigation 
of those remote regions or areas, which was not possible before because of the limitations 
of conventional form of surveying.

9.7.4 Environmental Observations �

The technology of remote sensing is considered to be the chief source of providing infor-
mation regarding environment and its balance in nature, as is it the prime way of gather-
ing the fundamental information of the environment, specifically on either a repetitive 
scale or a regional scale. For this very purpose, satellites had been launched that gather 
and record all the information regarding the motions that occur in the environment. For 
example, most of the satellites being launched are for weather forecasting. With the help 
of IoT, the weather forecasting of even a remote area is possible. The study of oceans has 
become easier with IoT and remote sensing, and as a result, very minute details and pro-
cesses that occur the oceans are now being studied resourcefully. The serious environ-
mental problems like ozone layer depletion and global warming can also be tracked using 
artificial intelligence and remote sensing with f ull-time monitoring, data gathering, stor-
age, and transmission. Also, the increased levels of harmful pollutants and reducing air 
quality index can also be supervised and scrutinized using this technology.

9.7.5  Land Cover Analysis

 Land-cover analysis or  land-use analysis is another important application area of remote 
sensing. The  land-use pattern at a particular area is directly linked with the population 
of that area. As the population around the world is rapidly increasing, the pattern of the 
land use and land cover is also changing rapidly. It has been observed that the forest areas 
are decreased for increasing the areas for cultivation as the area dedicated to the latter is 
increasingly urbanized. These changes are not natural, and thus most of these changes 
are not good for the interest of human beings. If the same continues, it will prove to be 
disastrous to human beings as well as total ecological balance. Thus, for preventing this 
damage to the environment, a proper planning has to be done to control these changes. 
The planning phase is the most important phase as it requires gathering of the data from 
the existing  land-use patterns, which can be done precisely with the help of remote sens-
ing and IoT [ 28–37].

But there is a difference between land use and land pattern. Land use is a method for 
describing the usage of a plot of land for specific purposes such as agricultural land, land 
dedicated for residential buildings, commercial buildings, or even for industrial setups. 
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On the contrary, the land pattern includes the types or patterns of materials that exist on a 
specific piece of land such as land showing the patterns of buildings, forest areas, vegeta-
tion, hilly areas, and many more [ 37–41]. An evergreen forest can be considered to be an 
area under land pattern, and the various activities on any specific piece of land on that 
evergreen forest such as extraction of oil and lumbering are considered to fall under the 
category of land use. Therefore, accurate and u p- to-date information about the land under 
consideration is essential for many aspects of gathering data from that particular piece of 
land.

The technique of remote sensing and IoT has become an intense part of mapping of land 
for defining both land use and land pattern because of the following advantages:

 1. Images obtained are unbiased, resulting in the formation of a permanent data set 
which can be interpreted for a vast variety of land use or land cover including 
agricultural fields, forest areas, and rapid urbanization.

 2. The process of image interpretation is less expensive and less time consuming 
in comparison to the different branches of traditional way of surveying which 
includes direct ground contact.

 3. The remotely sensed images provide a detailed “ perspective” that is not possible 
in the case of ground surveying.

 4. One of the main advantages of using remote sensing technique is that the images 
obtained so eliminate the issue of surface access, that every so often hinders the 
ground surveying.

 5. The degree of accuracy is very high in the case of images obtained from IoT sen-
sors, as compared to the conventional way of surveying because of the spatial 
resolution which precisely ties the level of detailed required for data gathering.

 6. The land with large areas can be mapped easily and rapidly.

But, with all these advantages, the usage of remote sensing has several disadvantages too, 
which are as follows:

 1. To carry out the surveying of smaller areas, mobilization of remote sensing opera-
tions is found to be uneconomical.

 2. In most of the images obtained by aerial photogrammetry and IoT technology, 
the lack of perspective in the horizontal direction is observed, which proves to be 
essential in identification of various classes of land use.

 3. Sometimes, the problem of distinguishing the land on images has occurred.

The System of Classification in Land Use and Land Pattern not only recognizes the 
resources for land coverage, but also its related activities under land usage. When this sys-
tem of classification utilizes the concept of gathering the data from  IoT-assembled remote 
sensing technology, this system must meet the following measures (  Figure 9.9):

 1. The level of the accuracy of image interpretation must be equal approximately for 
every category.

 2. This system must be valid for widespread areas.
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 3. The system should be such that it can use the subcategories which are derived 
from either surveying on ground or by using remote sensing technique.

5. In identifying the categories of land cover or land usage from the remotely sensed 
data, the level of precision must not exceed 85 percent.

6. The results that require to be repeated after a certain interval of time, must be 
obtained via  interpreter–interpreter communication.

7. The system must use the  IoT–remote sensing technique to gather the data or infor-
mation throughout the year.

 4. As population and urbanization are increasing rapidly, it must consider the future 
land in comparison with existing land data.

	

	

	

 8. The recognition of the multiple land use should be done.

FIGURE 9.9
IoT remotely sensed image interpretation process for land use/ land cover.
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9.8  IoT and GIS

Geographical Information System or GIS is a system that allows us to better understand 
the world and thus enables the “ development of spatial intelligence for logical reasoning.” 
The system of GIS uses the data and the information gathered from the remote sensing 
operations and finds application in various areas. It is considered to be a c omputer-based 
system that includes gathering, storing, and manipulating data and then analyzing and 
displaying the data for the purpose of solving complex problems in the fields of manage-
ment, planning, and research. The main advantage of GIS is that it can handle both spatial 
and nonspatial data types. This system is considered to be a specialized database system 
for the preservation of its recorded information.

The combination of IoT and Geographical Information System ( GIS) assures to provide 
improved situational awareness by analytical indicators, faster understandings and per-
ceptions, and the duration of the time for making important decisions. As, in the present 
world, every worker, asset, or even a sensor has its specific geographical position, GIS 
plays a vital role in network operations and IoT. An IoT system consists of four basic com-
ponents: ( i) devices ( or commonly known as sensors), ( ii) connectivity or communication 
link, ( iii) data processing system, and ( iv) user interface. GIS also has five basic subsystems 
which completely blend with the components of IoT:

	 1. Data input
2. Data management

5. Data output.

	
 3. Data processing
 4. Data display
	

In GIS, data input deals with the creation of an  image-based GIS system with the help of 
multiple geo datasets. The purpose of data management is efficient storage of data and also 
its easy retrieval. The data processing includes the phenomena such as data classification, 
data feature enhancement, and data manipulation. The data collected so are displayed, 
and the final output is generated to provide different products in the form of images and 
maps ( basically thematic maps) for their applications (  Figure 9.10).

9.8.1   Real-Time GIS and IoT

The  real-time GIS refers to the capability of the GIS system to use the  real-time data in 
everyday  decision-making processes. This will enhance transformation of the data col-
lected and the information being utilized at any situation. The technological linkup of GIS 
with  real-time condition is fed by IoT, providing views to the everyday procedures revolv-
ing around the organization of data and enhancing the d ecision-making process with the 
futuristic strategies and ideas [ 28–41]. With IoT enabled in GIS operation, the user while 
operating the latter application can find the answers of the following questions:

	 1. What is happening at any moment?

3. Who all are going to be affected by that incident?
 2. Where the incident is taking place?
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	 4. What are the various assets available?
	 5. Where are the beloved people of the users located?

Some of the application areas of this  real-time  IoT-enabled GIS are as follows (  Figure 9.11):

 1. To monitor the public utilities that serve for the public such as electricity, wastewa-
ter, and clean water.

 2. To monitor and track the air traffic worldwide by aviation organizations and air-
port authorities.

 3. To monitor the crime as it happens by law enforcement agencies. The new func-
tion of “ SOS” can also be implemented efficiently.

 4. To issue initial warnings in case a place is going to experience any natural disaster 
by monitoring weather conditions, floods, earthquakes, droughts, and even forest 
fires.

 5. People can use  IoT-enabled electronic gadgets such as smartwatches, smartphones, 
fitness bands, and many more to capture every single information about their own 
activity anytime.

 6. The local and state government authorities can use this application in managing 
the operations related to cleanliness of an area by proper tracking of trash truck 
and snow poles.

 7. The transportation departments can monitor the traffic flows and road blockages 
on highways and expressways, and can also monitor the rail traffic.

FIGURE 9.10
Subsystems of GIS.

FIGURE 9.11
Procedure of r eal-time GIS and IoT.
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 8. Many organizations use r eal-time social media feeds to monitor the emotional 
state of employees on any particular issue.

 9. To monitor the safety of the people during large gatherings by emergency man-
agement agencies such as Olympic Games and World Cup Championship.

The system of r eal-time GIS is characterized by an unceasing stream of activities for-
warded from IoT sensors. Each activity in this process measures the latest or current mag-
nitude of any state recorded and transmitted by a sensor such as location, distance, speed, 
altitude, temperature, level of water, and amount of current. The best way for viewing, 
monitoring, or responding to any data in the real world is to use maps.

With the advancement in the technology, IoT and Augmented Intelligence ( AI), as well as 
its subdisciplines such as machine learning, deep learning, and fuzzy logics, are finding 
their application in all the sectors surrounding us. In lieu of the same, many organiza-
tions and industries are investing in huge funds in IoT t echnology-based concepts such as 
electric and autonomous vehicles, smart cities, telecommunication infrastructure, public 
utilities, and safety measures. The sensors used for the statics purpose are digitizing the 
planet so efficiently and effectively to a level which none of us have ever seen or thought 
before. For example, in the case of automatic vehicles, the early systems are able to detect 
their location with the help of mobile phones, with less accuracy and supporting data. This 
technology has been continued to enhance the features by installing the new categories of 
sensors, which monitor the location with more precision than the former one and are also 
economical comparatively [3–5,9–13,20–22].

In present scenarios, the system of r eal-time GIS is complementing strongly with the 
solutions provided by IoT with the expansion of the possibilities to integrate continuous 
 space–time analysis. A perfect example is autonomous vehicles which not only account 
their locations, but also make observations regarding the different pavement conditions. 
The observations recorded by these vehicles are used in the detailed analysis of the pave-
ment conditions and will be helpful in providing alternative routes or generating warn-
ings in case of any problematic situation, as and when required. Thus, IoT systems gather 
information from multiple sensors of different types, process it, and produce the results 
with optimum accuracy and is also able to solve and manage critical operations in any area 
or field [8,23–27,42–45].

Incorporation of various networking of sensors, which are intelligently combined in a 
geospatial background for the purpose of optimization of different operations, is one of 
the major contributions of IoT in GIS. Even the information that is recorded previously and 
stored in database system can be taken altogether to observe all different ways of a prob-
lem for making smarter conclusions, thereby optimizing services, improving the level of 
accuracy and efficiency, and reducing cost.

 



But one has to also focus on the various sources through which r eal-time data can be 
collected or gathered by the sensors.  Real-time data can be of several various forms and 
thus, are used in a wide range of applications. Maps play an important role as a source of 
 real-time data in the following scenarios:

 1. To predict the path of hurricane or cyclone.
 2. To determine the hourly wind condition pattern for a specific location.
 3. To predict the damage caused by natural hazards such earthquakes, avalanches, 

and landslides.
 4. To monitor the positioning of metro transportation systems.
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 5. Used in steam gauges for determination of water levels to monitor the risk of 
drought and floods.

 6. To monitor the severe weather conditions worldwide.
 7. To monitor the geolocated live tweets from Twitter and Instagram posts.

9.8.2  Capabilities of  Real-Time GIS Platform

IoT servers and r eal-time GIS applications are responsible for bringing the r eal-time data 
on just a click from your finger, allowing the users to connect virtually, processing and 
analyzing any type of data at any time, with the features of updates installing automati-
cally [ 23–41]. With this application, it allows the users to make complex decisions faster 
and respond to any situation with an increased level of mindfulness when they experi-
enced any changes. There are five basic components of the capabilities of  real-time GIS 
system (Figure 9.12):

 1. Connecting to Feeds
 IoT-enabled servers are able to receive and interpret the r eal-time data input 

from any source via virtual mode. The system is not only able to know the receiv-
ing process of the  real-time data, but also the formatting of the data. Various types 
of input connectors are used to capture this  real-time data from different sources.



 2. Sending Updates and Alerts
The connectors, commonly known as output connectors, prepare and send the 

treated data to the users in an anticipated arrangement. These output connectors 
are used for translating the events into an arrangement, which is capable of being 
transferred through a specific communication network.

FIGURE 9.12
Five components.
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 3. Performing Real-Time Analytics
These services allow the user to play a significant role in the definition of the 

stream of data event and also to perform any filtration or processing on the data 
while it streams through output connector. With this component, users are able to 
focus and discover on those events, places, and operations that are important to 
them.

 4. Visualizing Real-Time Data
With various operations, the application allows the users to visualize and dis-

play the key information regarding the specified operation. The views obtained 
so can be easily stored on IoT cloud service, available on various G IS-based soft-
ware applications, and thus can be shared to different members of the same orga-
nization, different groups in the same organization, and also with public when 
required.

 5. Real-Time Data Storage
In most of the scenarios, geodatabase system is used for capturing the data 

streamed in r eal-time environment. The finest practice to reinforce the historic 
archiving of actions is using the temporal or historic class feature for storage of all 
the actions perceived from the information. Thereby, the nature of every element 
can be gathered and indefinitely stockpiled, covering all the information from the 
very initial action until the present time. But, if the data are going to be stored 
from the beginning, the size of the statistics will grow with time. The frequency 
and size of arriving information are the two basic factors on which the rate of 
growth of data or information depends. Thus, a retention policy has to be defined 
and enforced to determine the amount of history which has to be maintained 
actively in a particular geodatabase (  Figure 9.13).

9.9 I oT and GPS

As an important  sub-application area of remote sensing, GPS or Global Positioning System 
is a weather radio navigation system, which is completely  space-based. The basic advan-
tage of GPS is it can provide quick and accurate magnitude of position, velocity, and time 
of any object, located at any location worldwide at any specific time. This particular system 
depends on three basic pillars: ( i) satellite signals, ( ii) exact time, and ( iii) sophisticated 
algorithms. The working of these three pillars is dependent on each other, and thus helps 
in the generation of distances in order to triangulate places anywhere worldwide. The GPS 
is made up of three sections:

	 1. Space section

3. User equipment section.
 2. Operational control section
	

Space section, also known as satellite constellation, consists of satellites that revolve 
around the earth in a fixed orbit. The primary function of the space section is to provide a 
proper range or frequency of signals and messages in the form of data, to the customer’s 
equipment. The operational control section is also known as a ground monitoring/ control 
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network. The primary function of OCS is tracking the signals and also maintaining the 
position of satellites in space. It maintains the satellite configuration in the orbit and helps 
in monitoring the health of satellites and signal integrity. This section is also responsible 
for updating the  satellite-clock corrections and various other parameters which are neces-
sary in determining the time, velocity, and position of the user. The user equipment sec-
tion performs functions of timing and navigation, such as in surveying.

GPS is irreplaceable to an IoT system as it helps in computing and recording speed, loca-
tion, direction, and time. Since GPS is considered to be the initial approach in tracking and 
cataloging the data of the physical world in digital format, it had a crucial impact on the 
 IoT-related technological approaches. IoT technology is used for collecting and quantify-
ing huge amounts of information in the form of data, ranging from healthcare to vehicles, 
whereas GPS is used to track the information about the location of the above stative objects 
(Figure 9.14).

FIGURE 9.13
 Real-time analytics with IoT.

FIGURE 9.14
GPS and IoT communication link.
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The technology of IoT helps in monitoring the objects and hardware systems, so as to 
provide the information regarding the  real-time scenario and all the related data regard-
ing the various operations of the devices, whereas GPS provides the actual physical longi-
tudes and latitudes of the object under consideration.

Let us take an example of how it works. The wide application of GPS and IoT can easily 
be experienced in tracking the location of vehicles. For tracking the location of any vehicle, 
GPS tracking devices are installed on the vehicles. GPS satellite monitors the position of 
the vehicle every time and transfers the information via signals to the cloud storage hub. 
With the availability of Internet services, the owner of that particular vehicle is able to 
monitor every single movement of that vehicle (  Figure 9.15).

9.10 Future Scope �

IoT and remote sensing play important roles in each other’s disciplines. With IoT perform-
ing various operations at different levels not only in the field of remote sensing, but also 
in the subdisciplines of remote sensing, i.e., GIS and GPS, one can easily solve any kind 
of problem in the complex environment. With all these technological structures working 
together in tandem, these systems are actually laying foundations for even bigger scien-
tific and commercial approaches such as smart cities, electric or s elf-driven vehicles, and 
automation. Not only in engineering applications, this system could also work in health-
care industries and an interconnected, gigantic ecosystem, allowing the smart devices to 
interact with complex positioning abilities for achieving the goals that are not possible 
with traditional or conventional methods and approaches.

9.11 Conclusion �

This chapter deals with the interaction of two emerging technologies: remote sensing and 
IoT. The art of remote sensing has emerged as one of the most captivating themes in the 
past four decades. The observation of the earth from the space through remote sensing 
system have proved to be advantageous in the fields of dynamics of the surface of earth, 
competent management of natural resources, and the whole environment inclusively. With 
the interference of IoT in the remote sensing system, the system becomes more effective 
and efficient. From the whole process of gathering the information via sensors to interpret 

FIGURE 9.15
Tracking of vehicles with GPS and IoT.
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to the users in the format they can easily understand, IoT plays a vital role in every stage 
of remote sensing process. With wide application areas in the disciplines of engineering, 
management, agriculture, geology, etc., this relationship of remote sensing and IoT proves 
to be beneficial and will be able to prove more resourceful in the coming future.
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10.1  Introduction 

 CRISPR-Cas9  genome-editing technique allows the manipulation of target genes and 
genomic regions. CRISPR is an acronym for clustered regularly interspaced short palin-
dromic repeats, while Cas9 is a dual  RNA-guided DNA endonuclease enzyme associated 
with CRISPR. The efficiency of a particular single guided RNA ( sgRNA) is not uniquely 
defined by the identity of the sequence with the target site ( TS). CRISTA (C RISPR Target 
Assessment) presents a new software of the machine learning (M L) network, which defines 
the tendency of a genomic TS to be separate from a corresponding sgRNA, describing the 
3D structure and stickiness inside of the entire TS [ 1–3].

CRISPR with protein 9 (C as9) is the basis of the microbiological adaptive immune sys-
tem, which is recently used for modulation of DNA sequences inside the endogenous 
genome not only in “ in vitro” but also in the whole organisms “ in vivo” [4,5].

https://doi.org/10.1201/9781003244165-13
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Besides, it is known that Cas9 endonuclease activates programmable sgRNA to activate 
double strands at specific TS [6]. This leads to adequate sgRNA, as a suitable guide, with 
a neglected deviation from TS. As a result, the number of  non-compliances is the predict-
able range, while the discrepancies at the protospacer adjacent motif ( PAM) is negligible. 
Proximal positions are more active than PAM-distal positions ( PAM presents a 2–6-base 
pair of DNA sequences), including DNA sequence targeted by the Cas9 nuclease in the 
CRISPR bacterial adaptive immune system [4,5].

Generally speaking, an autonomous system, software or robotic, is a system that goes 
beyond the behavior programmed with an initial algorithm. Autonomous systems can 
learn from data and the environment, so their behavior is unpredictable. Their contex-
tual behavior is unpredictable because it depends on an indefinite number of variables. 
Similarly, an SB entity or a biological entity modified by SB techniques operates at differ-
ent levels, from the cellular to the real world, interacting with all components of such a 
context [5,7].

The “ programmed” nature of these entities, together with their complexity, makes it 
difficult to predict the behavior of the actual system. SB entities are autonomous like 
autonomous AI systems, although they are generated differently. The problem of the AI 
prediction algorithm is present not only in genetic editing but also in the cases of simu-
lation of evolutionary processes and s elf-replicating systems. The problem of prediction 
related to the artificial construction of s uper-intelligence has an analogous problem in the 
general goal of building complex SB systems. AI emphasizes the unpredictable aspects 
of algorithms because its main goals include creating autonomous systems and commu-
nicating with its products in an open context. Previous SB researches include designing 
and constructing new biological systems, and redesigning existing biological systems for 
suitable application [ 8–13]].

Some authors direct great attention to the information theory and algorithmic program-
ming in explaining biological phenomena. This attention is especially directed to the pos-
sible relationship between the probability of disease and the state of the immune system, 
particularly from the point of cell reprogramming. Such approaches to software engineer-
ing are based on a computer interpretation of cell behavior. Gene therapy is just one pos-
sible example of such a methodology. The main aim of the application of the algorithms 
is to control the behavior of the cell systems, despite their possible strong perturbations, 
during the cell replications [14,15].

Cell reprogramming is achieved by natural or artificial methods, which are used in SB. 
The  CRISPR-Cas9 papers show that genome engineering is defined as the process of intro-
ducing desired modifications into the genome. Therefore, recently many programmable 
technologies for  nuclease-based genome editing are discovered [15,16].

Cas9 is an enzyme that mediates the cleavage of the targeted DNAs. Analogous to the 
search function in modern word processors, Cas9 leads us to specific locations within 
complex genomes by a short RNA search sequence. Using this system, DNA sequences 
and their functional outputs are now easily edited or modulated in virtually any chosen 
organism, with an obvious analogy with word processors, suggesting a wide potential 
application of Cas9 [17,18].

If we consider the parallelism of the Cas9 behavior with AI and computer algorithms, in 
both cases, a more general risk is related to the uncertainty of the prediction either of the AI 
or Cas9 process. Particularly, the outcomes of Cas9 are not controlled in the long run due 
to too many factors involved in gene expression and cell reproduction. Therefore, the SB, 
whose subfield is genome engineering, has the same l ong-term prediction problem as AI 
because it aims to produce autonomous systems, requiring spontaneous communication 
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among the SB products. SB can have complex systems as an outcome or goal, like ( for 
example) synthetic multicellular systems, while AI uses computer simulation and models, 
specially adapted to the needs of SB, to study their processes and behaviors over resulting 
outcomes [17,18].

Genetic engineering, including  genome-editing techniques, can lead to reaching bio-
logical  super-intelligence through recognition of biological mating features or through 
some other controlled modes of evolutionary action, such as implantation of edited DNA 
into embryos and embryo selection through numerous generations. This can lead to such 
a form of  super-intelligence, which would create smarter and smarter human persons by 
speeding up evolution. This process leads to a large number of increasingly intelligent 
people, who then contribute to the accelerated development of artificial s uper-intelligence, 
repeating this cycle over and over again. Therefore, by SB techniques and methods, it 
seems possible to gain control over human beings [18,19].

In return, from the aspect of AI, evolutionary computing is the shortest path to achieve 
an artificial  super-intelligence if human intelligence can be observed as an evolution prod-
uct, as Moravec believes [20]. The prediction of the process outcome and its control after-
ward is the most important goal of such an AI development strategy. In turn, the results 
of evolutionary computation help in the faster and safer development of SB. In particular, 
the regulatory role of such predictions inevitably leads to the development of complex 
autonomous systems that could have a profound impact on human life and society, which 
is why it is necessary to redefine the ethical, legal, and political problems of AI and SB 
regulation [21].

10.2  CRISTA Method of Machine Learning

The CRISTA method is based on an ML paradigm for predicting the affinity to cleave a TS 
using a given sgRNA. This approach considers a wide range of characteristics that include 
those specific to genomic composition, characteristics that thermodynamically describe 
sgRNA, and traits related to the comparative resemblance of sgRNA and genomic tar-
get. This method achieves higher prediction accuracy than other widely used methods. 
 Cross-validation determines the degree of predictability of the model, which follows the 
basic features of genome cleavage combined with various detection methods [22].

Previous studies were not conducted at the genome level because they analyzed 
 non-targets  pre-selected based on sequence resemblance. Certain experimental techniques 
for acceptable profiling of the whole genome were observed, particularly including the 
method of the integrated oligonucleotides in  double-stranded DNA strands detected by 
sequencing (  GUIDE-Sec) or method of the g enome-wide translocation sequencing detected 
by hypertext transfer protocol ( HTGTS) [21], or by direct labeling by BLESS ( software which 
use  genome-wide approach to map DSBs at the level of the nucleotide resolution, capable to 
detect telomere ends and  nuclease-induced DSBs). These studies have shown that CRISPR 
 non-targets can be found in unexpected locations, like the places with alternative PAM 
sequences ( sites that contain a high number of mismatches and splits out of targets at higher 
probabilities than previously predicted). This evidence clearly follows that a complex set of 
attributes has crucial importance in the  CRISPR-Cas9 function [ 23–26].

The CRISTA ML algorithm for predicting the probability of splitting is an MK method 
based on a random noise regression model [ 23–26]. CRISTA was studied through certain 
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experimental genome researches to combine a big set of traits to calculate the probability 
to cleave targeted DNA using sgRNA. The resulting regression function of CRISTA con-
sists of numerous interactions between  built-in patterns described by a series of decisions. 
The performance of CRISTA prediction in  cross-validation of the effects of a single sgRNA 
was evaluated and compared with alternative tools. First, the square of the Pearson corre-
lation coefficient (r2) between the experimentally observed and predicted splitting was cal-
culated. The obtained results in  cross-validation correspond for r2 was 0.65. Accordingly, 
OptCD gives an r2 equal to 0.13, while for the CCTop, an r2 was equal to 0.23. The Cutting 
Frequency Determination ( CFD) score correlates best with the r2 equal to 0.52. A simi-
lar trend was obtained when calculating Spearman’s rank correlation scores ( Spearman’s 
rho coefficients for CRISTA, OptCD ( Optimized CRISPR Design), CCTop ( Consensus 
Constrained Topology) prediction, and CFD [ 27–29].



The receiver performance curve ( ROC) is used to distinguish experimentally divided 
and undivided sites ( therefore, for this performance assessment, it is necessary to intro-
duce positive or negative sets). The prediction is used as a threshold for distinguishing 
between positive and negative results during ROC calculation. CRISTA showed the high-
est AUC ( AUC is the area under the curve for the precision call curve) score of 0.96, while 
the values of CFD score was 0.91, OptCD 0.85, and CCTop 0.85 AUC values. CCTop deter-
mines and ranks all potential sgRNA TS according to their  non-target values. It is notice-
able that all procedures show high AUC scores, influenced probably by a high number 
of unbroken locations contained in the dataset. Therefore, the detection and ranking of 
the positive samples is further compared. Like the ROC ( receiver operating characteristic) 
curve,  PRC-AUC closer to 1.0 illustrates extremely good predictions [ 27–29].

Recently, several types of CRISPR mechanisms are designed to compare experimental 
and simulated data. One of them is a lignment-based models, in which CRISPR conductor 
sequences are determined on the base of PAM sequences mapping in the genome. The 
second is a hypothetical model in which gRNA activity is predicted based on particular 
characteristics such as  guanine-cytosine ( GC) value. Finally, one group of methods are 
combined ML and DL, known as machine deep learning ( MDL) methods, in which gRNA 
activity estimation was obtained by algorithms learned on large datasets of CRISPR exper-
iments performed on different cell types [30,31].

As a result of the increase in CRISPR gene editing, the database of the world CRISPR 
society,  MDL-based approaches, are growing, making MDL the most significant method 
for predicting CRISPR gRNA activity. Furthermore, still, all current forecasting models 
suffer from a lack of data. ML approaches are more efficient than the other approaches 
thanks to more efficient data management, but they cannot efficiently predict processes if 
they do not possess enough data to isolate their key characteristics. In addition, ambigui-
ties in the essential behavior of the  CRISPR-Cas9 system have not yet been fully examined 
by current  state- of- the-art algorithms [30,31].

It is indicative that some key properties are still missing, such as the local state of chro-
matin. Although deep neural networks ( DNNs) can automatically extract these charac-
teristics, they cannot efficiently predict processes if there is not enough data to isolate 
their basic characteristics, like ML. In addition, the ambiguities of the mechanism of the 
 CRISPR-Cas9 system have not yet been examined enough, limiting their ability to be used 
effectively in recent s tate- of- the-art algorithms. It is indicative that some basic properties 
are still missing, such as the local state of chromatin. Furthermore, DNNs can automati-
cally extract these characteristics, but they cannot efficiently predict processes if there is 
not enough data to extract their essential characteristics. These DNN characteristics and 
their significance for CRISPR functions still need to be functionally validated. The main 
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reason for such a procedure is the heterogeneity of data generated from different platforms 
and cell types and the data inconsistencies caused by the number of detected n on-target 
sites, although they are usually significantly lower than the number of predicting targeted 
sites ( TS) [31,32].

The CRISTA method is used for evaluation of the cleavage efficiency of a particular 
genomic part using a particular sgRNA. Unlike many computer tools developed for these 
purposes, CRISTA also considers broader genomic attributes. It predicts the sequence which 
will be targeted by sgRNAs, like DNA protrusion sites ( taking in mind that such protrusions 
are present in approximately 20% targets), while some of these targets are present with a 
significant frequency of occurrence. These findings are opposite to the Haussler conclusions 
[22,33] who told that such protrusions are rare and happen only on the split targets with 
small frequencies. Such forms of mismatch and bulges can be associated with Cas9 activity. 
Besides the importance of basic genomic attributes, in Cas9 action, significant roles belong 
to attributes that describe basic pair similarity nucleotide composition. The results of some 
researchers emphasize the importance of specific genome characteristics, like DNA geom-
etry, its stiffness, double helix width, and DNA enthalpy. These properties are commonly 
applied to predict genomic entities, like nucleosome conformity and transcription factor 
binding sites, or to optimally adjust empirical procedures ( e.g., PCR) [22,33].

Such characteristics are important for predicting the effectiveness of CRISPR. Some evi-
dence indicates that unifying local DNA geometry and geometry of other genomic traits 
can improve TS prediction and rankings. The inclusion of genomic characteristics data 
in the analysis of such systems improves the efficiency of its target ranking. Also, the 
characteristics concerning RNA thermodynamics conduce greatly to the exact prediction. 
It should be noted that the variance of these characteristics is still small because they are 
fairly consistent for all specimens of the same sgRNA. Their significance is much more 
important when examining the effectiveness of a large number of targeted goals. CRISTA 
model, which is trained as a regression model, adjusts the splitting efficiency obtained 
using appropriate experimental studies, where the biggest problem is the need to combine 
the results of different experimental platforms into one scale, which can introduce a bias 
effect into the model [34,35].

Alternatively, it is possible to analyze the data within a given classification, wherein the 
data obtained by profiling  CRISPR-Cas9 at the level of the whole genome can be considered 
as a single, where all truncated places are considered as a set of positive and uncut places 
as negative. The usually used models for such researches are regression and classification 
models. A classification approach that largely depends on the quality of experimental data 
uses the Random Forest classification algorithm. Therefore, the results found using this 
approach are very close and do not have the same efficiency as results obtained by using 
the regression model. Better prediction results of the regression model are the consequence 
of the more precious explained probability of cleavage between cleavage sites. The strictly 
defined boundary between places prone to cleavage, assigned as positive, and places not 
prone to cleavage, assigned as negative, represents the noise. Therefore, the main problem 
is to set a given limit according to experimental data. CRISTA uses currently available 
data, which includes profiling n on-targets across the genome using C RISPR-Cas9 appro-
priate predictive tools to extract specific genome characteristics [ 35–39].

10.2.1 Data Labeling �

In order to train the controllable guided ML model, one of the beginning steps is to 
determine the appropriate “ labels” for the applied data. In the CRISPR study, such labels 
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include cleavage efficiency, gene knockdown efficiency, and  fluorescence-expressed 
expression intensity. The given data is associated with either attributes “ discrete” 
( high/ low) or “ continuous” (  0–1). The values attributed to them depend on different fac-
tors, such as the used algorithm or the desired outcome. Classification algorithms are 
used for discrete variables, while “ regression” algorithms are used for continuous vari-
ables [40–43]. 

Accordingly, the efficiency of sgRNA cleavage is continuous, as the efficiency ranges 
from 0% to 100%. Recent regression approaches for predicting CRISPR efficacy are not 
accurate as empirical approaches because they are not well correlated with predictions. 
Often a target for which 100% efficiency is predicted will be no more effective than a 
target for which 80% efficiency is predicted due to the complexity of modeling of biolog-
ical systems, which are usually less predictable. Labeling of sgRNA as “ high” or “ low” 
efficiency requires less data than regression model on a continuous scale from 0% to 
100% efficiency. The capability of classification programs to distinguish the most active 
sites from others is practically very important. Nevertheless, sgRNA efficiency is more 
accurate if it is modeled using regression algorithms. Data discrepancies occur when 
researchers publish only positive results for CRISPR experiments. One way to avoid 
data imbalances is to select the optimal threshold when transforming efficiency values 
from continuous model to binary ( high/ low). A potential solution is to improve the 
existing targets sampling method instead of the initially used randomization method 
[44–46].

10.2.2  Prediction Targeted Activity

Many of MDL approaches for predicting targeted CRISPR activity are based on ML, like 
sgRNA Designer, sgRNA Scorer,  CRISPR-Scan, SSC, and CRISPRater methods [ 47–51]. 
These methods cannot be intuitively explained. Other methods are computational. They 
are based on a complete understanding of the algorithm (“ algorithmic transparency”). 
Such methods are CRISPRater,  CRISPR-Scan, and SSC. They represent simple linear mod-
els and logistic digression models. Such models are the easiest to interpret the obtained 
results. These linear models can be easily trained. Therefore, they are very suitable for 
application at  large-scale sgRNA predictions, but they have limitations for processing non-
linear bond characteristics. TUSCAN is a model that is trained by using a Forest of random 
data. It explains them and does not require normalization of data or parameters adjust-
ment, but it is unreliable when the data form is abruptly changed. Other models, like SVM 
( Support Vector Machine), are unacceptable for big amounts of data, while another, like 
GBRT ( Gradient Boost Regression Tree), are easily adapted to different data characteristics, 
are not applicable for precise data interpretation [ 47–51].

Recently, investigators have successfully used DL techniques in CRISPR research. 
DeepCas9, DeepCRISPR, DeepCpf1, and CRISPRCpf1 [ 52–59] use CNNs ( convolutional 
neural networks) to explain sRNA activity by automatic recognition of sequence charac-
teristics. The major power of DL is the sophisticated structure of CNNs, which enables 
automatic recognition of data characteristics, and subsequently their separation and func-
tional confirmation. For a more efficient application of DL, it is necessary to significantly 
increase the number of data, using the methods of their artificial duplication. Therefore, 
publicly available target data is still not enough to build a powerful model of DL. Due to 
the large variability between species,  species-specific algorithms are designed, like friC-
RISPR for drosophila,  CRISPR-P for plants,  CRISPR-Scan for zebrafish, and EuPaGDT for 
pathogens [51,52,60,61].
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10.2.3 Prediction Non-Targeted Activity � 

Previous researches have shown that  non-targeted sites ( NTS) in the  CRISPR-Cas model 
are not chaotic [52]. It was found that they possess a higher probability occupation in the 
case of an active mutation at the end of 5′ gRNA, while an active  non-target mutation A in 
C at the 8th location is more likely. This evidence can be partly explained by decreasing 
the  non-target activity when the 5′ end of gRNA is shortened [52]. Moreover, if we cut off 
part of gRNA, particularly at the 5′ end, the target activity will also decrease. Therefore, a 
number of algorithms for searching NTS are developed, like conventional alignment algo-
rithms: bovtie, bovtie2, bva, TagScan, and  GPGPU-enabled with CUSHAV [ 52–56].

All of the listed software have two constraints: a limited number of nonconformities and 
a rigid PAM. Therefore, the new algorithms adapted for  CRISPR-Cas  non-target location 
prediction systems have been developed such as CasOFFinder, FlashFri, dsNickFuri, and 
CRISPR [ 52–56]. In addition to methods based on harmonization, a part of methods based 
on learning has been developed. Thus, the MIT server [53,54] manually evaluates the tar-
get result based on an estimation of the numerous mismatched nucleotides and the spac-
ing between them. This result can be used to explain whether the gRNA  non-target score 
achieves the boundary value of 66. DL methods can also be applied for CRISPR  non-target 
scoring. Two algorithms called CNNstd and DeepCRISPR use the CNNs approach to fore-
see the assessment of gRNA relevance for the  CRISPR-Cas9 system [ 57–59,62].

The various methods applied to quantify CRISPR activity may influence heterogeneity 
among various experiments. The first stage of quantification is measuring  gRNA-mediated 
 CRISPR-Cas9 activity to determine phenotypic impacts. Genetic functional knockout ( KO) 
enables the estimation of the quantified gRNA activity by quantifying green fluorescent 
protein ( GFP) intensity [58,59,62]. The  GFP-based approach assumes a  fluorescence-activated 
cell sorting analysis ( FACS). Therefore, some researchers used tests, which are not sensi-
tive to drugs to measure the effectiveness of gRNA [57,59].

These tests often underestimate the real activity of CRISPR gRNA, showing f alse-negative 
results. The second most commonly applied approach of measuring CRISPR gRNA activity 
is based on serious sequencing of nucleotide sequences at the TS [62,63], directly indicat-
ing the existence of indels generated by C RISPR-Cas9. Endogenous DNA repair machines 
can induce CRISPR activity. Therefore, many CRISPR activity measurements can be per-
formed using a suitable detection method to minimize data heterogeneity [62,63].

10.2.4 Data Scattering �   

Data scattering is a usual problem in  non-target forecasting. Most of the used data on 
 non-target gRNA is obtained following  high- and  low-throughput sequencing methods 
such as targeted PCR. For each TS, corresponding target sequences with splitting activity 
can be registered inside of the genome. These gRNA sets registered by various procedures 
are labeled as positive, while the gRNA sets with unregistered splitting are more frequent 
than detected. This causes data discrepancies in the negative group because positive sRNA 
 non-target sites are present only in a highly low partition comparing to the total present 
sites. The PRC curve sampling estimation method could help to solve this problem. Several 
characteristics are essential for the targeted activity of gRNAs, such as the composition 
of the sequences, as well as their thermodynamic properties, specifically their secondary 
structure properties, and physicochemical properties [26,64].

The composition of the sequence can be classified into the conventional characteristics 
used in the algorithm of the gRNA designer, which was considered the most modern 
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tool before 2017, for interpreting nucleotide content of the gRNA spacer sequences. Some 
researchers show that gRNAs with low or high GC partition are usually less active [26,64].

Knowing that the most active gRNAs contain approximately 50% GC ( accepting that the 
percentage of GC in the spacer sequences is particularly important). Biochemical and con-
formal researches suggest that the thermodynamics of gRNA may also affect the linkage 
of gRNA of targeted DNA [26,64].

The location where the amino acids are cut is particularly important. In addition, sev-
eral assumptions have been included to simplify model design, such as secondary spacer 
conformity and Gibbs free energy. They are essential for the  self-bending activity of gRNA 
spacer sequences, although these are not too large to reach high gRNA activity. This limita-
tion prevents the linkage of gRNA to the TS. Additionally, the length of the gRNA graft is 
also important. Experiments have shown that 67R and 85nt gRNA grafts can show higher 
efficiency in comparison with the real graft size [3, 65–67].

Epigenetic characteristics, such as the availability of chromosomes, which affect the 
combination of gRNA and target sites, should also be included in the model [65].

Extraction of functions based on DL methods, such as DeepCpf1, DeepCRISPR, and 
DeepCas9, which implies automatic extraction of gRNA characteristics, is highly popular 
because DL methods do not request precious characterization of gRNA sequences. Based 
on the automatic extraction of essential characteristics of gRNA, DL algorithms can deter-
mine very deeply sequences [3,65,66].

10.2.5 Selecting Data �   

Besides labeling, each sample must contain a set of specific characteristics, consisting of the 
basic data ( genetic, epigenetic, or experimental) in an arrangement proper for ML model. 
The main provocation is to provide enough data so that the ML software can generate 
reliable results. Without the inclusion of the additional data, it is very difficult to obtain 
predicted enough precious results, for certain specific test [ 66–68].

Therefore, the goal is to create a generalized approach, which gives more accurate pre-
dictions.  Genome-related models include the sgRNA sequence and PAM and/ or adjacent 
nucleotides. Knowing that the efficacy of sgRNA depends on the presented nucleotide 
types, the additional advantage of this model is the universality of the obtained sequence 
information by it. The sgRNA sequence is known to be crucial for guiding CRISPR/ Cas9 
to the TS. Since all of the applied programs take only sequence information as input, they 
can successfully foresee the sgRNA efficiency for each cell kind [ 66–68].

SVM programs based on classification or regression that incorporates sgRNA length 
are sgRNA design,  ge-CRISPR, sgRNA scorer 2.0, CRISPRpred,  VU-CRISPR, TSAM, and 
 CRISPR-DT [ 68–72]. Since the SVM algorithms model are nonlinear, the data should be 
transformed in a suitable format for a multidimensional presentation if they can be lin-
early separated. Azimuth [3] and CRISPRpred algorithms are trying to improve prediction 
precision by incorporating in the model location data, such as targeting exons positions 
and/ or targeting genes position [3].

Although these increase the model performances [3,73,74], such programs result in a 
reduction in generalization compared to the  sequence-only models. Therefore, Azimuth 
uses the sgRNA design algorithm only if the position of the target cleavage site is not 
available. In this case, the inclusion of epigenetic data may improve the model precision, 
enabling specific prediction not only for the species but also for the cell type [30]. Looking 
to find patterns that give more data and enhance precision, attention should be given to 
the reduction of the volume of data, regardless of their relevance, because the inclusion 
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of irrelevant characteristics ( i.e., experiment ID in the tracking system) only increases the 
noise and requests additional memory space. Although FORECast program was trained 
on > 40,000 sgRNAs, it requests a limited sample size, which enables a limiting processing 
time. Somewhere, by applying multiple models, each of them is responsible for a specific 
type of genome change. Such characteristics show the SPROUT program, which is special-
ized in deleting irrelevant data, and other unimportant data, for example, for tracking the 
type of mononucleotide change [3,68, 73–75].

10.2.6  Setting Data into  Machine-Readable Form

Identified data for incorporation in the learning database should be refined, following spe-
cific criteria. This is particularly important for the sequences data because the majority of 
ML algorithms cannot identify the specificity of certain data, which belongs to the generic 
data format, presented as a series of numbers. Thus, all nucleotides in the alphabet of DNA 
( or RNA) should be presented as a number from 0 to 3 ( A = 0, C = 1, G = 2, T = 3) because 
today, many ML algorithms can identify a position which is changed. Regardless, this 
presentation is not appropriate for algorithms working with continuous variables because 
T ( 3) is more distinct either to A ( 0) or to G ( 2). Nevertheless, we can process them by using 
‘  one-hot encoding’ procedure [76,77].

This allows nucleotides to be presented by 0s and 1s, using a special column for each 
location in the sequence and each nucleotide. These processes can be enlarged to create 
a new pattern representing, for instance, nucleotide pairs. This simplifies entails generat-
ing an extra pattern column for each permutation and arrangement of two nucleotides at 
each location along the sequence. Moreover, it is possible to process strings using coding 
using the  so-called “ hot protocol,” which allows nucleotides to be displayed as 0 and 1, 
applying a separate column for each location in the sequence and each observed nucleo-
tide. It is clear that the given processes can be further extended by characteristics, such as 
 nucleotide pairs [76,77].

10.2.7 Algorithm Selection �

The train of chosen model is possible with a  well-chosen set of features and carefully 
selected labels. Currently, many ML algorithms are used to predict CRISPR, each of which 
has some advantages and disadvantages. The two most common algorithms used in ML 
are linear regression and logistic regression. Linear regression is suitable for the continu-
ous notation in CRISPR processes, while logistic regression is used in sgRNA design [78]. 
The last model is suitable for discretely labeled data. To avoid any manual transformation, 
algorithms should support nonlinear separation, like an algorithm that supports nonlin-
ear separation or vector machines ( SVMs). Trained SVM models, supporting classifica-
tion or regression, use sgRNA scores, sgRNA design, g e-CRISPR or sgRNA 2.0 scorer, 
CRISPRpred,  VU-CRISPR, TSAM, and  CRISPR-DT [75, 78–81].

Modeling nonlinear data by converting their characteristics into multidimensional pre-
sentation requests linear fractionalization data [78,80]. The lack of transparency of data or 
behavior similar to the “ black box” should be balanced by clear models, which refine the 
modeled data. A second significant characteristic of the CRISPR algorithm is its ability to 
capture  higher-order interactions, like interactive features. In the context of the efficacy of 
sgRNA, the interactive characteristics may be nucleic, epigenetic, or some other, which can 
together correlate with satisfying efficiency [75, 78–81].
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 Tree-based software is a set of algorithms that incorporate  higher-order interac-
tivities. Their goal is to generate  so-called “ pure” groups containing exclusive  high- or 
 low-efficiency goals. The two of these algorithms used to predict sgRNA productivity, as 
arbitrary foreseen methods, are given by CRISPRpred, CRISTA, TUSCAN, C RISPR-DT, 
and CUNE algorithms [81], and advanced algorithms such as Azimuth and SPROUT [75,-
78–82]. These algorithms produce programs consisting of multiple decision trees, using 
more search space. Therefore, they are superior to the single tree method because they can 
improve generalization or reduce the error range. Today, algorithms consisting of multiple 
nonlinear sheets, like CNNs, are increasingly used for this purpose [75, 78–82].

Such algorithms are successful in analyzing not only images but also the objects in them. 
Today, the sgRNA foresee area uses DL based on the development of algorithms such as 
DeepCpf1, DeepCRISPR. DL is just one of the tools in finding the right algorithm, as it is 
shown by the example of the C RISPR-GNL algorithm, or the Bayesian ridge regression 
solution, which is often more reliable than DeepCas9 [83]. Algorithms such as CNN can 
analyze figures containing objects in arbitrary positions, sizes, and angles, without scaling 
and rotating procedures, not only for previously trained datasets but also for certain new 
samples [75,81–83].

The ability to detect basic patterns in arbitrary data often requires perfectly defined sets 
of characteristics, which is particularly important in the case of processing CRISPR data. 
If an image consists of an extremely high number of pixels, with objects present in unpre-
dictable sizes, positions, and directions, a usual CRISPR TS contains 2 0–30 bases, with 
defined coordinates for entities, like the sgRNA TS and PAM [75, 81–83].

Therefore, the application of CRISPR target processing by usual ML methods is relatively 
simple, showing that DL algorithms are redundant for such purposes. Therefore, it is increas-
ingly applied for various Cas enzymes and future uses where the whole genome can be used 
as an input to find the optimal targets for the entire genome, with improved accuracy. It is 
obvious that the choice of the optimal approach depends on the given task and its linearity 
or nonlinearity, and characteristics interactivity which should be included, as from the pos-
sibility of recognition of the influential characteristics to the applied model [83,84].

 

10.2.8  Predicting CRISPR Target Activity: GNL Scorer

The CRISPR/ Cas9  gene-editing system constrains two essential constituents: small guided 
RNA ( gRNA) and Cas9 endonuclease. gRNA is a chimerical RNA molecule constituted 
from tracrRNA (  trans-activating CRISPR RNA) and crRNA, where crRNA is a part of RNA 
that contains the gRNA locating in the specific part of host DNA linking to tracrRNA. It 
manages the Cas9 protein to the genome TS. Therefore, selecting a target location with pro-
nounced targeted activation and low  non-target locations is essential for gene editing. The 
activation of  CRISPR-Cas9 during gene editing in mammalian cells is induced by numerous 
factors, like its secondary structure and availability of  chromatin-guided sequence [ 85–88].

The results of the research so far have exhibited that the activities of CRISPR gRNA 
are very fluctuating. Therefore, many web tools and programs are established for silicon 
gRNA illustration that promotes CRISPR method and its uses. Recently, such tools are 
based on the ML. However, there are limitations in their application to predict gRNA acti-
vation on different types of data [ 85–88].

Accordingly, a program with  cross-species generalization was developed. This targeted 
 gene-editing software called GNL Scorer ( GNL and  GNL-Human) integrates optimal 
datasets and  problem-solving characteristics between species. The applicability of a pos-
sible data extension is tested firstly by GNL software. In particular, both normalized and 
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 non-normalized datasets are trained by the Gradient Boosted Regression Tree, the most 
modern approach used in gRNA Designer ( a series of rules, defined by using a series of 
characteristics). Compared to Doench’s ( V1 + V2) data series, this dataset cannot enhance 
the Spearman correlation coefficient ( SCC) by only increasing the data amount without 
considering the group effects of the SCC for the normalized dataset [89,90].

Compared to  non-normalized datasets, there are no important variations between them 
and  non-normalized Doench datasets. However, when we use coupled normalized data 
group, SCC is considerably lower (P = 0.044) than the reliable value when Doench’s data-
set is used. It can be noticed that strong cumulative influences are present between dif-
ferent datasets. Therefore, these algorithms were developed with a certain set of data. 
Furthermore, this model, if applied to any other datasets, shows a tendency to include sig-
nificant uncertainties. Accordingly, the performances of each model in each dataset should 
be carefully evaluated and selected as the model with the highest SCC [89,90].

Appropriate datasets applied for learning are the most acceptable datasets. Hela, Hct116, 
and Doench_V1 are the best datasets from the aspect of gRNA activation and its predic-
tion. gRNA activation in Hela and Hct116 datasets is determined using the quantized 
sequencing detection method ( QSDM). Data of sequences of gRNA activation show the 
best generalization characteristics, i.e., they have a high generalization potential. Like 
the FC and RES datasets, the Hela and Hct116 datasets possess a clearer indication con-
trol during ML. Subsequently, the BRR model was shown to be most suitable after fil-
tering the model over the following datasets: Hela, Hela + Doench_V1, Hela + Hct116, and 
Hela + Hct116 +Doench_V1 [89–92].

These results show that the generalized foreseen efficiency of the integrated Hct116 + Hela 
dataset is equivalent to one Hela dataset and that these two datasets are more acceptable 
than other dataset combinations. After assessing the significance of epigenetics for model 
characteristics, a set of the most appropriate traits is chosen. A set of features without 
epigenetics can be included to reveal the optimal combination of features for predicting 
gRNA activation. For comparison, a combined set of 2,701 traits is generated, including 
those associated with the epigenetic. The two most acceptable datasets, normalized with 
the Hela and Hela + Hct116 program, are used for learning. The program with the greatest 
SCC is selected. To avoid  over-adjustment, a subset of Doench_V1 data is taken to assess 
the correct choice of properties [ 89–92].



   

Finally, two generalized evaluations ( GNL and  GNL-Human) are obtained, and their 
performances are evaluated and compared with other  state- of- the-art prediction models of 
the efficiency of sgRNA splitting over SCC. The enhanced CRISPR gRNA activation fore-
seen algorithms include GNL and G NL-Human model evaluation constructed by using the 
BBR model. Both of them are based on the two  best-performed datasets ( Hela and Hct116). 
Essentially, GNL was learned using a normalized Hela dataset, while G NL-Human uses a 
Hela + Hct116 dataset. For a general assessment, GNL and G NL-Human models are com-
pared with other dataset sources. It was shown that GNL and G NL-Human programs are 
the best for most datasets in all performed tests. GNL fits almost all other data types, while 
 GNL-Human is at the top list among human datasets ( HEL), clearly showing its applica-
tion possibilities when used in human cell experiments [ 89–92].

10.2.9  Insight in CRISPR ML Models and Way of Minimization Errors

Learning models on various subsets of numerous characteristics are unsuitable and 
require a long processing time. Logical approaches, like regression and t ree-based models, 
are more suitable for identifying influential characteristics [ 93–95].
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Such models are suitable for learning various available features and subsequently rank-
ing them according to their partition in the model or the significance of their impact. Such 
models can be extended to “ generate appropriate hypotheses.” Traits such as the number 
of independent nucleotides, sgRNA positions within proteins, and melting temperature 
contribute to models in determining DNA cleavage efficiency [ 93–95].

Understanding how to interpret model performance is crucial in assessing the reliability 
with which a model presents basic data. Usually, a decrease in bias leads to an increase 
in variance, which is why balance needs to be found when both types of errors are mini-
mized. A too complex model usually has a large variance, and although it perfectly repre-
sents the data on which it is trained, it suffers from the impossibility of s elf-improvement 
in determining the efficiency of sgRNA editing. Therefore, it shows low foreseen accuracy 
on samples on which it is not learned. The complexity of the program is also related to 
noise or deviations in data during learning. Noise is caused by the presence of specific 
nucleotides that affect the efficiency of sgRNA when it comes to  training-related data [93].

Sometimes, a negative goal ( characterized by low efficiency) has sequences that are very 
dissimilar to other negative goals to resemble the properties of a positive goal sequence 
with significant efficiency. This may be caused by an experimental error, particularly if 
the sample size is tiny or characteristics that would identify as a bad target ( like epigenetic 
information) are not contained in the dataset. Training of models on the Forest may influ-
ence large deviations of the model, while an oversimplified model induces a high bias. 
Dissimilar to  high-variance approaches,  high-bias approaches have a high inadaptability. 
Such models do not prove to be reliable enough even on the data on which they were 
trained. In order to modify the way of learning algorithms from data and diminishing 
bias and variance, it is necessary to adjust their  so-called  hyper-parameters, which the 
researchers themselves introduce into the model [ 93–95].

Every algorithm possesses its own set of h yper-parameters, which change a particular 
approach to the learning process. If by increasing these  hyper-parameters, the complex-
ity of the model grows, by decreasing them, it is possible to reduce the complexity of the 
model. By trying different  hyper-parameters, a balance can be struck between bias and 
variance, achieving by this way, the lowest foreseen error [ 93–99].

10.3  Possible Consequences of CRISPR Technology

Unlike our ancestors, we will soon be able to solve many hitherto unsolvable genetic prob-
lems. According to the calculations of Nick Bostrom and Karl Schulman, related to research 
on the impact of IQ growth on the world around us, choosing the ‘ most intelligent embryo’ 
during in vitro fertilization will increase the IQ of the average baby by about 11.5% in each 
new generation. This means that after ten generations, according to Shulman’s calcula-
tions, such a successor would have a coefficient that is 115% higher than his ancestor who 
lived ten generations before, from which it follows that the average person subjected to 
such genetic selection would have the intelligence of a genius. And if embryonic stem cells, 
transformed into male and female gametes, were used, similar results could be achieved 
in just 6 months. And who then wants to wait two centuries to be a successor of a race of 
geniuses? [100–102] 

It’s like that now, and what will happen after ten generations, when it will probably be 
possible to create the ability to surpass even what you only dream about now by computer 
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programs, which is why it is impossible to predict even in the hottest imagination since 
it exceeds even the most incredible expectations. The genetic basis of intelligence is very 
complex because it presupposes several ingredients, which include certain forms of com-
puting capability, spatial consciousness, analytical thinking, and compassion, as well as 
the inevitable influence of environmental factors. Stephen Hsu, one of the founders of the 
Cognitive Genomic Laboratory, estimates that about 10,000 genetic variants are likely to 
affect intelligence. Therefore, he is frightening that despite all the potential dangers, many 
variants will appear realistically “ in the next ten years, in which all available genes will be 
included in the choice of the smartest embryo.” The basis of this world, which threatens to 
completely break away from control, is a technology called C RISPR-C 99, based on the pro-
cess of cutting off a part of the DNA sequence present in a gene and gluing another part of 
the DNA sequence in its place, in a surprisingly fast and precise way. In addition, applica-
tion of this extremely powerful technology paves the way for manipulating the human 
genome in a shorter period of time than that was required for researchers previously [103].

It is already a tool that enables a predictable result of reproduction, which is too simple 
and imperfect without this type of intervention. There is always the possibility that if 
a man and a woman lack the best genetic heritage, their offspring would be a complete 
failure. Application of CRISPR technology eliminates such risks, and what makes it even 
more exciting is the ability to insert a desired genetic trait directly into a male or female 
gamete, which undoubtedly easily produces a unique child with Bernard Shaw’s intel-
ligence and Isadora Duncan’s beauty, who would unmistakably carry these genes to their 
future generations as well. If people with mutations that cause Huntington’s or  Tay-Sachs 
disease use these powerful tools, they can get rid of the deadly effects of these embryonic 
diseases and thus can avoid the many troubles caused to their children by these diseases 
[100,103].

We are beings who have no boundary for our unreal desires, because some may want 
to create their own offspring with distinctive traits ranging from the color of eyes or 
hair to having supernatural powers such as the strength of an elephant, the flexibility 
of a leopard, have supernatural intellectual abilities, and live almost forever. The seed 
of an offspring would help reach the dream of all insane people on the scale of evolu-
tion, who dreams of enslaving the entire world and thus becoming its eternal masters, 
throwing a glove of challenge at the face of God himself, until the heart of the Earth and 
the heart of the cosmos split into half and burst with great sorrow. Do new, unimagined 
possibilities open before it, or is it a path that leads to the impassable path from way 
out, because such progress could open the door wide to the winds of evil, who always 
follow their intentions, which are most often stimulated in their embryo by the most 
humane desires?

According to Chris Impey, such rapid evolutionary changes, which took thousands of 
years on the Earth, are now possible in a very short time. He said that it was no longer a 
dream to make it possible for a man to stay on Mars through such evolutionary changes in 
man that he will be able to easily adapt to the drastic changes in temperature and climate 
expected on Mars. It follows that it is quite certain that the establishment of small colonies 
of people would soon be possible even in such harsh conditions. In return, a stay on Mars 
will cause human bodies to become significantly taller and thinner than they are on the 
Earth due to about 40% less gravity of Mars. And just what to say about the many predic-
tions. Natural evolution has demonstrated that many directions lead to the equivalent aim. 
The power given to us by the extraordinary skills of CRISPR makes real the  centuries-old 
aspirations of people and helps realize many of their dreams by perfecting their genome, 
which allows them to make their lives much more beautiful and richer, but also much 
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more intriguing, leading them to many paths of temptation. Instead of changing nature 
and adapting it to ourselves, as we have done so far, this technology for the first time in 
the human history allows us to change and improve ourselves, and thus overcome many 
obstacles that seemed insurmountable to us until now [104].

Medicine has always been and remains the main guide in such changes because it seeks 
to put every technology in the service of what is good for man; therefore, although they 
are essential, many complex moral issues are left aside. Possibilities in curing, for exam-
ple, Parkinson’s disease with brain pacemakers, which would control the symptoms of 
this disease, or Alzheimer’s disease, adding that our memory is already stored in Google, 
all suggests that our lives are already only partially biological. People have always been 
skilled in fitting into their world by applying tools and aids present in their everyday life. 
But if a double connection is established in which devices and aids actively and automati-
cally constantly adapt to us, just as we adapt to them, then the line between such tools and 
users begins to disappear completely. Such technologies are becoming less and fewer tools 
and more and more part of our mental composition. They remain tools only in a fine and 
ultimately paradoxical sense, while interacting with our unconscious nerve structures, so 
the work of our brain comes down to answering the question of who I am, because such 
machines, being much more powerful of us, carry within us all our collective knowledge, 
which has been accumulated throughout the history of the human race, speaking of us, of 
our meaning and the nature of the human mind [100,105,106].

10.3.1  Recent Investigations on Unnatural Nuclear Pairs and Exciting Near Future

Ray Kurzweil, a  well-known futurist, believes that we will soon be able to even literally 
transfer the content of our consciousness to the computer. He believes in this hypotheti-
cal moment when AI will reach a critical point after which it will be completely superior 
to human intelligence, radically changing civilization, and perhaps human nature is very 
close. Accordingly, Dmitry Itskov believes that technology will allow man to live forever 
in hologram of his body by making them possess superhuman abilities and therefore, he 
will be able to withstand extreme external conditions, such as high temperature, pressure, 
radiation, or lack of oxygen. Of particular interest are the n euro-interfaces that allow an 
electrical signal to be sent to neurons or brain tissue, with a basic computer output to the 
brain provided by an external computer to control the program. If signals are sent via such 
an interface to a neuron to turn it on or off by a synaptic ‘ grafting’ mechanism, then it 
seems obvious that in this way, the extended n euro-interface will have the ability to issue 
commands to parts of the brain, suggesting when need to be active or inaudible, by suc-
cessfully coordinating numerous brain regions simultaneously [106].

Hans Moravec [20], one of the leading experts in robotics, predicts that human con-
sciousness will soon be taken over by computer networks, and asks the question: “ How 
will we think without the body?” “ Such a step inevitably leads to a radical redefinition of 
the body and our identity.” as well as the scientific understanding of biology in general at 
the same time, many other changes are taking place that completely change the perception 
of our world. Research by Floyd Romesberg and his colleagues in a fascinating way man-
aged to expand the natural genetic code, made up of four to six letters by adding two new 
molecules, which they marked as X and Y. This was a miraculous discovery showing that 
from the beginning of life on the Earth, the life of all beings has been written in the DNA 
code with only four letters, G, T, C, and A, denoting the molecules guanine, thymine, cyto-
sine, and arginine, which are paired in a DNA helix. Metaphorically speaking, a suitable 
combination of these letters created all living organisms with their genetic code, which is 
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now, thanks to the discovery of Romesberg, expanded by two new molecules, thus open-
ing the way for the creation of completely new life forms [ 107–110].

Romesberg’s modification of Escherichia coli makes it possible to determine and precisely 
direct the work and behavior of the organism based on its genetic material so that the 
microbe can be programmed to produce new types of proteins that can be used as drugs 
for the treatment of various diseases. Such modified microorganisms represent only the 
initial phase of research aimed at “ creating organisms with completely unnatural attri-
butes and properties,” in which cells represent a stable form of s emi-synthetic life and the 
basis for reaching the crucial aim of SB, which tray to design new life forms and functions. 
While every living being on the Earth carries a record of DNA code, constituted of four 
base pairs, characterized by the letters G, T, C, and A, modified E. coli organisms contain 
a completely new type of DNA code, with two, added DNA bases, X and Y, which were 
created by successfully inserting new nucleotide units into the genetic code of E. coli. In 
that way, the first  semi-synthetic organism in the world was obtained, with a genetic code 
consisting of two natural base pairs and two supplementary alien base pairs [ 107–115].

Thus, such research, which began in 2008, after the selection of 60 potential candidates, 
who could pair 3,600 combinations, selected base pairs named d5SICS and dNaM, whose 
molecules proved to be compatible with the “ enzyme machine” for DNA copy and transla-
tion; however, according to Romesberg’s own admission, they had no idea that a synthetic 
organism could be produced in such a way with such base pairs. The hope that this could 
happen was given to him by reactions that took place in simple test vessels, thanks to the 
fact that scientists were able to produce unnatural base pairs for the first time, which could 
copy themselves and transcribe into RNA, which request these pairs to be recognized by 
enzymes that evolved using A, T, C, and G. For that, it was only necessary for the cells 
to accept the foreign base pairs needed to maintain the DNA molecules by repeating the 
cell division cycle, during which the DNA is copied. Romesberg’s team selected E. coli to 
ensure that the altered  single-celled algae gene, which encodes the corresponding protein, 
passes through its bacterial membrane, using a short DNA loop known as plasmid, which 
contained a couple of foreign bases. With such a diatomic protein, which contained foreign 
nucleotides, the plasmid was copied and transmitted through the division of E. coli cells 
for almost seven days so that the bacteria, when it was supplied with foreign nucleotides, 
become able to replace foreign bases with natural ones [ 107–115].

If we try to interpret a book written in four letters, we will not be able to tell many inter-
esting stories. But if the same book contains more letters, then it would already be possible 
to construct new words and find completely new forms to use those words, and thus prob-
ably tell more such stories. According to Ross Thyer [116], Romesberg’s work is a big step 
forward that tells us all we can do. Many skeptics thought Floyd’s results were impossible, 
says Stephen Benner [117], because chemical reactions specific for DNA, like replication, 
are extremely susceptible to mutations. Still, Benner sees nothing strange because foreign 
cells in our organisms will soon become our reality. There are no more borders. If we go 
back in time and repeat evolution across four billion years, we might build a completely 
different genetic system. However, designing a completely synthetic organism is a big 
task in itself, although many claims that the organism has no links to unnatural DNA. 
Creating a new organism simply will certainly not happen for some time to come, because 
there is still much to be learned about DNA, which is integrated into every aspect of cell 
life. However, DNA has been present for about a billion years, which does not mean that 
scientists could not do something much more perfect than it.

When Stephen Benner decided to reproduce new genetic molecules, he didn’t just mean 
to DNA, although the first thing he noticed was its unusual design because its skeleton 
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contains repetitive, negatively charged phosphate groups, which are mutually repulsed. 
Therefore, it is much more difficult to intertwine the two DNA helices that form a double 
helix by pairing the bases of adenine ( A) with thymine ( T) and cytosine ( C) with guanine 
( G), both of which are abundant in each cell and attracted by weak hydrogen bonds which 
is easy to break with water. It was simply fascinating how our precious genetic heritage 
is transmitted through these weak connections in the water, even though it seems almost 
impossible. And yet, life has found such a structure, in which it is possible in spite of 
everything [117].

This inspired Benner to take on the challenge of finding the right key to a similar or 
completely different solution, developing a lavish nursery of exotic base pairs outside the 
natural array of base pairs that would merge and copy in a similar way as natural base 
pairs. In addition to undoubted success, such work brought a number of problems because 
it soon became clear that only several artificial base pairs could be embedded into DNA 
because cells cannot fully absorb unnatural biochemistry. Even so, the DNA and RNA 
produced in this way, with unnatural base pairs, are already being applied to register 
the virus, finding many other applications in medicine. Following their inspired visions, 
scientists are expected to soon develop an organism with an extended genetic code, which 
will be able to memorize more information. Numerous limitations are related to insuffi-
cient knowledge of the structure of gene molecules, as well as a clear answer to the ques-
tion of whether natural bases are required for life, or they represent only one of the many 
possible similar approaches [118,119].

Obviously, the Earth has evolved in a certain way, but that does not mean that there are 
no other ways to achieve similar goals, which is confirmed in Benner’s research. In 1986, by 
researching the structure of DNA, he realized that what is look like an unequivocal lack in 
the DNA’s skeleton was, in fact, its perfect feature because when a skeleton made of nega-
tively charged phosphates was replaced with a neutral chemical group, each strand was 
found to be longer than expected by about a dozen units, and bent in itself, probably due 
to the repulsion of the charge, to keep the molecules in a stretched state, because the base 
pairs are subject to  inter-twining. Benner then created base pairs that were similar to natu-
ral ones, which were themselves linked by a hydrogen bond, after which his team tested 
two new pairs: isoC and isoxy xanthosine, to finally determine that polymerase enzymes 
are such pairs incorporated by copying DNA or transcribing it into RNA. It clearly follows 
that they are able to read DNA containing unnatural base pairs, inserting complementary 
features into the growing DNA or RNA. As biological machines that translate RNA into a 
protein, ribosomes can also read RNA fragments containing isoC and apply them to attach 
to an artificial amino acid in the resulting protein. Interestingly, the researchers did not 
observe any problem with this mechanism because hydrogen atoms tended to circulate 
in a ring, while  iso-G often converts to different shapes and pairs with T instead of  izo-C 
[118,119].

Eric Kool tried to develop unnatural base pairs with a fixed arrangement of hydrogen 
bonds, making a base analogous to the natural T base with fluorine instead of oxygen 
atoms. This new base named difluoro toluene, labeled F, mimics the T base extremely 
faithfully, although it shows unexpected hydrogen spikes. DNA copying faithfully inserts 
A versus F, and vice versa, showing that the polymerase fitted correctly as long as the base 
had the regular form, although some scientists were very skeptical about it. They asked 
whether it is possible that hydrogen bonds are not necessary for DNA replication. Knowing 
that humans are so accustomed to hydrogen bonds that it is difficult for them to imagine 
their alternative, this question becomes very important. In this case, instead of forming 
hydrogen bonds, which are usually joined with hydrophilic or aqueous molecules, F and 
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other forms of bases were hydrophobic, causing water to repel them, helping them to stabi-
lize within the double helix. Following this discovery, Floyd Romesberg enlarged his set of 
hydrophobic bases, beginning from compounds like benzene and naphthalene, to produce 
a number of barely conceivable derivatives, all of which took them very far from anything 
resembling natural base pairs. During testing, researchers found that key base pairs dur-
ing the replication process must be hydrophobic for enzymes that are inbuilt into base 
pair inside DNA, but they must also be able to accept hydrogen bonds so that enzymes can 
continue to copy DNA strands. Therefore, Romesberg base pairs MMO2 and SICS possess 
both hydrophobic and hydrophilic properties [ 107–114,120].

Ichiro Hirao came up with the unusual idea to design something like a coil created by 
arranging natural base pairs, adding a negatively charged,  electron-rich chemical group 
that repels natural base pairs, to finally synthesize unnatural DNA in 2011 as hydropho-
bic base pairs Ds and Diol1̠ Pk, which can copy its DNA with 99.77%–99.92% fidelity at 
each replication. In the same year, Benner showed that artificial base pairs P and Z, which 
bind by hydrogen bonds, reached an accuracy at each replication of 99.8%, and finally, 
Romesberg reported a replication efficiency rate of 99.66%–99.99% for optimized forms of 
his bases, named Nam and 5SICS, which overlap with the lowest artificial DNA replication 
rate. All these researches have shown that their “ best case approaches the worst natural 
case,” from the point of view of fidelity of the obtained copies of DNA with unnatural 
bases [121].

Obviously, unnatural bases should be improved to a much greater extent in order to 
confirm such research in its entirety because, during experiments, it was presented that 
polymerases can copy a maximum of four bases paired in a row. To solve the problem of 
copying efficiency, Philip Holliger [122] used nucleic acids called XNA, with sugars usu-
ally present in DNA, while RNA was changed by alternative ring structures, creating dur-
ing his research billions of mutants of natural polymerase, thus enabling it to evolve, by 
inducing selective pressure on it, with the aim of converting it to XNA. After that, the most 
effective mutants were compared to identify the most successful among them. The site 
on the polymerase in contact with DNA has been found to have an enzyme that acts as a 
regulator and has been adjusted so that the contact is as close as possible to ensure correct 
replication during the XNA copying process. In addition, Holliger’s team constructed an 
enzyme that can convert XNA back to DNA [121].

Such research has already been confirmed in vitro, which is why researchers rightly 
hope that such a result will be confirmed in vivo. Philip Marlier and his associates replaced 
the T base with  chloro-uracil by replacing the hydrogen atom with chlorine in the RNA of 
uracil bases, which was then introduced into E. coli, which could not produce thymine, and 
after approximately 5 months, they noticed that certain bacteria could no longer survive 
without  chloro-uracil, because they had eliminated about 90% of the thymine from their 
genome during that period. Benner, Romesberg, and Hirao tried to persuade the cells to 
receive their base pairs. Although this automatically meant they would have to devise 
numerous ghosts, venturing boldly into the heart of the problem of extremely sophisti-
cated  re-examination of genetic material, Marline’s team tried to replace all natural bases 
with artificial ones until Romesberg was focused on the development of organisms with 
only hydrophobic bases, which also seemed almost impossible because the cells contain 
do many ingredients that are optimized to work with natural bases [ 107–114].

The artificial base pairs still have practical application, as many large companies already 
use the Bener isoC and iso® pair to enhance the identification and control of viral infec-
tions, while Siemens [114] applies a set of linked DNA sequences binding to  HIV-1 RNA 
in a patient’s blood specimen. Inserting an artificial base into a certain sequence prevents 
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its binding to a random DNA sequence, which binds to H IV-1 RNA, enabling a detection 
of  HIV- RNA-1 even at very low concentrations. In addition, DNA and RNA can catalyze 
some cellular reactions, which is why they are used as drugs. Of course, programmers can 
also improve the performance of certain sequences by binding the appropriate chemical 
groups to base pairs, while artificial bases then may easily target particular sites in the 
sequence before each of the cytosine or guanine molecules is fully saturated. Romesberg’s 
team added an inserter to groups of unnatural bases embedded in DNA, which allows 
them to precisely attach various molecules [ 117–119].

Of particular intrigue is the question of how early forms of life on the Earth evolved on 
the existing natural genetic script. Was the reason for that the limited number of avail-
able potential constituents? Adenine, for instance, is easily made from hydrogen cyanide, 
which was attended when life appeared. What is certain is that once organisms formed 
a set of base pairs, they, metaphorically speaking, locked them in the very heart of their 
existence. And albeit RNA is generally thought to have preceded DNA, and while it may 
not have been the best solution to support life. It was probably the only possible solution in 
prebiotic Earth, Benner asks himself, if nucleic acids would have formed on another planet 
on their own whether their base pairs would have the same as these on Earth? [ 117–119].

For that to really happen, it would obviously be necessary for organisms to be subject 
to the same restrictions because otherwise, the very root of life would be fundamentally 
different. In doing so, it is possible to apply some universal rules, which are related to 
the existence of DNA skeletons with repetitive charges, which were initially considered 
mandatory, although they depress bending, influencing that coils with different base 
sequences conduct alike in the replication process. Although some investigators have been 
successful with an alternative skeleton of DNA, most of their attempts have failed because 
the molecules attached to it were too rigid or too fragile to make a helix. All this points to a 
possible limitation in the chemical variations that can be introduced into the game, despite 
the imagination whose limits are not foreseen, because the question of why the chemistry 
of living organisms is exactly as it is, remains unanswered. Is it because it is the only pos-
sible answer, if any answer exists at all, or is the only way to come up with an answer to 
finally show how the genome as a whole is formed? [ 107–122].

It is already enough to take only eight small DNA strands at least 60 nucleotides long, 
combined with a master mixture of enzymes and reagents, incubated at 50°C for an hour, 
so that researchers can synthesize, in just five days, the mouse mitochondrial genome, a 
factory organelle energy for the plant and animal cells. In addition, this technique gives 
synthetic biologists the simplest possible tool for designing and building the genetic 
sequence of a synthetic vaccine or completely new drugs and converting a microbial cell 
into an alternative energy source [ 107–122].

Some researchers at various institutions have developed the synthesis of the entire bac-
terial genome, experimenting with about 1,100 bases of long DNA segments ordered from 
sequencing companies, introducing them into a yeast cell, and stacking them on top of 
each other. Thanks to that, we now have a method that allows us to make a  1-kilobase 
of parts even ourselves, says Daniel Gibson [123], who led this study. The main problem 
in realizing such a complex task, according to Gibson, was related to the purchase of 
sufficiently long pieces of DNA from appropriate companies, which deal with sequenc-
ing, because no one managed to string such long nucleotide chains on top of each other, 
with  high-enough precision. The resulting errors embedded in the final product can 
only be avoided by sequencing all DNA segments, which significantly slows down the 
genome creation process. Sequence verification in smaller units is much easier, which is 
why the researchers switched to studies with shorter, 6 0-nucleotide pieces because they 
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allow genome fragments to be unmistakably linked, mixing them together or adding 75 
 double-stranded pieces before mixing. After such processing, the resulting sequences are 
introduced into the E. coli bacterium through a  well-designed automated process. The 
resulting clones are sequenced, extracting the correct genome sequences, which allow the 
realization of E. coli bacteria. This has no defects in its DNA, since this way, true copies can 
be obtained in all major segments, which enables the creation of a final product of 16.3 ˗ 
kilobases through the above three successive steps [ 107–122].

According to Ron Weiss, a much more efficient technique for building relatively large 
DNA complexes without error is the s o-called viral replacement technique [124]. This 
approach significantly expands the possibilities of building such complexes, which, accord-
ing to Gibson, can be used to obtain vaccines using synthetic biology ( SB). For example, it is 
known that the flu virus easily mutates, which is why we need a new vaccine every other 
year. With this method, it is possible to monitor mutations and synthesize a new virus 
very quickly to make a new effective vaccine against the flu virus. The experiments began 
with the mitochondrial genome because errors in its sequences lead to many diseases for 
which there is currently no real treatment. However, although we have already managed 
to create a synthetic mitochondrial genome, unfortunately, it is still not clear whether it is 
functional. However, it is obvious that it can correct disorders in cells with mitochondrial 
defects, which opens the way for designing treatments for various diseases [ 123–126].

The French writer Georges Perek [124] wrote a whole novel without the use of the letter 
e. Still, it was clear that communicating with a limited number of letters was a frustrating 
job. Moreover, the genetic messages of cells are contained in only four letters, encrypted 
in four types of small molecules, called bases, which make up DNA. Recently, certain 
American scientists have shown the ability to write and send the message in a foreign 
language to normal cells, which means that the possibilities of the genetic code are signifi-
cantly increased [ 123–126].

It has long been known that four DNA bases, adenine, thymine, cytosine, and guanine, 
labeled A, T, C, and G, appear in particular sequences along the DNA backbone wrapped 
in a double helix, forming a code that direct the cell how to assemble the given protein, 
which they need it to work, once again, for who knows how many times repeating it as a 
refrain, because that was a key fact. It is the essence of our existence. And then, when that 
clear fact finally found its place in the minds of his listeners, a torrent of words came that 
explained the depth of the genius of nature, which created everything from that seem-
ingly very scarce material. Moreover, although protein molecules are complex in structure, 
made up of 20 components, they can be translated into the language of the f our-letter 
genetic code because DNA bases are read in groups of three bases, with 64 permutations 
[123–126].

Despite the remarkable perfection of the natural genetic code, investigators have many 
causes to be curious about creating a new genetic code with various characters since DNA 
with unnatural base pairs may be tougher to chemical degradation than natural DNA. In 
addition, unnatural genes inbuilt into the genome can affect the way the natural genes 
translate into a protein, explaining how conventional bases combine in pairs that are con-
densed into double strands in the form of a double helix, with their mutual stickiness 
conditioned by the action of hydrogen bonds. It is very selective because A only sticks to 
T, and C only to G, and earlier efforts by researchers to introduce new hydrogen bonds 
between bases in DNA were hampered by the tendency of bases to stick together and thus 
be as little separated as possible [ 123–126].

Floyd Romesberg and his associates started from a different approach, incorporat-
ing into DNA a basic pair that interacts through hydrophobic interactions. Opposite to 
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conventional DNA bases, a new type of base was relatively insoluble in water, allowing 
its units to be attracted to each other and grouped, making globules coalesce in water. 
This has proven to be a good solution, as artificial bases do not tend to pair with natural, 
 hydrogen-bond bases. They have previously shown that a specific pair of synthetic bases, 
labeled 7AI and ICS, is efficient when mounted on a double helix backbone. In order to 
realize similar functions as DNA bases, such artificial constructions must communicate 
with protein enzymes that process DNA inside cells. Such bases should be accepted as 
true components of DNA from double  helix-forming enzymes, such as DNA polymerase, 
because if the enzyme accepts these new bases, then a mutated version of DNA, composed 
of multiple segments, may be constructed and copied as desired. Both synthetic bases, 
7AI and ICS, have been shown to be acceptable as building blocks of a specific type of 
bacterial DNA polymerase. And although these constructions show obvious advantages, 
they are far from perfect because each of them has a pronounced tendency to pair with 
another copy of itself, forming pairs 7AI:7AI and ICS:ICS, besides the desired pair 7AI:ICS. 
To avoid this problem, Romesberg used modified versions of his unnatural bases, which 
are produced in various variants, after which they try to find ideal pairs, which would be 
selectively bound. Such research paves the way for synthesizing an unnatural pair, which 
DNA polymerase would efficiently and selectively incorporate into the DNA double helix. 
This would result in a new type of pairing, labeled PP:MICS, which is the first insertion 
to the genetic code, allowing new genetic letters to be introduced without too many errors 
[123,124].

Nonlinear genetic data provides a new challenge of perceiving living cells and their 
internal functioning extremely exciting. Sentences woven into any language represent 
information in a line, the content of which is assembled so that words can be read in 
one direction, from left to right. DNA similarly encodes information, overlapping them in 
both directions. DNA is a d ouble-stranded molecular helix, which has one strand parallel, 
which is placed in the opposite direction to the other complementary strand so that both 
DNA strands of the helix contain information useful to the cell. It is reminiscent of a book 
that is read upside down and backward after reading the book from right to left, up and 
forward in parallel [105],

Additionally, genomic sentences are dynamic wholes of the cellular machine that cap-
ture, divide, and combine phrases and clauses as needed. Each of the trillion cells of 
the human body would contain 6 m of unbent DNA strands if all 46 chromosomes were 
unpacked, unwrapped, and attached to each other. If we imagine something so unimagi-
nable as real, it is clear that only a smart being can write a library on such a small surface of 
the material, which is completely invisible. Only s uper-intelligence can double the density 
of this information by writing, which is basically a modular type of sentence that can be 
read in both directions [105,106].

Now, human genome writers are trying to describe another new dimension of coded 
information, explaining how cellular machines within a  single-celled nucleus dynami-
cally access its DNA following their t hree-dimensional arrangement. Yu Heng Lau [127], 
who deals with t hree-dimensional genome analysis, believes that only in the last few years 
have we begun to understand how the folding genome affects the way it is expressed and 
controlled because some specific genes, even specific exons, are close to the bending site 
because the 3D structure of the genome shows an effect on gene fusion [105,106].

Segments encoded by exons [124] and proteins are inside of genes. Using a long string 
to present a gene, metaphorically speaking, dots inside that string, as dots in a sentence, 
represent exons, so that the genome functions as a dynamic library that opens and closes 
certain chapters and pages when necessary, and then folds particular strings, translating 
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them into certain words and phrases for reading and copying in RNA. Although it is still 
unclear to anyone why this happened, these parts, which are bent outwards, expose the 
selected information of the given cellular machinery to the environment. The internal, 
bent parts hide data that are not needed at that moment. The statement that the 3D DNA 
arrangement affects the way cells are read and genes are interpreted, including how is 
the best way to approach certain exons, discourages a person who is trying to understand 
how a cell works inside, but also inspires it in trying to understand how a cell came into 
being. This powerful evidence suggests that a truly divine supergene was involved in its 
construction [106,124].

The ability to adapt life to perform an “ unnatural” function flourishes to unlimited pos-
sibilities. By applying this technology, developing organisms that feed on waste oils and 
oil, after their outpouring, or cells that migrate to certain tissues and organs, and then 
secrete drugs only in those tissues is possible. It has come a long way before all this has 
become realistically possible. Although the four letters of the genetic code were discovered 
in the late 19th century, until 1950, scientists failed to understand the structure of DNA 
and the way life was created in its myriad forms. Since then, scientists have been preoc-
cupied with the idea of finding ways to create the genetic code themselves, driven by their 
imaginative visions. It’s an incredible turnaround, since only a decade ago, life seemed to 
be on Earth, which has evolved over billions of years, is an eternal secret, and it is almost 
unbelievable that something more important in the genetic code will soon change. The 
first such success dates back to 1989, when a Swiss research group modified the letters of 
the genetic code chemically, although they failed to add new letters [105,106].

Finally, in 2014, Romesberg added two new letters to E. coli, after which these organisms 
died quickly, and after that, this process, after numerous new attempts, was successfully 
realized and described in detail in his researches. In order to succeed in his idea, it was 
necessary to design the bacterial immune system so that it eliminates DNA that does not 
contain new letters. With enough adopted X and Y letters, base pairs, the organism can 
keep the new letters in its genetic code and survive by passing on genetic information to 
future generations. Although we are still far from fulfilling Romesberg’s real dream, it is 
certainly a very important step related to building organisms that can perform tasks that 
the natural organism cannot perform [ 107–114].

To do that, it needs to discover a way suitable for creation inside of the cells their X and 
Y letters, just as it does with their letters A, T, G, and C. After that, such information would 
have to enter the cellular machinery, which has been evolving for billions of years, to 
understand new genetic letters, not just to recognize them, and to use those letters to make 
building blocks of cell life, say, for example, proteins. And that’s not all, because, in order 
to ensure the creation of such an unnatural species, it is necessary to simultaneously avoid 
all possible side effects, such as genes that would pass uncontrollably from one species to 
many other species, which is a key requirement of any genetic engineering. To better cope 
with such challenges, Romesberg founded a biotechnology company called Santrock [106].

 X-rays, cosmic rays, chemical reactions, or similar mechanisms can change the base pair 
in the DNA chain, forcing the generation of cells mutation. Such a change can lead to the 
formation of a new protein or enzyme. The theory of evolution says that billions of such 
mutations have created all the living beings present today. From the initial  self-replicating 
molecule, which is generated spontaneously, unicellular organisms are developed, which 
evolved into multicellular organisms, at the top of which pyramids are vertebrates, all the 
way to the man himself. In the process, DNA structures evolved from the asexual format 
of a single helix in bacteria to a double helix of the chromosomal type, typical in all higher 
life forms. The number of chromosomes has also increased over time. While fruit flies 
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possess 5 chromosomes, mice 20, humans 23, and dogs 39, the evolutionary mechanism of 
mutations does not explain how the genome develops and how individual mutations can 
create new chromosomes or extend the DNA chain [100,105].

Romesberg and his team believe that we live in a time that indicates the beginning of 
creating new forms of life. Now, with practically unlimited possibilities of increasing 
information,  semi-synthetic organisms have been optimized, which provide an appropri-
ate model to form an organism with completely artificial properties and traits that are not 
found anywhere in nature. A synthetic DNA base pair can be inserted into a living organ-
ism and retained in it throughout its life [ 107–126].

10.3.2  Enormous Potential of CRISPR Technology and Its Ethic Controversies

A total of $2.7 billion has been spent over the course of 13 years on the human genome 
project, HGP. This project has enabled scientists to decode the human genome. It is a story 
about three billion base pairs, which gives us information about how our cells are built. 
Therefore, the natural desire of every scientist who deals with this field is to understand 
this story as much as possible, which is like the endless flow of a river, composed of an 
incredible number of various details, talking about not only how the human genome is 
built and how it works but also what are the interconnections and interactions of all these 
numerous elements that make up this exciting saga of ourselves [106].

Therefore, the exciting idea is to come to the heart of the story by rebuilding the genome. 
This idea has tremendous pragmatic and theoretical implications because it provides 
a much deeper understanding of how this complicated creation within us works. Such 
insight is possible to get only when we can disassemble a machine and assemble it into a 
harmonious whole. If we are not able to realize this, we cannot understand the essence of 
its functioning. According to Monya Becker, such a synthetic genome would be a unique 
source of new information. On the basis of them, the production of  well-defined types of 
biological drugs built from large molecules through appropriate cultivation of cell lines in 
laboratories would be possible, despite the risk of infection with the virus during breed-
ing, which can then jeopardize the entire chain of their reproduction [127,128].

SB, as a new discipline dealing with new genome printing, whose impressive results can 
lead to much more successful stem cell therapy without the risk of infecting a patient with 
other diseases, as often happens today, due to insufficiently sterile conditions in treatment 
with them. In addition, if only the good spirit of this idea is followed, it would be pos-
sible to produce microorganisms that can allow humans to generate some of the missing 
amino acids. Adding new letters to the letter of life allows researchers of SB to significantly 
extend the scale of proteins they can synthesize [106].

For billions of years, the history of life was written with only four letters: A, T, C, and 
G, which form the chains of DNA subunits found in all living organisms. Theses letters 
expanded with forming a living cell with two unnatural DNA constituents in its genome. 
Such a step would be a step toward the synthesis of cells which is capable of producing the 
drug and other useful molecules while increasing the possibility of this method, one day 
can lead to the realization of new cells without the usual four DNA bases, for all organisms 
on Earth, increasing their genetic information potential [129].

The current research aims to write down the entire human genome in the next 10 years. 
In this way, genome printing, from initial criticism and skepticism, has led to a phase of 
serious global debate, focusing on the fastest possible DNA printing through the orga-
nization of a similar project. Such ventures would enable people to produce hitherto 
 unheard-of things, such as new nutrients obtained through photosynthesis, by awakening 
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dormant genetic pathways, which would enable the development of s o-called phototropic 
cells, which could help people survive a rigorous,  long-term space trip [130].

From the exotics information, it is possible to resurrect some extinct species, such as 
mammoths, by editing their genes, to the open considering the possibility of genetic 
improvement of human beings; all become at our fingertips. Particularly important is the 
opportunity to treat severe and autoimmune diseases. We are entering an unimaginable 
age in which man will become the creator of his own evolution. In life, everything is based 
on the same genetic code, which makes up cytosine ( C), guanine ( G), adenine ( A), and 
thymine ( T). It is the programmatic language of life, which has not fundamentally modi-
fied much from the Earth’s primordial chaos. Like any other language, it can be applied to 
write messages. DNA in all its combinations describes a genome that is 2 mm long in E. coli 
and 30 meters long in the blue whale [106].

Although the language of DNA was written billions of years ago, we learned to read 
it in the last few years. For the first time in 1970, DNA sequencing was performed, after 
which, in the years that followed, due to a long and painstaking work, the human genome 
was finally read. Especially popular is the quote of the great theoretical physicist Richard 
Feynman, which synthetic biologists repeat as a mantra: “ What I can’t do, I don’t under-
stand” [106,131].

Although Feynman did not say it literally, such a thought translated into the language of 
synthetic biologists means that we could understand how life as a whole works. To under-
stand these maxima, it is needed to understand the process of assembling and writing 
DNA, which is the basic unit of existence. Carried by this great idea, scientists are trying to 
achieve genome synthesis, which indirectly means writing and printing entire unnatural 
genes, and not just copying current DNA, as in the process of cloning organisms, begin-
ning with the rudimentary organisms, trying to fully understand what certain letters into 
the genetic chapter of life mean [100].

The early success came in 2010 by Craig Venter [132], one of the leaders on the human 
genome project, when he produced the first unnatural cell, writing the entire genome of 
tiny bacteria named Mycoplasma mycoides, which then succeeded to insert another bacte-
rium, called Synthia, into an empty cell. It was a fascinating discovery when the Synthia 
genome was methodically broken down to the minimum number of genes needed to sus-
tain it, revealing a reduction life to its basic form, the function of each of its genes [132].

Sofia Rosenfeld explained that to do something very simple, the goal is to avoid com-
plexity, which requires serious engineering. It was obvious that even the simplest bacterial 
genome is much more complicated than scientists initially considered. In Venter’s gene 
pairing to create a synthetic cell of 473 genes, the function of 149 genes was completely 
unknown. Given that this number represents almost a third of the total number of genes, it 
becomes clear how much knowledge is still needed to understand the genetic code whose 
sequences we already know, even when it comes to the simplest organisms. And what 
about much more complex organisms! It reminds us of Feynman’s quote about the differ-
ence between knowing the name of something and knowing that [106,133].

In order to clearly understand everything that is important about the genetic code, 
researchers will have to sequence, synthesize, and program huge quantities of genetic data. 
The organism’s creation is now performed over DNA synthesis using DNA g ene-editing 
procedures and then through painstaking and persistent learning through the experi-
ments that follow. Once the synthesis is performed, it must be repeated a l arge-enough 
number of times to understand what gene arrangements are made at every step to perfect 
the synthesis itself. According to Venter’s synthetic cell, the researchers added and sub-
tracted the gene simultaneously, trying to determine what changes in such a procedure 
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causes changes in the organism itself. If the synthesized bacterium were to die, it was a 
reliable sign that this gene was crucial for life [134].

Jokanović [106] says that, it is the heart of SB, concluding that in the future, we will gain 
the necessary knowledge about genes faster because we will be able not only to design 
them faster but also to build and test them faster. Therefore, Carlson’s curve [135] is sig-
nificant because it shows that the gene knowledge base will advance in a similar way as 
the computer programming speed base. Like the Internet that led to a series of significant 
technological advances in the 1990s, some companies, which are now carriers of the world 
economy, such as Amazon and Google, are helping the popularization of DNA printing 
technology to gain increasing understanding in the industry. Apple’s CEO and founder, 
Steve Jobs, told his biographer just before his death from cancer: “ I think the greatest inno-
vations of the 21st century will be at the crossroads of biology and technology. A new era 
is beginning” [106].

Many companies and investors are assured that SB could revive some of the basic aspects 
of living and doing jobs. Technologists employed at companies like Microsoft trust that 
DNA could be transferred to a silicon plate, as a storage form. The genetic code is just a tool 
for preserving and transmitting information about how life functions. Since DNA is an 
extraordinary dense medium, scientists have developed a theoretically capable method of 
storing all the world’s data on DNA, which, unlike all existing media used today for physi-
cal imaging, would never become obsolete. That’s why Twist started to cooperate with 
Microsoft to enhance the process of storing data on DNA. But that’s not all, since synthetic 
biologists are not satisfied only with copying existing life forms because they primarily 
want to create something completely new without rushing to bring dead organisms back 
to life in time [106].

In the last few years, two new genetic technologies have caused a real research trans-
formation. One, relatively well known, is the ability to decode information in our genes, 
while the other is our newly emerging ability to change genes at will. In addition, these 
researches provide us with the opportunity to anticipate hazards to our health, eliminat-
ing many deadly diseases and transforming ourselves and the whole nature around us at 
the same time. Such powerful technology raises very complex and important questions 
about ourselves, inevitably changing the essence of our current view of the world, since 
for the first time in our long history, we appear as creators of evolution, with endless pos-
sibilities not only of our change but also with all the possible dangers that such changes 
bring [106].

Thanks to reading the genetic code, different types of tests have been developed to 
identify genetic diseases. Along with the growing popularity of these tests, many ethi-
cal problems have come to the fore because the possibility of genetic testing changes 
the lives of future parents and accelerates the dilemmas of many people who now face 
doubts for the first time in their history, whether to leave the child to grow up spontane-
ously or to intervene at birth to prevent certain diseases or possible deviant behaviors. 
Some of these technologies are quite simple, such as a blood test to diagnose Down syn-
drome, or the Dor Yeshorim genetic database, which was originally designed to confirm 
the genetic heritage of Jews. This base allows persons to escape partners with whom 
they could have a child who is deadly affected by  Tai-Sachs disease [106], which is espe-
cially pronounced in Ashkenazi. Both of these seemingly ordinary examples underline 
significant ethical issues because the Dor Yeshorim database and other similar initia-
tives, like genetic tests for sickle cell anemia, which greatly affect African Americans, 
have allowed us to intentionally modify the frequency of personal human genes inside 
of given community [106].
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The capability to apply genetic testing in deciding whether or not to have a child is a 
clear form of soft eugenics, helping those affected by serious disorders to prevent prob-
lems caused by poor genetic inheritance, which at first glance seems humane, as it indi-
rectly reduces human suffering. However, such a worldview carries a great danger that 
we get involved in natural processes beyond any measure while making unreasonable 
decisions out of excessive fear that things will get out of control [106].

Steven Heine [136] added that DNA is not only destiny but also the place where problems 
begin. Some diseases are completely genetically determined, as in Huntington’s disease 
or Dushen’s muscular dystrophy, which has the terrible consequence that we will eventu-
ally have the disease if we have such a defective gene. But for the tremendous majority of 
illnesses, our future is not contained in genes, so the outcomes of genetic tests can mislead 
us because Heine reveals that this type of risk is only about 2.1% higher than the risk of 
developing the same disease in another person. For this reason, a very obvious question 
arises: what does an increased risk of 2.1% in a given case mean? [106].

A special challenge is our capability to modify DNA sequences in humans and other 
beings, using a g ene-writing technique, first used in human cells in 2013, very soon chang-
ing fundamental research in the biological sciences. In the book Crack of Creation, one of 
the first researchers of this technique, Nobel Prize winner Jennifer Doudna, together with 
Samuel Sternberg, explains the history of her discovery and its impact on overall science. 
Her book raises deep ethical questions in addition to scientific ones [137].

Obviously, the possibilities of this technique are enormous because such technology, for 
the first time in our history, allows us to cut an unwanted DNA sequence from an organism 
and then delete or change it as desired, using a technique similar to computer processing 
programs. In addition, it can be used to introduce various control elements related to gene 
construction by simply transmitting instructions using light stimulation, which allows 
scientists to deal with the consequences of gene expression at a certain point in the life of 
the organism or expression in a certain region. Of course, as with any other method, some 
important limitations should be kept in mind when using this method because sometimes 
it is hard to deliver an exclusively designed DNA sequence to some distinct cells to change 
its genes, while the other restrictions are ethical [137].

It is extremely important to determine where and when this technology should be used 
because, as you can imagine, it can be used for mass destruction, since due to its simplicity, 
it can be easily spread over the Internet, which would help anyone with average knowl-
edge of biology can deal with  gene-editing problems. This decisively influenced Doudna 
to take an extremely critical distance on the technology. Of course, it was never disputed 
that it would be immoral to legally prohibit a family from removing from the embryo a 
defective part of a gene that could cause a terrible disease, such as Huntington’s disease, 
which condemns an adult to a terrible death. Perhaps these apocalyptic visions are exag-
gerated because each genetic ingredient is encoded by numerous genes, which has a very 
small effect on the whole, which is currently unknown, although we are making great 
strides toward creating a new CRISPR race [137].

Doudna and Sternberg’s fears about the danger of uncontrolled application of their tech-
nique, through the wide availability of gene disks with imprinted genetic changes and the 
possibility of spreading such changes across different populations almost instantaneously 
over the Internet are more than realistic. When such a disk is applied, the probability of 
possible gene modification rises exponentially with each generation, rapidly overwhelm-
ing the entire human population [137].

Although this is the technology that can suggest the most effective way to sterilize all 
mosquitoes or prevent them from carrying malaria, a gift from heaven. As such, it could 
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have a huge impact on the epidemiology of some of the deadliest diseases, saving many 
people by changing the mosquito genome. The problem with such perfect technology is 
high because it is a biological bomb which could have unforeseeable side effects, because 
if we make a mosquito unfriendly to malaria parasites, we could cause, as and in the case 
of overuse of antibiotics, the parasite to mutate in such a way as to avoid the effects of a 
genetic change, which would mean that this change can make it immune to our recent anti-
malarial drugs. Such changes would also cause undesired effects in the ecology of a given 
environment, which would cause many other species to be irreversibly damaged, or even 
extinct because everyone knows how fragile and sensitive our ecosystems change[106].

Besides that, it is obvious that a solution in one part of the world can become a catas-
trophe in another part of the world because certain diseases and pests move freely across 
imaginary borders and get into a new ecosystem. And despite everything, regardless of 
whether these events inspire or amaze us, the possibility of manipulating genes in differ-
ent organisms with the help of this technology gives a stunning insight into evolution. We 
can now replay such exotic questions as how fish fins were replaced by legs in terrestrial 
vertebrates about 400 million years ago. Thanks to this method, some diseases, such as 
cancer, will be easily curable. It will even enable the accelerated improvement of a drug 
for Dushen’s muscular dystrophy, although there are still numerous technical ambiguities 
regarding the efficient delivery of CRISPR sequences to all muscle cells affected by the 
disease. All this tells us to enter a new, completely amazing world [105].

Because of this, Feng Zhang [138] believes that the current limitations on gene interven-
tion will be quickly overcome and that fundamentally changed people will soon begin to 
be born. This technology will enormously improve human health. A much more vigorous 
approach combines CRISPR technology with stem cells, which will be soon used for labo-
ratory production of male and female gametes. If we add to this the possibility of growing 
and multiplying stem cells in vitro, which is their essential advantage over embryonic 
cells, it is obvious that this makes such cells ideal candidates for creating altered offspring 
using CRISPR technology. The way this would be possible is very simple. Stem cell genes 
would be altered first. They would then be transferred to a male or female gamete, after 
which they would produce offspring. People have always wanted to control their bodies. 
Moreover, some parents would like to know when and how to have children and how 
healthy their children will be [106,138].

New technologies that enable genome modification will lead to an increased interest of 
many individuals not only having children but also healthier children; if a genetic disease 
is present in the family, such as a deadly Huntington’s disease, Sinclair believes that by 
changing the appropriate gene, a deadly gene defect present inside the egg can be avoided. 
That is why it is most important to correct these mutations before a fetus is formed. It 
follows that if embryonic cells become part of medical practice, it will open the door to 
unpredictable changes in human behavior, with unforeseeable consequences for human 
life and human identity, which in itself opens up numerous ethical dilemmas and social 
challenges. In [106] admits that it is impossible to answer the question of whether this is 
good in itself. Of course, there are no unfounded fears that children will be the subject 
of experiments, because experiments on the embryo will encourage a flood of parental 
desires for the superior characteristics of their offspring. This will finally open the door 
wide to unimaginable changes and medical abuses [105,106].

Sterility treatment is one such story that restores hope. Unfortunately, more and more 
young people have azoospermia, a rare genetic defect, because between one million and 
six million DNA letters are missing in the Y chromosome. And although the potential of 
their gametes is not such that they can have offspring, even in such patients, there is hope 
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because it is possible to turn the cells of his skin into stem cells, to then produce the cor-
rect DNA, and produce male gametes[106]. Thanks to that, it is possible to cure infertility 
because it is essentially possible to replace the damaged letters in DNA with letters with-
out side effects, which makes this method very attractive to use [106].

This way, many serious diseases would be eliminated or alleviated. That opens the pos-
sibility for many people to feel the life benefits, which they did not even know before. 
Thus, it is clear that the technology of gene modification creates the possibility of the 
elimination of genes that have caused a d ifficult- to-cure or incurable disease and a signifi-
cant improvement in the characteristics of each person. It is hypothesized that after such 
interventions on the embryo, humans could possess bones that are difficult to break, or 
that the risk of heart attack would be drastically reduced, while a change in the gene that 
regulates amyloid protein content could cure Alzheimer’s disease and dementia, allow-
ing people to keep their shrewdness even in old age. Of course, that would most directly 
affect the further evolution of man. Through favorable versions of genes, vaccines could be 
made against certain most dangerous diseases we face today, like SARS  Cov-2. However, 
despite everything, the issue of genetically modified babies remains extremely controver-
sial because while some researchers think it is unacceptable, others believe that it is the 
only opportunity to improve the human race because the human genome is not defect less 
[105,106].

No wonder then that Nick Bostrom [139], through his book Super-intelligence, alerted the 
public to the risks of AI when humans use reproductive technologies to improve human 
intelligence because the way in which genes influence intelligence is not yet well known. 
However, such a reality is no longer speculation from the standpoint of h igh-tech eugenics. 
What if everyone could be a little smarter, we wonder. If some people were much smarter, 
you should be aware of the fact that even a small number of such  super-intelligent persons 
would certainly completely transform the world through their pronounced inventive-
ness, discoveries, and innovations that everybody else would apply? In Bostrom’s opinion, 
genetic advancement is a significant  long-term task, as is the issue of climate change or the 
issue of the world economy, because the ability of humans to solve such problems is a fac-
tor that we face every day [106,139].

For some researchers, the eruptive progress of embryo genetics and biotechnology is 
inevitable; the scientists recognize that CRISPR is extraordinarily powerful. But that is 
exactly why many problems are opening up because we have to be absolutely sure that this 
technology will be carefully applied. If we change the embryo that defines us as humans, 
is it finally a change in human evolution? In [106] describes genetically modified plants, 
including roses that glow in the dark. In his fantasy of the future, clients will play with the 
genetic codes of plants and animals, designing new creatures on their computers. Anyone 
in the world who has little money will create various creatures and change the game, thus 
creating a whole new world, think [106].

In Ref [140] author uses a laser to create various types that have altered DNA for large 
pharmacies. His idea is the democratization of creation with minimal rules, which intimi-
dates bioethicists. It is no longer uncommon for c olor-changing flowers to appear on the 
market, tests that detect the disease from a single drop of blood, and a pill that tells doctors 
if you have taken the drags. The technical and ethical limits of science are being pushed 
to the margins; Heinz believes that after 10 or 20 years, people will design their children 
digitally. At the last conference in Vienna, he spoke about how to create completely new 
organisms that never lived before, talking about the incredible possibilities of this funda-
mentally new technology, which is already opening the door to a new industrial revolu-
tion. That technology means printing life [106].
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We need to take critically a businessman like Austin Heinz, who speaks that we need 
to change future generations of human beings and advance the human race. DNA edit-
ing has become much cheaper in the past decade, especially thanks to the innovations of 
Austin Heinz, a leading researcher at Cambrian, who modified or built completely new 
machines, such as the genomic 3D laser, which prints DNA, making DNA change much 
cheaper and faster. According to Heinz, machines create a DNA chain by lowering DNA 
segments one by one, many of which contain errors. Using his approach, millions of DNA 
coils are created simultaneously, with the largest number of them with errors, while only 
a few coils are correct [141].

This is the biggest human achievement in history because that is what speaks most strongly 
about us who we are, who, in turn, are the product of DNA, which is composed of four letters 
A, C, T, and G. When Heinz’s company accepts an order for a specific gene, it adds DNA com-
ponents in small beads which are then deposited as a thin film on a glass plate. The machine 
adjusts color to each DNA component. The following step is crucial. Lasers programmed to 
analyze color combinations ignore the wrong coils and “ print” the correct ones by distin-
guishing them correctly from the others. The latest product is placed on a small plastic plate 
as a powder that the customer puts inside the cells of the organism [141].

However, although it is a security question, we do not want the industry to be regulated. 
So we need to figure out how to democratize creation without killing. Heinz and other 
researchers with similar ideas have years of technical obstacles in front of them in which 
they need to clarify all the contradictions that this technology brings before they create 
life, especially since these achievements are extremely important because they enable indi-
viduals to eliminate future suffering, caused by serious mutations in DNA that cause ter-
rible things, such as Down syndrome and cystic fibrosis [106], which essentially turns life 
on the Earth into hell, which is why everything should be done to avoid such things.

In addition, it should be recognized that this technology, like many others so far, can be 
used for exotic purposes, such as changing the DNA of the embryo to obtain the desired 
color of the eyes or hair. According to Heinz, the only problematic dimension of the appli-
cation of this technology is related to the creation of new, never before existing living cre-
ations, which requires some more time, although it seems to us an idea that is on the verge 
of science fiction [141].

Heinz believes that diversity and multiplicity are the essences of our nature, trying dur-
ing the last years of his life to help a creation of thousands of various unusual products, 
which aim not only to reconstruct grandly damaged limbs but also to fight viruses devel-
oping various alternatives to the widespread use of antibiotics. Maybe one day, he was 
convinced, researchers will print DNA even on Mars, and while all this sounds too fantas-
tic, it will all happen sooner or later [106].

10.4 Conclusions �

The use of AI in CRISPR applications is advancing rapidly, with prediction tools con-
stantly evolving. Although the goal of most AI programs is to enhance the efficiency 
of  CRISPR-Cas9 trials, each of them shows some specific variation. Some programs/ 
algorithms are elementary and adapted to the kind of organisms and cell types, while 
others collect a wider range of data, such as epigenetic information, and show differences 
in CRISPR efficacy in different environments.
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AI provides an increasingly clear insight into biological mechanisms and is becoming 
more comprehensive, reducing the potential for human bias. The tools available have room 
for enhancement in the accuracy of prediction or the introduction of various experimental 
parameters, although they sometimes lead to misclassification of targets.

In this chapter, particular care is dedicated to the ethical issue of  wide-spreading of SB 
combined with AI.
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11.1 Introduction �

Coronavirus is the most infectious disease which belongs to a large family of viruses. 
This new virus and disease were unknown until the outbreak began in Wuhan, China, 
in December 2019. This virus may cause illness in humans or animals and therefore can 
be viewed as a pandemic. In humans, mutants of the C ovid-19 virus cause a respiratory 
infection that varies from common cold to severe disease such as severe acute respiratory 
syndrome ( SARS) and the Middle East respiratory syndrome ( MERS). In today’s scenario, 
the biggest to the society is the ongoing outbreak of this deadly virus which is also termed 
 Covid-19. In this outbreak computer vision ( CV) as a subset of artificial intelligence ( AI) 
plays a very important role in solving several complex problems in the emergency depart-
ment and seems to have great potential in controlling this outbreak [ 1–6].

India reported its first case of deadly virus infection in Kerala, India, in February 2020. 
A young female was admitted to the emergency department in General Hospital, Kerala, 
having cough and sore throat only with no other symptoms such as fever and shortness of 
breath. She disclosed that she returned to India from Wuhan on January 23, 2020, owing to 
virus outbreak situation there. She was asymptomatic and disclosed that she traveled from 
Wuhan to Kunming by train where she noticed a few persons with a respiratory infection 
on a railway station and on the train. In India, approximately 29 million were reported 
through June 4, 2021, as shown in Figure 11.1. About 354,000 casualties are reported as per 
the Worldometers database [2] as shown in  Figure 11.2. As per the data recovery rate of the 
patient is 27,504,126 ( 99%) and the total number of deaths is 353,557 (1%).

CV is a promising tool for supporting the emergency department. In literature, various 
studies have shown that AI techniques can manage clinical care by lowering the adminis-
trative demands in hospitals. AI in the emergency department enables healthcare workers 
to manage a huge amount of data and transform it into lifesaving information. I is used to 
help healthcare works and stakeholders to manage the vast data and transform them into 
potentially  life-saving information. These techniques have various applications in labo-
ratories and hospitals such as surgery, disease diagnosis, prognosis, therapies, medical 
imaging, and drug discovery. However, it has various challenging issues [ 7–10]. Despite 
the advantages, AI applications continue to face serious challenges in healthcare. In this 
review, we will focus on the role of AI in patient low management as well as in predicting 
a patient’s admission to a hospital [ 11–15].



FIGURE 11.1
Total number of cases reported in India.
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11.2 Background �

 Covid-19 is an infectious disease caused by a new strain of Coronavirus. This pandemic
outbreak led to an invisible threat that is a very challenging task to detect and contain.
This pandemic has posed critical challenges for governments, medical departments, and
public health across the world [16]. The use of emerging AI tools and technologies can
provide great help to the fight against the invisible threat to the humanoid. The first case
was reported in the Wuhan city of China at the end of 2019 and soon it spread to other
countries also. Presently, various variants or mutants of this  Covid-19 virus such as the UK
variant, South Africa variant, Indian variant, Brazilian variant, and California variant are
diagnosed in different countries (  Figure 11.3). In case of an outbreak in India, while it is
unknown if the variant is driving the large Indian wave, the World Health Organization
( WHO) officially has said that there is some available information to suggest increases

 
 
 
 
 
 
 
 
 
 
 

FIGURE 11.2
Total number of deaths reported in India.

FIGURE 11.3
Coronavirus variants of concern.
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transmissibility [17]. There are also some suggestions of “ reduced neutralization,” but it is 
too early to comment whether vaccines are compromised or not [6].

Healthcare delivery requires the support of innovative and CV technologies such as 
machine learning ( ML), deep learning ( DL), AI, image processing, and medical imaging ( CT 
scan,  X-ray) to fight against this outbreak. AI is one of the most popular and innovative tech-
nologies which provides better outcomes to fight against this virus [ 18–26]. This technology 
has several advantages in the domain of proper screening, detection and tracking, prediction 
of existing and future patients. The major role of AI comes with early detection and diagnosis 
of this virus infection as shown in F igure 11.4. Secondly, AI also plays an important role in the 
development of vaccines and drugs that results in the work pressure of frontline worker or 
medical team. In the past few months, various techniques using CV, AI, ML, and DL are done 
by several researchers that help in the early diagnosis of this disease [ 27–36].

11.3  Computer Vision ( CV) Technology

In order to fight against this deadly virus researchers and governments of different 
countries have made a great process using CV and its optimized technologies. In the 
past decade, CV has played a very vital role and has several r eal-time applications in the 
domain of surgery ( laparoscopic or robotics surgery that results in better accuracy rate), 
clinical trial attrition reduction, disease diagnosis, prognosis, medical imaging, object 
detection and tracking, social distancing, drones, prediction of  Covid-19. CV algorithms 
and techniques help in finding the pattern and anomalies in visions to get a diagnosis at 
an early stage. Using the DL concept ( supervised or unsupervised learning approach), CV 
identifies, investigates, and understands the images accordingly [15,18,31, 37–40]. This will 
prove to be beneficial in various application domains such as medical and healthcare.

Due to the above r eal-time applications of CV ( AI, ML, and DL), there is a vast potential 
for vision technologies to fight Coronavirus for drug discovery, diagnosis, prevention and 

FIGURE 11.4 
AI-driven solutions to the pandemic.
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control, and Coronavirus management. In the next sections, we will provide an overview 
of some of the important applications domain of v ision-based technologies. The classifica-
tion, localization, detection, and tracking of an object refer to the identification of different 
objects in a frame. With the growth of CV technologies, a huge amount of data is generated, 
and recent medical advancement has been producing a lot of digital data [17,34,35, 41–44]. 
Using large datasets, CV models can acquire numerous pattern recognition abilities from 
the physical level to medical perception using DL, where the disease is diagnosed using 
DL convolution neural network ( CNN) and data collected is in the form of both textual 
format and images ( see  Figure 11.5) [18,31].

11.4  Computer Vision for  Covid-19 Diagnosis

The emerging CV and AI technologies such as X -ray radiography ( CXR) and computed 
tomography ( CT) play a very important role in the diagnosis of  Covid-19. The main goal 
of diagnosis is to make a judgment about the exact feature of the disease and prognosis so 
that patient recovers. These technologies are fast, reliable, and widely available and also 
provide an affordable diagnosis of the disease which seems to be essential to fight against 
this disease [1,4,5,15, 45–53].

11.4.1 X-Ray Radiography (CXR) � 

Digital chest CXR helps in the diagnosis of disease at a very affordable price and is widely 
available. It is mainly used for detections of chest pathology as compared to CR scans. 
Healthcare workers used CXR for the Covid detection and other disease detection such as 
cancer, tumors, pneumonia, and cardiac disease. In order to detect  Covid-19 disease, some 

FIGURE 11.5
Application of deep learning for disease diagnosis.
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preprocessing techniques are required to enhance the visuals in X -ray imaging. As shown 
in  Figure 11.6, DL models exist in the literature for  X- ray-based  Covid-19 diagnosis. One of 
the most popular models is developed by Darwin AI, Canada namely C OVID-Net. This 
model is trained with COVIDx dataset which is based on 13,645 patient chest X -ray cases. 
The accuracy of this model is 92.4% for this disease diagnosis. Based on the diagnosis 
clinicals can decide about the treatment plan of a patient [1,16,18,54,55].

11.4.2 Computed Tomography (CT) �    

This technique is also known as a noninvasive test which is used to generate a precise vision of 
a patient’s chest with a radiology examination. This method provides better vision and more 
detailed visual information as compared to X -ray as shown in F igure 11.7. This technique 
provides complete visual information about fats, muscles, bones, and other body organs 
that will help in the diagnosis of tumors, cancer, surgery, anomalies in the heart, lungs, and 
liver. With respect to C ovid-19 diagnosis, it clearly identified CT features of pneumonia such 
as  ground-glass opacification and consolidation affecting the lower lobes with other added 
characteristics to be detectable depending on the stage of C ovid-19. Using DL and image seg-
mentation infected area can be identified between a normal person and an infected person. 
One of the hospitals in China namely “ Renmin Hospital of Wuhan University” used this 
trained model for diagnosis of new  Covid-19 strain. This model is based on approximately 
46,096 CT images of both normal and infected persons that have been investigated by radi-
ologists. This dataset comprises CT images of 106 patients, where 51 are  Covid-19 infected. 
This model is based on the “ UNet++” sematic segmentation model which is used to filter 
valid regions in the image. The accuracy of this method is 95.24% per patient with a positive 
predictive value of 84.62% and a negative predictive value of 100% [1,5,12].

Another method for diagnosis of  Covid-19 is “ COVNet” which is freely available on 
the internet source. Basically, extract visual information from volumetric chest CT using 
transfer learning based on a convolutional neural network that is 50 layers deep known as 
RESNET50. Segmentation of lungs was done using the  U-Net model as a processing task. 
In this model, a dataset is used which contains 4,356 chest CT images from 3,322 patients 
retrieved from six hospitals. The rate of sensitivity and specificity is 90% with a 95% confi-
dence interval. The dataset provided by the University of San Diego contains 349 CT visu-
als or images with clinical findings of this disease. An AI model is trained to demonstrate 
its potential achieved 85% accuracy [1,5].

FIGURE 11.6
 X-ray radiography of a patient (row wise): ( a) early stage ( day 3), ( b) mediatory stage ( day 4), and ( c) highly infec-
tion stage ( day 6).
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FIGURE 11.7
Computed tomography: ( a) healthy patient and ( b)  Covid-19 patient.
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11.5  Computer Vision for  Covid-19 Prevention

The WHO provides detailed guidelines on C ovid-19 infection prevention and control strat-
egies. The main aim of this disease prevention is to restrict the transmission in health 
care locales with the implementation of standard precautions for all patients, healthcare 
workers, clinicals, early recognition, sources, and environmental and engineering control 
[ 54–59]. CV and AI techniques seem to be useful in implementing these strategies such as 
pandemic drones, face mask detection, thermography, and germ screening. In this section, 
some important CV techniques are discussed.

11.5.1  Face Mask Detection

A major strategy that can be useful in the prevention of this disease is the use of face 
masks and other protective equipment to restrict the spread of this disease. Most of the 
countries throughout the globe have implemented this strategy to prevent the spread of 
the virus (  Figure 11.8). CV can be very useful to facilitate its implementation.

A masked face detection method which is based on a multilevel masked face recognition 
model achieved an accuracy rate of 95% on a masked face image dataset which is publicly 
available for research perspectives [ 11–13,20,26]. There are three different types of masked 
face datasets which are listed below:

• This dataset is used to train a masked face detection model which is the starting 
point for the successive masked face detection task [12].

• The  real-world masked face recognition dataset is one of the world’s largest 
 real-world masked face datasets which consists of 5,000 images of 525 persons with 
face masks and 90,000 images of the same 525 subjects without face masks [11].

• The simulated masked face recognition dataset consists of 500,000 images of 
approximately 10,000 persons [13].

11.5.2 Thermal Imaging �   

This technique is also known as infrared thermography where an object is detected from 
the heat produced from its body. This technique is very useful in the detection of  Covid-19 
people such as fever screening at an early stage. This thermal imaging strategy can be 
applied to airports, shopping complexes, public places, and night vision applications 
(  Figure 11.9). Infection screening can be done using infrared thermography and a CCD 
camera to capture optical signals with h igh-sensitive for contactless vital symptoms by 
using music feature matching algorithms [ 1–6, 11–13,16].

11.5.3 Drones in Covid-19 � 

In view of the pandemic situation, drones seem to be very useful in the prevention and con-
trol of these situations. Drones use remote sensing and digital imagery to detect infected 
persons as shown in F igure 11.10. There are several r eal-time applications such as aerial 
monitoring,  vision-guided robot control for t hree-dimensional object detection, and remote 
life sign monitoring in the C ovid-19 pandemic. The reports from the media and other avail-
able sources have discovered four major use cases of pandemic drones in  Covid-19 [14,-
21–26]. These are mentioned below:
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FIGURE 11.8
Face mask detection: ( a) without a face mask, ( b) with a face mask, and ( c) with a detected face mask.

FIGURE 11.9
Infrared thermography fever screening.
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 1. Pick up lab samples from one place to another.
 2. Transportation and delivery of medical supplies or equipments to reduce time 

duration that results in a minimum amount of exposure to infection.
 2. Aerial spraying of public regions, hospital regions, and societies to disinfect the 

containment zones.
 3. Monitoring and supervision of public space during lockdown period.

11.5.4 Germ Scanning �   

It can be used to combat this pandemic situation. CNN becomes standard for object clas-
sifications within the images due to their generalizability and accurate outcomes as com-
pared to the conventional methods. To scan germ such as detection of bacteria  light-sheet 
microscopy image data reached over 90% accuracy [1,12,16].

11.6 F ace Mask Detection Framework

This section deals with the framework of face mask detection which comprises of two 
phases: ( i) training phase and ( ii) testing phase ( see  Figure 11.11). In this framework, a basic 
CNN model is created using TensorFlow with Keras library and OpenCV in order to detect 
whether a person is wearing a mask or not in this pandemic situation. In the first phase of 

FIGURE 11.10
Drones during  Covid-19.
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this framework, a dataset is created, and then modeling is done using TensorFlow/ Keras 
[13]. Then, serializing the face mask detector to the storage disk and loading from the stor-
age is done. A region of interest is a portion of an image that needs to filter out or operate 
on in a certain manner. In the next phase, extraction of the face by creating a binary mask 
is done. After this step, face mask detection is applied, and the desired output is obtained 
as a result ( mask or no mask).

11.7  AI Vision for  Covid-19 Treatment

In the present scenario, there is no specific treatment for this situation but most of the 
symptoms can be treated if diagnosed at an early stage. High fever, headache, breathing 
problem, loss of smell, and sore throat are some of the early signs of infection. The overall 
treatment depends on the clinical condition.

11.7.1  Disease Progression Score

This score also helps in the treatment of this disease. Clinicals can classify patients based 
on the severity of this disease. CV can be helpful in identifying the person who is very seri-
ous or critically ill to immediate medical attention. This score helps in the categorization of 
infected patients. This score is calculated by measuring infected zones from CT imaging 
to check the progression of patients from time to time and identify the most critically ill 
patient [1,12].

FIGURE 11.11
Face mask detection frameworks.
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11.7.2  Depth Cameras and DL

These can be used as abnormal respiratory pattern classifiers to carry out an accurate 
and unassuming, yet  larger-level screening of a person infected with this virus. The 
respiratory simulation model is first proposed to fill the gap between a huge volume of 
training data and sparse  real-world data. Infected patients have a more speedy respira-
tion process as compared to normal ones. This model is based on gated recurrent units 
NN to classify six clinically major respiratory patterns to detect critically ill patients. The 
model can classify the respiratory patterns with a 94.5% accuracy rate [ 1–6, 11–14,16, 18–26].

11.7.3  Support Vaccination Development

Deep feature representation learning can be used for the quantitative structure activity 
relationship ( QSAR) analysis by combining 360° images of molecular conformations into 
DL. QSAR analysis using DL is based on a unique molecular image input technique that 
can be used for drug discovery and also supports vaccine development [1,3,60].

11.8 A I Vision for Ventilation Management in Intensive Care Unit ( ICU)

In United Kingdom, a trial is going on to explore the AI treatment to monitor lung physiol-
ogy of  Covid-19 patients to optimize ventilation treatments.  Covid-19 patients may develop 
SARS and MERS conditions due to which lungs do not provide enough amount of oxy-
gen required. This condition is l ife-threatening and sometimes mechanical ventilators are 
required in ICU. The selection of incorrect ventilator settings can damage the patient’s lungs. 
The researchers at Imperial College London are doing research on how AI can help person-
alize ventilator settings to a specific patient. The system can seem to be helpful for the next 
 Covid-19 wave. In the second wave also several mutants of  Covid-19 infections can be seen 
in different countries. This system can help to set the ventilators appropriately regardless of 
the cause. This new AI device will be known as the Beacon Care system which utilizes math-
ematical calculations to suggest the ventilator setting as per the need and requirement of a 
patient. Medical practitioners input data on a patient’s condition, and the AI device advises 
the healthcare team on how to treat the patient. This device also checks the aeration of lungs 
and blood flow and captures oxygen for a better response to treatment. It can also predict 
whether patients are going to be worst or respond to different maneuvers [61].

A BEACON Care system is an ICU ventilation and nutrition assist system. This system 
will provide doctors with two possible solutions that are listed below:

 1.  Ventilator-dependent “  open-loop” advice for optimizing ventilation in ventilated 
adult  Covid-19 patients.

 2. “  Open-loop” advice for optimizing nutrition in ventilated adult  Covid-19 patients.

This system takes inputs which are measured by BEACON and data inputs from the ven-
tilator and manual data entry by the medical practitioner into a computer program that 
has been designed to assist the decisions to make changes in setting for ventilator patients 
undergoing mechanical ventilation ( see  Figure 11.12). The main motive of this system is to 
present assistance for ventilator and nutrition adjustment in graphical format [62].
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11.9 F uture of Emerging AI Technologies

Due to the versatile nature of CV and its optimized technologies, they have the potential 
to support teams that are working in several disciplines and industries to combat  Covid-19 
challenges. AI vision advancement is becoming popular day by day, and new applications 
are currently being introduced and tested on a very large scale.

11.10  Conclusion 

There are various  real-time applications of CV present in literature. There is a vast potential 
for vision technologies to fight Coronavirus for drug discovery, diagnosis, prevention and 
control, and Coronavirus management. This chapter provides a brief discussion of diag-
nosis, detection, and prevention of the  Covid-19 virus using CV and AI technologies. This 
chapter also presents a framework of face mask detection using CNN with TensorFlow 
and Keras to protect ourselves from infection. Furthermore, the future of emerging tech-
nology and ventilator management is also discussed.
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12.1  Introduction

The main part of any NN is an unnatural neuron, virtually presented by the corre-
sponding nonlinear model that mimics a human neuron’s functions. Arranging and 
connecting virtual neurons by corresponding mathematical operations creates an arti-
ficial neural network (A NN), which aims to solve specific tasks, such as the classifica-
tion of radiographic images that clearly show the health state of a particular tooth. The 
term “ deep learning” ( DL) refers to multilayer architectures of NNs, which are suitable 
for accepting and processing complex data structures, primarily images, with all their 
topographic specifics. Given a series of mathematical limitations, NNs can present each 
function and each input to provide the desired output. During data processing, classi-
fied data are subjected to appropriate software and interactively optimized to dimin-
ish a prediction errors ( disagreement between actual and expected outcomes). Based on 
such analyzes, similar conclusions can be drawn even for data that were not the subject 
of such analysis [1 –4].

 

Image diagnostics, which occupies a central place in many diagnostic procedures in 
various health fields, is particularly suitable for the application of artificial intelligence 
( AI) and for overcoming the dependence of the obtained result on the examiner. It enables 
an increase in the efficiency of diagnostics while reducing its costs because it eliminates 
the need for performing routine tasks by medical staff. In addition, it enables much more  
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successful systematization of heterogeneous data, enabling quality integration of het-
erogeneous data groups, such as disease reports, s ocio-demographic, clinic, image and 
 bio-molecular data, etc. Also, it facilitates various forms of research, and through adminis-
trative time savings, increases the time for direct contact between doctors/ dentists and their 
patients [5–6].

AI humanizes the patient care process itself through aloud expression, articulation, and 
text identification, enabling physicians to shorten the required time to keep records, mak-
ing better health care more personally, and helping patients be more actively involved in 
data collection process. Continual  non-invasive observation of patients’ healthiness and 
bearing enables a much better understanding of the cause of the disease in a patient, with 
reduced diagnostic and treatment costs, thus reducing the burden of the health systems in 
treating the aging society which is characterized by an increasing number of severe and 
chronic patients. It helps easily solve any problems of labor shortage through rationaliza-
tion of the work of health workers, thus supporting the World Health Organization ( WHO) 
to achieve its sustainable development goals.

In dentistry, convolutional neural networks ( CNNs) are used mainly in dental radiog-
raphy, since radiographic images play an important role in dental diagnostics, starting 
from dental screening to treatment, planning and implementation. In addition, dentists 
regularly use different imaging attachments, from the certain anatomical area of a given 
person, followed by  non-imaging information such as clinic reports and basic and dental 
information and the possible existence of systemic diseases in a given patient and medica-
tion uses. Such information is frequently gathered at whole time intervals to be effectively 
integrated and networked with the assistance of AI to improve the quality of disease iden-
tification, recovery prognosis, and requested intervention [1,7].

Although numerous dental diseases ( caries, periodontitis, etc.) are significantly wide-
spread, dentistry has still only partially adopted AI technologies. This is probably because 
medical and dental information are not accessible to the extent that some other data 
are available due to medical rules of the information protection and the corresponding 
administrative barriers. Data are frequently locked in separate, interoperable systems. In 
addition, the sets of different data are not correctly classified, and are often unrepresenta-
tive, compared to other data sets in the AI area. Finally, the data related to all patients are 
complicated, multidimensional, and delicate, with terminated possibilities for their trian-
gulation and validation. Medical and dental information, like electronic medical history, 
show an insufficient level of integrity, in which some important data are often systemati-
cally missing. Data choosing often conditions the bias of choice, requiring that applica-
tions developed based on such data are also biased [1,8].

In addition, data processing and measurement, and validation of the results derived 
from them are often insufficiently reproducible and rough. If such data are used for learn-
ing and verifying, it induces the bias in assessing the data [1,2,8].

 

12.2 T he Main Challenge in the Use of Virtual Reality in Dentistry

New technologies, such as AI technology, try to mimic the human brain. The AI is an area 
of knowledge and engineering that deals with intelligent computer interpretation of real-
ity and the creation of objects, like the behavior of the human brain. Applications of these 
technologies include areas such as expert systems and especially image recognition and 
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robotics. Therefore, they become an integral part of everyday life. Finally, this technology 
has significantly improved the knowledge in recent medicine and dentistry [ 9–10].

Today, almost all residents globally possess vast amounts of documented medical and 
genetic information. Many of them are irrelevant, while some of them that establish a link 
between genes and susceptibility to dental disease are very important. This connection 
between a disease and relevant genetic information increasingly shows the extent to which 
such information is irreplaceable when looking at the correct diagnosis and the optimal 
way of treating dental diseases. Due to this, inclusion of computers and software in medi-
cine and dentistry has become a necessity. Clinical Decision Support System ( CDSS), which 
relies on a dynamic ( medical) knowledge base and inference mechanisms, based on a set of 
rules implemented through  language-based medical logic modules, is suitable for efficient 
resolution of various doubts and problems that arise during clinical practice [10,11].

One of the AI systems used to predict genetic disorders is the genetic algorithm ( GA), 
which mimics natural evolution during a search. The most complex part of this algorithm 
is structuring information, which allows to identify and extract important information 
from scanned documentation. The ability of computer algorithms to learn from stored 
data helps healthcare staff globally to identify better approaches to the treatment of dis-
eases, from the diagnostic stage to the end of treatment. Furthermore, sharing these essen-
tial data with healthcare workers worldwide is crucial to the development of medicine and 
dentistry [12,13].

Dentistry assumes the collection of the significant volume of information in combina-
tion with w ell-developed clinic practices. As one of the AI techniques, it uses augmented 
reality, which offers the user a  computer-generated image and view of the real world. Her 
discovery simplified the procedure of distributing an aesthetic prosthesis, according to 
the patient’s desires, because with its help, the patient can imagine a virtual prosthesis and 
request to be modified in real time. Knowing that virtual simulation of a  three-dimensional 
image is very close to practice solution, that evidence reduces patient anxiety and acts as 
an effective means of  non-pharmacological pain control [14,15].

Augmented and artificial reality is mainly used in dental education to stimulate clinic 
practice and decrease the number of risks influenced by patient exercises. It creates condi-
tions for exceptional improvement of the quality of feedback, which the virtual patient can 
offer to the students. At the same time, interactive communication between students and 
virtual assistants allows students to objectively evaluate their work, which creates condi-
tions for  high-quality training. Studies on the efficiency of these systems have shown that 
when using this method of learning, students achieve a significantly higher level of com-
petencies in a shorter time than when using traditional simulation methods and aids [16].

As a virtual assistant, this software solves many usual problems in clinical practice 
with greater accuracy, with less employed staff and less personal errors than traditionally 
applied methods, starting with booking and coordinating regular checkups, informing 
patients and dentists about possible greater genetic susceptibility ( patients with vari-
ous types of dental disease, which are indicated by the results of periodontal screening 
( patients with diabetes) or screening for oral cancer). The virtual assistant also helps to 
maintain more efficient paperwork and thus makes a clinical diagnosis and treatment 
plan accurate by providing the dentist with details of the patients like allergies they are 
susceptible to. It also helps to establish a general history, because it provides  real-time 
information about the patients’ previous therapy, which includes the use of corresponding 
drugs for different disorders such as cardiovascular disorder, the provision of emergency 
remote assistance in cases where a dentist is not at hand, etc. [17].
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Virtual reality software allows us to create a complete highly detailed and extremely 
accessible virtual database for each patient, allowing the dentist to quickly access all rel-
evant information ( much faster and more efficiently than the usual method of collection, 
with all relevant attachments, from dental records to radiography). Due to its unique learn-
ing ability, this software can be trained to perform many other important tasks, especially 
when it is associated to the imaging systems such as magnetic resonance imaging ( MRI) 
and CBCT, helping to identify many invisible deviations of the teeth. This condition is 
also used to accurately locate landmarks on the radiograph in cephalometric diagnosis, 
because it is very easy to obtain the necessary information and then compare them with 
the established databases to support dentists in d ecision-making. It also gives excellent 
results in pathology because it allows simultaneous scanning of a large number of sections 
to find some characteristic details, which play a crucial role in final diagnostic and clinical 
treatment [18].

In orthodontics, these computer programs can carry out numerous analyses on the basis 
of radiographs improving medical diagnosis and treatment. With the invention of intra-
oral scanners and cameras, the usual behavior of dental patients has become a thing of the 
past, because digital impressions are faster and more accurate, eliminating many unneces-
sary laboratory analyses and significantly decreasing the errors of reading images. Thanks 
to convenient AI software, the computer guides the dentist during the process of creating 
a digital impression and helps him realize the ideal impression. Based on the data entered 
into the system, it is possible to foresee even the outcome of complete treatment [19,20].

With the assistance of corresponding software, AI helps the dentist design the most 
appropriate aesthetic prosthesis by applying patient anthropological calculations, based 
on the facial measurements, ethnicity, and the patient’s wishes, when the prosthesis is 
made. The prosthesis itself is currently made using c omputer-aided diagnosis ( CAD) CAM 
technologies, using subtractive milling and additive production technology such as 3D 
printing. This technology improves classical conventional casting, significantly reducing 
defects in the prosthesis. Such technology is also applied for making orthodontic plates. 
Furthermore, in the area of implantology and surgery, these algorithms help to plan opera-
tions to the superfine details before the actual operation. Besides, one of the most signifi-
cant applications of AI is in the area of oral and maxillofacial robotic surgery [21,22].

The key challenge in the field of robotics is the simulation of the movement of the human 
body. AI has dramatically improved the field of surgery, which is now very widespread 
in the developed countries of the world. Besides, one of the most intriguing uses of AI is 
related to the bioprinting of tissue and even organs, by arranging thin cell layers that can be 
used to reconstruct lost oral hard and soft tissues caused by its pathological disorder [23].

12.3  Fundamentals of Artificial Intelligence and 
Its Performances in Dentistry

Intelligent systems, especially DL, are systems that successfully mimic the cognitive func-
tions of people in p roblem-solving. They are based on software models, capable of thinking 
and operating logically, like the human brain, learning from the available data to predict 
possible solutions. AI is exceptionally efficient in radiology due to its capability to register 
anomalies in radiographic figures that are not noticeable with a dentist eye. In that way, 
fast recording and diagnosis reduce not only the workload of the radiologist, but also the 
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risk of cognitive bias. AI systems thus complement other modalities and imaging in set-
ting adequate diagnoses and dental treatment, while in the area of maxillofacial radiology, 
they enable a quality analysis of complex images, exact place of landmarks, determina-
tion of bone structure, risk assessment of oral cancer, and evaluation of metastatic lymph 
nodes, periapical and pathologies of the maxillary sinus [9,24].

Radiologists play the main role in clarifying 2D and 3D images. Until the advent of AI, 
the interpretation of images has been biased. The most often applied imaging procedures 
for detecting and diagnosing dental diseases are plain radiography ( PR), computed tomog-
raphy ( CT), MRI, positron emission tomography ( PET), and ultrasonography ( US), with 
the apparently wider applications of these procedures for analysis greatly increasing the 
amount of data to be interpreted and thus the workload of the radiologist. AI, machine 
learning ( ML), and DL exceptionally improved our approach to data. They are a powerful 
tool for radiologists in analyzing large amounts of diagnostic figures, which, with enhanced 
velocity and precision of diagnosis, successfully detect abnormalities on the teeth [24].

Since AI is the ability of machines to mimic the brain’s cognitive functions, it is easy to 
conclude that it is based on learning, using computer algorithms to solve various real prob-
lems. ML uses improved iterative procedures to detect features that are legally repeated in 
data. It is basically a nonlinear process, explained over linear algebraic data arrangements. 
ML presents the capability of computers or smart equipment, such as robots, to explain 
 brain-like intelligence based on its ability to learn, make optimal decisions based on its 
experience, and improve its experience. ML problems are related to the input data or con-
sequences that are a product of the learning system itself. It allows us to enhance foresight 
performance and the output model following data changes in real time. In addition, it 
provides quantitative analysis of the data of diagnostic imaging, based on enhanced figure 
quality, shortening the period of the data collection, optimizing the course of the clinical 
procedure, and improving communication between the dentist and the patient [9,24,25].

DL is a group of AI systems consisting of the algorithms of multiple sheets mutually inter-
acted and layered into numerous significant levels, forming an extensive ANN. Currently 
investigated DL software containing CNNs uses  self-enhancing  back-propagation algo-
rithms, which are created directly from data through a process of continuous data delivery, 
over and over again, so that optimal prediction can eventually be realized. These software 
are often applied to process large and complex figures obtained by 2D radiography or 3D 
CT. This is the difference between DL and ML, which creates algorithms exclusively by 
focusing on specific data [26,27].

ANNs are software that mimic the human brain’s behavior, consisting of nerve cells 
mutually interconnected in networks of nerves. The dendrites of these cells accept given 
input signals, transmitting them to their nucleus, known as a soma, where these signals 
are processed and transmitted to the axon, which transmits further signal to the synapse, 
after which the signal is transferred again to the dendrite of the next neuron. ANNs are 
similar to neural networks ( NNs) in the human brain, but these networks are artificial, 
given in forms of various software. ANNs consist of at least three main sheets ( input, hid-
den, and output) that are mutually interacted. The input sheets accept the input sign and 
submit it to other sheets without processing. The next sheet processes the input signal and 
then directs it to the next sheets to continue processing, so that connection spreads signals 
from one sheet to another, wherein the first exciting sheet is known as the perceptron. 
Hidden sheets of artificial neurons mimic neurons in the brain. The NN itself performs 
a calculation based on a set of input data, creating the output by using the specific algo-
rithms. If necessary, the obtained output signal can be returned to the input, instead of the 
output signal being  non-feedback, linear [ 26–28].
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CNNs are basically DL networks, consisting of several constituents mutually harmo-
nized, where the convolution sheets, i.e., the unification sheets, are entirely interconnected. 
The CNNs enhance their knowledge directly from the data, recognizing the features 
within the figures, and select the obtained result into appropriate groups based on the 
subject, which is observed. The first two sheets ( convolutional and merged sheets) per-
form property extraction: fully interconnected sheets provide the end result, while the last 
excited sheet classifies the separated functions into specific groups. Learnable parameter 
sets ( kernels) are used to each figure location, with such cores optimized by the convolu-
tion sheet learning process to minimize mismatch of output and baseline values, using an 
optimization algorithm known as feedback.  Hyper-parameters, like the arbitrary number 
and kernel size, are requested before the CNN learning begins. The aggregation sheet 
processes from top to down sampling operations, decreasing the number of parameters to 
be learned, to map fully connected sheets after down sampling to the last output to which 
the excitation function is used, classifying the obtained information. Thus, by a CNN, for 
example, a tumor could be categorized as benign or malignant by reducing the number 
of parameters to be learned so that after sampling downwards, fully connected layers are 
mapped to the final output to which the activation function is applied, which classifies 
the obtained information into categories. Thus, by a CNN, a tumor could be categorized 
according to malignancy, so that after sampling downwards, fully interconnected sheets 
are mapped to the total output. On the basis of this output, the classification is done, and 
the belonging category is determined [10,29,30].

ANNs are learned and tested using different data sets ( validation data set) before their 
practice implementation. During learning, each network excitation is evaluated by a 
numerical scale of values, which shows the connection strength of these values in rela-
tionship with output changes during learning. Multiple circles of learning and testing on 
various data sets help us enhance artificial networks’ prediction performance. Increasing 
the number of data implies primarily converting the data in training process so that the 
network constantly improves its input during further iteration during the training to 
decrease the number of errors. CNNs very often request multiple circles of learning to 
reach requested diagnostic precision [1,31].

Recently three kinds of AI systems approaches are known: brain simulation, symbolic 
and  sub-symbolic, and statistical access. Symbolic access assumes a cognitive simulation 
of logic, and k nowledge-based intelligence. Various computer approaches design the base 
of  sub-symbolic accesses. Cognitivism assumes the improvement of various  rules-based 
algorithms known as expert systems, which mimic human intelligence on a machine, 
trying to solve challenging  real-world tasks. Cognitive systems are based on probability. 
Their goal is to increase the efficiency of human intelligence related to very hard problems 
of finding the best outputs from unrelated data and directing them to create appropriate 
hypotheses to make the best possible recommendations or decisions [1,10, 28–31].

The modern approach, known as connectionism ( connectivity), is based on the s o-called 
naive ( insufficiently researched) programs spontaneously driven by data. Such programs 
are bound to each other in CNNs mimicking functions of the neurons and synapses in the 
brain. Such programs possess the ability to process big amounts of data. Therefore, CNNs 
possess the capability to learn faster than previously defined expert systems. New CNNs 
programs applied for DL contain multiple sheets of algorithms that extract typical features 
from the scattered, unorganized data. They include supervised and unsupervised, and 
unattended learning. Supervised learning is associated with the operation of calculating 
and then the error is regulated to obtain the best result, using a function derived from the 
manually marked data included in the training and which rely on a number of examples 
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of such training. Moreover, these programs are trained to distinguish regular and irregu-
lar properties by analyzing  hand-assigned figures, providing a corresponding classifica-
tion, in which the output variable is, for example, whether or not there is disease [2,32].

Unattended learning is some kind of ML based on the entered data. Learning data are 
unmarked and sheared into various clusters, generating the  so-called clustering algo-
rithms. The main constrain is a lack of the explicit accuracy assessment of the results, 
which are different from those obtained by supervised learning. Consolidation of knowl-
edge assumes results obtained through constant interaction with the surrounding to 
achieve certain aims, with an award for the correct result and a licking for the incorrect 
result. In contrast, unsupervised learning uses unmarked input data, from which the algo-
rithms themselves infer which datum is essential. The most common algorithms used are 
data clustering algorithms and a priori algorithms that involve spotting and determining/ 
learning the necessary rules, to process big data amounts. These algorithms use AI proce-
dures to collect experience straight from the data. With the increased volume of data, the 
learning performance of these algorithms increases. It means that more images and scans 
with a clinically approved diagnosis induce much better machine identifying of pathology 
or abnormalities inside the figure [2,33].

There are several types of software learning algorithms. Some of them use linear regres-
sion, and the code establishes connections among dependent and independent variables. 
Software based on logistic regression gives the probability of an event occurring. A tree 
algorithm is a type of supervised learning algorithm that is used for p roblem-solving and 
classification. It is a  flowchart-like structure, where each internal node represents a test 
of one of the attributes, while each branch represents the test outcome, with each node or 
node terminal having a class designation. In support vector algorithms, each data item 
is plotted as a point in n-dimensional space, where n represents the number of features. 
Then, these programs find a  hyper-plane clearly selecting the dots associated with specific 
data. The size of the  hyper-plane is related to the number of intake characteristics. If this 
number is 2, only one line is reduced  hyper-plane. If the number is 3, then the  hyper-plane 
is reduced to 2D plane, while the  hyper-plane geometry becomes challenging to present 
when the number is greater than 3 [2,14,15].

Fuzzy logic is an approach to computing based on the degrees of truth, rather than the 
usual true or false ( 1 or 0) logic. Therefore, it mimics human behavior, giving a certain 
result as partially true or false. It assumes that each output belongs somewhere between 
true and false, with different shades of green and blue instead of a completely green and 
blue. Fuzzy learning is a kind of AI used in medicine to diagnose, for example, diabetic 
neuropathy, or determine the required dose of the drug, based on the calculation of the 
brain volume, using MRI images. Based on such an approach, it is also possible to charac-
terize ultrasound images or CT images of certain organs of the human body. Because these 
information are between partially correct and partially incorrect values, this method has 
limited application [19,21,33].

Application of AI in radiology includes calculating the probability of the illness ( yes or 
no) and scenarios of replacing the radiologist with AI due to a more precise, faster, and 
repeatable software result. Finally, additional scenarios assume the use of CNNs, with 
imaging findings to help radiologists interpret obtained results. In addition to such possi-
ble realization, clinical applicability implies an additional division aimed at detecting and 
identifying abnormalities in the figures invisible to the eyes. In addition, it includes auto-
matic subdivision, which collects data related to the degree of potential disorder of tissues, 
severity of the illness that affected them, to save the radiologist’s time due to the reduced 
need for manual segmentation. In addition, it enables the classification of the disease, in 
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which the abnormality in the figure is grouped into a category ( big or small risk). In this 
way, CNNs over DL help dentists in their diagnosis and treatment, gaining their appli-
cability in the medical area, although only a few studies have this topic as a significant 
subject in dentistry [21,33,34].

CAD is the first medical application of AI in oral radiology. Earlier, it was shown that 
this method is very suitable for the detection of cancer in internal organs of the human 
body. The CAD method diagnoses the specific disease for which it is specially trained, 
and the characteristics of CAD algorithms can only be enhanced by adding new data sets. 
Nevertheless, although the performances of CADs have not advanced enough to com-
pletely replace radiologists, their output is often used as an important information in dis-
covering complex pathology states. This means that the radiologist can agree or disagree 
with the computer output, but when radiologist is in doubt, CAD can enhance his diag-
nosis. The essential constraint of CAD is the high amount of  false-positive detections, and 
in some cases, CAD can omit some disordered places. Today,  AI-based CAD methods are 
replaced by  self-learning, which diagnoses and treats problems using cognitive computa-
tional algorithms ( CCA). Such systems reduce the workload of medical staff by eliminat-
ing the necessity of manual grouping, providing crucial information about functions of 
the human tissues, and giving the most common and very accurate information about the 
severity of the disease itself [21, 33–36].

CNNs use automatic grouping for identification of s egment-specific features in 
 wide-scale data.  U-net segmentation is the most popular method of CNNs grouping used 
in medicine to distinguish bone and soft tissues. Automatic radiographic findings enable 
the accurate localization of important details. This method is applied in CT and MRI to 
detect irregularity in figures unnoticed during visual observation. CNNs enable accurate 
identification of disease edges. Particular  edge-based algorithms define disease regions 
well. CNNs are suitable for locating specific details in partly hidden areas that are over-
lapped and invisible to the eyes. CNN algorithms allow studying the whole area part by 
part, while  knowledge-based algorithms discover new anatomical details very preciously 
[34–37].

Today, the use of computer technology is gradually increasing in order to help dentists in 
the treatment of oral diseases. Augmented reality ( AR) technology is the first application 
of AI already broadly used. AR is based on an interactive knowledge in actual life, which 
allows transfer of a 3D virtual object to a 3D reality, while computer virtual content and 
the real environment overlap. AR method has numerous applications in various areas of 
medicine. This method is present in oral and maxillofacial dentistry, because it allows per-
fect operation planning with great precision. It is also used when placing dental implants, 
because it diminishes period and price of implantation. It is applied in osteotomy of facial 
skeletal proliferation and in medical staff’s education. In addition, it facilitates the study of 
anatomy by live visualization of the operated body magnified by mirror figures [ 34–37].



12.4 S ome Examples of the Application of 
Artificial Intelligence in Dentistry

ANNs particularly are important when the etiology of the illnesses is multifactorial, as in 
the case of recurrent aphthous ulcer, whose exact etiology is unknown. In this case, the 
diagnosis is based on its recurrence, excluding other factors or internal disorders, when 



201Artificial Intelligence in Dentistry

radiological diagnosis is taken as a gold standard. In such cases, when the opinion of the 
dental surgeon is likened with a diagnosis given with the help of ANNs, the obtained 
results show high reliability. The situation is similar in diagnosing complicated oral dis-
eases or radiology, where large quantities of patient data are registered by digital IOPA 
( intraoral  peri-apical X -ray), 3D scanning, etc. In all these cases, AI provides a quick and 
reliable diagnosis and instructions for treating oral diseases. It is crucial for identifying 
patients at danger from developing oral cancer, especially in their early stages. Genetic 
software and ANNs are also successful in predicting the size of unaltered canines or pre-
molars or predicting tooth surface loss [38,39].

Virtual dental assistants ( VDA) based on AI can make different jobs in dental institu-
tions with fewer errors and accuracy than the average trained operator. They make it easier 
to schedule a patient’s meeting at the clinic, monitor the patient’s previous dental history, 
take care of insurance, serve as aids to the dental surgeon in all his action and treatment, 
and warn dentists of common patient habits like smoking and drinking [39,40].

Recently, AI is applied in different stages of orthodontics, from dental diagnosis to den-
tal treatment. 3D spots and virtual procedures are suitable for assessment of craniofacial 
and dental irregularities. By 3D scanning, straighteners can be printed and orthodontic 
procedure adjusted. After that, the aligner is printed; a specific algorithm enables to take 
decisions on how given tooth/ teeth can be moved, and how much pressure is needed for 
this action. Pressure points are recognized for that particular tooth/ teeth, which decreases 
the probability of error and speeds up the healing process [41,42].

Therefore, for the best possible patient prosthesis, there are several factors that the den-
tist must keep in mind, such as anthropological computations, facing measurements, aes-
thetics, and the patient’s desires. The application of AI enables precise fitting of dentures, 
while systems based on CAD/ CAM ensure finished dental prostheses with great precision 
[43, 44]. They are also used to design inleys, onlays, crowns, and bridges, thus replacing the 
conventional method of casting prostheses, while reducing production time and potential 
manufacturing errors [36,41,42,45].

The digital convolutional method uses 16 convolutional sheets and 2 completely con-
nected sheets used for detection of the periodontitis of premolars and molars. It is effec-
tively used in the categorization of patients who have severe and chronic periodontitis 
induced by their specific immune reaction. Additionally, AI is also present in the design of 
the dental chairs, which is strongly changed in comparison with a typical hydraulic. This 
chair possesses an electric and fully automated sensor for controlling chair movements, 
whereby it can also react to the dentist’s voice, without requiring any physical effort. 
The future in which the dental chair will calculate the weight and other essential patient 
parameters during his sitting on it for treatment is expected [ 46–49].

12.5 A pplications in Dental and Maxillofacial Radiology

Periapical granulomas, abscesses, and cysts ( periapical lesions) are usually present in 
everyday oral clinical practice. All of them are visible on radiographs. However, there 
is a possibility that some of them will go unnoticed because the images do not have a 
 good-enough contrast. It has been shown that even in such cases, AI can precisely identify 
areas of teeth prone to caries and other periapical pathologies, because they enable auto-
mated segmentation that defines more precise boundaries of lesions, which facilitates their 
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differentiation. It is expected that these systems will be applied to implants in the near 
future to enable early detection of  peri-implantitis and thus prevent the development of 
possible more serious complications in those places [50,51].

Maxillary sinusitis is an inflammation of the mucous membrane that is r adio-graphically 
characterized by thickening of the mucosa >4 mm, lacking continuity of the bottom of the 
maxillary sinus, opacity, focal alveolar atrophy, and associated periodontal disease. CT 
and CBCT are the most suitable methods for detecting such indications. In conventional 
radiography, diagnostic inconveniences are influenced by the overlapping of the maxillary 
sinus, the sinus bone architectures of the face, which often gives false negative outcomes. 
DL algorithms enhance the diagnostic capability of conventional radiographic imaging, 
reducing the need for unnecessary frequent CT scanning of patients. In a diagnosis of 
maxillary sinusitis, DL systems show 87.5%–93% accuracy, which is better or at least com-
parable to the findings of experienced radiologists. Such help is especially valuable in 
diagnostic support to inexperienced radiologists [27,52].

Deep analysis tools help periodontists detect alveolar bone loss early and diagnose 
changes in bone density in the furcation region. The CNNs show exceptional diagnos-
tic possibilities, reaching accuracy values significantly higher than those in usual clinical 
practice ( 81% compared with 76%). Such high diagnostic efficiency is achieved by applying 
specific automated systems, which are used as reliable auxiliary tools for the determination 
of periodontal bone loss on panoramic radiographs, thus reducing the diagnostic effort of 
radiologists. This method allows the identification of periodontal diseases more exactly, in 
much shorter period than classical procedures. Besides, ANNs are used to predict early 
risks of osteoporosis by analysis of bone structure and its mineral content ( BMD), reduc-
ing the needs for frequent BMD analysis and uses of other densitometric methods [53,54].

AI is used for the early detection of head and neck cancers and their metastases in the 
lymph nodes, which significantly affects the kind of treatment and the prognosis of dis-
ease development in such persons. CT and MRI are imaging techniques often used to 
detect metastases in lymph nodes. The application of CNNs has improved these CT diag-
nosis. Such systems based on CNNs figure classification are characterized by high accu-
racy ( 78.2%), sensitivity ( 75.4%), and specificity ( 81.0%), which is on the level of findings 
of radiology experts. They use DL programs in calculation of the survival probability of 
patients with oral cancer. DL systems show much better diagnostic performance, from 
classical statistical models. They provide perfect recommendations, suggesting the most 
efficient treatments of patients with oral cancer, and address some diagnostic concerns 
among clinicians regarding whether an oral lesion is benign or potentially malignant, 
creating the preconditions for timely treatment intervention [55,56].

Osteoarthritis is a frequent degenerative disease of the temporomandibular joint ( TMJ), 
following the destruction of articular cartilage and resorption of subchondral bone. Since 
a procedure for quantifying morphological disorders in the beginning of illness has 
not yet been developed, a  non-invasive technique based on shape variation analysis has 
recently been used for this purpose, using ANNs to classify morphological disorders in 
3D mandible condyle model, including the following categories: G1, normal; G2, almost 
normal; and  G3–6, which describe different degrees of disorders. Rainbow mapping of 3D 
prototypes defines the real position of the morphological disorder on the condylar area. 
Thus, ANNs categorization improves clinicians’ understanding of changes in temporo-
mandibular joints [57,58].

Primary headaches, due to, for example, migraines and increased pressure, are not 
caused by diseases, while secondary headaches usually indicate an illness. Doctors give 
diagnoses of chronic headache only after clinical testing and on the basis of MRI images. 
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Based on such images, they usually suggest appropriate medical therapy, while in some 
patients, the diagnosis itself is much more complex and requires multiple consultations to 
resolve the permanent symptoms of the headache. For the precise diagnosis of headaches, 
using AI, an automated system for its classification has been developed, which uses an 
appropriate learning algorithm. Such a methodology shows exceptional accuracy ( 97.85%) 
and significantly reduced errors in the classification of headaches (P < 0.05). It enables the 
management of headache triggers by automatically detecting them, allowing patients to 
balance their behavior to prevent consequences that cause headaches. Recently, the com-
pression of vascular structures induced by different anatomic structures, such as elonga-
tion or medial/ lateral deviation of the styloid and ponticulus posticus, is explored. It was 
found that they cause a deceleration of cerebral blood flow which induces cervicogenic 
headache. It was shown that CNNs are very efficient in clarification of vertebrobasilar 
deficiency which causes cervicogenic headache [59,60].



Sjögren’s syndrome is a l ong-term autoimmune disease that affects salivary and lacri-
mal glands and often seriously affects other organ systems, such as the lungs, kidneys, and 
nervous system, with main associated symptoms of severe dryness of skin, mouth and 
eyes, joint pain and stiffness, persistent dry cough, etc. Today, various algorithms based on 
AI allow the analysis of large data sets from various groups of patients suffering from this 
disease. The investigations show that the diagnostic accuracy of DL was significantly more 
reliable than the accuracy of that of radiologists with insufficient experience [61].

In endodontics, the researchers approved that AI algorithms are extremely precious in 
locating the apical foramen and identifying vertical root fractures if CBCT images are used 
for its analysis. In addition, NNs have been found to improve proximal diagnosis of caries 
by 39.4% compared with bite radiography. Finally, AI algorithms help prosthetists enhance 
the crown’s consistency and aesthetics by using appropriate templates. Prosthesis fabrica-
tion is performed using the corresponding software for design and production, such as 
ablative milling and application of additives, which diminish errors in the final products. 
AI helps orthodontists to determine the need for tooth extraction, monitor tooth mobility, 
etc. They help clinicians make more accurate digital impressions and thus save time by 
reducing unnecessary laboratory examinations [ 62–64].

AI has changed the area of oral and maxillofacial surgery based on the appearance of 
 image-guided surgery. Before surgery, CT, MRI, and CBCT images are now parts of clini-
cal practice in many large hospitals. Such recordings allow the desired procedure to be 
derived more exactly than before the introduction of these techniques. Surgical removal of 
the lower third molars is challenging due to the great proximity of the third mandibular 
molar ( M3) and the inferior alveolar nerve ( IAN). Such interventions may cause neuro-
sensory injury of the chin and lower mouth. The automated segmentation of panoramic 
images prior to extraction of M3 determines the proximity of M3 to neurosensomotor tis-
sues, thus preventing damages to the tissues. In the future, these types of interventions 
will have an increasing application in orthognathic surgery influenced by extraordinary 
accuracy of image recognition, which shows different dentofacial irregularities [65, 66].

Examination of skeletal remains is particularly significant in forensic tests for identifi-
cation of victims. The teeth are significant for their identification, because they are very 
persistent to decay and stand unchanged after the disconnection between soft and skel-
etal tissues. ANNs have shown an accuracy of about 95% in identifying the sex on 900 
anthropological skulls after reconstruction by CT. In addition, ANNs have been shown 
to improve the accuracy of age estimation methods. With multilayer NNs, the percentage 
success rate was up to 99.9%, from which it follows that methods based on NNs are reliable 
for determining the age and sex of skeletal remains [66].
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 Three-dimensional printing, a manufacturing process in which objects are made by lay-
ering by l ayer- by-layer printing, is one area of application of AI, which helps to optimize 
grids in a CAD file, estimating the most effective modality of printing, with detection of 
any printing errors. AI algorithms anticipate expected errors during printing and solve the 
problem by creating new sheets of support to remove all contradictions between sheets, 
looking for a solution and making final decision when people are unable to find it in real 
time, while solving the problem of filling layers of uniform density in a quality manner is 
not possible [1,2,4].

AI provides essential information about tissues’ functional behavior and severity of given 
illness, facilitating early cancer screening and detecting patients at its risk. The dilemma 
is only will this technology be substitute for radiologists in near future, even though AI 
has diminished the workload of radiologists, because they still cannot completely replace 
human intelligence. In addition, such approaches request a serious knowledge base. When 
it is applied to images from a different context, they can be misinterpreted, resulting in 
false positives or false negatives. The optimal solution for radiologists is to be trained to 
be able to apply computer algorithms in practice. This includes their basic training and 
understanding of biometric and genomic databases so that they can improve the applica-
tion of this technology [1,2,4].

Radiomics is a new translational area of investigations whose goal is to withdraw multi-
dimensional data from radiographic figures by specific algorithms. The radiomic process 
can be sheared into different stages, with defined inputs and outputs, like image collection 
and reassembly, figure segmentation, modification and identification of its characteristics, 
and analysis and development of appropriate models. These programs can extract approx-
imately 400 patterns from CT and MRI tumor images, like surface form, magnitude, and 
roughness, unnoticed by the naked eye. Therefore, this is a very efficient method for pre-
dicting the metastatic probability of tumors and their oncogene potential and assessing 
the patient’s response to therapy, which is applied to him [37,38].

Biobank Images is an application that enables the storage of a large amount of data and 
images. The biobank for image processing contains a library of biological materials and inter-
connected data that are intended for a large population of patients in an organized manner. 
Such data can be used in algorithms to simulate various diseases’ progression [368,39,67].

Hybrid intelligence can be defined as a combination of human and machine intelligence. 
It expands possibilities of the human capabilities. It assumes harmonious cooperation of 
people with intelligent machines in order to solve various complex problems. It is applied 
to merge multimodal images for better diagnosis and medical treatment. Boundary edges 
are important for any figure because the resulting input is detected and registered, which 
is processed within the appropriate NN [40,68].

12.6 Other Applications

In order to handle the huge increase in patient data, appropriate intelligent software for 
their processing and storage is needed. These data are very diverse and consist of data 
related to patients’ history to their processing, which aims to diagnose the disease in 
patients. Because of its remarkable ability to store and process such data in the desired 
way, AI has found many applications in dentistry and medicine, although it still cannot 
substitute the functions of dental surgeons [40,68].

 �
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The ANNs predict the need of teeth extraction during the orthodontic regime of den-
tal treatment. Analysis of data related to tooth restoration shows the differences in the 
behavior of various materials for tooth restoration, as an important factor determining the 
lifespan of their restoration [69].

Genetic algorithms are successfully applied for the solvation of hard dental problems. 
These stochastic investigation methods based on the principle of survival of the fittest 
include stages based on mutation, inheritance, selection, and crossbreeding in examina-
tion of optimal  problem-solving. The essential improvement of genetic algorithms is their 
clear orientation to solving problems. They are a powerful tool for optimizing a possible 
solution, because they are based on simple rules, which facilitates their application. Such 
algorithms are used to optimize dental implants in order to diminish the possible problem 
of mechanical fracture of the implants and ensure its extended term of strength. Genetic 
algorithms are suitable for detecting caries in the beginning to avoid more serious tooth 
disease. It is also used to reconstruct missing parts of teeth, reconstruct their surface, and 
maintain the smoothness of teeth [45,70].

AI with its data surfing and identification capabilities possesses numerous advantages 
over clinic and traditional analytical decision methods. The obtained algorithms are more 
exact and thus help doctors to make more successful diagnosis and provide improved 
health care. This diagnosis includes the observance and testing of the patients, collection 
and interpretation of their data, knowledge and experience of medical staff, and formula-
tion of diagnosis and treatment by medical staff. AI enables more orderly, more systematic, 
and structured data and also enables significantly more efficient care while reducing treat-
ment costs [71,72].

AI also provides an additional opportunity to train dentists. Integrated with MRI and 
CBCT, it can notice the slightest deviations from usual appearance, which allows precise 
localization of smaller apical foramen by increasing radiographic accuracy and more suc-
cessful diagnosis of proximal caries [36,73,74].

12.7 Conclusions �

This chapter describes the AI systems used in dentomaxillofacial radiology. Their excep-
tional usability in all areas of dentistry has been shown in making a fast diagnosis and 
treatment for unusual problems that are very difficult to solve without their help. It has 
been shown that these systems have a remarkable effect on reducing the workload of radi-
ologists, enabling them to improve the relevance and validity of their diagnoses. It has 
been shown that the clinical applications of AI systems are practically unlimited, although 
their application is still in their infancy. Their importance in various fields of dentistry and 
maxillofacial radiology is especially emphasized.

The way and the essential aspect of their functioning are shown. Various forms of AI used 
in all branches of dentistry are also presented, and their important specifics are shown. It has 
been shown that they represent the future in dentistry that is already ahead of us, because 
they are highly efficient and reliable in giving diagnostic recommendations, establishing a 
treatment plan for complex problems that are often unsolvable without its application.

In addition, these systems have been shown to save radiologists’ time, enabling radiolo-
gists to enhance their competence and efficiency significantly. It is obviously necessary to 
educate radiologists about the use values and the way of manipulating the appropriate 
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computer software to apply these methods in a safe way. It has been shown that the clinic 
applications of AI are essentially endless, although the development of AI for use in medi-
cine and dentistry is still in their infancy.
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13.1 � Introduction

Social media is now an important part of everyone’s life. As a result, buying and sell-
ing stuffs online is normal these days, people use applications and websites to purchase 
stuffs satisfying their needs by sitting at home using online payment methods and other 
methods with proper secure ways. Analysis of specific product ideas can inform compa-
nies of the level of satisfaction a customer got with their services. The system of buying 
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tickets is used to purchase flight tickets days before the flight schedules prebooking for  
the flights that are planned to make a trip between two destinations in which a buyer can 
select the date, time, and a flight with a stoppage or no stoppage. Some aviation lines don’t 
agree with the procedure because a plane organization might change the prices depend-
ing on the availability of tickets and demand for tickets. It helps in the booking of tickets 
from anywhere through application programming interfaces and online procedures and 
payment to avoid the last-minute rush for tickets [1–5].

Most of the airlines use difficult ways and rules for managing revenue for the execution 
of typical systems for estimation. Mostly, customers try to buy the tickets in advance of the 
departure date so that they will not have to pay high prices of tickets as the date comes closer 
and demands rise for the left tickets. But sometimes this results in spending more money than 
expected for the same booking. The ideal aim of the airways is to gain profit on the tickets, 
whereas the customer searches for the minimum rate as per their budget. But this system con-
firms a ticket to persons so that they could travel according to the date they have selected. At the 
point of purchasing tickets, the middle-upper class people look for cheaper and under-budget 
tickets. The rate of airline tickets at less cost is consistently rising due to competition among 
different airlines [6–8]. Many websites have been introduced on the internet for booking tickets 
at a cheaper cost. Using machine learning algorithms they usually show different tickets by 
different airlines for the same route based on the previous airfare prices.

The data collected is in the form of raw data with values of more than one data type but 
when the training of data will take place the machine learning (ML) algorithm requires 
the data in numerical format (i.e., integers). The data is required to be changed into the 
numerical format for reducing time complexity. So, this is not as simple as we think it 
is. It includes a lot of working on raw data to understand data by methods such as data 
visualization and data modeling. Different algorithms will be applied and we will get the 
predictions with their accuracy percentages and also the parameters required [9–16].

13.2 � Background

It is not an easy task for a customer to buy a plane ticket at a very low cost. These few tricks 
are being investigated to determine the time and date to get airline tickets with the lowest 
billing rate. Most of these frameworks use state-of-the-art frameworks which are known 
as machine learning. To make the right decision before buying airplane tickets Gini and 
Groves violated the partial least squares regression modeling. Details are collected at key 
locations for booking travel experiences for 2019 in the months of March, April, May, and 
June. Additional data were compiled and used to monitor the demonstration relationships of 
the final model. Janssen has developed an aspiring model using the linear quantile blended 
regression process for the San Francisco–New York study where daily flights are provided by 
www.infare.com. Two key points, for example, the number of departure days and whether 
the flight is over a week or a working day, are considered a model promotion. The model 
accurately balances flights ahead of time from the date of flight. In any case, the model does 
not interfere with the wide range of time frames, closing the date of flight [17–21].

Wohlfarth introduced a model used to improve time while purchasing a ticket online tick-
eting based on major preparations known as masked point processors, information mining 
frameworks (strategy and collection), and countless test frameworks. The plot is proposed to 
transform a variety of recreational activities into integrated themes of a game program that 

http://www.infare.com
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can support the test of individual integration. This relevant topic is included in the discussion 
based on a close assessment of the behavior. The progress model measures the appropriate 
change schemes. A  tree-based investigation was used to select the best planned collection 
and a short time later it was considered a disagreement on the movement model. A study 
conducted by  Dominguez-Menchero suggests that the optimal purchase time depends on a 
nonparametric isotonic strategy for rebellion in a particular course, senders, and duration. 
The model offers the most satisfying number of days before buying a plane ticket. The model 
looks at two types of variables: travel and acquisition date [ 22–29].

13.3  Looking into the Data by the Team

It is a piece of work of more than just one IT professional. A proper cycle works for the 
thing we just do by entering our details in minutes. Many data science field IT profes-
sionals collaborate to gain insights from the data. First, a dataset of previous bookings of 
tickets of different airlines is collected. Which consist of features such as timing, destina-
tion, stoppage, airline, and dates. Then a business analyst will look into the data and some 
insights. Then a data scientist/ analyst will collaborate with the business analyst to decide 
from where to extract the data ( such as from  third-party application programming inter-
faces and databases). Then the data scientist must check if the data is in the right format or 
not because before applying machine learning algorithms the data should be in the right 
format to make the process less complex and more precise. To make it ready for machine 
learning al gorithms data preprocessing, data wrangling, data cleaning, feature encod-
ing, and other methods are applied to the raw dataset. For these procedures mostly two 
programming languages are used Python and R. But in this report, I used Python and its 
libraries to perform every step of converting raw data into the right format for analysis and 
after all the mentioned steps we will apply different algorithms to the model [ 22–27,30].

13.4  Data Collection and Preprocessing

13.4.1 Dataset �

The dataset consists of 200 rows and 11 columns with different features as mentioned, such 
as airline, date of journey, source, destination, route, departure and arrival time, duration, 
total stops, and price for meals (  Figure 13.1). The dataset is prepared accordingly to fulfill 
the needs. It is totally raw data as entered in the database, and it shows planned flight 
tickets with their price and every detail. We will process this raw data through various 
steps and procedures. So, we have to analyze this raw data and change it to a suitable form 
because machine learning algorithms only understand the numerical values.

13.4.2  Understanding Data and Preprocessing

As I have named the dataset “ Data_Flight.xlsx” to “ train_data” to easily access and to 
implement codes on it so it should be assigned after importing Python libraries such as 
pandas, numpy, seaborn, and matplotlib.
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In this step, we have to deal with mostly two things:

 A. Missing Values
First, we have to check the missing values in the raw dataset. Using Python 

libraries the command used for searching missing values, Program line to find 
missing values:

train_data.isna().sum()
Now we have to deal with the missing values. As per the above result, only 

Route and Total_Stops have one missing value; so, we have to apply a code line to 
correct it [13]. Program line to correct missing values:

train_data.dropna(inplace=True)
train_data.isna().sum()



 B. Data Cleaning to Make Our Data Ready for Analytics as well as Modeling
First, we have to check the data type:
train_data.dtypes
Second, we have to change the data types of times. In order to change we have 

to declare a function in which the algorithm of changing data type is mentioned. 
So, the function is:

def change_into_datetime(col):

FIGURE 13.1
Dataset based on previous flight bookings.
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train_data[col] =pd.to_datetime(train_data[col])
Now, use loop for changing the data type of the whole column.
For i in [‘ Date_of_Journey’,’ Dep_Time’, ‘ Arrival_Time’]:
change_into_datetime(i)
After using this function run the code line train_data.dtypes again and you will 

get the results in which the data types of times will be changed (  Figure 13.2).

 



13.4.3  Extracting Derived Features from the Data

As it is difficult for a machine learning algorithm to understand the dates and time entered 
in the raw data so we have to split it into days, months as well as years from the journey 
date, arrival time, duration, etc.

After applying the Python code for splitting up the column into the result is shown in 
Figure 13.3a.

This will help in reducing time and space complexity and more precisely the algorithm 
will work on this dataset. Similarly, we have modified the duration column for better 
understanding [5].

As we know the duration of flights is calculated in hours and minutes. Therefore, sup-
pose the duration time for the flight from Delhi to Cochin is 19 hours then it will show 19 
hours 0 minutes, because there may be many duration times which contain some minutes 
too. For example, the duration time of the flight from Bangalore to Delhi is 2 hours 50 
minutes. So, now both the duration time is in the same format whether the duration time 
has any of the parameters as zero. It will be shown in the same format. An output after 
implementation is shown in  Figure 13.3b.

And to perform this method on data we have used the split function to split the duration 
considering the duration time as a list which has two p arameters—hours and  minutes—
where the values can vary. The algorithm behind splitting the duration is

IF: Length of duration = 2 ( after splitting), then the same value will be printed.
ELSE: IF there is an ‘ h’ ( for hours) in the length of duration.
THEN, duration = duration + ‘0m’
And now, the Duration column in the dataset is further divided into two columns 

‘ Duration_hours’ and ‘ Duration_minutes’ for better understanding while the machine 
learning algorithm works on the dataset.



 

FIGURE 13.2
Data types of each feature.
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Every column containing more than two parameters is now divided into more columns 
according to the number of parameters the columns had ( see  Figure 13.4). This is all about 
data preprocessing and extracting features from the data to reduce the complexity to under-
stand data by the machine learning algorithms. Now we will proceed to further steps and 
we have divided the duration column so now we have to remove the combined one.

For removal, code line:
drop_column( train_data, ‘ Duration’) #to remove ‘ Duration’ column
train_data.head() #to print the updated data

FIGURE 13.3
(a) Separation of arrival and departure times in hours and minutes. (b) Duration column correction.
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and to change the data types of ‘ Duration_hours’ and ‘ Duration_minutes’ to integer we 
can use astype() function.

For conversion, code line:
train_data[‘Duration_hours’]= train_data[‘Duration_hours’].astype(int)
train_data[‘Duration_minutes’]=train_data[‘Duration_minutes’].astype(int)

     
 

13.4.4  Handling Categorical Data and Feature Encoding

Now, we will work on the categorical data. Firstly, we will deal with the columns contain-
ing objects as their values to check that we have to pass a code line that is:

cat_col = [col for col in train_data.columns if train_data[col].dtype == ‘O’]
cat_col
This will print the name of columns that contain data as an object in the form of a con-

catenated string.
Similarly, columns not having values an object will be categorized separately by passing 

code line that is:
cont_col = [col for col in train_data.columns if train_data[col].dtype!= ‘O’]
cont_col
We have just changed the condition here; the data type should not be an object. Hence, a 

concatenated string is printed.
Feature encoding is done with the categorized data. In simple words, it is processed to 

transform categorical variables into continuous variables or numbers and then use them 
in the model to achieve results and this results in better implementation of a methodology 
for prediction and getting less complex results [3,7].

 

 

FIGURE 13.4
Duration is calculated in hours and minutes.
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For a visual representation of data usually through graphs, we can run a code and get 
the graph with respect to two parameters. For example, if I want a graph on airlines w.r.t. 
their prices, the code line will be as follows:

plt.figure(figsize=( 15,5)) #declared the size of figure we want
sns.boxplot(x=’Airline’, y=’Price’, data = train_data.sort_values(‘Price’, ascending=False)), 

result is shown in F igure 13.5a.
Another example is shown in  Figure 13.5b, only one changed parameters x = ‘Total_Stops’

as total stops is a column in the dataset.
Now we will use one hot encoding to convert categorical variables into integers. One hot 

encoding is a process of representing the categorical variables mapped as integer values 
because ML algorithms work on an integer value.

In pandas, we have to include get_dummies which is used for data manipulation which 
is a part of data preprocessing.

As we can see the categorical variables of column “ Airline” are converted into integer 
format (Figure 13.6).


  

    



FIGURE 13.5
(a) Airline versus price graph. (b) Total stops versus price graph.
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13.4.5  Analysis of Dataset

Preparing the data for further steps is done firstly by analyzing the dataset, uncovering 
the useful hidden features inside other features. Also, some features have been derived 
from other features and some columns have been divided into more than one column as it 
contained more than one parameter and those parameters are important factors, analysis 
becomes necessary for recognizing good and bad features from the data [5].

After all data preprocessing and analysis of the data, the above image shows how pre-
pared data look like ( see F igure 13.7). All data are in numerical form and ready for imple-
menting machine learning algorithms.

13.5  Analysis of Machine Learning Techniques

To develop a model that will predict the prices of airlines we have different machine 
learning algorithms to implement on the dataset after data preprocessing. They are linear 
regression, random forest, KNN algorithm, and decision tree. To evaluate the performance 
of this model, some definite parameters are examined as follows: ( i)  R-squared value, ( ii) 
mean absolute error ( MAE), and ( iii) mean squared error ( MSE) [4] formulas for the three 
parameters are the following:

∑
t=1

( )yi − yiˆ 2

 R2 = −1 n

∑
t=1 (13.1)

( )yi − yi
2

n

	

FIGURE 13.6
Data with a numeric value of each feature ( first five rows).

FIGURE 13.7
Ready data for implementation of algorithms.
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13.5.1 Random Forest �

It is another machine learning algorithm that contains multiple decision trees. This algo-
rithm usually combines the version which is hard to predict to construct better predictive 
models for usage. It accumulates the lower version to make a massive version. Its capabili-
ties are illustrated and passed to the trees without any substitution to attain the distinct 
selection trees which are cannot be correlated. The fundamental theory that distinguishes 
random forest algorithms from the selection tree is accumulated uncorrelated trees [4,14]. 
Random Forest has almost all the identical parameters similar to a decision tree. Low 
integration between models is the key. Just as l ow-correlated investments ( such as stocks 
and bonds) come together to form a portfolio larger than the sum of its shares, inconsistent 
models can produce more accurate forecasts than any other prediction. The reason for this 
positive effect is that the trees protect each other from their own mistakes ( as long as they 
do not always fail in one place). While some trees may not be good, many other trees will 
be good, so as a group the trees are able to move in the right direction. The requirements 
for a random forest to do well are as follows:

 1. There needs to be a certain signal in our features for the models built using those 
features to perform better than simply guessing.

 2. The predictions ( and therefore errors) made by each tree need to have a low cor-
relation with each other.

The dimensionality and nature of theta depend upon its usage withinside the improve-
ment of a tree. After the creation of countless trees, they choose the most popular category. 
This technique is known as random forests [31] and the implemented result is shown in 
Section 13.6.

13.5.2 Linear Regression �   

To find out the relation between two parameters which are continuous linear regressions 
analysis is preferred to use. It is a method of modeling a value set as a target, and it is based 
on the number of independent variables we have in data. As well as how correlated depen-
dent variables and independent variables are in the selected data. In this method of analysis, 
the number of independent variables is only one and the connection among the independent 
and the dependent variables can differ linearly. Before diving deep into machine learning 
the major concept we should know about are gradient descent and cost function.

 y(pred) = +b b0 1 ∗ x (13.4)

Values in the above equation b0 and b1 are used so to reduce the error as much as possible. 
The squared value which is predicted and the actual value difference results in the error. 
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MSE is used for dealing with the negative data, as squaring of negative or positive turns 
the value to positive. In this equation, b1 is called bias which shows the positive or nega-
tive relation among the variables x and y. MSE, MAE, and  R-squared values are used to 
measure the accuracy of the linear regression problem [4,19]. The implemented results are 
discussed in Section 13.6.

13.5.3 Decision Tree �   

It is a tool that supports decisions it works using a t ree-like model of the decisions. It is an 
algorithm that only has conditional controlling statements. In this, the tree count segre-
gates the data or information which has been collected into small modules and also makes 
the data determined. The results at the end show that the tree has decision nodes as well 
as leaf nodes. Each node shows the test done on an extracted feature of data and each leaf 
node constitutes a label of the class ( or class label) and the branches of the model show the 
conjunction between features leading to those class labels [14]. The decision might contain 
at least two branches w.r.t. rate. At first, the collected data is considered as root. There are 
two major parameters while calculating decision trees: Information Gain and Gini index 
[3]. Proportional change in entropy is known as Information Gain, whereas Gini Index 
is a component which is responsible for measuring how regularly an arbitrarily picked 
component may be differentiated wrongly, which results in errors. It implies that a char-
acteristic with less Gini Index should be liked. For regression tree, the capacity of the cost 
could be a squared equation:

 = −∑( )2
E y yΛ (13.5)	

In the above equation, y denoted the original value from the data and the other parameter 
y-cap is the value that is predicted. The presence of a class that contains the highest num-
ber of values of an assumed value acquired by the function used for splitting is known 
as Information Gain. If in case the value is kept splitting again and again with no cause 
at the leaf node [15,16]. The algorithm will be slow in completing, huge as well as over fit-
ted. To overcome this, the slightest count on the example that is trained of the leaf node is 
allocated. The implementation results are shown in Section 13.6.

13.5.4 K-Nearest Neighbor (KNN) Algorithm � 

In the  K-nearest neighbor relapse algorithm, the result is the mean of its  K-nearest neigh-
bors. Similar to Support Vector Machine, KNN is likewise a technique without parameters. 
Thinking about a couple of qualities, outcomes are registered to accomplish the perfect 
value. KNN algorithm is a managed order calculation that can likewise be utilized as a 
regressor. It relegates another information highlight the class. It is nonparametric because 
it doesn’t take any presumption. It figures the distance between each preparation model 
and another information point [3,20]. To process this distance, following distance estima-
tion techniques are utilized:
 1. Euclidean Distance

 ED = −∑
k

( )x y
2

i i (13.6)
i=1
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 2. Manhattan Distance

k

 MD = −∑ x yi i (13.7)
i=1

	

 3. Hamming Distance

D xH i= −∑
k

yi

 i=1 (13.8)	

K is the count of entries according to datasets that are selected by the training models that 
are nearly around fresh data points. The implementation of this algorithm [27] along with 
the results is shown in Section 13.6.

13.6  Algorithms Implementation and Evaluation

After data preprocessing and getting the data prepared to apply machine learning algo-
rithms. We can easily apply the algorithms to the model by declaring a function and then 
importing a few algorithm functions from  Scikit-learn (Figures 13.8a–c, 13.9a–d, 13.10a–d, 
13.11a–d).

13.6.1  Random Forest Algorithm

CODE

FIGURE 13.8
(a) Random forest algorithm in Python with function for prediction. (b) Predictions and training scores of ran-
dom forest. (c) Graph showing the density of price of tickets for random forest predictions.

(Continued)
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OUTPUT

13.6.2  Linear Regression Algorithm

CODE

FIGURE 13.8 (Continued)
(a) Random forest algorithm in Python with function for prediction. (b) Predictions and training scores of ran-
dom forest. (c) Graph showing the density of price of tickets for random forest predictions.

FIGURE 13.9
(a) Function used for linear regression prediction. (b) Importing linear regression algorithm in Python.  
(c) Predictions and training scores of linear regression. (d) Graph showing the density of price of tickets for 
linear regression predictions.

(Continued)
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OUTPUT

FIGURE 13.9 (Continued)
(a) Function used for linear regression prediction. (b) Importing linear regression algorithm in Python.  
(c) Predictions and training scores of linear regression. (d) Graph showing the density of price of tickets for 
linear regression predictions.
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13.6.3  Decision Tree Algorithm

CODE

FIGURE 13.10
(a) Function used for decision tree prediction. (b) Importing decision tree algorithm in Python. (c) Predictions 
and training scores of a decision tree. (d) Graph showing the density of price of tickets for decision tree 
predictions.

(Continued)
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OUTPUT

FIGURE 13.10 (Continued)
(a) Function used for decision tree prediction. (b) Importing decision tree algorithm in Python. (c) Predictions 
and training scores of a decision tree. (d) Graph showing the density of price of tickets for decision tree 
predictions.
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13.6.4 K-Nearest Neighbor Algorithm �

CODE

FIGURE 13.11
(a) Function used for K-nearest neighbor prediction. (b) Importing KNN algorithm in Python. (c) Predictions 
and training scores of KNN algorithm. (d) Graph showing the density of price of tickets for KNN predictions.

(Continued)
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OUTPUT

FIGURE 13.11 (Continued)
(a) Function used for K-nearest neighbor prediction. (b) Importing KNN algorithm in Python. (c) Predictions 
and training scores of KNN algorithm. (d) Graph showing the density of price of tickets for KNN predictions.
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13.6.5  Algorithm’s Evaluation Table
The training score, R-squared score, MAE, MSE, and RMSE after applying the algorithms 
to the dataset are shown in Table 13.1.

13.7 � Limitations

	 1.	Random Forest Algorithm
This algorithm requires a lot of computational power also resources as the pro-

cess includes building many numerous trees to merge the outputs. Also, more 
time is required for the algorithm to train the model.

	 2.	Decision Tree Algorithm
Unstable character of the algorithm means if there is a small change in the data 

it may lead to drastic changes in the structure of the optimal tree which will lead 
to false or deviated results.

	 3.	Linear Regression Algorithm
The data we are using must be independent and complexity will rise inversely. 

It only looks for the mean of the dependent variable.
	 4.	K-Nearest Neighbor Algorithm

The accuracy of this algorithm mainly depends on in what condition data is also 
it is used for small datasets because for large datasets it is very slow in processing 
as well as it requires more memory.

13.8 � Conclusion

In this chapter, the general data for the dynamic charge modifications withinside the tick-
ets of airlines is presented. This put forward the statistics approximately the peaks and 
valleys withinside the fares of airlines tickets according to the days, whether it is at the 
end of the week, or daytime, or during summer or winter vacations, festivals, morning 
or night. Additionally the gadget gaining knowledge of fashions withinside the artificial 
intelligence (AI) or field of computation that are already being obtained on unique data-
sets are measured. Their accuracy and performances are estimation also comparison is 

TABLE 13.1

Performance Accuracy Table of Algorithms

Random Forest Linear Regression Decision Tree KNN Algorithm

Training Score 0.9345 0.6828 0.1000 0.7738
R-Squared 0.82581 0.5549 0.4838 0.2786
MAE 1,914.4497 1,883.7805 2,725.575 2,181.297
MSE 4,976,585.149 7,119,150.076 11,270,523.625 778,473.767
RMSE 43.75 43.51907 52.20 46.70
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done which will show the higher end result. For predicting the prices, price tag outlays 
perfectly different prediction fashions are examined to get the best predicting accuracy. 
As the manner of getting prices of different company are developed aiming to make the 
management of sales as higher as possible. For getting the end result, a more accurate 
regression evaluation is used. Studies show that the characteristic that affects the expenses 
of the price tag is to be pondered.

13.9  Future Work

In the future, the approximate count of available tickets can enhance the overall perfor-
mance of the model. The best weakness of this work is the deficiency of information. 
Researchers wish to develop it ought to look for elective wellsprings of the chronicled 
information or be more systematic in gathering information physically over a timeframe.
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14.1  Introduction 

Earthquakes are one of the worst natural hazards that frequently turn into disasters that 
cause extensive destruction and losses of human lives. Generally, sensor data are used 
for earthquake prediction. The use of  self-adaptive artificial neural networks ( ANNs) is 
a convenient and feasible way to build relationships between different symptom factors 

CONTENTS

14.1 Introduction ........................................................................................................................235
14.2 Literature Review............................................................................................................... 237
14.3 Methodology ...................................................................................................................... 239

14.3.1 KNN Method ...................................................................................................... 239
14.3.2 CapsNet ............................................................................................................... 240

14.4 Experimental Setup and Result Discussion ................................................................... 242
14.4.1 Datasets Used ..................................................................................................... 242
14.4.2 Result Comparison ............................................................................................ 243

14.5 Conclusion .......................................................................................................................... 244
References ..................................................................................................................................... 244

https://doi.org/10.1201/9781003244165-18


236 Computer Vision and Internet of Things

and earthquake incidents. Today’s computing world has allowed us to forecast a lot of 
things with the past data that have been obtained. The data that have been stored for 
decades are used by data scientists in order to make assumptions and in turn predic-
tions related to the cause and future occurrence of earthquakes. This has also helped to 
boom most of the machine learning concepts as there is a constant need to apply previ-
ously used algorithms with a certain change as the data won’t be constant and also the 
algorithm should perform well with different parameters and with higher accuracy 
rates. The system being developed would help to predict an estimate of how the seis-
mic activity is and what it would be after a certain period of time [1]. The most suited 
neural network ( NN) termed as CapsNet [2] is used to predict earthquakes using data 
with multiple possible conjugations, with lesser epochs and earlier than the actual time 
period.

Predicting each earthquake event in different places can reduce the disaster. The 
extravagant loss of human life and property can be reduced. Various stations have been 
deployed through different geographical regions in order to determine the wave activity 
at that particular instant. By acquiring the information of the seismic activity of that area, 
we can predict the future occurrence of an earthquake using data analytics tools. Various 
arrangements such as National Disaster Response Force, medical teams, ambulances, and 
other necessary disaster mechanisms should be placed well before collateral damage. NN 
could be a feasible way to solve such problems. An effective, quick, and computation-
ally efficient earthquake prediction system is always crucial for the early prediction of 
earthquakes from input sensor data. Earthquake prediction is also substantial to access 
seismic and wind data and generate knowledge from such information to construct the 
buildings or infrastructures for transports, public or government offices. This promotes 
the introduction of a new earthquake prediction system which is based on seismic and 
wind data of the region [3]. The system performs early prediction of the situation of earth-
quakes on the basis of input seismic and wind data. By learning the patterns from input, 
it predicts the situation of an earthquake into various classes. The classes predicted are no 
earthquake, mild earthquake, medium earthquake, strong earthquake, and very strong 
earthquake.

Early, reliable, and computationally efficient earthquake prediction is also a big chal-
lenge. In this chapter, the seismic data obtained from sensors, wind data, and longitude 
and latitude information are used to predict an earthquake in India. The longitude and 
latitude information is fed to the  K-nearest neighbor ( KNN) [4] classifier to obtain one of 
the five seismic zones. The latest and most suitable NN termed as CapsNet, is then used for 
quick and reliable earthquake prediction. CapsNet accepts the seismic and wind data for 
intermediate earthquake prediction. Eventually, it uses the blender network that combines 
the output of KNN and CapsNet for final earthquake prediction. The proposed method 
is compared with present  cutting-edge earthquake prediction systems concerning perfor-
mance and results. The comparison reveals proposed approach obtains promising and 
reliable results. In many parameters, it outperforms other earthquake prediction systems. 
The proposed method signifies an advantage of low resource overhead and yields accurate 
results.

The second section of this chapter contains a quick review of recent earthquake pre-
diction studies. In Section 14.3, the preprocessing methods required to prepare data for 
feeding to the adopted networks are discussed, as well as, it presents a brief description 
of the KNN and CapsNet architecture. It also explains how to set up CapsNet and KNN 
for this approach. The experimental results and setup and the conclusion are presented in 
Sections 14.4 and 14.5 respectively.
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14.2 Literature Review �

An early warning system in earthquake prediction can minimize the damage. Therefore, 
various sensors can be deployed at major locations and signals can be retrieved in real 
time from them. But there are different methods for getting the information from sensors 
and predicting the earthquake to find out the accurate location of an earthquake. This sec-
tion discusses a few of the earthquake detection systems developed until now. Sherki et al. 
[1] have predicted the earthquake through an optical sensor. Furthermore, it uses a noise 
isolation system to remove various external noises. Distance triangulation is a popular pat-
tern for locating earthquakes, although it is inaccurate since it measures the mean speed 
of P and S waves. The seismic wave’s speeds differ significantly reliant on the type of soil, 
rocks, and water beneath the ground, but the Azimuth angle is a newer technique. These 
waves are used to determine the exact location of an earthquake.  Three-dimensional accel-
erometer, digital b and-pass filter, microcontroller, global system for mobile communication 
module, and global positioning system also were part of the system. It turns vibrations 
into electrical signals along three axes, which are then converted using an analog to digital 
converter, allowing the epicenter’s position to be triangulated. This method is not appropri-
ate anymore as the distance calculation would change according to every sensor making it 
imperfect. This approach may not provide expected accuracy for a varied and large dataset.

Detection of  Electro-Magnetic Emissions Transmitted from Earthquake Regions 
( DEMETER) satellite observations have been used by Xu et al. [3] to identify anomalies 
associated with earthquakes. DEMETER is a  solar-synchronous spacecraft dedicated to 
seismic electromagnetic radiation monitoring. These satellite data can be employed to pre-
dict earthquakes. The data were utilized to train a backpropagation NN ( BPNN) for earth-
quake prediction.  Satellite-based earthquake observations have several benefits, including 
worldwide coverage, a short revisit duration, high efficiency, and good dynamics. D. Sun 
and B. Sun [5] provided a fuzzy  analysis-based fast model for predicting earthquake dam-
ages for structures utilizing a seismic damage index, an average seismic damage index as 
a return index, and building impact factors as a modification index. However, we are still 
unable to anticipate earthquakes using this strategy, so a different methodology, the seis-
mic belt, is employed in our work. The earthquake belts are bounded geographical zones 
on the earth’s crystal surface where the majority of earthquakes occur, and data mining 
algorithms could be used to do the analysis. It is a classification problem to determine 
whether or not an earthquake will occur in a certain location. The BPNN is a popular way 
of training ANN and to accomplish this task. Veri et al. [6] used this technique to locate 
and identify the data point movement patterns. They also attempted to develop a formula 
on the basis of the study and investigation of prior seismic data movement patterns. The 
gradient descent down the error surface is used in backpropagation learning. The primary 
goal of a BPNN is to reduce error. Elman recurrent NN is proposed in research [7] by Deo 
and Chandra to conduct an experiential investigation over the minimum period required 
for robust cyclone  wind-intensity prediction.

The geomagnetic field was used by many researchers to predict earthquakes. In 2003, 
a  state-space model and filter were designed to reduce electromagnetic wave noise. 
They had seen electromagnetic radiation in the ultralow frequency range. The distri-
bution characteristics and imaging properties of earth fissures were studied in 2005. 
The extremely  low-frequency signals of the 6.4 San Simone earthquakes from space and 
on the ground were compared in California.  Low-altitude satellites detected electro-
magnetic, extremely low frequency emissions from earthquake zones in 1992. In 2000, a 
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signal processing method was presented for separating earthquake activity from back-
ground noise in a relatively  low-frequency electromagnetic wave. However, the work 
hasn’t been able to come up with a precise outcome in their studies. In recent years, 
satisfactory work has been done on the variation of the earth’s geomagnetic field for 
earthquake prediction; however, some researches on earthquake predictions are still 
ongoing [8]. The comparison of linear programming boost ( LPB), recurrent NN ( RNN), 
pattern recognition NN ( PRNN), and random forest ( RF) algorithms for earthquake 
magnitude prediction is described in the work [9]. The LPB performed finest with 65% 
accuracy for unseen data, while RNN attained 64% accuracy. The PRNN model yielded 
the least false alarms.  Asencio-Cortés et  al. [10] compared, generalized linear models 
( GLM), deep learning ( DL), RF, and gradient boosting machines ( GBM) for earthquake 
magnitude prediction.

Artificial earthquake and reaction spectra are generated using N N-based algorithms in 
the study [11]. Here, five different ANNs are used to replace the empirical model’s param-
eter identification process for generating the Fourier amplitude spectrum. The models are 
trained to obtain the parameters of the power spectral density and intensity function and 
generate an acceleration response spectrum with basic information by inverting the fourth 
ANN. The fundamental problem of this strategy is that the diverse ANNs require a lot of 
training time, and the ANNs used here are not mutually exclusive. Panakkat and Adeli 
[12] used eight distinct computed seismicity indicators to estimate earthquake magnitude. 
For prediction, it utilized three NNs: f eed-forward  Levenberg–Marquardt backpropaga-
tion, RNN, and radial basis function ( RBF) NN. Panakkat and Adeli [13] employed a vec-
tor that included eight different seismicity markers to forecast the location and timing of 
future m oderate- to- high-risk earthquakes. It was based on NN modeling and used an 
approximation sense. This method necessitates the computing of a seismicity indicator 
for each time period, requiring the consideration of the epicentral location’s longitude and 
latitude many times. This method pinpointed the location of the earthquake within  15–39 
km. It anticipated a delay of  75–94 days for the mainshock and a delay of  5–16 days for 
the aftershocks. For discovering  long-term patterns in the earthquake, Kanarachos et al. 
[14] employed deep NN ( DNN) with a wavelet and Hilbert transform. Before the Kozani 
Grevena earthquake, they had an average true positive rate of 83%. In the study [15], the 
long  short-term memory ( LSTM) was used to predict the future movement of earthquakes. 
Using a  DL-based model, Bao et al. [16] estimated the magnitude of the  P-wave during 
an earthquake. It correctly predicted 84.21% of samples with an error rate of 0.5. Wang 
et al. [17] presented an earthquake prediction model based on LSTM. This model had a 
63.50% accuracy with o ne-dimensional input. For the ( 5 5) subregion, this model attained 
an accuracy of 86% using t wo-dimensional input. S. L. Bangare et al. proposed work in a 
comparable domain [ 18–21]. Awate et al. [22] employed convolutional NN ( CNN), compute 
unified device architecture ( CUDA), and CUDA DNN to diagnose Alzheimer’s disease 
with a low error rate.

Jozinović et al. [23] outlined a C NN-based technique for measuring the intensity of shak-
ing of the earth’s surface after an earthquake. It uses 3C acceleration waveforms as an 
input. A similar  CNN-based approach using earthquake data provided by government 
institutions was used to predict the earthquakes in Ref. [24]. The work further carries out 
an analytical hierarchy process to examine the vulnerability of the earthquake. Wang et al. 
[17] proposed an  LSTM-based earthquake prediction system using the  spatial–temporal 
relationship of the data. Cui et al. [25] presented a stacked ensemble learning technique for 
the prediction of casualty in  earthquake-disturbed regions for making faster and precise 
decisions amid rescue operations.
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14.3 Methodology �

Earthquake prediction is a difficult problem to solve but there could be ways to have a 
work around that problem. A simple methodology would be illustrated below.

The work done in an earthquake is enormous and is to be taken care of as it would later 
affect the actual development of the system. This makes it complex so that various tech-
niques need to be combined in order to solve such kinds of problems in an efficient and 
even more  work-friendly environment. A basic method that could be used for this problem 
is trying to find the zone of certain areas with a simple KNN algorithm. After finding the 
zonal activity these data would serve as the information source at the user end to try the 
prediction of the same. The system architecture for the same is shown in  Figure 14.1.

14.3.1 KNN Method �   

KNN is a basic d ata-mining algorithm which tries to collect all the data in the form of clus-
ters and tries to predict a class of an unknown dataset. This problem can be easily related 
to the current discussion as the zonal activity can be figured out easily. KNN clusters are 
not labeled at once but can be easily labeled at the end of the algorithm execution. This 
suits the problem as the city data or the data provided by the government can be used to 
serve the dataset for the algorithm. The KNN algorithm works on finding the distances 

FIGURE 14.1
System architecture.
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with each data item from the dataset and then grouping up all the items with near or the 
same distance parameters. This forms a cluster of the data items which later can be used 
to predict or classify the label of the unknown item inserted in the model. This is the sim-
plest form of classification which can be used in various machine learning techniques for 
solving various problems [4].

In this research work, KNN will be able to classify the zones as per the colors represented 
on the seismic activity map known as BaseMaps data. These map data could be extracted and 
scaled to fit as per the later prediction input. Each color in the zonal map makes up for a clus-
ter. These clusters can then be used to predict the zone of the specified input from the user. 
The main advantage of KNN is that it is much simpler than any other model, and the calcula-
tions aren’t much complex; hence, it decreases the complexity of the task. The only disadvan-
tage of KNN in this approach is that it becomes  time-consuming because it has to calculate 
the distances for each node when the dataset is changed or updated. This would happen very 
rarely. Therefore, in this context, it is a much more viable and feasible method to implement.

14.3.2 CapsNet �

This approach further uses CapsNet [2,26] for generating final output for architectural 
designs. Sabour et al. [2] introduced the CapsNet architecture in 2017 for applications relat-
ing to image processing that overcome the drawbacks of CNN. It is inspired by the con-
cept called inverse graphics. The approach grouped a series of numerous convolutional 
kernels known as a capsule. The CapsNets contain several such capsules. Every single 
capsule serves at the local level characteristics of an input image. It performs a global 
understanding of features through interactions between different capsules and generates 
an agreement among them using the routing procedure. F igure 14.2 depicts the CapsNet 
architecture as outlined in Ref. [27] by Shahroudnejad et al.

Undoubtedly before criticizing CNN, they are one of the pioneer networks in image 
retrieval, classification, captioning, and analyzing. But there is always a scope for impro-
visation. The CNNs are having various downsides. The main drawback of CNN is Max 
Pooling. Max Pooling loses the important finer details of the image like location infor-
mation. It does not contemplate the properties of features like color, pose, velocity, size, 
orientation. As well it does not consider the relationship between the extracted features. 
As a result of these causes, CNN fails to classify properly. Recent work recommends that 
features such as altering CapsNet’s parameters, stacking additional capsule layers will 
yield improved results than present CNN [26].

CapsNets provide greater operation level transparency. It is argued that the vectorized 
output of the capsule contains potential information about features. It enables an easy 
explanation of the capsule output. CapsNet improves the transparency of CNN using 
capsules. Various researchers have employed CapsNets for different application domains 
including semantic analysis, natural language processing, speech recognition, computer 
vision, etc. [26,28].  Figure 14.3 depicts the architecture of the suggested prediction model. 
KNN, CapsNet, and Blender are the key components of the architecture.

After getting the zone of the area where the construction site is planned, the proposed 
approach fetches the last 5 years seismic and wind data in the preprocessing stage. 
Furthermore, it identifies the  month-wise five peak values for both seismic and wind data 
and then it is organized in a 12 × 10 × 5 tensor, where 12 is the number of months, 10 is the 
peak values for each seismic and wind data, and 5 is the year count. These data are also 
stored in y ear-wise format for avoiding recomputations. The CapsNet takes this tensor 
as an input. The CapsNet is the latest and hot variant of CNN that can be used to model 
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FIGURE 14.2
CapsNet architecture diagram.

FIGURE 14.3
Proposed prediction architecture.



242 Computer Vision and Internet of Things

hierarchical relationships effectively. The approach is an attempt that more closely mim-
ics the biological neural organization. The convolutional layers within the CapsNet detect 
various possible features in input, maintain the relationship among the extracted features, 
and recognize objects with this information. A capsule is a collection of neurons whose 
activity vector indicates the instantiation parameters of a particular entity, like an object 
or object’s part. It represents the likelihood that the entity exists or not represented by the 
length of the activity vector, and the instantiation parameters by the orientation of the 
activity vector [29].

In the proposed system, CapsNet’s first layer is a normal convolutional layer that 
receives a 12 × 10 × 5 tensor as input and converts it into 192 o ne-dimensional scalar fea-
ture mappings with a 6 × 6 grid. The stride is kept at 1 and the size of a kernel in the first 
layer is fixed to 3 × 3. It makes use of the rectified linear unit activation feature. The first 
layer output is given as input to the Primary Capsule layer, which is the second layer. 
This layer consists of capsules that are the basic level of  multi-dimensional entities that 
try to capture the instantiation parameters of the various objects in the input image in a 
similar fashion as found in an inverse graphics perspective. It is a second convolutional 
layer configured firstly to output 192 feature maps of scalars of 6 × 6 grid. The kernel or 
filter size is kept to be 3 × 3 with stride 1. It further converts the output into 24 maps of 
 eight-dimensional vectors of 6 × 6 grid by slicing it using TensorFlow’s reshape function. 
The third and last layer is the class capsule layer. There are a total of five class capsules 
that output a  16-dimensional vector. There are two stages of routing present in the pro-
posed approach.

The KNN outputs five seismic zones, CapsNet outputs five classes of the probability of 
earthquake risk. This information is further combined through a blender layer [30], and 
it is used to provide the five different classes of earthquakes. The classes predicted are no 
earthquake, mild earthquake, medium earthquake, strong earthquake, and very strong 
earthquake. Purposefully, any aggregation or ensemble layer is not inserted because the 
output of the KNN and CapsNet that is to be combined is very small.

14.4 E xperimental Setup and Result Discussion

Core libraries such as TensorFlow Graphics Processing Unit ( GPU) [31], Flask, Joblib,
Numpy, Pandas, and Tqdm are used to implement the proposed technique in Python 3.7.
Simulations are run on a system with a Core i3 processor running at 2.5 GHz, an Nvidia
GeForce GTX 1080 Ti 2 GB GPU, 4 GB of RAM, and Windows 10. The machine is a setup,
which uses GPU to run the proposed technique by creating a virtual environment in an
 Anaconda-integrated development environment. The results are compared and assessed.
The suggested architecture is being configured on GPU because recent implementations
[32] have shown that image processing techniques run faster on GPUs.

 
 
 
 
 
 
 

14.4.1 Datasets Used �   

The proposed method uses the following datasets.

• WindData
It contains the raw wind speed data as well as other  wind-related information.
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• ZoneData
A zonal statistic tool calculates a statistic based on values of another dataset for 

individual zone defined by the zone dataset. For each zone in the input zone data-
set, a single output value is produced.

• BaseMaps
It serves as a starting point for overlaying data from layers and visualizing geo-

graphic data.

14.4.2 Result Comparison �   

The proposed technique is compared with the current approaches such as DNN [14], 
LSTM [15], RNN, BP, RBF [12], RNN, PRNN, RF, LPB [9], and DNN, GLM, RF, GBM [10] in 
terms of performance. On a dataset with distinct samples, many iterations are conducted. 
The mean results are then calculated by averaging the results. T able 14.1 demonstrates the 
comparison of these results to existing methodologies. The proposed method has a good 
accuracy rate in terms of classification. Due to the right selection of data for training the 
networks, the suggested strategy outperforms in terms of processing time. Furthermore, 
the organization of KNN and CapsNet work in parallel on two distinct datasets in two 
different channels, and their outputs are blended to produce the final output. DNN [14] 
had an accuracy of 83% for predictions made on April 18, 1995, and a true positive rate of 
86% for predictions made on April 19, 1995, before the Kozani Grevena earthquake. For the 
 KiK-net dataset, this model correctly predicted 84.21% of samples. The accuracy of LSTM 
[15] with o ne-dimensional input was 63.50%. For the ( 5 5) subregion, this model attained 
an accuracy of 86% using  two-dimensional input.

The LPB technique introduced in Ref. [9] performed best with 65% accuracy for unseen 
data, whereas RNN attained 64% accuracy. When compared to the other techniques used 
in this study, PRNN produced the greatest outcomes. The MAE for the research in Ref. 
[10] was 0.74. The accuracy of the research in Ref. [12] was 80.85%, whereas the accuracy 
of the research in Ref. [10] was 85.41%. With an accuracy of 100%, the LSTM model fared 
the best; however, the computation time of LSTM is a serious issue. The PRNN approach 
attained an accuracy of 57.97%. The  DL-based approaches provided medium performance. 

TABLE 14.1

Results Comparison

Approach Dataset Performance

DNN [14] SES of April 18 and 19, 1995 Acc. = 83% and 86% ( anomaly 
detection)

KiK-net Acc. = 84.21% ( magnitude prediction)
LSTM [15] USGS Acc. = 88.57% with 2D input 
RNN, PRNN, RF, LPB [9] CES Acc. = 79% ( PRNN and LPB) 

USGS Predicted location with  15–39 km error
RNN, BP, RBF [12] SCEC Acc. 80.85% ( RNN)
GLM, DL, RF, GBM [10] NCEDC MAE = 0.74 ( RF), Acc. 85.41%
Proposed ( KNN, CapsNet) WindData, ZoneData, BaseMaps MAE = 0.25, Acc. = 87.93



Abbreviations: Acc., accuracy; MAE, mean absolute error; SES, seismic electric signal;  KiK-net, Kiban Kyoshin 
network; SCEC, South California Earthquake Data Center; USGS, United States Geological Survey; CES, Center 
for Earthquake Studies; NCEDC, National California Earthquake Data Center.



244 Computer Vision and Internet of Things

The proposed system attained an acceptable accuracy of 87.93% and an MAE of 0.23. The 
system combines  cutting-edge technology with various NN types and their features to 
provide benefits such as global coverage, efficacy, and dynamicity.

14.5  Conclusion 

This chapter tries to lay out the foundation for the models to predict the zonal lev-
els and seismic data which are needed for earthquake prediction. In addition, this 
research compares various NNs that can be utilized to handle such a task. The CapsNet 
employed in this chapter is the best network for predicting earthquakes and other chal-
lenges in the same domain. Traditional NNs can obtain superior classification results 
with far more efficient networks than RBF networks for classification issues; however, 
the training time of these conventional networks is an issue. This method used an effi-
cient method for feature selection, which further reduced the training time. The longi-
tude and latitude data are entered into the KNN classifier, which produces one of five 
seismic zones. CapsNet, the most appropriate and  up- to-date NN, is then utilized for 
prediction. For intermediate earthquake prediction, CapsNet accepts seismic and wind 
data. Finally, for final earthquake prediction, it employs the blender network, which 
mixes the output of KNN and CapsNet. In terms of performance and outcomes, the sug-
gested approach is compared with current earthquake prediction systems. The compar-
ison shows that the proposed method produces promising and trustworthy outcomes. 
It outperforms other earthquake prediction algorithms in many ways. The proposed 
system has acceptable values of MAE and accuracy. The system combines  cutting-edge 
technology with various NN types and their features to provide benefits such as global 
coverage, efficacy, and dynamicity.
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15.1 Introduction �

Most lung cancers are certainly caused by harmful and l ife-threatening lifestyles of people 
in the world. However, early prognosis and treatment of the cancer by interpreting CT 
images can save lives. Therefore,  computer-aided diagnosis can help doctors pinpoint the 
cancer cells.  Computer-related techniques such as deep learning and image processing 
were also implemented. Diagnosing cancer is one of the most challenging tasks faced by 
radiologists. An intelligent computerized diagnostic system can be very useful for radi-
ologists to detect, predict, and diagnose lung cancer. Detecting and predicting the type 
of cancer at the earliest reference point stage can be very useful in improving patient sur-
vival. Cancers are the second most significant threat of death on earth, after heart attack 
as mentioned by Punithavathy et al. [1]. It is the cell growth in tissues of the lungs mainly 
due to smoking. Cancer remains a delicate subject. Million of people throughout the world 
are diagnosed with cancer and there is still no final cure. In India, lung cancer is one of the 
most observed types of cancer in both male and females. According to Cancer Statistics 
2020, the projected incidence of patients with cancer in India among males was 1 in 68 
males [2]. The survival rate is ensured by a survival probability of only 18% for a survival 
period of 5 years, as per Mia and Yusuf [3]. The biggest problem with such a high mortality 
rate is late detection which leads to delayed care. The probability of survival will increase 
to 60%–70% if lung cancer is diagnosed in early stage. Based on the cell characteristics, this 
cancer can be categorized into n on-small cell and small cell lung cancer [4]. The first one is 
the most prevalent form of lung cancer, accounting for 90%–95% of all cases, whereas the 
second one accounts for 15%–18% of all cases [ 5–7]. It is also classified into stages based on 
the degree to which the cancer has spread.

15.2 Literature Survey �

In the past few days, convolutional neural networks ( CNNs) have become a successive 
method for medical image ( MI) analysis. Steva et al. [8] presented the  CNN-based sys-
tem to classify skin lesions, which attains comparable efficiency. So far, the approaches 
suggested for lung cancer diagnosis have mostly dealt with radiology. CNN is used with 
a precision of 86.4% in Ref. [9] to identify photographs of pulmonary nodules.  Cell-level 
CNNs have been used in automated pathology activities such as mitosis detection [10] 
and cell nucleus detection [11]. CNN architectures such as GoogLeNet [12], V GG-Net 
[13], and ResNet [14] could be trained. Ref. [2] describes the approach that produces the 
best outcomes in this competition. It uses a p atch-based grouping to distinguish tumor 
patches from standard patches by combining two GoogLeNet architectures, one with 
and one without rough negative mining. To predict tumor proliferation, a function vec-
tor is fed into the SVM classifier. In Ref. [15], author defined the proposed architecture, 
which consists of several streams of 2 -D ConvNets, the outputs of which are merged 
using a dedicated fusion process to achieve the final classification; however, the mor-
phological variance of the nodules is normally greater than that of a detection algo-
rithm. Narmada et al. [16] suggested a novel method for classifying both small cell and 
large cell lung cancers, as well as predicting their form and treatment, using CNN. This 
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chapter also touches on the p re-processing and segmentation methods used to improve 
prediction accuracy. The results of the experiment with  Python—Tensor Flow and the 
Kaggle picture data collection demonstrate that compared to the prior art, the classifi-
cation and prediction process is superior. Bangare et al. [ 17–20] have worked on the MI 
processing and provided solutions to the medical domain issues. Bangare et al. [21] have 
proposed the detection of Alzheimer’s disease by using convolutional neural networks, 
CUDA, and CuDNN with minimal error rate. Gulati et al. [22,23] have presented IOT and 
Interface work.

15.3 Proposed System �

15.3.1  Flow of Proposed System

To find accurate findings for lung cancer detection, CNN methodology is used. As illus-
trated in  Figure 15.1, the operation is broken down into numerous sections.

This work presents a system that uses a CT scan to detect cancer and displays the results 
on a web page using the CNN algorithm. For obtaining accurate results, this system makes 

FIGURE 15.1
Flow diagram of proposed system.
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use of a variety of datasets. Feature extraction and reduction models are used in this sys-
tem. It aids in reducing detection time and increasing accuracy (  Figure 15.2).

The steps of the projected algorithm are given below:

Step 1: Upload a CT scan image.
Step 2: Image enhancement.
Step 3: Propagation of feature vector.
Step 4. Suggesting a lung cancer detection result.

Steps of CNN algorithm:

 1. Classify dataset under labeled folders such as lung cancer images.
 2. Read dataset.
 3. Read features of all image and label ( her name of dataset folder) of it.
 4. Store it in model file.
 5. Get input image.
 6. Read features of input image.
 7. Compare features of stored features.
 8. Show label as prediction of nearly matched features.

15.3.2 Morphological Operation �

These operations produce the s ame-sized output image by applying a structuring ele-
ment ( SE) to an input image. The value of each pixel in the output image is certain by com-
paring the matching pixel in the input image considering its neighbors in a morphological 
operation. In order to enhance the pixel elements, two methods, dilation and erosion, 
are used in this proposed work. Dilation increases the number of pixels upon the edges 
of objects in an image, whereas erosion reduces the number of pixels upon the edges of 
objects [24,25].

FIGURE 15.2
Architecture of proposed system.
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15.3.3  Design of the Proposed System

 Use-case diagrams of the system are given in  Figures 15. 3–15.6.

15.4 E xperimental Setup of the Proposed System

15.4.1 Dataset �

For experimental analysis, lung cancer CT images of the  Iraq-Oncology Teaching Hospital/ 
National Center for Cancer Diseases (  IQ-OTH/ NCCD) are used.  IQ-OTH/ NCCD images were 
collected at specialist hospitals for 3 months in 2019. This dataset contains 1,095 CT images of 

FIGURE 15.3
 Use-case diagram of proposed system.
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about 110 cases. These cases differ in sexuality, age, educational qualifications, home address, 
or living status. These CT images were initially collected in the DICOM format.

It also includes CT images of lung cancer patients in malignant and healthy subjects. 
Each CT consists of slices by 512 × 512 sizes. As per the memory usage of GPU, the input 
has been rescaled to a 224 × 224 size. For training and validation purpose, the data is 
split into 80:20. Hence, training contains 874 CT images, whereas validation has 221 
images [15].

15.4.2 Pre-Processing �

To enhance CT images, various filtering techniques are used. Morphological operations 
are used for removing the imperfections by considering the form and structure of an 
image. Here opening operation has been performed, which consist of first erosion to 
eliminate holes and then dilation which fills in hole. The opening operation is then fol-
lowed by a closing operation which consists of first dilation and then erosion of image 
(Figure 15.7).

15.4.3 Image Segmentation �   

It is a process of dividing a digitized image into numerous smaller segments. The main 
objective of this technique is to simplify the image representation, and make it more infor-
mative and thus easily analyzable. Thresholding is one of the most used techniques that is 
used to extract the area of interest ( AOI). This technique is based on a thresholding value 
to turn a g ray-scale into a binary image. In this chapter, a thresholding value of 127 is used 
for analysis purpose. If the pixel value is less than the thresholding value, then it is set to 
0; otherwise, it is set to a maximum value of 1 (  Figure 15.8).

FIGURE 15.4
Sequence diagram of proposed system.
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15.4.4  Convolutional Neural Network ( CNN)

It is used for analysis of visual imagery. It is nothing but an advanced form of multilayer 
perceptron and is usually designed for  two-dimensional structure image. It consists of 
a multiple convolutional layers and subsampling layers connected to a fully connected 
layer. The network acquires to optimize the filters or kernels through automated learning, 
whereas in conventional algorithms, these filters are  hand-engineered.

15.4.5  Proposed CNN Model for Lung CT Classification

The main structure of CNN architecture used for feature extraction consists of six convo-
lutional layers ( CL), followed by six m ax-pooling layers ( MPLs) and two fully connected 
layers. The size of kernel in all the convoluting layers is 3 × 3, whereas every pooling layer 

FIGURE 15.5
Activity diagram of proposed system.
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has a pool size of 2 × 2. For  non-linearity, the ReLu activation function is applied to the 
output of each CL and fully connected layers. Padding of size 1 × 1 is done at each convolu-
tion layer. Adding to this, the number of kernels that are on feature maps in convoluting 
layers is 64, 64, 128, 128, 256, and 256, respectively. MPL is used to lessen the output size 
of the previous CL by applying filters of size 2 × 2, and it also helps to avoid overfitting. 
Batch normalization is applied to maintain the mean output close to zero and the output 
standard deviation close to one. Every layer in the network is followed by batch normaliza-
tion (Table 15.1).

The model continues by the remaining of the layers until two fully connected lay-
ers where all neurons are connected to the previous layer. The first fully connected 
layer consists of 4,096 neurons for learning along with ReLu activation function and 
dropout of 0.25. The second dense layer has 256 neurons taking input from the previ-
ous dense layer. Softmax classifier is used to classify CT images with malignant and 

FIGURE 15.6
Class diagram of proposed system.
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FIGURE 15.7
( a) Original CT image. ( b) After closing operation. ( c) After opening operation. ( d) Opening followed by 
closing.

FIGURE 15.8
Original and binary image.
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 non-malignant. Here, Stochastic Gradient Descent ( SGD) Optimizer is used because 
any model that uses batch normalization ( BN) can be optimized by using this opti-
mizer. In addition to this, batch size, i.e., number of samples through 1 training cycle, is 
32, whereas the learning rate of our proposed model is 0.0001. Furthermore, the model 
is trained on 200 epochs as well.

15.4.6 Data Augmentation �   

Due to the limited amount of training dataset labeled by radiologists, the initial phase of 
network was compromised. To improve the classification, data augmentation techniques 
of the training dataset were done to overcome this issue. Our model further used the 
enhanced training dataset. With this, the proposed model is  well-trained on the learning 
parameters and data features.

15.5 Performance Evaluation �

For quantitative analysis, the given performance metrics are used (  Figure 15.9):

TABLE 15.1

Layers, Kernel, and Output

Layer Type Number of Kernels Kernel Size Output Size

Convolutional 64 3 × 3 222 × 222 × 64
Max pooling 111 × 111 × 64

Batch normalization 111 × 111 × 64

Convolutional 64 3 × 3 109 × 109 × 64
Max pooling 54 × 54 × 64

Batch normalization 54 × 54 × 64

Convolutional 128 3 × 3 52 × 52 × 128
Max pooling 26 × 26 × 128

Batch normalization 26 × 26 × 128

Convolutional 128 3 × 3 24 × 24 × 128
Max pooling 12 × 12 × 128

Batch normalization 12 × 12 × 128

Convolutional 256 3 × 3 10 × 10 × 256
Max pooling 5 × 5 × 256

Batch normalization 5 × 5 × 256

Convolutional 256 3 × 3 3 × 3 × 256
Max pooling 1 × 1 × 256

Batch normalization 1 × 1 × 256

Flattening 1 × 256

Fully connected layer 1 × 4,096

Fully connected layer 1 × 256

Fully connected layer with Softmax 1 × 2
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Accuracy: it represents the performance metrics of an algorithm

 Accuracy = (TP + TN)/(TP + FP + TN + FN) ( 15.1)

Precision: it is the percentage of positive instances out of the total predicted positive 
instances

 Precision = TP/(TP + FP) ( 15.2)

Sensitivity (Recall): it indicates the proportion of classified as positive labels have positive 
class labels

 Recall = TP/(TN + FN) ( 15.3)

 

Specificity: it indicates the amount of classified classes as a negative label has negative 
class labels

 Specificity = TN/(TN + FP) ( 15.4)

F1 Score: positive predictions are actually positives ( precision) and don’t miss out on posi-
tives and predict them negatively ( recall)

 F1 Score = 2*(P*R)/(P + R) (15.5)

where R represents recall, P is precision, TP is true positive, FP is false positive, TN is true 
negative, and FN is false negative.

	

FIGURE 15.9
Confusion matrix.
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15.6 Experimental Results �

The dataset consists of 1,095 total images, which split into 80:20 for training and validation. 
First,  pre-processing and segmentation operations were performed on the whole dataset, 
and then scans were split into 874 for training and 221 for validation purposes. For testing 
purposes, nearly 113 scans for malignant and 108 scans for  non-malignant class are taken. 
After splitting those binary images, model is trained with dataset. The model is trained 
up to 200 epochs, with each epoch consisting of 27 batches, and the proposed system has 
achieved good results. The graph in F igure 15.10 shows the accuracy achieved by our sys-
tem. Initially, the accuracy was as low as 50%. The optimization performed at the ending 
of each epoch consistently increased the accuracy over the training period, resulting in 
nearly greater than 85% 200th epoch of the training.

The X-axis represents epochs, and the Y-axis represents accuracy.
After a satisfying accuracy, the model is frozen as a model file with its parameters to 

keep the learned features and structure of the graph (  Figure 15.11).
The confusion matrix can also be obtained through the results predicted labels and 

actual labels of malignant. Based on the training scans, the number of test scans was 
tested to obtain this confusion matrix with TP, TN, FP, and FN. From evaluating our model 
through the confusion matrix, the following values are achieved:

 TP:98 TN:93 

 FP:15 FN:15 

The performance metrics ( precision, recall, and F 1-measure/ score) can be obtained using 
the below notations based on the results that are obtained through the confusion matrix. 
From the above values, the model achieved a sensitivity of 86.11%, accuracy of 86.42%, and 
specificity of 86.72%. Along with these values, our model has been performed well in a 
precision of 86.11% and an F1 score of 86.11%.

FIGURE 15.10
Accuracy over the training period in epochs.
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15.7 Comparison �

For a better illustration of the performance of this method, comparison is shown in 
 Table 15.2. IQ dataset is compared with other works on other datasets, because, on this 
dataset, any kind of work is not done yet. All the works mentioned above are done 
using the CNN model proposed by them but on different datasets. Zhao et al. [26] and 
Masood et al. [27] proposed an approach that made performance up to 80+, but that 
work was not up to our results even after processing data. Paul et  al. [28] proposed 
a CNN model for private dataset and achieved an accuracy of nearly 78%. Liu et al.’s 
[29] model has done well on sensitivity, but not in achieving specificity. Rehman et al. 
[30] and Pradhan et al. [31] acquired better outcomes by using the CNN algorithm, but 
they don’t have much amount of data. Basha et al. [32] and Ma et al. [33] have achieved 
better outcomes in some factors but didn’t achieved the same for others. Our proposed 
model has achieved good results by achieving sensitivity, accuracy, and specificity by 
nearly 86%.

FIGURE 15.11
Confusion matrix results.

TABLE 15.2

Comparison of Results

Number of 
CAD System Database Year Scans Accuracy Sensitivity Specificity

Zhao et al. [26] Private 2017 4,581 84.15% 83.96% 84.32%
Masood et al. [27] LIDC 2018 1,018 86.02% 80.91% 83.22%
Paul et al. [28] Private 2018 276 76.79% # #
Liu et al. [29] LIDC 2018 1,018 82.51% 96.64% 71.43%
Rehman et al. [30] JSRT 2020 247 88% # #
Pradhan et al. [31] SPIE 2020 100 83.33% # #
Basha et al. [32] LIDC 2020 1,018 97% 86.5% 80.5%
Ma et al. [33] Private 2020 1,702 84.1% 91.8# 80.9%
Proposed model IQ-OTH 1,095 86.42% 86.11% 86.72%
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15.8 Discussion �

Detection of lung cancer is the most vital step for a course of a lung cancer diagno-
sis. Manually a huge amount of data are difficult to handle, and also both  time- and 
 energy-consuming. On the other hand, c omputer-aided detection ( CAD) systems require 
segmentation and feature extraction methods. To get more informative information from 
this large amount of existing data, CNN is used in lung cancer detection and analysis.

CNN is an efficient supervised model for processing huge image data, but still, some 
deficiencies were still present that needed to be solved. These difficulties were unavail-
ability of resources for heavy models, expensive GPUs, and reliability of data. In these 
difficulties, dataset is of utmost importance because bad data result in bad learning. In 
dataset, for the third class, i.e., benign class, a very limited number of scans were available; 
hence, that class was merged with n on-malignant. Initially, the model was overfitting; 
hence, it introduced data augmentation, and a dropout layer is added to avoid this. Even 
the complexity was raised of the CNN structure, but the effect of improvement was quite 
less. In the context of using a CAD system for detection of cancer, the performance can 
be improved. Various findings are drawn for future perspective. Dataset with more CT 
images for benign class can make it easy for the model to learn about benign class features. 
Change in the number of epochs and accurate tuning of other hyperparameters can also 
help to increase performance.

15.9 Conclusion �

This chapter surveys the diverse strategies that can be a part of MI processing and are 
prominently utilized to come across lung cancer from CT images. This chapter proposed 
a successful CNN structure for detecting scan whether is cancerous or not using the 
 IQ-OTH dataset. This model was prepared by investigating the effects of learning rate, 
size of kernel, training or batch size, or dropout on performance. This model perceives 
a relatively good accuracy of 86% and less prone to overfitting, which is associated with 
other CNN architectures. The classification model might help to diagnose and treat malig-
nant nodules effectively.
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16.1  Introduction 

The Internet of Things ( IoT) applications for smart homes and cities require detecting and 
recognizing moving objects such as humans, animals, and vehicles to optimize home 
and traffic surveillance. These applications employ background subtraction algorithms, 
increasingly used in video surveillance tasks. In practice, most of these applications require 
r eal-time processing with lightweight algorithms for global video systems and embedded 
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systems. Even if background subtraction methods offer a good compromise between 
robustness and computational time requirement, they often require much processing time 
and computing resources to be used directly in  real-time applications. Thus, different 
strategies have been developed over time to deal with those computational and memory 
limitations. For global video systems, two main computing strategies are employed: fog 
computing and edge computing. Both of them under the same objective carry out tasks 
of the cloud in a local network. Edge computing is present on the physical devices con-
nected and close to the sensors, while fog computing occurs on the data processed by 
an IoT gateway or fog node. Once the strategy is decided, different kinds of implementa-
tions can be employed as Graphics Processing Unit ( GPU) implementations or specific 
implementations on dedicated cards with digital signal processing ( DSP) technology, very 
 large-scale integration ( VLSI) technology, or field programmable gate array ( FPGA) tech-
nology.  Real-time strategies are also concerned with the use of a specific language adapted 
to the chosen architecture. These languages are often C/ C+ for central processing unit 
( CPU) implementations and CUDA or Fermi for GPU implementations. For embedded 
systems, the strategy used is lightweight algorithms. For all the above mentioned, in this 
document we present an analysis of  real-time implementations of background subtrac-
tion methods, surveying GPU implementations, embedded implementations, and design 
of specific architectures ( FPGA, DSP, and VLSI). The following sections of this chapter are 
structured as follows: In Section 16.2, a short preliminary overview about moving objects 
detection by background subtraction is presented. Section 16.3 reviews GPU implementa-
tion approaches. In Section 16.4, embedded implementations are reviewed for smart cam-
eras and systems. In Section 16.5, the design of specific architectures is surveyed while 
Sections 16.6 and 16.7 concern parallel implementations and specific programming lan-
guages, respectively. Low complexity strategies are analyzed in Section 16.8. Section 16.9 
reviews fog computing and edge computing strategies. At the end of this chapter, perspec-
tives and conclusions are presented.

16.2 B ackground Subtraction: A Short Preliminary Overview

Background subtraction algorithms offer the best compromise between robustness and 
 real-time performance, making them the most popular in the scientific literature. Throughout 
this section, we will briefly describe the background subtraction process as well as the most 
representative methods reported so far. Under the assumption that the background of the 
scene is static and only the objects of interest are in motion, the background subtraction 
approach can be described ( see  Figure 16.1). The background initialization computes the 
first image( s) of the video for the construction of the background model. Background mod-
eling describes the technique used to describe the background. Background maintenance 
updates the background model over time. Foreground detection refers to the pixel classifi-
cation mechanism in both background and foreground ( objects of interest).

In the scientific literature, there is a big amount of supervised, unsupervised, and 
 semi-supervised methodologies for the background model representation. Readers can 
refer to valuable books [1,2] and texts with a more detailed analysis on this topic [ 3–7]. 
The wide variety of models are based mainly on signal processing, machine learning, 
and mathematical treatment, usually classified in ( i) unsupervised models such as crisp 
models [ 8–10], statistical models [ 11–14], fuzzy models [ 15–17],  Dempster-Schafer models 
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[18], subspace learning models [ 19–23], and robust learning models [ 24–27], ( ii) supervised 
models such as neural networks models [ 28–30], and ( iii)  semi-supervised models such as 
graph signal p rocessing-based models [ 31–34]. Most of the time, researchers develop and 
test on PCs these models, and then provide CPU implementations. However, their aim 
mainly focuses on the robustness against challenges met in the videos paying less atten-
tion to the  real-time and memory requirements, and their implementation in embedded 
systems, portable devices, and IoT applications. In the following, we survey attempts to 
reach  real-time achievements for those diverse cases.

16.3 GPU Implementations �   

The first way to reach r eal-time processing is to exploit General Purpose Graphics 
Processing Unit ( GPGPU)’s abilities instead of conventional CPU abilities. Indeed, the 
advent of specialized m ulti- and  many-core chip multiprocessors such as Compute Unified 
Device Architecture ( CUDA) provided by Nvidia company and Cell Broadband Engine 
Architecture ( CBEA) by IBM offer attractive alternatives to accelerate background sub-
traction algorithms. In 2005, Griesser et al. [35,36] implemented in a GPU a background 
subtraction algorithm based on an extended collinearity criterion methodology. This 
implementation takes less than 4 ms per frame. In 2008, Fabian and Gaura [37] proposed 
a parallel implementation of the original MOG [13] in a CUDA device for vehicle traffic 
surveillance and object tracking. This method processes 20 frames per second ( fps) for 
images of size 320 * 240. In 2009, Liyanage [38] also proposed a GPU implementation of the 
original MOG [13] obtaining similar performances. In 2009, Fauske et al. [39] implemented 
three background subtraction algorithms using the CUDA technology for parallel pro-
cessing. The performance observed in CUDA architectures shows execution times below 
10 ms per frame and up to 96 times faster than its serial implementation. In 2009, Schreiber 
and Rauter [38] proposed a background subtraction algorithm in the YCbCr color space, 
without training, based on a compressed n on-parametric model. This method achieved 
a rate of 635 fps for the background subtraction algorithm, in a video of 352 * 288 pixels 
of resolution and was implemented on a GeForce 9800 GT GPU graphics card Nvidia. 

FIGURE 16.1
Stages of a background subtraction algorithm.
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The experimental results demonstrated an improvement in the foreground masks qual-
ity, execution times, and update of the background model compared to the original MOG 
algorithm. In 2010, Wong et al. [40] employed the NVIDIA Fermi architecture to implement 
a probabilistic background model with color and gradient information. The implementa-
tion results demonstrated an adequate balance between the execution of simultaneous 
subprocesses and the use of resources per kernel. In 2008, Gong and Cheng [41] provided 
a GPU implementation of a  1-SVM background model. The experiment was carried out 
on an ATI Mobility Radeon X1400 GPU, a Lenovo T60 computer with Intel Centrino T2500 
CPU achieving 16 fps for the video sequence with a resolution of 320 * 240 pixels. In 2010, 
Cheng and Gong [42] improved this implementation on an IBM workstation with an Intel 
Pentium 4 CPU running at 3.4 GHz and an ATI Radeon X1950 GPU. The results showed 
an execution of 81.5 fps, image resolution of 320 * 240 pixels, with an increase of up to 40 
times higher than its implementation in the CPU of the same workstation. In 2011, Cheng 
and Gong [43] processed motion signals by combining SVM and optical flow algorithms. 
The experiments were performed on a laptop computer processing QVGA size images at 
39.3 fps. In 2006, Fukui et al. [44,45] designed a GPU implementation of moving objects 
detection under intensity changes and shadows elimination based on the CIELAB color 
space. This implementation requires about 0.34 ms/ frame whereas the CPU implementa-
tion needs about 864.53 ms/ frame. In 2009, Yamamoto and Iwai [46,47] used the Margined 
Sign Correlation to propose a background subtraction algorithm implemented in a GPGPU, 
resulting in 0.13 seconds for each frame. In 2010, Culibrk and Crnojevic [48] proposed to 
parallelize the operations done for each pixel in the background modeling neural net-
works on NVIDIA GPU. Several modifications to the original algorithm are made for an 
efficient implementation. This approach achieves  real-time processing of standard defini-
tion video in r eal-time, never before reported for a probabilistic approach with frame rates 
of  10–15 fps for image sequences of 160 * 120.

In 2010, Poremba et al. [49] evaluated the acceleration of the original MOG algorithm on 
the CUDA and CBEA architectures by taking the largest images without losing  real-time 
performance. As a result, an acceleration of 2.77 times in CEBA versus 17.82 times in 
CUDA was obtained. In 2010, Pham et al. [50] implemented the Z ivkovic-Heijden GMM 
on GPU to achieve  real-time performance. At a rate of 50 fps in most experiments, with 
low and h igh-resolution video, an increase in speed of at least 10 times was achieved 
using a l ow-performance GeForce 9600GT GPU. In 2010, Gupta et al. [51] designed a GPU 
implementation of a change detection method using a locally stable monotonic change 
invariant feature. In 2013, Kumar et  al. [52] provided a parallel implementation of the 
original MOG [13], labeling objects using the connected component labeling ( CCL) tech-
nique and a  post-processing stage through morphological operations. In this work, speeds 
15 times higher for the original MOG, 2 times for blob labeling, and 250 times for binary 
masks were achieved compared to a sequential implementation on a Xeon processor at a 
rate of 22.3 fps in HD videos. In 2012, Li et al. [53] proposed a t hree-level GPU accelerated 
MOG implementation by modifying the third level in order to reduce processing times 
and thus increase bandwidth, and in turn, by using memory address saving and memory 
coalescing techniques for the second level. This method outperformed a conventional 
CPU 24 and 23 times, with rates of 145 fps for VGA quality videos and 505 fps for QVGA 
videos, respectively. In 2013, Gule et al. [54] implemented on GPU the video surveillance 
and monitoring algorithm with a performance 21.88 times higher than a conventional 
CPU, which allowed the integration of a greater number of video surveillance cameras. 
In 2013, Popa et al. [55] proposed the implementation of the original MOG [13] algorithm 
on a GPU using compression techniques in the MJPEG format. The compression process 
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was implemented in the frequency domain through a discrete cosine transform ( DCT) 
with a reduced number of coefficients, achieving an efficiency of 170 times higher than 
the sequential implementation in a CPU. The experimental results also showed r eal-time 
segmentation in 122 video streams at 25 fps. In 2014, Zhang et al. [56] proposed the com-
putation of the original MOG algorithm [13] in a GPU by optimizing its parameters such 
as window optimization, overlapping operations applied to communication and com-
puting, memory coalescing, optimization in flow control and register usage, and shared 
memory. This implementation in full HD videos at 60 Hz and 1080 resolution improves 
performance over sequential implementation by 57 times, 97 times, and 101 times without 
impact to the foreground mask quality. In 2015, Szwoch [57] designed a G PU-optimized 
parallel implementation of the MOG algorithm using CUDA and OpenCL. This work 
bases its optimization on configuring parameters of the GPU architecture, for example, 
data transfers, access to device memory, workgroup debugging. In addition, the MOG 
algorithm is improved, and different GPU performance states were tested including 
desktop PC graphic cards, ultrabooks, and the Tegra mobile processor. The total process-
ing speed of CUDA implementation was 62.46 fps versus 62.15 fps for OpenCL with image 
sequences of 1920 * 1080.

In 2015, Qin et al. [58] proposed a methodology to calculate image edge information through 
optimized Gabor wavelets and the ViBe method. To boost this method, a GPU parallel opti-
mization was employed providing a processing time of 22.4 ms for an image sequence of 
640 * 480. In 2015, Karahan and Sevilgen [59] presented an implementation of  pixel-based 
adaptive segmenter ( PBAS) on CUDA. The performance is improved by using Nsight pro-
filer metrics such as consumed time for functions, usage of GPU compute and memory, 
occupancy, and divergence. On a Tesla K20 graphic processing unit, 646 fps is needed for 
a video with a 320 * 240 resolution when GPU memory transfer is taken into account. As 
a result, about 17 times speedup is achieved with regards to the single thread version. In 
2015, Wilson and Tavakkoli [60] proposed the design of a  GPU-based architecture through 
the implementation of a  non-parametric background model within a framework in order to 
facilitate the parallelization process required to accelerate the computation and execution of 
algorithms in real time. Wilson and Tavakkoli [60] targeted the Kepler CUDA architecture 
from Nvidia Corporation. This heterogeneous computing model is made up of five kernels 
within the GPU. Except for the training kernel, the rest of the kernels run simultaneously 
once per image and per pixel. Experimental tests demonstrated 38 times superiority for  
320 * 240 l ow-resolution images and 82 times for 720 * 480 h igh-resolution frames compared to 
sequential implementation on an Intel Xeon  E5-2620 v3 CPU device. In 2015, Boghdady et al. 
[61] exploited GPU parallelism to accelerate the SG algorithm achieving  real-time processing. 
In 2016, Song et al. [62] proposed a framework for the implementation of a  parallel-connected 
component labeling algorithm and the parallel computation of a background subtraction 
algorithm. The PCCL algorithm clusters the pixels classified as foreground in order to obtain 
 well-defined and separated blobs, while the background model was based on color histo-
gram techniques and implemented within the memory of a GPU device. Remarkable perfor-
mance in precision and processing speed was achieved using an Nvidia CUDA development 
kit. The average processing speed in the 640 * 480 resolution is 56.32 fps. For the 768 * 576 it 
is 34.14 fps. In 2018, Choi et al. [63] proposed to  CPU-GPU heterogeneous experimentation 
of an algorithm based on the background subtraction approach using depth videos. In 2019, 
Cuzzocrea and Mumolo [64] implemented algorithms on GPUs applied to IoT and big data 
using histogram techniques for object recognition and detection.

In 2020, Janus et al. [65] worked with the R GB-D format by implementing the MOG [13] 
and an improved version of the PBAS algorithm on a GPU device. Three GPUs models 
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were employed for the experimental tests in this research work: efficient NVIDIA RTX 
2070 ( Turing architecture), embedded NVIDIA Jetson TX2 ( Maxwell architecture), and 
mobile NVIDIA GeForce GTX ( Pascal architecture). These GPUs were configured to work 
together with the R GB-D sensors: RealSense D435 and D415. The performance in r eal-time 
processing speed and foreground detection accuracy is similar to the research articles 
mentioned so far in this section of this chapter.

Note: In 2016, Song et al. [60] emphasized that r eal-time segmentation is not possible 
with background subtraction algorithms such as MOG and codebook models processing 
 high-resolution video. This means that the GPU thread is suitable only for the parallel-
ism of low complexity algorithms, and not for the computation of HD videos or high 
complexity operations. As evidence, the GPU performance was not enough to compute 
in  real-time segmentation operations from the Gaussian probability density function in 
HD videos.

16.4 Embedded Implementations �   

Embedded computing and VLSI technology have enabled the expansion of smart cameras 
on the market. Video cameras can be considered s tand-alone units that integrate sensing, 
communication, and processing elements into an independent platform. This fact moti-
vates the distribution of a large number of video cameras communicated via wireless. 
However, this in turn leads to a host of challenges due to their characteristics of being 
 battery-powered, wireless, and embedded devices. Challenges such as power delivery, 
limited bandwidth, and memory resources must be addressed. Thus, features such as 
simplicity and efficiency are highly desirable in background subtraction algorithms to be 
implemented in embedded systems. Therefore, in addition to the expected robustness of 
the algorithm, its portability in embedded systems must be taken into account during 
design.

In 2007, Valentine et al. [66] designed an adaptive multimodal background model meth-
odology that computes a certain number of modes for each pixel in the image. This algo-
rithm bases its operation on the temporal information observed in each pixel in order to 
discriminate the foreground from the background. Furthermore, Valentine et al. [66] also 
developed an implementation of the proposed algorithm in an embedded system optimiz-
ing storage resources and execution times. In 2007, Apewokin et al. [ 67–69] evaluated the 
multimodal mean ( MM) model. Experiments show that MM provides similar accuracy 
to the original MOG [13] by reducing the storage resources of an  eBox- 2300-embedded 
device by 18% and observing an improvement in 6 times less operating times. Due to the 
temporal adaptive nature of the MM algorithm, the values of the new pixels must be pre-
viously observed for a while before being incorporated into the background. Pixel values 
at the threshold of two colors tend to be unstable leading to false positives in foreground 
detection. In 2008, Choi et al. [70] addressed this issue through edge detection operations. 
With this proposal, false positives were reduced by 70% at a low computational cost. In 
2008, Valentine et  al. [71] developed a hybrid background modeling algorithm. First, a 
background model called “ BigBackground” is designed, represented by a 1 5-color pal-
ette. Its function is to identify large homogeneous areas with little activity in the scene. 
Second, depending on the behavior of the pixel, that is, stable or variant over time, the 
“ BigBackground” or MM algorithm is applied, respectively. The hybrid nature of this 
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algorithm achieved an acceleration of up to 58% in computation times while maintain-
ing the segmentation quality for the foreground. In 2009, Williford et al. [72] proposed 
an improvement to the MM algorithm by designing the spatial multimodal mean ( SMM) 
method. With this new idea, the computation times of the MOG model are optimized and 
the best results were observed in scenarios with dynamic backgrounds. The SMM algo-
rithm is similar to the MOG background model; however, SMM models each pixel as a ran-
dom distribution. In addition, Williford et al. [72] demonstrated how to integrate the SMM 
model into an MTI system for  real-time applications without depth calculations. For frame 
sizes of 3380 * 400 pixels, times of 149 ms against 361 ms for MM and SMM were obtained, 
respectively. For similar "speedups" between MM and MOG, SMM improved the runtime 
by 2.5. Better efficiency in computational overhead could be achieved by using GPGPUs. 
In 2010, Valentine et al. [73] developed a new proposal that combines elements such as 
the chromatic distribution of the scene, the MM algorithm, and a color palette based on 
background matching. Since the adaptation and updating of complex models are avoided, 
this proposal obtained a 45% better performance in processing time and 58% in storage 
requirements compared to MM. In 2012, Azmat et al. [74] presented the background model 
called temporal multimodal media in order to model the static objects that appear over 
time, and that in the long term these can present occlusions. To solve this, Azmat et al. 
[75,76] worked on the definition of additional fields from the data structures that describe 
the modes of each pixel: the quantification of observations, the temporal record in which 
a pixel appears for the first time, the temporal record in which a pixel appears for the last 
time, and the use of flags to record the frequency of appearance of certain pixels in the 
image. In this way, Azmat et al. [75,76] filtered out spurious objects by characterizing the 
static objects of the scene based on their temporal attributes. In 2014, Azmat et al. [75,76] 
developed the model called spatiotemporal multimodal media ( STM3), designed to work 
on a spatiotemporal environment through multilayer background analysis and the char-
acterization of the dynamic foreground in the scene. The basic essence of this algorithm 
lies in modeling the foreground objects that have been incorporated into the background, 
along with the foreground and background of the scene. As a result, objects that even 
exhibit spatial displacement are successfully modeled. In summary terms, the STM3 algo-
rithm offers adequate analysis and modeling for spatiotemporal situations than the clas-
sical background subtraction methodologies. In 2017, Azmat et al. [77] implemented the 
MM algorithm on a 1 2-watt GPU with Thermal Design Power exploiting memory access 
pattern resources and  fine-grained data parallelism. The performance achieved in VGA 
video quality ( 640 * 480) was 392 fps. This result corresponds to a speed up 20 times higher 
compared to its implementation in its integrated CPU. The Hardware used is an Nvidia 
ION GPU and Intel Atom CPU. In addition, it was shown that MM exceeds 5 to 6 times the 
efficiency of the MOG algorithm when both are executed on the GPU chip. In 2008, Casares 
and Velipasalar [78] designed a lightweight algorithm, which is a background subtraction 
model for object detection with low computational overhead to be implemented in smart 
cameras. Notable improvements were made to deal with dynamic backgrounds, lighting 
changes, movement of trees caused by wind/ rain, wave motion of water, among others. 
Experimental tests support the robustness of the algorithm for grayscale videos, without 
saturating the memory resources of the embedded system. Selective update and automatic 
adaptation rate stand out in the design of the LW model. Pixels are sometimes treated 
differently and their neighborhood is taken into account for segmentation. In this way, 
through the information of neighboring pixels and the reliability of the pixel location, LW 
is able to distinguish between salient and  non-salient movement. Experiments show that 
LW gives either similar or better performance than MOG [13], PCA, and codebook with 
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less memory and computational requirements. In 2009, Casares and Velipasalar [79,80] 
integrated adaptive memory into the LW algorithm. With this methodology, memory 
resources decrease throughout the scene. Each pixel is processed differently, that is, mem-
ory requirements are lower for static background pixels than for foreground or dynamic 
backgrounds. This method is named ALW [79]. In 2010, Casares and Velipasalar [81,82] 
used feedback tracking concepts to design a r esource-efficient methodology for fore-
ground detection. This method uses feedback during the object tracking stage in the video 
sequence rather than processing images sequentially and independently. A saving of 56% 
in energy and c omputing resources and 48.7% in execution times were achieved through 
this proposal.

In 2011, Cuevas and Garcia [83,84] proposed a fast  non-parametric background model 
for smart cameras. This method consists mainly of two stages: a Bayesian method for 
classification, based on the approaches of Sheikh and Shah [85] and Zhang and Yang 
[86], and a tracking step. Using this strategy, the foreground model mixes the pixel’s 
spatial and color information, instead of taking into account only the color space as in a 
conventional background model. The reduction of the analysis area in the image and the 
updating of the spatial information are carried out by a particle filter. The experimental 
tests showed a saving in memory and computing resources of 93.1% in indoor environ-
ments and 90.4% in outdoor environments by significantly reducing the number of pixels 
under analysis. In 2012, Wang et al. [87] designed a foreground segmentation algorithm 
based on contour detection rather than full object detection. With this method called 
 resource-aware fast foreground detection ( RaFFD), the compute and storage overhead 
of the embedded system is optimized. RaFFD handles contour detection and updating 
of  non-static backgrounds with acceptable processing times for  real-time applications. 
Its implementation was on a CITRIC platform with an integrated smart camera. RaFFD 
showed a 68% decrease in hardware resources and 2 times more performance in execu-
tion speed in relation to the ALW [79] and LW [78] algorithms. Additionally, even in 
challenging situations such as sudden lighting changes or camera jitter, the segmenta-
tion quality yielded 6% false alarms and 95% accuracy. In 2012, Shen et al. [88,89] devel-
oped a method for detecting objects in video sequences based on compression sensing 
concepts and mainly contributed to the dimensional reduction of the data. This method 
named  CS-MOG employs the original MOG [13] with compressive measurements instead 
of the color pixel information. Its accuracy is comparable to that of the original MOG. 
Its implementation on an embedded system with an integrated camera proved to be 5 
times more efficient in execution speed with less consumption in storage and processing 
resources compared to its MOG counterpart. In 2012, Tsai et al. [90] contributed through 
a  block-based background subtraction algorithm efficient in processing and fast in execu-
tion. In a grayscale environment, the blocks are analyzed, and subsequently the most 
representative background pixels of the block are selected by MOG for the construction 
of the model. This method saves up to 94% memory consumption improving also the 
objection detection speed. Its memory consumption is 94.2% lower than ALW [79]. This 
method was tested using the TI  DaVinci-embedded system to demonstrate its robustness 
reaching 25 fps at 640 * 480 image sizes. In 2012, Tsai et al. [91] improved the previous 
method by using color information and processed 26 fps for an image size of 768 * 576. In 
2012, Tsai et al. [92] designed a strategy that contemplates adaptive multilayer  non-static 
background and static background modeling. This proposal first analyzes a homoge-
neous region to later model the dependence between adjacent pixels within the image. 
The tests were carried out on the TI TMS320DM6446 DaVinci platform applied to 768 * 
576 resolution frames reaching up to 18 fps in performance. In 2012, Salvadori et al. [93] 
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optimized the conventional MOG methodology for implementation in  low-performance 
embedded systems. Modifications such as the granulation of the mean value, the vari-
ance rounded to whole numbers, and novel weight optimization strategies lightened 
the computational load required by a classic MOG. The results observed in a micro-
controller with low memory resources are comparable to the performance of the MOG 
implemented in a conventional CPU. In 2014, Salvadori et al. [94] further improved their 
previous proposal by adding characteristics to the learning rate and generalizing their 
model to any method based on a Gaussian mixture in order to extend its application in 
more real and practical situations. Thus, Salvadori et al. [94] addressed s ub-integer imple-
mentations of the MOG model to allow its deployment on  low-end processors that typi-
cally do not have an integrated  floating-point unit. Two methods similar to MOG were 
designed: ( i) i GMM-l uses a linear function to round the values of the weights of the mix-
ture. ( ii) i GMM-s uses a staircase function for the same purpose. In other words, two low 
complexity arithmetic techniques were designed to update the parameters of a Gaussian 
distribution in order to optimize computing resources. Fundamental parameters such 
as the mean and variance present in the update rates represent a large amount of data 
in the original MOG and therefore receive a rounding treatment to reduce their com-
plexity. The behavior of the weights is modeled by a linear or staircase function as well 
as by stochastic methods. All of these enhancements substantially optimize hardware 
resources without losing robustness in foreground segmentation quality. In 2021, Li et al. 
[95] designed a background subtraction model for embedded systems called embedded 
background subtraction ( EBGS). The fundamental element of this technique corresponds 
to an  additive-increase/ m ultiplicative-decrease filter aimed at optimizing the algorithm 
while improving the quality of the foreground masks. This filter consists of a combina-
tion of random and codebook background models. EBGS proved robust to environmental 
challenges such as dynamic backgrounds, lighting variations, and jitter while running in 
real time within the embedded system.

16.5 Specific Architectures �

In 2013, Cottini et al. [96] designed a very low power vision prototype with a resolution of 
64 * 64 pixels, in order to implement an improved version of the moving average algorithm. 
The hardware consists of two clocked comparators devices and two s witched-capacitor 
 low-pass filter platforms as programmable devices with a 12% fill factor. The energy effi-
ciency characteristics correspond to a 3.3 V power supply, 33 W at a rate of 13 fps and 
620 W/ frame.pixel. In 2014, Ratnayake and Amer [97] implemented the MOG background 
model within a  field-programmable gate array ( FPGA) device. Using parameter reduc-
tion techniques of the Gaussian distribution function, power consumption, memory, and 
storage resources were optimized on the FPGA platform. The chosen model corresponds 
to a  Virtex-5 which allowed HD image processing at rates of 30 fps. The orders of mag-
nitude achieved are high in relation to the hardware requirements. In 2016, Calvo et al. 
[98] designed Internet Protocol modules within reconfigurable FPGA hardware for vision 
applications using background models. All four Internet Protocol module designs are 
based on architectures provided by Xilinx FPGA. Without additional hardware resources 
to the embedded system, acceptable results were achieved in  low-density frames of QCIF 
and CIF quality.
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16.5.1  Digital Signal Processor

In 2006, Arth et  al. [99] proposed a portable system called TRICam for traffic monitor-
ing applications. Using up to three Texas Instruments TMTMS320C6414 DSP, Arth et al. 
[99] employed the approximated median \cite{ P1C1- Median-1} to detect the vehicle. The 
average time required for a region of interest is about 2.27 ms. In 2007, Boragno et al. [100] 
developed an embedded system based on a DSP device and its application to the moni-
toring of vehicles parked in restricted areas. Using the Philips Trimedia DSPs ( PNX1302), 
Boragno et al. [100] used the L BP-based background model [101] and provided experiments 
on the  i-LIDS dataset. But, no information about memory and time requirements is pro-
vided. In 2007, Qiao et al. [102] designed a portable system for r eal-time monitoring imple-
mented in DSP hardware. The background model employed is the multimodal mean [67]. 
In 2007, Sheu et al. [103] proposed a DSP implementation for a multimodal background 
maintenance ( MBM) [104]. In 2012, Saptharishi et  al. [105] presented a discriminative 
foreground/ background separation algorithm called detector. Its implementation includ-
ing the classification and tracking feedback on a TI DM6437 DSP achieves 12 fps for resolu-
tion of 720 * 480 and 10 fps for 1080p resolution.

16.5.2  Very Large Scale Integration

In 2009, Peng et al. [ 106–108] presented a VLSI design for MBM [104] with labeling and 
noise reduction. The MBM contains two principal features related to static and dynamic 
pixels. Obtaining the background reference model is carried out from the main statistical 
parameters of the Gaussian distribution function. For division and exponential operations 
of this distribution, three lookup tables were used. Several additional properties of the 
Gaussian distribution were taken into account to significantly reduce the complexity of 
lookup tables as well as hardware costs. MBM required 14.4 K logic gates for its  real-time 
execution in  high-density 720 * 480 pixel frames with a maximum working frequency of 
100 MHz. The device used is built under TSMC 0.18 um technology.

16.5.3 Field-Programmable Gate Array �

According to the nature of the background subtraction algorithm, FPGAs can be classified 
as follows:

• Median Algorithms
In 2010, Hiraiwa et  al. [109] presented an FPGA framework designed for 

 real-time foreground detection in video sequences. The architecture is divided 
into work modules to facilitate the implementation of different object detection 
algorithms. This platform also allows remote observation of detection. Hiraiwa 
et al. [109] implemented the running average, an approximate and selective run-
ning Gaussian, and the conditional s igma–delta background estimation. With 
morphological  post-processing based on  component-connected labeling, the sys-
tem reaches 30 fps.

• MOG Algorithms
The original algorithm of Stauffer and Grimson [13] is the most investigated 

one to be applied in FPGA. Its operation is based on calculating a large number 
of Gaussian parameters per pixel and image, making it inappropriate for practi-
cal applications where low computational complexity is required. In the original 
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publication by Stauffer and Grimson [13] the implementation in an SGI O2 com-
puter is reported, for images of 160 * 120 at a rate that oscillates between 11 and 
13 fps. In the literature, several hardware processors based on FPGA have been 
proposed for MOG algorithms [ 110–123]. In 2004, Jiang et al. [124] proposed archi-
tecture to address the excessive computational overhead and memory resource 
demands of the MOG algorithm. The design was configured on an FPGA platform, 
Xilinx Virtex 2 1000 model, and VHDL hardware description language. Among 
the most relevant parameters under study are bandwidth optimization, memory 
saving, and fi xed-point operations. Simulation analysis in a C++ environment 
demonstrated bandwidth reduction of up to 60%.  High-resolution image process-
ing of 1024 * 1024 pixels was achieved at a rate of 38 fps. In 2005, Appiah et  al. 
[110,111] combined various properties of the W4 and MOG algorithms to meet the 
challenge of the low contrast of foreground objects against the background of the 
scene. The new algorithm implemented in a Xilinx Virtex II FPGA platform and 
 Handel-C programming environment was called GW4. The performance achieved 
a rate of 30 fps in 640 * 480 images. In 2005, Appiah and Hunter [112] combined the 
MOG algorithm with a temporal l ow-pass filtering algorithm [125]. The operating 
frequencies observed in the experimental tests ranged from 57 MHz to 65 MHz, 
with a standard quality video processing capacity of 640 * 480 at 210 fps. In 2010, 
Appiah et al. [113] improved this method by adding a connected component label-
ing process. In 2005, Jiang et al. [126] proposed on an FPGA platform a robust cir-
cuit designed to process up to 39.8 Mps. This amount of pixels corresponds to 1014 
* 1024 resolution images running at 38 fps. In 2008, Kristensen et al. [115] developed 
the VirtexII x c2pro30-embedded platform with an operating frequency of 83 MHz, 
an automatic monitoring system for surveillance applications. In 2009, Jiang et al. 
[116] optimized the memory requirements of an embedded system compared to 
the work reported in [115]. The scheme consisted of reducing the number of pixels 
to process to 7.68 Mps. In 2010, Genovese et al. [117] implemented the classic MOG 
algorithm in an OpenCV programming environment. Encoding compiled on a 
Virtex5 xc5vlx50 FPGA device achieved processing rates of up to 22 fps on full HD 
images. In 2011 Genovese and Napoli [120] proposed a hybrid system based on work 
previously developed by Genovese et al. [117] and a denoising element that works 
through opening, closing, dilation, and erosion operations. Subsequently, In 2012 
Genovese and Napoli [121] made improvements to the MOG under an OpenCV 
programming environment. The circuit developed includes the debugging of 
some equations of the original MOG algorithm as well as the bandwidth optimiza-
tion of the signals. In 2013, Genovese et al. [118] implemented the MOG algorithm 
within an embedded system. The innovations of this work are divided into design 
methodologies for efficient use of ROM memory and the computation of truncated 
binary multipliers. The chosen hardware corresponds to the FPGAs Stratix IV and 
Virtex6 which provided a high performance above 45 fps for  high-resolution images 
of 1080p. In 2013, Genovese and Napoli [119] proposed two designs of the MOG 
algorithm for implementation in the OpenCV programming language. The con-
tributions were focused on an accelerated initialization of the background model 
and the mathematical optimization of the equations for their efficient execution in 
hardware.  Real-time foreground object segmentation was achieved in 1920 * 1080 
size frames. The first circuit is built on the Virtex6  vlx75t-embedded system, which 
corresponds to FPGA architecture. With only 3% of its logical elements, rates of 
91 fps were achieved in full HD images. The second prototype was designed to be 
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implemented on “ U MC-90nm CMOS” manufacturing technology achieving high 
processing rates above 60 fps in HD frames. In 2019,  Morantes-Guzman et al. [127] 
proposed a highly flexible MOG design compared to previous work exploiting the 
Register Transfer Level description and numerical representation by a fixed point. 
The proposed model makes use of a ZedBoard development kit from the Xilinx 
Company. The MOG algorithm designed in OpenCV source code is transferred to 
a  Vivado-HLS representation for its implementation in hardware. The advantages 
offered by the FPGA A rtix-7 included in the development kit were fully exploited, 
for example, the execution of processes in parallel and the use of the Zynq process-
ing block allowed to accelerate the design and configuration of the proposed archi-
tecture thanks to system on chip manufacturing technology. The system processed 
768 * 576 size frames in real time at a low computational cost.

16.6 Parallel Implementations �   

In 2012, Yang and Chen [128] designed a framework for the parallel implementation of a 
background subtraction algorithm within a GPU device. From two consecutive frames, 
the most relevant characteristics are extracted using the s cale-invariant feature transform 
technique, which is later computed by a global motion compensation ( GMC) and affine 
transformation operations. Subsequently, a background subtraction module is designed for 
the segmentation of foreground objects with the ability to compensate for dynamic back-
grounds. Thus, the architecture is composed of three blocks: a foreground segmentation 
block, a dynamic background update block, and a GMC block. The computing capabilities 
of a CPU and GPU were harnessed together for better performance, reinforcing the concept 
of parallel computing. In 2011, Szwoch [129] exploited the parallelism provided by multicore 
processors in an OpenMP encoding environment for the r eal-time implementation of the 
codebook algorithm. Tests on previously recorded videos demonstrated the robustness of 
algorithmic processing in  multi-threaded configuration. Parameters such as the number 
of cores, the frame size, fps, encoding methods, and the nature of the scenes were tested. 
The number of cores running simultaneously turned out to be a determining factor in the 
performance of the proposed architecture. The main reason for using the OpenMP pro-
gramming environment is due to the efficiency of dynamic task coding compared to static 
task coding. The tasks concerning  multi-threading are executed with better efficiency and 
performance under a dynamic programming environment. The experimental tests were 
carried out on the Linux operating system and the GCC 4.3.2 compiler of the OpenMP 
environment. In 2012, Szwoch et al. [130] tested and evaluated different parallel implemen-
tations of the MOG algorithm in addition to the previous ones of the codebook algorithm. 
Thus, different experimental tests were carried out to evaluate the results such as the design 
of a thread management platform, pixel processing by specific threads, and methodologies 
for efficient scheduling of tasks. These approaches were implemented on a workstation 
accelerated by 12 processing cores. One of the most obvious results was the low demand 
for computing resources of the MOG algorithm compared to its codebook counterpart. In 
 high-quality frames, it was not possible to achieve the original video fps rate, even increas-
ing the number of threads with their corresponding physical cores working concurrently. 
In images of reduced dimensions, acceptable results were obtained by activating two to six 
threads; however, even increasing this amount, the execution times remained invariant. 
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The codebook algorithm turned out to be poor in performance when  real-time execution 
is needed. In addition, MOG provided quite acceptable detection  results—indoors and 
 outdoors—, successfully compensating for abrupt lighting variations. In 2015, Szwoch [131] 
implemented the MOG algorithm on GPU in OpenCL and CUDA. Different improvements 
to the algorithm were reported by varying the processing and performance rates to observe 
its behavior, including desktop PC graphic cards, ultrabooks, and the Tegra mobile pro-
cessor. Experiments demonstrated that employing GPU devices for parallel background 
subtraction in  high-resolution video streams provides a significant performance boost com-
pared with serial CPU implementations. As a result, previously tested devices will be able 
to run the MOG algorithm with sufficient computational power to process 1920 * 1080 reso-
lution streams in online mode with the progress of technology.

16.7 Programming Languages �

For implementation either on CPU and GPU, programming languages are required. For CPU 
implementations, the most current languages used are C and C++. For GPU implementa-
tions, CUDA is the natural language. However, for testing and prototyping new algorithms,  
MATLAB® is currently used by researchers but these implementations cannot achieve 
 real-time performance. In 2010, Wu and Yu [132] provided an implementation in C++ for SG 
and KDE on a standard PC. Wu and Yu [132] recorded long video sequences from a web 
camera with 20 fps. The processing time of SG is less than 50 ms and thus ensures  real-time 
processing. KDE achieved  real-time processing only through the  early-break technique and 
the use of a lookup table. Wu and Yu [132] verified this by obtaining satisfactory results in the 
modeling of multimodal backgrounds and challenges in lighting variations. In 2008, Fabian 
and Gaura [37] proposed architecture for the MOG algorithm to run inside a  low-end GPU 
( GeForce 8400 GS) on 640 * 480 resolution digital videos. Parallelization faced difficulties when 
adapting the CCL algorithm on the CUDA environment due to its high memory demand 
since it operates at the pixel level in each frame. Also, the strong dependency between sub-
blocks while merging slowed down parallelization. To solve the problem of merging blocks 
in CUDA, a parallel model of the CCL algorithm was designed for its implementation in con-
current mode. The speedups obtained for CCL, MOG, and morphologic operations ( erosion, 
dilation, etc.) correspond to 11 times, 10 times, and 260 times, respectively. These results con-
trast significantly with sequential execution on the GeForce GTX 280 platform. In 2009, Fauske 
et al. [39] described three implementations corresponding to the codebook algorithm [133], 
SOBS [134], and the statistical approach of Horprasert et al. [135]. These implementations used 
the CUDA technology for parallel processing. In these  high-level systems,  real-time imple-
mentation requires a processing time of at least 33 ms per image. Each of the CUDA imple-
mentations provided by Fauske et al. [39] has run times below 10 ms per frame. The highest 
speed achieved by these experiments is 96 times with respect to their sequential execution. 
This data corresponds to the statistical approach of Horprasert et al. [135] equivalent to 0.779 
ms per image, or 42 digital cameras at 30 fps operating simultaneously. However, this enor-
mous speedup performance reduces the quality of segmentation. In general terms, the SOBS 
method obtained the best score although it only achieves a rate of 30 fps with three cameras 
working simultaneously, equivalent to 9.8 ms per frame. In 2009, Schreiber and Rauter [136] 
proposed a n on-parametric description for the values of each pixel in the YCbCr space. This 
method is similar to a codebook [133]. The main difference lies in keeping the code list always 
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organized in order to perform smarter searches. A processing time of 1.6 ms was achieved 
in small frames of 352 * 288 pixels and 2.6 ms including memory transfer processes on the 
GPU. The experiments show five times better performance on GPU compared to the CPU 
version. Specifically, tests on the NVidia GTX260 GPU on a Q6600 CPU showed twice the 
performance, and approximately 8 times better than a conventional CPU. In 2010, Pham et al. 
[50] provided an optimized version of the Z ivkovic-Heijden GMM [137] on GPUs to achieve 
 real-time performance. The test platform was a  low-performance GeForce 9600GT GPU with 
a speed increase of up to 10 times. High and low definition frames were processed at 50 fps 
with satisfactory results. In 2010, Wong et al. [40] used gradient and color elements [138] to pro-
pose a probabilistic methodology. Using the NVIDIA Fermi architecture and heterogeneous 
computing, this implementation offers design features suitable for r eal-time implementation. 
But, the authors did not provide a quantitative evaluation of their poster.

16.8 Low-Complexity Strategies �   

In 2011, Chen et al. [139] developed an efficient hardware resource management system for 
video requirements. The first stage consists of computing a  low-resource,  low-performance 
algorithm in combination with another algorithm of better performance and high mem-
ory demand. In this step, the  best-performing algorithm has little intervention to save 
resources. Then, a dynamic programming allocation ( DPA)’s inference algorithm is 
employed to determine to which frames further expensive processing should be applied. 
This DPA algorithm is based on dynamic programming to optimize value of information 
( VoIDP) designed by Krause and Guestrin [140]. VoIDP operates by applying graphic mod-
els to a video sequence in such a way that it allows combining characteristics of high and 
 low-performance algorithms to work together. In addition, Chen et al. [139] demonstrated 
how, based on an algorithm previously designed for short chains, it can be efficiently exe-
cuted in longer digital videos. Experiments are provided for background subtraction. As a 
few algorithm, Chen et al. [139] used the two Consecutive Frame Difference, and ZHGMM 
[137] as the expensive algorithm. In 2014, Lee and Lee [141] developed a foreground detec-
tion model using the SSIM algorithm. The implicit operations in the SSIM method are used 
to provide robustness to the built background model. Thus, through a spatial similarity 
analysis, typical challenges such as camouflage problems between the background of the 
scene and the objects to be detected, highly multimodal backgrounds, and shadow detec-
tion are addressed. Pixels with low similarity to the background model are classified as 
foreground. Therefore, by discarding the background pixels and working only the fore-
ground pixels, the computational demand and complexity are significantly reduced.

16.9  Fog Computing and Edge Computing

In 2019, Liu et al. [142] designed a background subtraction system for video surveillance appli-
cations. The system operates at the edge layer level, that is, the video sequences are stored in 
an edge layer device and are subsequently sent to the fog layer for processing by a PCA back-
ground subtraction algorithm. The results go back to the edge layer where object detection 
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is finally performed. Since the PCA algorithm works in RGB color space, better accuracy is 
obtained compared to a grayscale space. In addition, the idea of migrating between the edge 
and fog levels optimizes processing costs since the computational overhead is divided into 
different layers.  Figure 16.2 represents the proposed  edge–fog architecture which has an 
analogy to the  client–server network model. The basic mechanism consists of broadcasting 
the video through an edge device to the nodes in the fog layer in order to reduce the comput-
ing load. The edge device splits the frames into subframes and sends them to different nodes 
in the fog layer for processing by a PCA background subtraction model in the RGB color 
space. The PCA algorithm segments each of the received subframes. Simultaneously, the 
segmentation of the subframes in a grayscale environment is carried out in the edge layer. 
Finally, the segmentation of each of the subframes in the fog layer is sent back to the edge 
device and is combined with the binary masks generated locally in the edge layer and thus 
showing the complete foreground object detection result of the video sequences.

In 2020, Siddharth and Aghila [143] addressed the challenge of implementing  real-time 
foreground segmentation algorithms in the fog computing layer. The methodology 
includes the random projection ( RP) for the reduction of h igh-resolution images and the 
structural similarity index measure ( SSIM) algorithm to discriminate between the frames 
with presence and absence of movement. The primary purpose is to save memory and 
bandwidth in fog computing. Using videos from the CDnet 2014 dataset for experimental 
tests, RP SSIM optimized cloud storage of 67% at a very low computational cost.

16.10 Conclusion �

In this chapter, we reviewed and classified the different strategies developed over time 
to reach efficient r eal-time moving object detection. First, GPU implementations show 

FIGURE 16.2
 Edge- to-fog computing architecture. (Image from Liu et al. [142].)
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a great potential to decrease the computational cost of background subtraction meth-
ods even if the resolution of the videos increases over time. In addition, specific archi-
tectures based on DSP, VLSI, and FPGA technologies allow reducing drastically the 
computation requirements. Moreover,  low-complexity strategies such as DPA can be 
also employed. Fog computing and edge computing are valuable perspectives to both 
reducing the memory and computation requirements by dispatching them over a net-
work for IoT applications. As the current works mainly concern basic models such as 
mean, median, and MOG with limited robustness to challenges met in videos [144], 
future works may concern in IoT applications the deployment of more robust models 
such as s ample-based methods [145,146], deep learning methods [1 47–149], and graph 
signal processing methods [3 1–33].
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17.1  Introduction 

The global population is changing, with a significant increase in the number of aged 
people, many of whom have particular diseases, frailty, and   co-morbidity. This group 
has highly specialized health demands, yet they also have a high degree of autonomy 
for increasingly lengthy periods. The unique demographic characteristics of the coun-
tries necessitate the adoption of different strategies, resulting in a holistic scenario. 
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Healthcare must be available but must also ensure patient security and empowerment. 
New digital and information and communications technologies (  ICT) allow for the 
development of new services (    e-health) that offer numerous benefits to the patient or 
older person (  mainly, safety, high availability, and increasing quality of service). To make 
the above process ease, artificial intelligence ( A I) is introduced to the world (  Nicoletti 
2021). Nathanson depicted the AI as the ability to learn, comprehend, or manage new 
circumstances and the capacity to use data or abilities to control one’s own environmen-
tal elements (  Nathanson 2020). The emergence of AI allows us to think about ways to 
implement more procedures and process automation. It will enable personal data to be 
incorporated (  Cabestany et al. 2018).

17.2 Artificial Intelligence (AI) � 

AI has been utilized to help in the advancement of PC frameworks ( Z hang et  al. 2018), 
including its use in making decisions, detecting objects, and solving complex issues. AI has 
four key benefits: ( i ) higher accuracy predictions, ( i i) it helps us to make decisions timely 
and accurately, ( i ii) it is needed to tackle complex problems, and ( i v) it is significant to per-
form calculations for human resources. AI is helpful because it deals with complex prob-
lems and gives better performance in difficult situations. Let’s focus on how AI can be 
applied in the healthcare industry. AI’s impact on different sectors has occurred since the 
1950s, including marketing, banking, gaming businesses, and the music industry. Now, 
AI’s most significant economic impact will be in the healthcare sector ( N athanson 2020). As 
healthcare continues to become important, AI advances, and we may expect these trends 
to continue.

What caused the garden to devote so much time and attention to AI in the healthcare 
industry? When we looked for the main reasons for the surge in AI in the healthcare 
industry, we discovered that it comes from two different perspectives. The first of these 
reasons is a large amount of medical data readily available (  Sharma 2021). Now, we have 
more medical data than we know what to do with. It always seems that if we’re ever hos-
pitalized, our history will be recorded in accounting books. The more data we have, the 
simpler it is to create AI. Deep learning and machine learning systems deal with enor-
mous amounts of data. AI is becoming easier to employ since more data is now available. 
Another essential reason to lead to the development of AI is the introduction of complex 
algorithms. Now what happens in machine learning is merging. Learning cannot handle 
  high-dimensional data, particularly the medical or healthcare data of very high qual-
ity (  Sharma 2020). The data is   high-speed; there are thousands and thousands of attri-
butes. To process and analyze data of this dimension is hard to do with machine learning. 
Still, as soon as deep learning and neural networks were introduced, this became much 
easier because deep learning and neural networks focus on solving complex problems 
that involve   high-dimensional data. So, the development of deep learning and neural 
networks also played a significant role in the impact of AI in healthcare. That’s why AI 
is impacting the healthcare industry in such a considerable manner. There are a cou-
ple of use cases of AI in healthcare shared with this chapter to clarify the role of AI in 
e-healthcare.
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17.3  Types of Artificial Intelligence

One of the types of AI is what is known as reactive machine artificial intelligence ( R MAI). 
It is the first version of AI to be developed. It has no memory, and it has no ability to learn 
new things. It simply responds to the current scenario. For example, the deep blue super 
chess player developed by IBM in the 1980s was a breakthrough. As a result, the next type 
of revolution is now being referred to as limited memory. Limited memory artificial intel-
ligence (  LMAI) means AI with a limited amount of memory. That is something which is 
currently in use. AI with a limited amount of memory is referred to as limited memory 
AI. As a result of past experience, dataset, and events, this LMAI will be applied to future 
events in accordance with a set of guidelines. Most cancer diagnosis, robot dentists, or 
robot machines used in various medical procedures, and virtual nursing assistants are 
examples of LMAI. AI of the next generation is the “ t heory of mind.” It is defined as fol-
lows: machines are able to understand the needs as well as the expectations of humanity 
and machines (  Hintze 2016).  Table 17.1 shows the types of AI.

And then take appropriate action. There are limited number of examples such as chalk 
bot. A further case in point is Sophia Robot. In this particular field, of course, this is the 
culmination of AI’s development. What next is   self-conscious AI when machines are com-
pletely aware of themselves? They exist and are capable of making decisions on their own 
(Hintze 2016).  

17.4 AI in E-Health � 

AI is capable of performing r  eal-time operations and behave with the goal of achieving a 
predetermined result (  Chang 2020). It is intended to be a simulation of the human mind. It is a 
  computer-based system that is meant to tackle a specific problem. AI has consistently demon-
strated that it is vastly superior to any single human mind. The role of AI in the e  -healthcare 
domain is helping in detection of diseases in their early stages (T  riantafillou and Minas 2020), 
for example, cancer. If cancer is determined in stages 2 and 3, the person can’t survive, but 
if it is determined in the first stage, then the chance of survival of that particular patient 
increases. For example, Google AI is better at detecting breast cancer than doctors. Another 
upcoming application of AI is Fitbit applications. They recommend nutritional diets based on 
a person’s daily activities in order to maintain the person healthy enough. There are many 

TABLE 17.1

Types of Artificial Intelligence

Reactive Machine Artificial Intelligence (  RMAI) Limited Memory Artificial Intelligence (  LMAI)
No memory Limited amount of memory
E.g., deep blue super chess player developed by IBM E.g., cancer diagnosis, robot dentists, or robot machines 

used in various medical procedures, and virtual nursing

Theory of Mind Self-Conscious
Able to understand and store Capable of making decisions on their own
E.g., chalk bot, Sophia Robot
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other applications based on AI concepts, which make individuals’ life easy today. In short, AI 
domain helps a  person to recover faster from diseases. But, there are some limitations also in 
AI approaches.

17.5  Limitations of Artificial Intelligence (  AI)

There are some challenges with respect to the AI being implemented in healthcare. Some 
of the challenges are that there is a massive amount of money required to do this research 
for predicting various things with respect to healthcare. Another challenge is that the 
model should be perfect; if there is a minute change of 0.01%, the modeling agency has a 
huge impact. For example, if the person has cancer and the model predicts that the person 
does not have cancer, then this becomes a massive mistake though the person is being 
skipped, and vice versa, if the person is not having cancer and the model predicts that 
the person has cancer, then this also becomes a major mistake. Then, the person has to 
undergo some other tests to determine whether he/  she has cancer or not. Considering this, 
the model accuracy should be very high to detect diseases correctly. To check the feasibil-
ity of the model, it can be validated with performance metrics such as confusion matrix 
and receiver operating characteristic (  ROC) curve.

17.5.1  The Confusion Matrix

Confusion matrix is a representation of a classification model’s performance in binary for-
mat for the given known true values. T able 17.1 measures the results of a test, taking place in 
two dimensions. The matrix depicts an attributed class for each row, and a corresponding 
actual scenario for each column (  the truth). Averaging the percentages of true positives, false 
positives, false negatives, and true negatives gives the confusion matrix ( I ndhumathy 2020).

When both true positive and true negative results are present, the conditions have been 
met for these measurements, which enables accurate predictions to be made about the 
algorithm’s future performance. Using fresh data to see how the method will perform is 
significant, since both Tp ( t rue positive) and Tn ( t rue negative) are involved ( I ndhumathy 

FIGURE 17.1
Confusion matrix.
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2020; Haghighi et al. 2018; Levy 2020). For example, if in a dataset comprising 100 items, 93 
are cancer and 7 are non-cancer, its prediction accuracy is 90 out of 93 cancer cases. Three 
cancer records are inadequately expected [3-Fn], which is illustrated in Figure 17.1.

The Recall is a measure of how many positives the model can identify from the data. 
It is sometimes referred to as Sensitivity or Total Recall Rate (TPR – True Positive Rate). 
Mathematically, it is formulated as follows:
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The precision of a prediction is defined as the ratio of correct positive predictions to total 
positive predictions (Indhumathy 2020). Type 1 and Type 2 errors based on the problem 
statement need to be considered valiantly, which can have a huge impact. Mathematically, 
it is formulated as follows:
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When it comes to sensitivity and specificity, there is a crucial error: false prediction. The 
trouble with centering on sensitivity and specificity for prediction is that you just are pre-
paring on the incorrect thing (Indhumathy 2020; Haghighi et al. 2018; Levy 2020); you are 
conditioning on the real underlying state.

17.5.2 � ROC Curve

The ROC bend is utilized to look at the genuine (True) positive rate (TPR) against the false 
positive rate (FPR) at various limit levels. Affectability is sometimes used to allude to the 
pace of genuine positives (or likelihood of location in AI) (Indhumathy 2020; Haghighi 
et al. 2018; Levy 2020). Specificity is used to calculate the FPR. By analyzing ROC curves, 
Guo at el. discovered the sensitivity and specificity of biomarkers in predicting overall 
patient survival (Guo et al. 2016).

17.6 � Literature Survey

There are many literatures available on the applications of AI in healthcare. Some of the 
literatures are described briefly in Table 17.2.

Dendral is the world’s first developed problem-solving software or expert system as a 
result of research conducted in the 1960s and 1970s. It was based on organic chemistry 
(Clancey and Shortliffe 1984). In the 1980s and 1990s, microcomputers and network con-
nectivity became increasingly widespread. Miller et  al. proposed AI technologies that 
must be developed to compensate for the absence of accurate data and to augment medical 
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expertise. This is advantageous for specific application areas where information can be 
known with a high degree of precision. It’s an important part of this process. According 
to the author, decision support systems could supplement physicians’ and other health-
care practitioners’ thinking ( L indsay, Buchanan and Feigenbaum 1993; Miller 1994). In 
2010, Koomey et al. showed how the advancement within the field of medical and tech-
nology happens ( K oomey et al. 2010). Data gathering and processing are becoming more 
efficient as computing power improves continually. Increased use of AI employs robotic 
technology and machine learning algorithms in the health industry, as well as innovations 
in   high-tech equipment (  Koomey et al. 2010). Pivovarov and Elhadad (  2015) explain that 
a clinical instrument with a single goal in mind is to assist physicians at the   front-line of 
patient care. Emergency clinics records and Electronic Health Record ( E HR) information 
can be simplified with the i  2b2-SMART stage. The electronic capacity to store understand-
ing data has created to exceptionally about 80% within the past decade. In a 2016 article, 
Sarah   Bloch-Budzier wrote that the National Health Service (  NHS) is utilizing Google tech-
nologies to treat patients. Specialists and medical caretakers at the NHS got to leaf through 
understanding notes to construct a picture of a patient’s test reports. Presently, they are able 
to get a l  ong-time information at their fingertips. When any results are abnormal, an alert 
will sound (Bloch-Budzier 2016).

TABLE 17.2

Literature Survey

Author Year Description Techniques Results 

Clancey and 1984 Used AI to identify bacteria causing Image analysis 65%
Shortliffe severe infections

Lindsay, Buchanan, 1993 Produced the first   problem-solving Knowledge Molecular wait, and 
and Feigenbaum program, or expert system engineering structure 

Miller 1994 Medical diagnostic decision support MDDS Support system that 
systems that better practitioners’ focuses on patients’ 
thinking records 

Koomey et al. 2010 Improvements in computational Power conversion Approx. in every 18 
power leading in quicker data with high months, the 
collecting and data processing efficiency and computational 

durability performance and 
power consumption 
of compute nodes 
roughly double

Pivovarov and 2015 Interpreting mounting wealth of i2b2-SMART Translation across 
Elhadad health information platform hospitals data to 

EHRs
Bloch-Budzier 2016 NHS utilizing Google innovation to Google technology Detect life-

treat patients threatening 
illnesses

Pakdemirli and 2020 The study outlines considerable Noted continuous Discover that how 
Wegner advance within the academic progress of AI numerous numbers 

domain with respect to   AI-driven technology in of papers 
calculations healthcare field distributed in 

medical AI
Shaikh, Krishnan, 2021 Breast cancer detection and Digital imaging Computer-aided 
and Thanki diagnosis systems has considerably technology cancer detection 

improved system
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17.7  Current Era of Artificial Intelligence and Its Impact on   E-Health

AI has increased substantially over a long period of time, according to Pakdemrili et al. 
(2020). Similar patterns appear to be taking place in 2020, in spite of the fact that they 
were able to include information only from the start of the year. The five most regularly 
highlighted nations are in North America, Europe (Italy and Germany), and China. The 
outlines considerable in advance within the scholarly domain with regard to AI-driven 
calculations within the areas of oncology, radiology, neuroradiology, and ophthalmology 
(Pakdemirli and Wegner 2020). In 2021, Shaikh et al. introduced different image methods 
for breast cancer detection in their book. They showed how the design and development of 
breast cancer detection and diagnosis systems have considerably improved, and how dif-
ferent imaging technologies such as mammography, ultrasound, and magnetic resonance 
imaging (MRI) are extensively utilized for breast cancer therapy. Breast cancer detection 
and diagnosis have improved considerably as a result of the screening of these pictures. 
Digital imaging technology is currently employed, which may assist in the development 
of a computer-aided cancer detection system. Ultrasound, MRI, and nuclear medicine have 
all made major advances in the detection and diagnosis of breast cancer (Shaikh, Krishnan 
and Thanki 2021).

17.8 � Artificial Intelligence Techniques

Now, consider how AI is used to train medical assistants. With the developing request for 
medical collaborators (Roy 2021), the necessity for AI is expanding. Machine learning and 
profound learning are subsets of AI, and its procedures are utilized in healthcare as often 
as possible.

17.8.1 � Machine Learning

Machine learning (ML) may be a subset of fake insights that empowers machines to 
memorize and make strides naturally without explicit programming (Bhargavi and 
Jyothi 2020). In simpler words, the machine learning methodology is best described as 
a process. Take a lot of feedback to the machine learning process and then the process 
will try to understand and interpret the data by using ML models and algorithms, and it 
will finally solve a problem and predict an outcome based on the data (Chen and Decary 
2020). Basically, machine learning is a statistical technique for fitting models to data 
and allowing models to ‘learn’ through data training (Davenport and Kalakota 2019). 
Machine learning could be a developing field of AI that centers on expansive informa-
tion sets. Utilizing machine learning, computers use algorithms to recognize patterns in 
data (Niranjanamurthy 2021). Classification algorithms are frequently used to categorize 
subjects while analyzing various datasets with classifiers and training the machine to 
apply the complex algorithms, generate the model, and then use these models to gener-
ate predictions (from an original test set to a new set of data). Figure 17.2 describes the 
machine learning process.

In machine learning (ML), various algorithms are used to analyze the acquired data and 
construct a model that predicts the risk of having a disease like a heart attack. Utilizing a 
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bed can now forecast whether or not a person is at risk of having a heart attack. Another 
example of an Apple Watch that saved a person’s life and averted death for this individual. 
This Apple Watch saved his life by providing critical warnings regarding his blood pres-
sure and high heart rate (  Buettner and Schunter 2019).

17.8.2  Types of Machine Learning

ML is commonly utilized in other shapes of AI innovations such as natural language pro-
cessing ( N LP), voice innovation, and robots ( C hen and Decary 2020). The main ML algo-
rithms must be learned by health Reacher’s because ML algorithms take the data and 
interpret it, in order to correctly predict the resulting results within an acceptable range. 
If new data is fed into these algorithms, then they ‘ l earn’ and ‘ o ptimize’ their processes 
in order to achieve the maximum possible efficiency. As a result, the algorithms achieve 
‘ i ntelligence’ ( C hitra and Abirami 2019). ML is ordinarily categorized into three sorts of 
learning calculations: supervised, unsupervised, and  s emi-supervised, which is briefly 
described below (  Wulfovich and Meyers 2020), as shown in  Figure 17.3.

17.8.2.1 Supervised Learning �   

Supervised learning: A collection of labeled data are used to train the algorithm to antici-
pate the result, after which it generates the new dataset from which the prediction will be 
made ( W ulfovich and Meyers 2020). In supervised learning, instances of human illnesses 
are used to teach the machine. To be successful, the ML algorithm must be delivered along 
with a dataset containing necessary inputs and outputs. Afterward, the process of identi-
fying the appropriate inputs and outputs must be developed, which is an extremely chal-
lenging undertaking ( W akefield 2021). It is possible that the operator may know all the 
correct answers, though. The program examines the data and discovers patterns. The pat-
terns are observed and used to create predictions. The operator uses the data to choose 
the most effective algorithm for predictions, and they keep trying new algorithms until 
both performance and accuracy are high (  Wakefield 2021). This algorithm has found wide-
spread use in healthcare, where it is applied to calculate quantitative classification data 
that can be used to categorize variable inputs ( f or example, by using medical imaging 
to diagnose cancer tumors, their subtypes, and occurrences) (  Nathanson 2020). In addi-
tion, predictive analytics is found within continuous output ( s uch as EHR data) ( C hen and 
Decary 2020). Classification, regression, and forecasting all arise from supervised learning 
techniques. When using a classification scheme, output variables are grouped together 
and denoted by their kind, but when using a regression scheme, the numerical values of 
the output variables are represented, and future predictions are made on the basis of the 
data from the past and present ( N athanson 2020). Classification is used when the output 

FIGURE 17.2
Machine learning process.
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variable is a category, such as “  red” or “  green,” or “  illness” or “  no disease.” A classification 
model seeks to reach a conclusion about the observed values by creating a categoriza-
tion system. Classification models evaluate the value of various outputs by referencing the 
influence of one or several inputs (  Jain 2021). In this way, for example, the words “  spam” 
and “ n ot spam” are used when filtering emails, and the terms “ m ale” and “ f emale” are 
applied when examining gender data. Classification does the following: first, it predicts 
the categorical class labels (  known as labels) or class data (  model) from training data, and 
then it applies that model to fresh data to classify it. Different categorization models are 
available. These categorization models, in the order of their usage frequency, are logis-
tic regression, decision tree, random forest, g  radient-boosted tree, multilayer perceptron, 
  one-  vs-rest, and Naive Bayes (  Raschka 2014). When working with a real or continuous 
variable such as “ s alary” or “ w eight,” a regression is appropriate. Nonlinear regression is 
linear regression in its most basic form. It attempts to locate the best hyperplane that cov-
ers the data points and that can be fitted to the data. Forecasting a person’s age is part of 
linear regression (  Jain 2021). Forecasting is the process of generating predictions about the 
future based on information that is acquired over time, as well as information about the 
past and present (  Wakefield 2021).

17.8.2.2 Unsupervised Learning �   

Unsupervised learning is training a computer on data that are neither categorized nor 
labeled, and then letting the algorithm to act on that data without explicit instructions. In 
order to find comparable bits of information that aren’t programmed into the computer, 
the machine’s objective is to group the various information items based on similarities, 
patterns, and variations (Sharma and Garg 2019, 2021, Veeramani 2019). In addition to 

FIGURE 17.3
Machine learning.
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supervised learning algorithms, unsupervised learning algorithms fall into two catego-
ries: clustering and association. To find the groups in the data, such as on the basis of 
purchasing behavior (  Mishra 2017). Identifying rules that describe substantial sections 
of your data and discovering rules that can explain a huge portion of your data are two 
facets of learning issue (  Mishra 2017).

17.8.2.3 Semi-Supervised Learning �   

In order to achieve the goal,  s emi-supervised learning uses both labeled and unlabeled 
data (  Chitra and Abirami 2019). When data has been appropriately tagged, it is referred 
to as labeled data; however, when it has not been appropriately tagged, it is referred to as 
unlabeled data (  Chitra and Abirami 2019). These two learning approaches can be used 
in conjunction with one another to assist ML algorithms in categorizing unlabeled data 
(Grzegorz 2018).  

17.8.3 Machine Learning in E-Health � 

Using ML for illness detection, diagnosis, and management has proven to be a reliable 
technique. The identification and diagnosis of illnesses have become more reliable in recent 
years as a result of advances in ML algorithms. Many algorithms have been authorized by 
the Food and Drug Administration ( F DA) of the United States for use in healthcare set-
tings where they are considered to be safe. In accordance with Mesko, a detailed analysis 
of   FDA-approved algorithms has been presented, with the majority of them having been 
established in the disciplines of radiology, pathology, cardiology and cancer, as well as 
endocrinology and dermatology, among other subjects (  Chen and Decary 2020). Beyond 
illness detection and diagnosis, several hospitals in the United States and Canada have 
begun to employ ML and predictive analytics for hospital management reasons, in addi-
tion to disease detection and diagnosis ( f or example, predicting adverse events, mortality 
rates, and the number of patients who visit the emergency department). Consequently, 
hospitals are able to prepare for predicted occurrences many days in advance as a result of 
the predictability of the situation (  Amin and Ali 2018).

17.8.4 Deep Learning �   

Deep learning is a subset of ML, and it is playing an increasingly important role in the 
treatment of healthcare problems. Incorporating innovative   DL-based models produces 
unparalleled outcomes, with prediction/  detection rates. These outcomes have been on par 
with or even better than those achieved by current   state-  of-  the-art methods using intuitive 
and  n on-intuitive disease descriptions ( G upta 2021). According to the findings, advanced 
deep learning algorithms are most suited for large healthcare data sets and surpass tradi-
tional statistical models in terms of prediction power while maintaining interpretability 
(Gupta 2021).  

17.8.4.1 Deep Learning in E-Health � 

Let’s take a closer look at what deep learning is all about. Because deep learning is a 
more advanced notion in ML, it deserves to be highlighted. Essentially, planning is a more 
advanced discipline of training learning that makes use of the notion of neural networks 
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in order to solve difficult problems that demand   high-dimensional data and automated 
feature extraction. Planning is used to address more complex and   high-dimensional data 
problems, and the fundamental feature of deep learning is that it makes use of neural 
networks in order to map input or output into something useful. So, in order to address an 
issue in planning, it is necessary to employ neural networks, or artificial neural networks 
to be more specific, to solve the problem. The operator needs to provide a large amount of 
data as input. Data is being changed, and the operator will apply weights and biases to the 
data. It is necessary to go through a few transformations in order to get a size increase. To 
forecast the stage of breast cancer in the early stages, deep learning can be applied. The 
problem statement is to investigate a breast cancer data set and create a neural network 
classifier that predicts the stage of breast cancer as either malignant or benign in nature. 
Malignant cells are those that are cancerous, whereas benign cells are those that are not 
cancerous or normal cells. This means that the neural network error set will comprise 
observations and samples of both malignant and benign cells, resulting in a situation in 
which both cancerous and   non-cancerous cells are present. This data collection, for which 
you will employ artificial neural networks in order to classify them into two distinct cat-
egories on a new data set that contains cells. In one, there will be no malignant cells, 
whereas the other will have cells that are cancerous.

17.9 H ealthcare Data and Databases

Future pharmacovigilance ( o r pharmacoepidemiology) primarily depends on automated 
databases being utilized. Data misclassification can be a cause of considerable inaccu-
racy. EHR data can be utilized to detect whether or not an illness or injury has occurred 
( L anes et al. 2015). While Big Data, continuous medical education, and continuous medi-
cal learning and teaching are not mutually linked, data from all three fields has yet to be 
completely explored. Dr. John O’Neill believes that basic healthcare education should be 
provided to staff with a basic understanding of lifelong learning. The outcomes of their 
study are extremely valuable for healthcare stakeholders and professionals, especially for 
establishing an excellent route for academia and practice (    Au-  Yong-Oliveira et al. 2021).

17.10  Ideas, Possibilities, and Challenges

AI will play a major part in healthcare services of the future. ML is largely accepted as a 
  much-needed advancement in medical care. Early diagnosis of diseases helps in advanced 
treatment recommendations. It is quite conceivable that almost all radiology and pathol-
ogy images will be examined by a machine in the near future. AI techniques are becoming 
increasingly capable of discovering complicated patterns in data. Among the sources of 
information are EHRs, medical literature (  including clinical trials), insurance claims data, 
pharmacy records, data entered by patients or recorded on activity trackers, and so on. A 
significant push has been made toward the creation and refining of customized medical 
procedures as a result of the convergence of these two factors (  Nicholson Price II 2017). 
There are a lot of expectations and ambitions regarding the application of AI technology in 



298 Computer Vision and Internet of Things

the medical profession. First and foremost, there is the prospect of constructing predictive 
models, which have obvious benefits in terms of disease prevention. Second, there is the 
ability to implement early diagnosis in order to ensure that the most suitable care is pro-
vided in the shortest amount of time possible. In conclusion, the affirmation of   chatbot-based 
settings promises to ensure that patients receive the correct information while also accom-
panying them through their treatment processes (  Guarda 2019). Systems with powerful AI 
capabilities support intelligent virtual assistants, which are now embedded in smartphones 
or dedicated home speakers, such as Microsoft Cortana and Apple Siri, but are also increas-
ingly present in people’s home devices, such as voice assistants Amazon Alexa or Google 
Assistant, which are supported by powerful AI features. These products represent the most 
advanced and enthralling frontier in the application of AI to make everyday living easier 
now. Voice assistants have a distinct advantage, particularly when used in conjunction with 
healthcare applications, because they allow for greater integration of AI tools into daily 
medical applications, thereby improving treatment efficiency, avoiding costs, and reducing 
the risk of false diagnose The potential for AI in healthcare is that the combination of these 
factors can clearly aid in more targeted   pre-operative planning as well as the   post-operative 
stages, among other things (  Pfeifle 2019; Davenport and Kalakota 2019).

17.11  Conclusions 

This chapter presents an intriguing scenario with the goal of easing some of the issues 
that many actual healthcare services are currently experiencing. The AI   e-health concept 
provides technological solutions. It also conjuncts with massive communication systems. 
Now, AI is implemented in order to provide a  p atient-centered service that promotes 
patient empowerment. It also strengthens the relationship between doctors and patients. 
In this chapter, the general role of AI has been discussed, and various methodology has 
been presented in which the technology was used to find a solution for a more correct and 
intelligent way to manage the treatments.
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