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Preface

INTRODUCTION
Energy provision is among the main pillars of modern civilization. 
Nowadays, society experiences drastic changes in the paradigms and 
vision of how to provide energy sustainably, efficiently, and with a mini-
mum negative impact on the environment. It is clear that the quality of life 
in urban and rural areas will fundamentally depend and already depends 
on the development of new and the evolution of existing energy provision 
schemes. Almost all developed countries recently declared that a transi-
tion from a fossil fuel economy to an economy based on renewable energy 
sources is one of the main priorities. Moreover, this transition already hap-
pens now with remarkable acceleration. However, to enable this process 
in the future and keep the current development level, a portfolio of ever-
efficient energy materials is necessary. In this book, important classes of 
functional energy materials which are used today (for instance, heteroge-
neous catalysts for fossil fuel processing, permanent magnets for motors 
and generators, or semiconductors for solar cells), as well as materials 
which are under development for the near future (e.g., for the so-called 
artificial leaves), are considered. Functional materials are materials with 
given functionalities, which are of key significance for specific applica-
tions. Rather than dealing with the physical and chemical basics of energy 
conversion and storage, this work is addressed to a broader audience with 
the focus on various functional materials used in this field with simple 
explanations of their design principles, essential properties in terms of 
specific functionality, and quantitative figures of merit.

The topics related to modern energy materials are very interdisciplin-
ary, requiring specific education in physics, chemistry, materials science, 
engineering, etc. However, this work is intended to be understandable to 
all students and scientists who work or start to work in these fields. It is 
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also addressed to those who just want to have a quick and a broad first 
overview of the main concepts and materials used in energy materials.

The particular aims are as follows:

• To provide information on important state-of-the-art and promis-
ing functional energy materials at a level that readers with different 
backgrounds should understand

• To explain the origin of the functionality of those materials

• To explain the design principles of modern energy materials

One of the main hopes of this work is that it should also contribute to the 
“decarbonization” of the energy provision schemes.

Venite incipere!
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1

C h a p t e r  1

Energy and Fuels

1.1 W HAT ARE THE “BEST FUELS”?
Let’s start the discussion in this chapter with a conventional definition of 
energy sources.

DEFINITION:

According to the United Nations Concepts and Methods in Energy Statistics, fossil 
fuels (like oil, coal, and natural gas) and “natural energy” (like hydropower, solar 
power, or even nuclear power) are collectively referred to as primary energy 
(sources). The term secondary energy (sources) is to designate all sources of 
energy that result from the transformation of primary sources.

We know that fuels are one of the main energy sources. There are various 
fuels nowadays, but choosing the best one depends on several application 
aspects and criteria. Let us first understand the requirements in terms of 
the volumetric and gravimetric energy density of fuels. This is probably 
the most straightforward approach: one wants to spend less (in terms of 
volumes and weights) and get the most (in terms of energy). With this in 
mind, one can look at Figure 1.1, where the volumetric and gravimetric 
energy densities are compared for the common fuels. It needs to be men-
tioned here that the best fuel should also allow the release of the maximum 
“useful” energy both per unit of volume and per unit of mass in relatively 
simple, cheap, and safe engines and reactors. It is clear that uranium (used 
in nuclear fission, nuclear reactors) wins in both nominations [1] with 
ca 1 500 000 GJ/L and ca 80 GJ/kg. However, several factors are limiting 
its usage now. First, the reactor design and necessary infrastructure are 
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complicated and expensive to implement in practice. Worldwide, to build 
a 1,200 MW reactor, one needs up to 10 years, with the entire infrastruc-
ture, which costs from 6 to 10 billion US dollars [2]. Another complication 
is related to the safety issues, problems with storing the radioactive wastes, 
and disassembling of the reactors after their use [3]. This is why fossil fuels 
are widely in use today, as they are the next alternatives (Figure 1.1). Diesel, 
jet fuels, and gasoline can be produced from the available oil. The former 
are liquids, and this fact simplifies their transportation and consumption 
in conventional combustion engines. However, the energy applications of 
oil are commonly not safe for human health and the environment [4] due 
to the generation of cancer-causing pollutants, toxic CO, and greenhouse 
gases like CO2, which are released into the atmosphere after their burning 
[5,6]. The same environmental and health problems are common in energy 
applications of coal or natural gas [7].

Taking into account the concerns mentioned above, various par-
ticipants of the global and local energy markets have begun consider-
ing hydrogen (H2) as a viable fuel in everyday applications [8–12]. It has 
a relatively large gravimetric energy density and quite good volumetric 
energy density, whether compressed or liquefied, as shown in Figure 1.1. 
Moreover, the main ecological advantage of H2 used as a fuel is that it 
leaves only pure water as an exhaust – a perfect solution for the urbanized 
areas and the environment in general. Unfortunately, there are no natural 
sources of pure gaseous hydrogen on the Earth: it needs to be procured 

FIGURE 1.1 Volumetric vs. gravimetric energy densities for some standard fuels. 
Note that the exact values usually depend on several parameters in each particu-
lar case, i.e., purity, type of the reactor, etc.
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from resources like water or natural gas. This requires additional energy, 
and many existing technologies and infrastructures are not ready for the 
broader commercialization of this fuel. These issues will be considered 
later in this chapter.

Accounting for the concerns mentioned earlier, it is not easy to answer 
the question on the best fuel: the problem is multiparametric, and it looks 
like there are no simple ideal solutions for the nearest future. The challenge 
is even more complicated, as one should consider that the existing infra-
structure is created for fossil fuel usage, with massive investments already 
made. This is also clear from the graph showing the current contribution 
of the available fuels and energy technologies to the annual world energy 
consumption, which was 6 × 1020 joules in 2019 (see Figure 1.2).~

The figure demonstrates that the energy market is mainly dependent 
on oil, natural gas, and coal. Nuclear technologies can be considered as 
“outsiders” in this respect. In Figure 1.2, hydro sources and the so-called 
“renewables” (other than hydro energy) are also indicated. What are those?

DEFINITION:

Renewable energy sources (renewables) are natural energy sources that are inex-
haustible from the viewpoint of the current human standards. These include 
solar, biomass, hydroelectricity, wind energy, ambient heat, geothermal, and 
ocean energy.

According to conservative forecasts, fossil fuels will likely continue to 
supply almost 80% of the world’s energy consumption by 2040. However, 

FIGURE 1.2 Annual world energy consumption by fuels and energy sources 
according to [13].
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renewables are the world’s fastest-growing energy sources that increased 
by ca 3.2 EJ in 2019 (among them, wind energy contributed ~1.4 EJ and 
solar energy ~1.2 EJ) and demonstrated ~11% growth per year [14]. With 
the rapid depletion of fossil fuel resources, one could envisage even faster 
growth in renewables in the near future [15,16].

Probably, one of the very sound concerns about the availability and 
the future of fossil fuels for the global economy and energetics was that 
stated in the influential 1998 Scientific American article entitled The End 
of Cheap Oil. The authors claimed that the “global production of conven-
tional oil would begin to decline sooner than most people think, probably 
within 10 years” [17]. These lines of thought led to an upsurge in oil prices 
and contributed to the energy crisis around 2007–2008. However, as one 
can see from Figure 1.3a, global oil production was in continuous growth. 
The amount of oil produced annually in the present time is at an all-time 
high, with ~95 million barrels produced daily. Figure 1.3b, in turn, shows 
large fluctuations in the average oil prices for the last four decades. These 
large price fluctuations destabilize the world’s economy, stimulating the 
search for alternative sustainable energy solutions.

As one can see from Figure 1.4, the annual discoveries of natural oil 
deposits were maximal between 1960 and 1970, when the leading mar-
ket players could discover almost 60 billion barrels of oil per year. After 
that, even relatively high oil prices could not invert the tendency of declin-
ing discoveries. Today, the companies worldwide discover only one barrel 
of oil for every seven the society consumes globally (compare the data in 
Figures 1.3a and 1.4). Of course, this is a rather dangerous tendency, which 
questions the future of fuels produced from oil.

FIGURE 1.3 (a) Global annual oil production in 1998–2019 and (b) average 
Brent oil prices according to [13,14]. The annual consumption of oil in 2019 was 
~35 billion barrels.
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Each country would probably solve the energy problems of the future 
differently, depending on the available resources and dominating visions 
[18–25]. Some countries or even regions will continue to focus on fossil 
fuels. Some will continue to consider nuclear reactors as the pillars of the 
electricity provision, and some will widely rely on hydropower. However, 
there is a growing awareness and understanding that one needs new alter-
native scenarios and concepts, like the so-called hydrogen economy dis-
cussed below.

1.2  THE CONCEPT OF THE HYDROGEN ECONOMY
As mentioned above, there are several good rationales for reconsidering 
energy provision and storage paradigms today. The first rationale deals 
with the quality of life of the people. Nowadays, one can observe the 
next loop of urbanization: more than 50% of the world’s population lives 
in urban areas, and almost all the countries are becoming increasingly 
urbanized [29]. Today, the forecast is that more than 70% of the planet’s 
population will live in urban areas by 2050 [30]. The everyday life of these 
people will be primarily affected by the energy provision schemes to be 
used. The urban energy systems and industry [31] are currently based 
mainly on fossil fuels; this causes serious ecological problems.

The exhausts of the combustion engines of cars and the power plants 
predominantly poison the air in the cities. It has been recently estimated 

FIGURE 1.4 Global annual oil discoveries in 1920–2019, based on [26–28]. 
The names of the regions on the graph indicate the significant oil discoveries 
during the corresponding periods.
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that environmental pollution (total pollution) kills more people every year 
than smoking, hunger, AIDS, tobacco and alcohol use, road accidents, or 
regional conflicts (Figure 1.5). Air pollution is the “top health hazard in 
Europe” [32], which escalates in the industrially developed and urban-
ized regions. One should also mention a higher than 90% probability that 
greenhouse gases such as excessive CO2 produced due to the burning of 
fossil fuels have caused much of the observed increase in Earth’s tempera-
tures over the past decades, the so-called “global warming”.

Another set of issues related to using fossil fuels in energy applications 
is political and logistic ones. The uneven distribution of natural carbon-
based energy sources largely destabilizes the global economy when oil 
price can change almost by a factor of 3 within 2–3 years (see Figure 1.3b). 
It also creates political tensions and sometimes becomes one of the signifi-
cant factors provoking local wars.

Finally, one should recall the famous Mendeleyev’s opinion about 
petroleum expressed ca 150 years ago: “To burn oil means to stoke a stove 

FIGURE 1.5 Global estimated premature deaths in the world in 2015. The data 
are from [33–35]. Naturally, there are differences in the methodologies and ways 
to distinguish, e.g., the cancer cases. However, the picture gives the impression 
that air pollution is among the main problems nowadays. 
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with banknotes”. It means that oil is not only a source of fuels but a very 
precious and nonrecoverable source of chemicals for numerous industrial 
processes. Its use is versatile and not only limited to combustion engines.

Ecological problems and depletion of fossil fuel sources call for car-
bon-neutral or, ideally, carbon-free energy provision technologies. These 
technologies can use either “solar fuels” [36,37], approaches of “hydrogen 
economy”, or hybrid energy schemes. For instance, there is a long-lasting 
dream to move toward electric vehicles in automotive applications, which 
use hydrogen as an initial fuel or are powered by electricity generated 
using renewable energy sources. Interestingly, it was the electric car, which 
for the first time reached a speed of over 100 km/h (“La Jamais Contente”) 
in 1899. Nowadays, the interest in such autos is enormously renewed, and 
more and more commercial electric cars, both battery- and hydrogen-
based, are on the roads.

DEFINITION:

The term hydrogen economy refers to a vision of using hydrogen as a carbon-free 
or low-carbon energy source replacing, for example, gasoline as a transport fuel or 
natural gas as a heating fuel (after John Bockris’s talk in 1970) [38]. The key idea is 
that zero carbon emission renewable energy sources should be involved to produce 
H2 from water using wind power, solar power, hydropower, wave power, or similar.

It would be worth noting that in the present scenario, only ~4% out of 
all hydrogen produced in the world annually (~60 Mt [7] were in total 
produced in 2017) is generated by water electrolysis, while the rest comes 
mainly from natural gas and other hydrocarbon sources [39]. Further, 
electricity to perform such electrolysis is currently generated primarily 
using various fossil fuels. An alternative vision is to use the same zero-
emission renewables and produce liquid fuels like methanol or ethanol 
using atmospheric CO2 and H2O (zero- or low-carbon emission cycles). 
Such liquid “solar fuels” are also very attractive options: It is relatively easy 
to store and transport them. They have a high energy density, and one can 
use the already existing infrastructure.

Hence, the idea seems to be very simple: let’s use the electricity gener-
ated, for instance, by wind power, solar power, or hydropower and

 i. Perform water electrolysis in the absence or in the presence of atmo-
spheric CO2 to produce H2 fuel or “solar fuels” to store energy practi-
cally in chemical bonds
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 ii. Store the thus generated electrical energy in specific storage devices 
like batteries, supercapacitors, or superconductor storage devices

 iii. Use hydrogen or “solar fuels” when necessary using special devices 
called fuel cells or even conventional combustion engines

When necessary, one can even use conventional fossil fuels in some cases, 
which will not then contribute much to the energy balance and, therefore, 
would not significantly influence the environment.

To make this happen efficiently, one should solve the so-called gen-
eration vs. consumption problem (which is also essential nowadays in 
traditional energy provision schemes) at a new level. For instance, the gen-
eration of electricity and its consumption are typically separated in time: 
the wind is usually not constant, and the sun is not always shining. At 
the same time, electricity consumption is very different during the day 
and at night. One should fill this gap by storing electrical energy using 
special storage devices or in chemical bonds. That would result in many 
challenges, and with the ~170 GW of storage capacity worldwide existing 
in 2018 (more than 96% of which is provided by pumped hydro systems) 
[40], it would be challenging to address them quickly.

One can generate excessive amounts of hydrogen, but how can one 
store it efficiently until used? Suppose one wants to generate hydrogen 
and solar fuels through electrolysis at low costs [41] or consume them 
efficiently. In that case, one needs substances called catalysts and elec-
trocatalysts to accelerate their production and transformation per unit 
of time. In the case of electrolysis, suitable liquid and solid electrolytes 
are necessary to reduce associated resistive losses. It should be noted here 
that there is still a certain collective belief that electricity from wind, 
sun, etc., “is almost for free”. However, to make use of wind energy, one 
must have special generators. For example, generators in wind turbines 
require affordable permanent magnets, which should be highly resistant 
to demagnetization. Those permanent magnets are also necessary for the 
electric vehicles used in automotive applications. To convert energy from 
direct sunlight, the use of solar cells is indispensable [42,43]. The latter 
require semiconductors and transparent electron conductors as the key 
materials. Finally, the generated electricity should be stored for portable, 
automotive, and stationary large-scale applications. For that, one needs 



Energy and Fuels   ◾   9

electrode materials for different types of batteries, supercapacitors, 
superconducting storage systems, etc. The critical materials listed above 
can be called functional energy materials, and those will be considered in 
the following, step by step, in more detail. A particular focus will be set 
on their properties, understanding, design principles, and applications 
in energy provision schemes.

1.3 S UMMARY AND CONCLUSIONS
Sustainable energy provision and storage have become a more and more 
critical issue due to population growth and the development of new tech-
nologies. The current usage rate of fossil fuels considerably questions a 
dynamic and safe future development of energy systems for the growing 
world economy. To address the rising concerns, better functional energy 
materials for safe and viable energy provision and storage are neces-
sary, and a clear understanding of the physics of energy conversion is 
essential [44]. There is a growing awareness currently that the possible 
strategies to increase such sustainability and viability include the optimi-
zations of traditional technologies of the usage of fossil fuels, the develop-
ment of the hydrogen economy and/or “solar fuel” production, as well as, 
in principle, the application of combined approaches.

1.4  QUESTIONS

 1. Define primary and secondary energy sources.

 2. What is the global energy consumption by source, and what are the 
renewable energy sources?

 3. What is the energy density of the common fuels? Analyze the prob-
lems and alternatives of the current fossil fuel economy.

 4. What is the concept of hydrogen economy?

 5. What are the possible ways to address the electricity generation 
versus consumption problem?

 6. What are solar fuels?

 7. The role of material science in energy provision schemes: what kind 
of materials is necessary?
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C h a p t e r  2

Heterogeneous Catalysts 
for Fuel Processing

2.1  CATALYSIS IN ENERGY APPLICATIONS
As discussed in the previous chapter, the market of fossil fuels is currently 
distributed between oil (~12 Mt consumed daily), coal (~22 Mt per day), 
and natural gas (up to ~10,000 Mm3 of daily consumption) [1]. However, 
it is essential to use them rationally, as they are not only fuels but at the 
same time valuable sources of precursors for the chemical industry to 
produce goods of everyday importance like plastics, lubricants, etc. [2]. 
Considering this fact and environmental issues, one can observe modern 
tendencies, which aim to limit the use of fossil fuels in energy applications. 
Of course, one straightforward way to do so is to optimize or adapt exist-
ing technologies to minimize the consumption of these resources continu-
ously. However, even for that, the industry currently needs new efficient 
technologies and functional materials to keep and improve the current 
quality of life worldwide.

The rational schemes of how to optimize the use of fossil fuels include 
multiple scenarios [3]. Several examples are given below.

First of all, relatively affordable natural gas (mainly CH4) can be trans-
formed into liquid fuels that are particularly important for automotive 
applications, according to the following scheme:

 CH4 2+ →H O CO + 3H2 Steam m( )ethane reforming 

 (2n + + →1 H) 2 nnCO C H n(2n 2+ ) 2+ H O Fischer-Tropsch process 

https://doi.org/10.1201/9781003025498-2
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One can also recall a well-known process of converting coal into synthetic 
fuels, both liquid and gaseous, like methane, CH4 (Bergius process) [4,5]:

 nC + +( )n 1 H C2 n→ H2n+2 

The schemes mentioned above can also be used to address the energy 
generation vs. consumption problems. For instance, the energy from the 
nuclear power plants working during the night, when the energy con-
sumption is low, can be temporarily transformed into carbon-free (e.g., 
H2) or carbon-containing fuels [6–8]. The latter can be afterward used to 
obtain heat or electricity during the day when the consumption is high.

Another set of approaches assumes that low-quality oil and heavy 
hydrocarbons, which are often byproducts of oil processing, can be 
transformed with a great added value to the high-quality liquid fuels, for 
instance, jet fuels [9,10]. Those are the middle distillate products with a 
low content of aromatic compounds and a boiling point between 150°C 
and 290°C. Commercial and widely available technology for this within 
the existing industrial schemes is hydrocracking [11–13]. The goal of this 
process is to break long-chain hydrocarbons into short-chain hydrocar-
bons (see Figure 2.1). Hydrocracking consumes less thermal energy and 
is more practical and selective compared to the other related alternative 
schemes popular so far. One can potentially use some waste organic sub-
stances, e.g., vegetable oils or biomass [14,15], to produce standard fuels 

FIGURE 2.1 Example of a hydrocracking process converting heavy oils (e.g., 
vacuum gas oil), which are leftovers from petroleum distillation, to gasoline and 
Diesel fuels. The darker colors refer to the carbon atoms. The common catalysts 
are Al2O3-supported Ni/Mo-based catalysts.
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or additives [16]. Nowadays, hydrocracking units are among the most 
commercially profitable ones in many companies.

The efficiency of converting carbon or natural gas to high-quality liq-
uid fuels or the performance of the hydrocracking units is fundamentally 
dependent on the functional energy materials, which are called catalysts 
[17,18]. The common definition of these materials and the phenomenon of 
catalysis are given below.

DEFINITION:

Catalysis is a phenomenon by which chemical reactions are accelerated by 
relatively small quantities of substances, called catalysts. The definition pro-
posed by Wilhelm Ostwald (Nobel Prize winner 1909), using the approaches 
of the kinetics of chemical reactions, states that “a catalyst is a substance influ-
encing the rate of a reaction; however, it is not a part of the products” [19]. It 
is important to realize that an appropriate catalyst only enhances the rate of a 
thermodynamically possible reaction. It cannot change the position of the ther-
modynamic equilibrium.

In turn, heterogeneous catalysis involves systems in which the catalyst and 
reactants form separate physical phases [20]. Understanding and design-
ing heterogeneous catalysts are of paramount importance [21,22], as they 
are key materials not only for energy applications. Close to 80% of indus-
trial chemical processes use them. It is due to the relative simplicity of 
extracting the products after the reactions.

Common catalytic reactions proceed from reactants to products 
through one or several species called intermediates. This gives a basis to 
introduce the so-called reaction coordinate, which defines the route from 
the reactants to the products. Probably one of the simplest and most widely 
used energy diagrams to illustrate the effect of the catalysts is shown in 
Figure 2.2 for the case of a reaction with only one type of reaction inter-
mediates adsorbed at the catalyst surface (an example with simple schemes 
is shown below the corresponding axis). As one can see, the energy barrier 
on the way from the reactant(s) to the product(s) is much lower in the case 
of a suitable catalytic surface. From this model, it is intuitively understand-
able that one can expect a higher probability to jump from the “reactant 
position” to the “product position” for a lower barrier. This is how in simple 
qualitative terms one can explain how pure energetic considerations may 
explain kinetic phenomena. However, this scheme only describes the over-
all concept of catalysis. It does not say anything about the multistep reac-
tions (with various intermediates) or how to design the actual catalysts.
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2.2 CATALYST ACTIVITY   
Attempts to understand how heterogeneous catalysts work have a relatively 
long history. Probably the first step was the idea proposed by P. Sabatier in 
ca 1911 [23]. It is a qualitative concept postulating that to maximize the 
activity, i.e., to increase the amount of product per unit of time for a given 
amount of a catalyst, the interactions between the catalyst and the reac-
tion intermediates should be just right. The catalyst surface should bind 
the intermediates neither too strong nor too weak. If the interaction is too 
weak, the reactant will fail to bind to the catalyst, and no reaction will take 
place. On the other hand, if the interaction is too strong, the catalyst gets 
blocked (poisoned) by the intermediates. Here, one can have a rough anal-
ogy with situations met in some fast-food restaurants. The seats in such 
restaurants are often designed comfortable enough to attract clients, but at 
the same time, they are slightly uncomfortable to persuade people to leave 
the place soon after finishing their meal, thus maximizing the number 
of persons per unit of time and per seat (in case of catalysts – “turnover 
frequency”, the amount of products per unit of time for a given part of a 
catalytic surface) bringing the maximal income to the restaurant.

After P. Sabatier, Irvine Langmuir (Nobel Prize winner 1932) postu-
lated in 1922 that “in general, a catalyst surface is quite complex, and it 

FIGURE 2.2 Schematic energy diagram for a catalytic reaction at a surface: 
Reactant → Intermediate(s) A* → Product. The activation energy, Ea, to form 
the intermediates is much lower if the surface exhibits the catalytic properties. 
Note that the reaction coordinate just schematically describes the way from the 
reactant to the product.
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resembles a checkerboard in which some of the spaces are vacant, while 
others are filled with atoms or molecules” [24]. Later, in 1925, Hugh Stott 
Taylor suggested that “a catalyzed chemical reaction is, e.g., not catalyzed 
over the entire solid surface of the catalyst but only at certain active sites 
or centers” [25]. This hypothesis is now considered as the first introduction 
of the concept of active catalytic sites, at which certain chemical reaction 
is fast. Namely, these sites at the surface should bind the intermediates 
just right. According to such a concept, the active centers can be located at 
atoms with different coordination and chemical nature.

In the second half of the 20th century, numerous attempts to “quantify” 
the Sabatier principle resulted in the so-called volcano-plot approach [26]. 
The volcano plots correlate the activity (the rate of a catalytic chemical 
reaction) with a descriptor (describing the stability of the relevant reac-
tion intermediates at the surface) [27]. The descriptor can be the heat of 
adsorption [28] of one of the reactants or the heat of formation of a bulk 
compound relative to the surface compound, or simply the position of the 
catalytic material (e.g., metal) in the periodic table of elements. However, 
it is important to find such a parameter, which is easy to measure or assess.

Directly from the Sabatier principle and the Tailor’s concept of active 
sites, the suitable descriptor is the heat of adsorption or binding energy 
of the reaction intermediates to the catalytic centers. In Figure 2.3, a 
schematic volcano plot is given. As one can see from the Figure, if a suit-
able descriptor is selected, there is its specific optimum value at which 
the activity is maximal. With the volcano plots, one can rank different 

FIGURE 2.3 A scheme of a volcano plot used in heterogeneous catalysis to 
quantify the Sabatier principle. It is essential to select the descriptor, which 
appropriately describes the strength of the interactions between the surface and 
intermediates.
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catalytic surfaces with respect to their potential for further optimizations 
and modifications for real-world applications.

However, there are some challenges when applying such an approach 
to analyze the catalytic processes. The first question arises for multi-
stage reactions. Indeed, if multiple dissimilar intermediates are involved, 
the binding energy of which of them should be used as the descriptor? 
Another question is how to assess the descriptor quickly and afford-
ably. Experimental measurements of the heat of adsorption are generally 
very time-consuming and demanding. The predicting power of such an 
approach is questionable as the experimental assessment of the descrip-
tor is practically more complicated than the activity measurements them-
selves. Therefore, the use of measured descriptors is limited; they are often 
used to explain the observed activity trends, not to predict them. Recently, 
with the development of theoretical methods and computational power, 
it became possible to calculate, e.g., the binding energies with acceptable 
accuracy by utilizing density functional theory (DFT) calculations [29]. In 
that approach, one can analyze the adsorption properties of known cata-
lytic objects and also hypothetical surfaces. Theoretical analysis of bind-
ing energies has become an excellent alternative to the experimentally 
measured descriptors, improving significantly the predictive power of the 
Sabatier approach.

A noticeable breakthrough in understanding the activity trends for the 
multistage catalytic reactions was achieved in ca 2007 when a series of 
theoretical works showed the existence of the so-called scaling relations 
[30]. It turned out that for multiple processes, the binding energies of reac-
tion intermediates scale linearly with each other for many surfaces if the 
mechanism or the reaction remains roughly the same. This is schemati-
cally shown in Figure 2.4 for the reaction scheme involving three inter-
mediates, A*, B*, and C*, where the symbol “*” designates the adsorption 
site (active center). The discovery of such scaling relations enabled certain 
simplifications in analyzing the catalytic performance of various surfaces 
toward the multistage reactions. These relations give the clear physical 
rationale that using only one descriptor to predict or explain the activity 
trends is possible. It practically does not matter the adsorption energy of 
which intermediate is involved in the analysis. For example, for the case 
shown in Figure 2.4, one can use just one of the binding energies as the 
descriptor: ΔEA*, ΔEB*, or ΔEC*. The relative activity ranking of the sur-
faces in the volcano plots will remain approximately the same; only the 
values in the descriptor axes will change.
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Now, an interesting question can be asked: what is the physical origin 
of the scaling relations? The answer to this question is still under debate. 
However, a rough approximation, which can be used to explain a major-
ity of known cases, is the following. The scaling relations will likely be 
observed if all the reaction intermediates of a multistage catalytic reaction 
are adsorbed at the active site through the atoms of the same chemical 
nature. One can illustrate this using a scheme shown in Figure 2.5 for the 
Fischer-Tropsch synthesis of fuels from the gas mixture of CO and H2 [31].

In the Figure, one can see that irrespective of the resulting length of the 
chain of the growing hydrocarbon molecule, it is always adsorbed through 
the atom of the same chemical nature, namely carbon. It can even be intui-
tively understood that the difference between the binding energies for dif-
ferent intermediates would likely be constant for various catalytic surfaces 
in this case.

FIGURE 2.4 Schematic representation of the scaling relations for a multistage 
catalytic reaction. The binding energies for reaction intermediates A*, B*, and 
C* scale approximately linearly with each other for different catalytic surfaces, as 
long as the reaction mechanism remains the same. 

FIGURE 2.5 The origin of scaling relations. This example shows the catalytic 
growth of a hydrocarbon molecule at one active site. The growing chain (stages 
from A to D) is always adsorbed through the same kind of atom (carbon) inde-
pendent from the resulting chain size. 
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Multiple chemical reactions have more complex mechanisms, which 
involve intermediate species of different nature. One classic example is the 
catalytic oxidation of CO molecules by molecular oxygen to form carbon 
dioxide, CO2. It proceeds through the following simplified steps and inter-
mediates (Langmuir-Hinshelwood mechanism) [32]:

 O 22(gas) + →* 2O*(adsorbed) 

CO( )gas + →* CO*( )adsorbed  

O*( )adsorbed + →CO* 2( )adsorbed * C+ O2 g( )as  

 

 

The mechanism presented above assumes the initial adsorption of the O2 
and CO gaseous species, with the dissociation of the oxygen molecule 
resulting in the adsorbed O*. Then O* and *CO adsorbates diffuse over 
the catalytic surface and meet each other to form gaseous carbon dioxide. 
Adsorption sites on the catalyst surface are designated as “*”. It is interest-
ing to note that two reaction intermediates are adsorbed through atoms 
of different chemical nature. The CO molecules are normally adsorbed 
through the carbon atoms, while the oxygen species form the bonds to 
the active centers directly. Hence, the scaling relations between two differ-
ent reaction intermediates are not necessarily expected. Therefore, more 
than one descriptor is needed to describe the activity trends more accu-
rately: ΔECO* and ΔEO*. A schematic of a volcano plot for the Langmuir-
Hinshelwood mechanism is shown in Figure 2.6: at least two descriptors 
are necessary when there is no evidence for the existence of the scaling 
relations between two intermediates. This certainly complicates the the-
oretical analysis. When more descriptors are involved, the DFT calcula-
tions typically become too “expensive” in terms of time and computational 
resources. Nevertheless, there are several examples in the literature where 
such analysis has been successfully performed, leading to the discovery 
of new catalysts and a new understanding of multistage mechanisms in 
heterogeneous catalysis.

Unfortunately, the scaling relations as a physical phenomenon often 
restrict the degrees of freedom in designing new active materials. Let us 
consider a multistage reaction of CO methanation over nickel and rhe-
nium metallic surfaces to form methane fuel, CH4:

 CO + →3H2 4CH + H O2  
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In simple terms, this reaction proceeds through several C-containing 
intermediates adsorbed through the carbon atoms. Hence, one can 
expect the influence of the scaling relations. The calculated simplified 2D 
energy diagram for the methanation processes is shown in Figure 2.7 (of 
course, H* and H2O also contribute, and a multidimensional situation 

FIGURE 2.6 An example of a complex volcano plot with two descriptors (e.g., 
binding energies for two intermediates). One example of a catalytic reaction, 
where two descriptors are necessary, is the oxidation of CO molecules by oxygen, 
O2, to form CO2. In the latter case, binding energies for O* and CO* species are 
used as the descriptors (see text for details).

FIGURE 2.7 The consequence of the scaling relations for the CO methanation 
reaction over Ni and Re catalytic surfaces. It is impossible to change the bind-
ing energies of intermediates independently by changing the chemical nature of 
active sites. All the energy barriers are shifted simultaneously in the same direc-
tion if one replaces Re by Ni. (Adapted from [33].)
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should be considered; however, the main barriers, in this case, are 
formed by the C-species).

As one can see from Figure 2.7, there are some energy barriers on the 
way from gaseous H2 and CO reactants to the CH4 and H2O products. 
For the surface of Re, there is a deep minimum in energy, suggesting that 
the material binds reaction intermediates much stronger than necessary 
for a good catalytic performance. The metallic Ni shows a more optimal 
energy profile for the same stage. However, all other barriers are shifted 
upwards, creating an additional energy barrier for the CO dissociation 
step, which is higher than for the case of Re. Thus, by optimizing one 
stage of the multistage reaction, one can impede another step due to the 
scaling relations.

Taking the considerations mentioned above into account, it is essential 
to “overcome” the scaling relations in order to design optimal catalysts 
for multistage catalytic processes. There are currently no well-accepted 
strategies to do so. However, the following promising concepts can still be 
highlighted.

 1. The catalytic centers should change their geometry (structure) dur-
ing the reaction to provide the optimum binding for all the interme-
diates at each step. This approach would try to mimic some processes 
found in nature. However, this idea is quite challenging to imple-
ment; most probably, flexible carbon-based fragments should be 
included as parts of the catalytic centers.

 2. One can specifically design nonuniform surfaces with different sur-
face structures and compositions and simultaneously increase the 
surface mobility of intermediates. Thus, the probability that the 
moving intermediate species find the optimal centers for each step 
can be increased. Currently, the so-called high entropy alloys are 
considered promising materials to implement this approach [34,35].

While the fundamental concepts describing the general catalytic trends 
for simple surfaces are well established, they still do not directly give 
straightforward algorithms for designing real-world active catalysts. It 
should be noted here that the materials used in heterogeneous catalysis 
are usually nanostructured ones to maximize the available surface area 
for the reaction and hence increase the reaction rate (amount of prod-
ucts per unit of time). The catalyst nanoparticles are often immobilized 
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on some high surface area inert or functional supports [36,37], which can 
also contribute to the activity by forming the support/particle boundaries 
[38–40]. The nanoparticles have various atoms with different coordina-
tions and compositions, which influence the electronic structure of the 
catalytic sites and, hence, their adsorption properties toward the reaction 
intermediates. Finally, one should not forget about significant particle size 
effects. Figure 2.8 schematically illustrates the complexity of new cata-
lysts’ understanding and rational design, not considering that the catalysts 
under reaction conditions are also very dynamic systems [41].

Even such an oversimplified picture found in Figure 2.8 can explain 
why it is so difficult to understand how the particular catalytic system 
works. How to find out what are the most active sites in those catalysts 
[42,43]? What is the role of surface composition in various cases? What 
is the role of the surface structure to catalyze specific reactions? What is 
the contribution of surface defects? Are the catalyst-support interactions 
important? Real-world heterogeneous catalysts are complex systems where 
the resulting performance depends on many parameters. Nevertheless, in 
many cases, even a relatively simple theoretical analysis can significantly 
help in designing new heterogeneous catalysts.

Figure 2.9 shows one of the first examples of the so-called rational iden-
tification of active alloys toward methanation reaction and compares the 

FIGURE 2.8 A schematic representation of a nanostructured supported cata-
lyst. Even this oversimplified picture illustrates the complexity of the real-world 
heterogeneous catalysts, where the resulting activity can originate from the sites 
located at different facets, from the centers with different coordination and com-
positions, from the boundaries between the catalyst and support, and where the 
size effects can contribute significantly to the overall material performance.
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price and catalytic performance for those alloys. The DFT calculations 
were performed for a relatively large number of elemental metals and 
binary alloys. The activity maximum should be at the points where the CO 
dissociation barrier is the lowest (see Figure 2.7). In other words, the closer 
the descriptor Ediss (the CO dissociation energy) is to the optimum value 
(the smaller the value of |Ediss − Ediss, optimal| in Figure 2.9 is), the better is the 
predicted catalytic activity. The local optimum in the sense of the activity 
and price can be identified at the compositions close to the FeNi3 alloy. 
Indeed, the subsequent activity measurements confirmed the prediction.

The procedure described above is an illustration of the material identifi-
cation using the entirely theoretical approach. However, with the measure-
ment automatization progress, the so-called high throughput experimental 
screening becomes more and more popular to find new active catalysts. 
Such an approach aims to use robotic/automated systems to perform com-
position and structure optimizations.

The key procedure in this context is to construct a fabrication system 
capable of producing thousands of new catalysts within a reasonable 
amount of time. For instance, it can consist of a modified inkjet printer 
depositing a library of binary, ternary, and quaternary candidates. In the 
next step, it is essential to select robust and fast characterization tech-
niques (e.g., spectroscopies) to reveal active combinations. Nevertheless, 
despite significant progress in both theoretical and experimental screen-
ing, it is still necessary to rationally identify a reasonable set of promising 
candidates for the subsequent fabrication and fundamental analyses. It is 

FIGURE 2.9 A price versus catalytic performance plot for the catalytic methana-
tion reaction over a range of elemental metals and alloys. The local optimum in 
the activity vs. price is located close to the FeNi3 material. (Adapted from [44].)
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now hardly possible to cover all possible combinations without reliable 
criteria to include them initially in the high throughput search.

In the discussion above, it was mentioned that the real-world hetero-
geneous catalytic materials are nanostructured ones. Nanostructuring is 
necessary to increase the available surface area for the reactions. However, 
in most cases, the particle size will not only determine the surface area 
but also influence the performance of the active sites themselves [45]. This 
is often called a catalytic size effect. Interestingly, it can either increase 
the turnover frequency, i.e., the number of product species produced at a 
catalytic center per unit of time, or decrease it. Figure 2.10 illustrates this 
phenomenon. Imagine some catalytic reaction taking place at an extended 
single-crystalline surface of Au(111). From some relevant experiments 
and theoretical considerations, one knows that such a surface binds the 
intermediates of the regarded reaction too weakly. The Au(111) surface 
position in a volcano plot is schematically given in Figure 2.10 for such 
a situation. Let us also assume that one prepares nanoparticles of gold of 
different sizes (less than 10 nm) and narrow size distributions. With the 
decrease of the particle size, the fraction of atoms at the surface with a 
low coordination number gradually increases. At the same time, the elec-
tronic properties of the atoms with high coordination will be more and 
more affected by the increasing amount of atoms with lower coordination 
(nearest neighbor effect) [46,47]. These two factors (not counting other 

FIGURE 2.10 A schematic volcano plot illustrating the influence of the particle 
size on the activity for a hypothetical catalytic reaction if compared with the 
extended single crystal surfaces. Typically, the adsorption sites tend to bind all 
kinds of adsorbates stronger if the overall particle size is smaller. The effect is 
often noticeable when the particle size is smaller than ~10 nm.



26   ◾   Energy Materials

possible contributions) will increase the surface energy of the nanopar-
ticles and consequently increase the affinity of the surface sites toward a 
variety of adsorbates to minimize it. It is equivalent to the increase in the 
binding energy between any reaction intermediates and the catalytic cen-
ters at the surface. Considering the position of the initial Au(111) surface 
in the volcano plot as shown in Figure 2.10, decreasing the particle size 
will increase the turnover frequencies for practically all surface sites as one 
“moves” toward the tip of the volcano. In other words, for such kinds of 
reactions, where the extended surface binds reaction intermediates weaker 
than the optimum, the smaller the particles, the higher the specific activity 
is. The situation can be drastically opposite if the position of the extended 
surface in the corresponding volcano plot is at the stronger binding side, 
e.g., Ni(111) in Figure 2.10 for some reactions. When the particle size is 
reduced, this is equivalent to the “movement” away from the optimum. In 
this case, one should find a compromise between the requirement to have a 
high surface area of the catalyst and reasonable specific activity. Therefore, 
it is often not enough to extrapolate the results of the experiments and 
theoretical calculations obtained for the extended surfaces to the nano-
structured catalytic materials.

2.3  CATALYST SELECTIVITY AND STABILITY
So far, the discussion was focused on catalyst activity only. However, very 
active catalysts are not necessarily selective ones. From practical consid-
erations, one would prefer the situation when only one product is formed 
as a result of a catalytic process (highly selective catalysts). This excludes 
additional costs to separate possible byproducts. Nevertheless, an active 
catalyst can result in a high yield of both target substances and unwanted 
byproducts. One example is the state-of-the-art catalysts for the Fischer-
Tropsch synthesis of liquid C-containing fuels (catalysts are currently Co-, 
Ni-, Ru-, and Fe-based materials), which are not selective enough. Namely, 
the necessity to separate different fractions of the resulting hydrocarbon 
mixture impedes the commercial success of this process when compared 
with just fractional distillation of petroleum.

DEFINITION:

A catalyst selectivity is the favoring of some specific reaction pathway between 
several competing pathways. A perfectly selective catalyst produces only the tar-
get product and does not produce any byproducts.
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Typically, the optimization of the catalyst selectivity is a more difficult 
task than increasing the overall activity. For that, it is vital to assess rela-
tive changes in the energy barriers between several competing reaction 
pathways. A particular difficulty is the identification of key intermediates, 
which are primarily responsible for selectivity in the process of interest, 
and which property of the surface is responsible for shifting the overall 
reaction toward the desired product.

The development of selective catalysts is based on the elucidation of the 
structure-selectivity and composition-selectivity relations. The structure 
and composition are the main “degrees of freedom” to use in the optimi-
zation, similar to the catalytic activity. Of course, the size effects should 
also be taken into account. Figure 2.11a schematically shows that the same 
nanoparticle of a catalyst can generate different products at surface sites 
with different structures and coordination, as they have a different affinity 
to reaction intermediates.

One way to avoid such a situation is to create an abundance of facets 
with only one type of catalytic centers. This can be done by controlling the 
shape of the nanoparticles. For instance, the selectivity of silver nanopar-
ticles toward ethylene oxidation strongly depends on the surface struc-
ture (Figure 2.11b) [48]. If the shape of the Ag species is selected to expose 
the Ag(111) facets maximally, ethylene is oxidized to CO2 and H2O, which 
would be desirable if ethylene is used as a fuel. If the active surface con-
sists of only Ag(100), the main product of ethylene oxidation is ethylene 
oxide. This is how the same metal can be used to generate entirely different 
chemicals as products. Highly selective catalysts are necessary not only to 
produce fuels but also in catalytic converters of the cars equipped with the 

FIGURE 2.11 The importance of structure-selectivity relations in heterogeneous 
catalysis. (a) Schematics showing that the same catalyst nanoparticle can produce 
various products at the surface sites with different structures and coordination. 
(b) Silver nanoparticles as a particular example related to the selectivity of ethyl-
ene oxidation. (Part (b) is adapted from [48].)
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standard combustion engines, which use fossil fuels. Currently, expensive 
palladium and other Pt-group metals are used in these converters (2–15g 
per car) to clean the exhaust gases from CO and other dangerous com-
pounds and release predominantly CO2 and H2O into the atmosphere.

Perhaps, predicting another critical parameter characterizing the cata-
lyst performance, namely the catalyst stability under reaction conditions, 
is an even more difficult task than predicting its selectivity. Stability is 
referred to as the ability of the catalyst to maintain the initial high activ-
ity and selectivity over time. There are, unfortunately, no well-accepted 
descriptors of stability, and it is typically assessed experimentally. Still, 
one possible parameter, which can be straightforwardly used for the initial 
assessment, is the heat of formation of the compounds (standard enthalpy 
of formation), ΔHf, which are used as the catalytic materials, e.g., the heat 
of formation of alloys for the metal-based surfaces [49]. The more nega-
tive values ΔHf for the catalysts often indicate their higher stability under 
similar conditions.

Finally, to mention in this chapter is the role of the catalyst-support 
interactions, especially for the materials used in the industrial processes. 
These interactions originate from the cooperative action of the different 
active centers that are in close vicinity to the support and the catalyst 
itself. For example, in the Fischer-Tropsch synthesis, introduction and 
control of mesoporosity in the zeolite support (to increase the number of 
catalyst atoms located close to the support surface) can increase the yield 
toward C5–C11 hydrocarbons, as well as the catalyst activity and stabil-
ity [50]. However, theoretical analysis of the catalyst-support interactions 
is, in most cases, very complex, and typically empirical trial-and-error 
approaches are nowadays used to select proper support.

2.4 S UMMARY AND CONCLUSIONS
Heterogeneous catalysis plays one of the key roles in current energy provi-
sion schemes, and the catalysts themselves are very important functional 
energy materials. The latter are used to produce high-quality carbon-
containing fuels from heavy fractions of oil, i.e., top-down approach, or 
from carbon or methane, i.e., bottom-up processes. They are also used in 
the catalytic converters to clean the exhausts of cars equipped with com-
bustion engines. While the main concepts helping at understanding the 
catalytic performance of numerous materials are well-known and have a 
long and successful history, the design of industrially relevant catalysts is 
complicated by the difficulties in identification of active catalytic centers, 
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key reaction intermediates, the size effects, composition-activity relations, 
and catalyst-support interactions as well as issues related to the selectiv-
ity and stability of the materials under reaction conditions. With further 
development of theoretical and experimental high throughput screening, 
one can envisage a much faster identification of new catalysts for energy 
applications.

2.5  QUESTIONS

 1. What are heterogeneous catalysis and catalysts?

 2. What is the Sabatier principle? Why are the volcano plots widely used 
in heterogeneous catalysis, and what is their meaning?

 3. Explain the concept of active sites.

 4. Explain the reaction coordinate.

 5. Look at the Figure below. The catalyst has lowered the energy barrier 
for a reaction, according to this scheme. Take another look at this 
diagram: what else did the catalyst change in this particular case?

 6. What are the scaling relations in heterogeneous catalysis, and what is 
the possible physical origin of this phenomenon?

 7. What are general concepts allowing to design active, selective, and 
stable heterogeneous catalysts?

 8. What is the turnover frequency in heterogeneous catalysis?

 9. What is catalyst selectivity, and what are the general approaches to 
optimize it?
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 10. What is a possible descriptor of the catalyst stability in the case of 
metal alloys?

 11. How does the reduction of particle size correlate with catalyst 
performance?
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C h a p t e r  3

Electrocatalysts for 
Energy Provision

3.1 ELECTROCATALYSIS  
The idea to use electrical current to initiate and control chemical reactions, 
which involve electron transfer between reacting species, the so-called 
redox reactions, has been very attractive since humankind developed 
stable electrical power sources for the first time. Indeed, why should one 
often spend costly chemicals on reducing or oxidizing other species if it is 
in theory possible to apply an electrical bias to do the same under much 
more “simplified” conditions? In other words, why not to replace common 
schemes (Figure 3.1a) that are based on direct electron transfer from spe-
cies to species and require a very careful selection of the reaction condi-
tions to facilitate spontaneous electron transfer. Instead, electrons can be 
drawn from an electron conductor polarized enough to start the redox 
reactions. The critical peculiarity in such a situation would be separat-
ing the reduction and oxidation processes in space, as it is schematically 
shown in Figure 3.1b. For such a simplified experiment, it is necessary to 
have at least two connected pieces of electron conductors called electrodes 
and ionically conducting media called electrolytes.

Interestingly, water splitting, which results in gaseous hydrogen fuel 
and oxygen, was one of the first reactions to implement this kind of idea. 
The first water electrolyzers were built between the 18th and 19th centu-
ries by different scientists and in different countries. Remarkably, in mul-
tiple experiments, researchers noticed that the electrical bias, which was 
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necessary to apply to start the water-splitting process, depended on the 
nature of the electrode materials. For instance, mercury was not a par-
ticularly good material to initiate the hydrogen evolution reaction (HER), 
while platinum metal was among the best metals to perform so. On the 
other hand, some electronically conducting oxides, like iridium oxides, 
were much better as anodes to produce oxygen compared to, e.g., oxides 
of platinum (see schematics in Figure 3.2). Later, numerous reports dem-
onstrated that some reactions initiated by the external electrical fields do 
not show such a material-dependent behavior. Those are now called outer-
sphere reactions. In these reactions, no bonds are broken or formed at the 
surface of electrodes, and the reactants are not specifically adsorbed. In 
this situation, the electrodes act just as a source or sink of electrons. There 
were indications that there must be both outer-sphere and electrocatalytic 
reactions. In the latter case, reaction kinetics largely depends on the nature 
of the electrode materials and the electrode surface structure, and it is also 
dependent on the adsorbed intermediates.

FIGURE 3.1 (a) A schematics describing a classical redox reaction, where the 
electron is directly transferred from one species to another to form reaction prod-
ucts. (b) A simplified drawing explaining the basics of electrochemical systems: 
there is a spatial separation of the oxidation and the reduction events. A typical 
electrochemical system consists of electron conductors called electrodes in con-
tact with ion conductors called electrolytes. Both electrodes are connected via an 
outer circuit.
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From the historical point of view, it is essential to mention that a bit later, 
scientists also noticed that the water-splitting reaction could be reversed 
directly after the electrolysis. This reverse reaction was pronounced when 
some electrode materials like platinum were initially used to generate 
hydrogen and oxygen. These facts were reported as a scientific curiosity 
in ca 1838–1842 (see Figure 3.3). That period is often considered as the 

FIGURE 3.2 Water electrolysis: the HER and OER occur at different overpoten-
tials (η, see text for details) depending on the electrode materials.

FIGURE 3.3 Some historical milestones in the development of electrolyzers 
and fuel cells.
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beginning of fuel cell development. These systems can use hydrogen as fuel 
and oxygen as an oxidizing agent to generate electricity and form water as 
a product or exhaust. Consequently, it was probably clear that one could 
synthesize hydrogen fuel in electrolyzers and use it to generate electricity 
afterward without any involvement of carbon-based compounds in such 
a cycle. It is particularly interesting that the development and realization 
of this relatively straightforward concept at a larger energy provision scale 
took many decades [1].

To summarize, for gaseous hydrogen fuel to be efficiently involved in 
energy provision schemes, it is necessary to control at least two relatively 
simple electrocatalytic reactions [2,3]:

 Fuelgeneration: 2H O2 2→ +2H O2 

 Fuelconsumption: 2H2 2+ →O 2H O2  

In contrast to the situation with fossil fuels, our civilization has prob-
ably enough water on the planet to generate H2. However, in this case, 
the “bottlenecks” are the devices for hydrogen production, storage, and 
consumption [4,5].

DEFINITION:

Electrolysis of water is the decomposition of H2O into oxygen (O2) and hydrogen 
(H2) gas induced by an electric current.

Electrolysis of water is among the most investigated processes. Unfortunately, 
there are severe challenges on the way to efficiently control water electroly-
sis and the consumption of hydrogen in fuel cells [6]. As mentioned before, 
it turned out that all processes involved in the hydrogen generation-con-
sumption cycles are electrocatalytic ones. The efficiency of the energy con-
version, in this case, is limited by the so-called overpotentials.

DEFINITION:

Overpotential, η, is the difference between a thermodynamically determined 
electrode potential for a redox electrocatalytic event and the potential at which 
this event is experimentally observed.

The overall current due to an electrocatalytic reaction often depends on 
the overpotential exponentially as follows:

 icat 0≈ ⋅i exp( )( )α ⋅n F⋅ ⋅ η ⋅/( )R T  
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where icat is the current density for the catalytic reaction, i0 is the exchange 
current density (when η = 0), α is the so-called charge transfer coefficient or 
symmetry coefficient, which is often close to 0.5, n is the number of elec-
trons involved to the electrocatalytic reaction, F is the Faraday constant, 
R is the universal gas constant, and T is the absolute temperature (Kelvin).

From the equation above, it is clear that even small changes in the over-
potential result in a significant difference in the current. It is therefore vital 
to find electrode materials, which demonstrate as small overpotentials as 
possible. While electrolytes also play an essential role [7–13], approxi-
mately 90% of research and development in electrocatalysis are focused on 
designing electrodes with enhanced catalytic properties [14,15].

3.2 E LECTROCATALYSTS FOR ELECTROLYZERS
The thermodynamic analysis predicts that the minimum voltage that 
should be applied to an aqueous electrocatalytic system to initiate the 
water-splitting reaction is ~1.23 V at room temperature and atmospheric 
pressure. The HER should start at the cathode (see Figures 3.2 and 3.4) at 
0.0 V versus the reversible hydrogen electrode (RHE, a special reference 

FIGURE 3.4 A scheme describing the basic principle of electrochemical water 
splitting. The electrode surfaces should be active to catalyze the H2 evolution 
reaction at the cathode and the O2 evolution reaction taking place at the anode. 
While the catalysts for hydrogen evolution are normally metals, the active anodes 
are electronically conducting metal oxides in most cases. 
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electrode and the corresponding reference scale often used in electroca-
talysis). The oxygen evolution reaction (OER) should start at 1.23 V versus 
RHE. In practice, considerable overpotentials are observed for both pro-
cesses; i.e., much higher than ~1.23 V external voltage has to be applied in 
the real-world electrolyzers. That fact leads to significant energy losses and 
largely increases the price of the resulting hydrogen fuel. Thus, it becomes 
essential to understand what determines the overpotentials.

Considering the HER, it is probably clear that the key reaction inter-
mediates should be the hydrogen species, H*, adsorbed at the electrode 
surface (sign “*” designates adsorbed species). Suppose the Sabatier prin-
ciple (see Chapter 2) of heterogeneous catalysis is still valid for electro-
catalytic systems. In that case, the optimal catalytically active sites at the 
cathodes of the electrolyzers should bind those intermediates neither too 
strongly nor too weakly. Therefore, it should be possible to use the bind-
ing energy of the adsorbed hydrogen species as the activity descriptor and 
search for new materials or explain the observed activity trends based on 
that parameter.

Possibly, the first success of the approach mentioned above for the case 
of electrocatalysis was demonstrated by Sergio Trasatti in 1972 [16]. He 
correlated the experimentally measured electrode activities (in terms of 
the exchange current densities, assessed at 0.0 V versus RHE) for the HER 
with the experimentally measured metal-hydrogen bond strength (Figure 
3.5a). Indeed, as one can see from Figure 3.5a, there is a well-pronounced 
optimum, and metallic platinum is located close to it, explaining the 
observed high activity of Pt electrodes toward the HER. However, the vol-
cano plot shown in Figure 3.5a is useful to explain the observed trends, 
not to predict new active materials. Notably, it is much easier to measure 
the catalytic activity of the electrodes than to assess the metal-hydrogen 

FIGURE 3.5 (a) Experimental and (b) “experimental-theoretical” volcano plots 
for the HER. In part (b), the binding energies of the reaction intermediates were 
assessed using DFT calculations. (Adapted from [16,17].)
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bond strength experimentally. Primarily to address this challenge, in 
2005, Jens Nørskov and his colleagues [17] introduced binding energies 
for the adsorbed hydrogen species, ΔEH, calculated using density func-
tional theory (DFT) to obtain the volcano plot for the HER (Figure 3.5b). 
As shown in Figure 3.5b, platinum and platinum group metals are again 
located close to the volcano’s tip. Using DFT calculations or other quan-
tum mechanics calculations, it is now possible to predict electrocatalytic 
HER activities of existing or even hypothetical surfaces. Based on such 
an approach, several very active platinum alloy surfaces were identified 
afterward [18,19].

The HER is an example of a relatively simple electrocatalytic process, 
where predominantly one type of reaction intermediates determines the 
overall electrode activity. Therefore, several catalysts, though mainly 
Pt-based materials [20,21], were quickly found to demonstrate very low 
overpotentials, which were acceptable for larger-scale commercial appli-
cations. The situation is much more complicated at the anode side of 
the electrolyzers, where the OER takes place. The latter has a multistage 
mechanism, with at least three different types of adsorbed intermediates, 
namely *OH, *O, and *OOH. A schematic energy diagram for the OER 
is shown in Figure 3.6. Several energy barriers, not only one as for the 
case of the HER, can be expected on the way to obtain gaseous oxygen. 

FIGURE 3.6 Scaling relations largely determine the activity of electrocatalysts 
in the case of multistage reactions. This scheme shows that they are also impor-
tant for the multistage OER at the electrolyzers’ anodes (at a constant electrode 
potential). It is not possible to change the energy barrier for a particular stage 
independently without corresponding changes in the other steps.
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Interestingly, similar to the situation in classical heterogeneous catalysis, 
the scaling relations start to play a significant role here, largely complicat-
ing identifying the most optimal catalytic surface. As shown in Figure 3.6, 
it is unfortunately impossible to independently change one energy bar-
rier without introducing corresponding changes in all the other ones by 
changing the electrode material if the active sites do not essentially change 
their geometry during the reaction steps.

Scaling relations make the situation in the case of multistage reactions 
very complicated. Suppose the geometry and the electronic properties of 
a catalytic center do not optimize themselves during the reaction. In that 
case, even the most active catalyst might only start to work far from the 
thermodynamically predicted equilibrium electrode potentials. Normally, 
the more stages in an electrocatalytic reaction take place, the higher the 
probability that the most active catalyst will be well away from the opti-
mum predicted by classical thermodynamics [22,23]. This is demonstrated 
in the volcano plot for the OER shown in Figure 3.7. Ruthenium dioxide, 
RuO2, is located at the tip of the theoretical plot. However, it still demon-
strates an overpotential of ca 0.25–0.3V [24,25].

In Figure 3.7, one can see that nickel-based and iridium oxides should 
also be relatively active toward the OER [26–29]. Indeed, usually, those 
oxides are used in real-world alkaline and polymer electrolyte membrane 

FIGURE 3.7 A theoretical volcano plot for the OER. Note that the activity 
descriptor in this particular case is not the binding energy for just one interme-
diate. It is the difference between the binding energies of two important OER 
intermediates (O* and OH*). (The data are from [35].)
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(PEM) [30] electrolyzers, respectively. Why not RuO2? It is simply not sta-
ble under the very harsh operational conditions of the electrolyzer anodes 
and often requires IrOx or Sr2+ additives to increase its stability [31–34]. 
Here, one meets the situation when the best activity alone is not enough. 
Activity versus stability determines successful commercial applications.

The choice of electrocatalysts for electrolyzers also depends on the type 
of electrolytes and electrolyte composition. There are two main types of 
low-temperature electrolyzers: They use either KOH-containing (so-called 
alkaline) or acidic polymer (PEM) electrolytes [36]. Schematics of the 
working principles of those devices are shown in Figure 3.8.

The mechanisms of the HER and OER are slightly different for them, 
as the pH of the electrolytes and, therefore, the nature of reactants are 
dissimilar, as explained in Figure 3.8. However, the overall water splitting 
reaction results in the same products. Historically, alkaline electrolyzers 
were one of the first relatively successful commercial ones for several rea-
sons. First of all, one can use affordable aqueous KOH solutions. From 
another point of view, high pH values of the electrolytes allow the imple-
mentation of cheap NiOx-based electrocatalysts for the OER. They are 
stable in such media and, at the same time, are located close to the tip of 
the OER volcano plot (Figure 3.7), i.e., belong to the most active materials.

The first PEM-electrolyzers appeared in the 1960s. They can be oper-
ated under higher current densities and can produce more hydrogen per 
electrolyzer per unit of time. For the PEM-electrolyzers, stability issues 

FIGURE 3.8 Operating principles of (a) alkaline and (b) PEM water 
electrolysis cells.
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related to the nickel oxides, however, prevent their use. The harsh corrosive 
conditions force selection, for instance, highly stable IrO2. Such a cata-
lyst is also located close to the optimum in the OER volcano (Figure 3.7). 
Unfortunately, it is scarce and expensive.

Some advantages and disadvantages of the alkaline and PEM electro-
lyzers are also summarized in Tables 3.1 and 3.2.

3.3  ELECTROCATALYSTS FOR FUEL CELLS
As was mentioned above, the fuel cell principles (see Figure 3.9) were 
demonstrated in 1838–1842. However, fuel cells were considered as just a 
curiosity until the early 1940s. At that time, Francis Bacon proposed the 

TABLE 3.1 Conventional Alkaline Electrolyzers

Advantages Disadvantages

•  Probably, fewer development efforts •  Low current density and lower 
are required production rate

•  Successfully demonstrated over large •  Lower efficiency compared to other 
and small scales technologies

Working conditions
• Temperature: 40°C–90°C
•  Pressure: atmospheric or pressurized
• Voltage: ~2.0 V
•  Current density: 0.13–0.23 A/cm2

•  Cell efficiency: 60%–80% (in laboratories up to 93%)
•  Catalyst material on the anode: NiOx/CoOy/FeOz
•  Catalyst material on the cathode: Ni/C
•  Operational costs to consider are mainly those related to electricity

  

  

TABLE 3.2 PEM Electrolyzers

Advantages Disadvantages

•  High current densities • H igh costs of components, such as 
•  Rapid system response and high voltage membranes and electrocatalysts

efficiency •  Corrosion in an acidic environment
• H igh gas purity and compact design •  Relatively low durability
Working conditions

• Temperature: 50°C–80°C
•  Pressure: atmospheric or pressurized
• Voltage: ~1.8–2.2 V
•  Current density: up to 2 A/cm2

•  Cell efficiency: 60%–80% (in laboratories up to 90%)
•  Catalyst material on the anode: IrOx and Ir-based oxide systems
•  Catalyst material on the cathode: Pt
•  Operational costs to consider: mainly electricity
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use of fuel cells in submarines. He demonstrated a successful six-kilowatt 
fuel cell in 1959.

DEFINITION:

A fuel cell is a device that produces electricity using a spontaneous spatially sepa-
rated redox reaction between a source fuel and an oxidant. The source fuel can be 
potentially anything that can be oxidized, including hydrogen, methane, metha-
nol, diesel fuel, etc. The oxidant can be, e.g., atmospheric oxygen. Thus, fuel cells 
can produce electricity continuously as long as the fuel and oxidant are provided.

A central part of a fuel cell is an electrolyte, which can be liquid or solid 
(the properties and development principles of the electrolytes for energy 
applications will be considered in the next chapter). Two types of reactions 
taking place at the electrodes should be catalyzed. Fuel is oxidized at the 
anode side, and the electrode typically needs to be porous to provide fast 
transport of reactants and products. Similarly, on the cathode side, the 
oxidizing agent should be reduced at the catalyst surface. Almost all fuel 
cells use molecular oxygen at the cathode side for practical reasons, so that 
the relatively slow oxygen reduction reaction (ORR) has to be catalyzed.

Depending on the electrolytes or used fuels, one can distinguish sev-
eral main types of fuel cells. High-temperature fuel cells include solid oxide 
fuel cells (SOFCs), molten carbonate, and phosphoric acid fuel cells (Figure 
3.10). Out of them, SOFCs are nowadays the most promising to be widely 

FIGURE 3.9 A scheme describing the working principles of fuel cells. The elec-
trode surfaces should be active to catalyze spontaneous fuel oxidation reactions 
at the anode and the corresponding oxidant reduction reactions at the cathode.
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commercialized. This is mainly due to two factors. The first one is that they 
use solid oxygen conducting membranes and no liquids, facilitating their 
operation. The second reason is that due to the high operating temperatures 
of ca. 800°C, almost all fuels and cheap catalysts can be involved. Typically, 
composites containing nickel metal and ceramics are used at the anode 
sides, and various perovskite materials are active enough to reduce oxygen 
at the cathode side. In principle, one can say that for SOFCs, the main prob-
lem is to find solid electrolytes, conductive enough (see the next chapter) 
at as low as possible temperatures to optimize the use of the whole system.

The most commercially promising  fuel cells are the PEM 
fuel cells (PEMFCs), direct methanol, and alkaline fuel cells. Out of them, 
PEMFCs operating at temperatures of ca 80°C are nowadays feasible for 
transportation, i.e., in cars [37,38], buses [39] trains [40], and even airplanes 
[41]. However, low operating temperatures require specific catalysts to pro-
mote slow ORR at the cathodes [42]. The advantages of SOFCs and PEMFCs 
are summarized in Table 3.3. As the PEMFCs should potentially be the most 
frequently met due to a large “automotive potential”, as it is also now, in the 
following, we focus on the catalysis of the ORR at PEMFC cathodes.

low-temperature

FIGURE 3.10 Common types of fuel cells, their operating temperature ranges, 
and the type of electrolytes used. Very often, the type of the electrolyte deter-
mines the choice of the functional energy materials and the name of the fuel cells.
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Similar to the OER taking place in the electrolyzers, the reverse reac-
tion, the ORR, has at least three types of similar intermediates: OH*, O*, 
and OOH*. Unfortunately, scaling relations also limit the design of the 
best possible electrocatalysts for this reaction. The most active electro-
catalytic surfaces were identified to be Pt and its alloys, as illustrated in 
Figure 3.11. However, even those materials demonstrate the overpotentials 
close to 0.3 V. Moreover, the most active alloy, Pt3Ni [43–45], is not stable 
enough to use it in fuel cell vehicles so far.

Let us also consider a schematic energy diagram for the ORR as a 
function of the electrode potential in the case of Pt-based materials 
(Figure 3.12). As one can see from the Figure, at the thermodynamically 
predicted equilibrium potential of 1.23 V, the energy diagram discloses 
two significant barriers (designated by arrows in Figure 3.12) on the way 
from molecular oxygen to water, suggesting that the rate of the reaction 
should be negligibly low, if not taking place at all within the timeframes of 
conventional experiments. When the electrode potential is moved toward 

FIGURE 3.11 (a) A theoretical volcano plot for the ORR in the case of pure met-
als with closely arranged surface atoms, i.e., the surfaces resembling the fcc(111) 
surfaces. (Adapted from [46]). (b) A closer look at the tip of the ORR volcano, 
where Pt-alloys are used to reach the optimum. (Adapted from [47].)

TABLE 3.3 Advantages of PEM and Solid Oxide Fuel Cells

PEM Fuel Cells Solid Oxide Fuel Cells

•  Operate at relatively low • V ery flexible with respect to the used 
temperatures, ca 80°C fuels. They can reform methane 

• H ave high power density internally, use even carbon monoxide 
• C an vary output quickly as a fuel, and tolerate common fossil 
• W ell-suited to the automotive fuels’ impurities.

applications, where a quick • Th e high operating temperatures 
startup is required permit the use of lower-cost catalysts
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more negative values, the barriers become smaller and almost disappear 
when the potential approaches ca 0.9 V.

Certain stability issues so far prohibit a wider use of Pt alloys with 
late transition metals, even though they are positioned at the top of the 
activity volcano plot. For instance, ions of solute elements like Ni2+ can be 
released from the degrading cathode electrocatalysts and migrate toward 
the anode side to poison catalytic sites there. Interestingly, the first com-
mercial fuel cell car used deeply de-alloyed Pt/Co electrocatalysts, which 
improve the activity by just a factor of ~1.8 if compared to Pt. Even plati-
num electrocatalysts themselves show noticeable corrosion during fuel cell 
operation [49–51]. Figure 3.13 shows an example demonstrating that Pt 
nanoparticles disappear from carbon support after common accelerated 
stability tests.

At this point, it is essential to notice that in a PEMFC, the kinetics of the 
fuel oxidation, the hydrogen oxidation reaction, on a Pt electrode is very 
fast. Energy losses are vanishingly small even for very low Pt loadings (less 
than 5 mV in terms of voltage losses with Pt anode loadings of 0.05 mg 
cm−2 or, in some cases, ~0.01 mg cm−2).

Finally, what are the perspectives of fuel cell applications? Many con-
cerns in the past were related to the availability and price of the main 

FIGURE 3.12 Transformations in the energy diagram related to the ORR with 
the electrode potentials at fuel cell cathodes. The lower potentials facilitate oxy-
gen electroreduction. (Adapted from [48].)
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catalyst: platinum. However, nowadays, in simple terms, one can compare 
how much platinum or platinum group metals is needed for one fuel cell 
vehicle and one catalytic converter of a typical combustion engine car. 
Figure 3.14 compares such values. One can see that the production of one 
fuel cell car for private use will most likely require not much more Pt or 
platinum group metals than manufacturing one catalytic converter of a 
“normal” combustion engine car. Therefore, one can assume a substantial 
increase in the further commercialization of this technology.

3.4 S UMMARY AND CONCLUSIONS
Efficient electrocatalysis of the key energy reactions is probably one of 
the answers to various challenges of future and current energy provision 
schemes. While only ~4% of hydrogen is nowadays produced by water 
electrolysis, there is a growing understanding that electrocatalysts will 
likely play a vital role in energy material science. With this respect, one 
needs to control at least two electrocatalytic electrode processes: hydrogen 
production through water electrolysis and hydrogen consumption in fuel 
cells. In both cases, the nonoptimal electrodes, which have adsorbed oxy-
gen intermediates, are the impediments to implement the hydrogen econ-
omy concept. While the observed activity trends are understood, the ways 

FIGURE 3.13 Stability related to platinum nanoparticles catalyzing the ORR at 
the fuel cell cathodes. Even noble Pt metal species can be dissolved under realistic 
operation conditions of the PEM fuel cells. The figure shows the catalyst (a) before 
its use and (b) the degraded material with only a few particles left at the carbon 
support surface. (Adapted from [52].)
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of how to design active electrocatalysts are known, and new approaches 
are also suggested, for instance, using high-entropy alloys [54], numer-
ous stability issues related to the ORR and OER catalysts are to be further 
addressed [55,56].

3.5  QUESTIONS

 1. How can the electrical current be used to control redox reactions?

 2. Explain the basic principles of water electrolysis. What is an 
overpotential?

 3. What are electrocatalysis and electrocatalysts? Analyze the differ-
ences between alkaline and acidic water electrolysis.

 4. Explain the working principles and name the main components of 
alkaline and PEM electrolyzers.

 5. Name state-of-the-art electrocatalysts for alkaline and acidic water 
electrolysis.

 6. What are the reaction intermediates for the HER and OER?

FIGURE 3.14 The average platinum group metal loading for a 100 kW fuel cell 
car. The amount of the platinum group metals is currently comparable with that 
needed for the catalytic converters of the combustion engine vehicles to follow 
the safety rules in a number of countries. (Adapted from [53].) 
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 7. Explain the concept of volcano plots for electrocatalysis, taking the 
H2 and O2 evolution reactions as an example.

 8. What are fuel cells, and what are the basic principles of their 
operation?

 9. What are the main types of fuel cells?

 10. Name state-of-the-art electrocatalysts for PEM fuel cells and SOFCs.

 11. What causes the main losses in PEM fuel cells?

 12. Analyze the advantages and disadvantages of high-temperature 
fuel cells.
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C h a p t e r  4

Ionic Conductors

4.1 E LECTROLYTES AND SOME DIFFERENCES BETWEEN 
LIQUID AND SOLID ION CONDUCTORS

As it was mentioned in previous sections, many energy conversion and 
storage devices deal with spontaneous spatially separated redox processes. 
The latter generally require suitable ionic conductors. Naturally, the per-
formance of these devices depends on the properties of the electrode sur-
face, the electrode/electrolyte interface, and of course, the properties of 
the electrolytes. Liquid and solid ionic conductors are among the most 
important energy materials.

DEFINITION:

Electrolytes are usually liquids or solids, which conduct electricity through the 
movement of ions. Ionic conductivity is mutually connected with ion transport 
under the influence of an external electric field.

There are several properties, which are fundamentally different in the case 
of electronic and ionic conductors. Among them are the specific conduc-
tivity values and their dependencies on temperature (see Table 4.1).

One can arbitrarily distinguish at least three types of ionic conductors: 
inorganic solid, liquid, and polymer electrolytes. The mechanism of con-
ductivity and the area of applications of these materials are drastically dif-
ferent. Therefore, it is essential to understand what determines the ionic 
conductivity of solids and liquids, how the nature of electrolyte compo-
nents influences their functionality, and what the design principles to con-
struct such functional materials are.
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Why not start with the basic phenomena and properties related to ion 
conductors. First of all, it is essential to define the typical ways of ion trans-
port in such materials. There are three characteristic modes of ion trans-
port in ionic conductors listed below.

Migration – In this mode, charged species move to equalize gradients of 
the potential in electrolytes.

Convection – In such a transport mode, the material is forced to move 
by an external force such as the electrode’s rotation. This mode is 
typical for liquid electrolytes.

Diffusion – In this mode, a species’ movement occurs under the influ-
ence of a gradient of chemical potential (generally, due to a concen-
tration gradient).

Interestingly, even from the modes of transport listed above, one can prob-
ably see that there are functional differences related to ion transport and 
structural configuration between solid and liquid electrolytes. From one 
point of view, solid electrolytes would be more desirable in larger-scale 
energy applications. While solid electrolytes have certain disadvantages, 
they help to address many issues with system design, corrosion problems, 
etc. On the other hand, in liquid ion conductors, it is possible to change 
the electrolyte concentration easily and thus control the ionic conductiv-
ity at a given temperature. In the case of liquids, one can also add an inert 
supporting electrolyte, which helps to minimize the effects of nonuniform 
electric field distribution in the system.

Solid electrolytes can be single-crystalline, amorphous, and polycrys-
talline. Charges of one sign can, in many cases, be practically immobile in 
such materials. Another peculiarity is that, in general, liquid electrolytes 

TABLE 4.1 Some Differences between Electron and Ionic Conductors

Electron Conductors, e.g., Metals

•  Conductivity range: 10 S/cm  
< σ < 105 S/cm

•  Electrons carry the current
•  Conductivity decreases linearly 

as temperature increases 
(phonon scattering increases 
with temperature)

Ionic Conductors, e.g., Some 
Ceramic Materials

•  Conductivity range: 10−3 S/cm  
< σ < 10 S/cm

•  Ions carry the current
• Conductivity increases 

exponentially with temperature 
(activated transport)
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have negligible electronic conductivity. At the same time, numerous solids 
show noticeable electronic conductivity even at room temperature. Finally, 
in solid ion conductors, mobile ions can move as close to an electrode sur-
face as permitted by ion size considerations. In contrast, there is a com-
pact layer composed of solvent molecules (e.g., H2O) around dissolved ions 
in liquid electrolytes, which influences the electrolyte properties signifi-
cantly [1,2]. Therefore, one can expect, e.g., capacitive effects that are con-
siderably different between solid and liquid ion conducting systems.

4.2  CONDUCTIVITY OF LIQUID ELECTROLYTE SOLUTIONS
The high ionic conductivity of liquids often originates from the fact that 
certain substances can dissociate in liquid solvents (exceptions are the 
ionic liquids (ILs) discussed later), forming solvated anions and cations. 
Typically, both of them contribute to the resulting conductivity due to 
their mobility. For example, molecules of sulfuric acid, H2SO4, in the pres-
ence of water dissociate according to the following scheme:

 H 2
2 4SO ↔ +H H+ SO −

4  

 HSO ↔ ++ −
4− H SO 2

4  

One should note here that concentrated aqueous solutions of sulfuric acid 
are, for instance, critical electrolytes in some widely used types of batteries 
(e.g., in lead-acid batteries, as will be discussed later). The high ionic con-
ductivity of such aqueous solutions, among other properties, has essen-
tially contributed to the overall success of these devices’ applications.

The mass transport of ions in liquids is much facilitated compared to 
solids; one can vary the ion conductivity by merely changing the concen-
tration of the dissociating species. However, it is essential to note a rather 
complex dependence of the ionic conductivity on electrolyte concentra-
tion. For instance, it is not possible to continuously increase the conduc-
tivity of aqueous solutions of H2SO4 by increasing their concentration. 
At some point, it goes down, as schematically shown in Figure 4.1. The 
explanation of such a phenomenon, however, is relatively simple. With the 
increase in the concentration, the fraction of nondissociated H2SO4 mol-
ecules increases, as there is not enough solvent to make all the molecules 
dissociate fully. Thus, the number of ions responsible for the conductivity 
and the conductivity itself decrease.
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The conductivity of liquid electrolytes often increases with increas-
ing temperature. However, it is often difficult to predict such dependen-
cies, as many other parameters, for example, the degree of dissociation 
or the dielectric constant of the solvent, noticeably change upon heating. 
Figure 4.2a shows one relatively simple example related to the temperature 
dependence of the conductivity of an aqueous solution of KCl. In this case, 
one can see that the ionic conductivity gradually increases if the temper-
ature is increased. Simultaneously, the dielectric constant of pure water 
decreases, changing polarizability and, therefore, the solvent’s ability to 
form solvated anions or cations (Figure 4.2b).

4.3  IONIC CONDUCTIVITY OF SOLID ELECTROLYTES
The high ionic conductivity observed in solids frequently depends upon 
fundamentally dissimilar phenomena and parameters. One can distin-
guish different conductivity mechanisms in, e.g., oxides, the so-called 

FIGURE 4.1 A schematic dependence of the ionic conductivity of aqueous solu-
tions of sulfuric acid on its concentration.

FIGURE 4.2 (a) Ionic conductivity of an aqueous 0.01 M solution of potassium 
chloride as a function of temperature. (b) Temperature dependence of the dielec-
tric constant of pure water.
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superionic solid salts, and other materials, like polymers. The state-of-the-art 
understanding of this kind of materials gives an idea that ionic conductiv-
ity of solid electrolytes acceptable for energy applications can originate 
from the following:

 i. The number and nature of the so-called point, linear, and planar 
defects

 ii. A unique phenomenon, which can be roughly described as a “corpo-
rative behavior” of specific structural units in solids facilitating fast 
ion transport in superionic phases

 iii. Superstructures consisting of highly conductive and nonconductive 
fragments (this often happens in ionically conducting polymers). The 
nonconducting fragments are responsible for the mechanical stabil-
ity and stability against degradation caused by external physical and 
chemical factors, such as high-energy radiation or exposure to reac-
tive substances

In the following, the cases mentioned above will be considered one 
by one.

For case number one, imagine a single crystal of a solid compound. 
Somewhat surprisingly, classical thermodynamics predicts that almost 
any single crystal should have some bulk defects. Figure 4.3 schematically 
demonstrates the impact of enthalpy and entropy factors on the system’s 
resulting free energy.

With some degree of simplification, both factors influence the system 
differently, leading to a minimum in free energy at a certain number (con-
centration) of defects. In simple terms, if one starts with a hypothetically 
perfect crystal, external energy should be spent to introduce imperfec-
tions. However, the more the defects are created, the higher the number of 
possible configurations of structural units is possible inside the solid (con-
figurational entropy S = k lnW, where W is the number of possible con-
figurations, and k is the Boltzmann constant). When the concentration of 
defects is small, the entropy factor dominates. However, when the defect 
concentration is high enough, new defects do not change the entropy sig-
nificantly. At this point, the enthalpy factor starts playing a more signifi-
cant role. Recalling the famous Gibbs equation ΔG = ΔH − TΔS, one can 
conclude that nature always wants to create some degree of disorder even 
in “perfect systems” (Figure 4.3) [3].



62   ◾   Energy Materials

The idea that the high ionic conductivity of some solids can be due 
to the defects in the crystal structure probably originates from the work 
by W. Nernst published in 1899 [4]. It has been elaborated further dur-
ing the 20th century and created a basis of the current understanding 
of this phenomenon [5–9]. Suppose the ionic conductivity of solids is 
determined entirely by defects. In that case, one can distinguish at least 
two simple types of point defects contributing to the resulting conductiv-
ity: Schottky and Frenkel defects (see Figure 4.4) [3,10–12]. If one con-
siders the Schottky defects, this type of imperfections is nothing more 
than missing structural units (Figure 4.4a), such as cations or anions. 

FIGURE 4.3 Energy changes upon introducing defects into a perfect crystal. 
Configurational entropy is given as S = k lnW, where W is the number of pos-
sible configurations, and k is the Boltzmann constant. The free energy is given as 
ΔG = ΔH − TΔS. Note the minimum in the free energy at a certain concentration 
of defects (marked with a dot).

FIGURE 4.4 Schematic representation of (a) Schottky and (b) Frenkel defects in 
solid ionic conductors.
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The Frenkel defects designate random structural units between regular 
crystal structure units (Figure 4.4b).

The other types of defects are line defects. Those appear mostly as a 
result of misalignment of the structural units like ions or arise in the pres-
ence of vacancies “along a line”. This kind of defects is sometimes difficult 
to imagine, and Figure 4.5 is intended to be helpful in creating the first 
impression of a possible defective structure in this case.

The third type of defects essential for ionic conductivity is planar 
defects. Those defects are, for example, grain boundaries, as schematically 
shown in Figure 4.6. It is probably not straightforward to understand the 
nature of these defects in the context of their contribution to the overall 
ionic conductivity of solids. They can be considered as interfaces between 
closely packed crystallites in a polycrystalline material. The first realistic 
quantitative models dealing with the assessment of their influence on the 
overall conductivity appeared only in the 1960s [13]. Other breakthrough 
ideas pointed out that the grain boundaries must be “highways” for the 
ions, mainly contributing to the ion conductivity, if there is no segregation 
of impurities at those boundaries [14–16]. The grain boundaries are the 
places where the ion mobility must, in many cases, be the highest in the 
most defect-rich directions, i.e., at the interface [16].

FIGURE 4.5 A model, which visualizes the so-called line defects. This kind of 
defects results from missing ions in crystal structures along “a line” (dotted circle 
designates a missing row).
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At this point, one can start quantifying the ionic conductivity due to 
defects, σ, with the observations that it is directly proportional to the 
number of charge carriers (i.e., ions), n, their charge, e, and their mobil-
ity, μ (see Figure 4.7):

 σ = n e⋅ ⋅µ 

The mobility of ions is a complex function of the temperature, the proper-
ties of the crystal lattice, the conductivity mechanism, and the nature of 
the dominating defects.

Figure 4.7 schematically shows a possible transfer of an ion A from 
its original position to a point vacancy. The probability of this jump will 
depend on the nature of the surrounding ions, the distance between 

FIGURE 4.6 Grain boundaries are planar defects, which play a crucial role in 
various polycrystalline ionic conductors. They can be considered as interfaces 
between closely packed crystallites in a solid electrolyte.

FIGURE 4.7 Defects often enable high ionic conductivities. The resulting ionic 
conductivity depends on an activation barrier to move ions from their initial sta-
ble positions toward a vacancy, as shown in the picture. 
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initial and final points, and of course, the parameters of the crystal lattice. 
It will also depend on surrounding defects and the crystal temperature, 
T. Experiments show that the species’ mobility can be expressed in the 
form presented in Figure 4.7. It is an exponential function of temperature 
(Arrhenius type of behavior). The so-called activation energy, Ea, quanti-
fies the energy barrier to overcome for an ion to move inside solid electro-
lytes via the mechanism involving defects. Overall, the dependences of the 
ionic conductivity of solid electrolytes on temperature can be expressed 
with the following formula:

 σ = σ −0 aexp E( )/ RT  

where R is the universal gas constant (~8.31 J⋅K−1⋅mol−1).
Consequently, if one plots the logarithm of ionic conductivity as a func-

tion of the inverse temperature, a linear dependence should be observed. 
One example of such behavior is related to the O2− conducting electrolyte, 
Zr0.9Y0.1O1.95, used in solid oxide fuel cells. The corresponding conductivity 
dependence is shown in Figure 4.8. The slope of this kind of dependence 
can be used to calculate the value of the activation energy. Experimental 
measurement of the temperature dependence of the ionic conductivities 

FIGURE 4.8 The conductivity of state-of-the-art solid electrolytes over a wide 
temperature range. Note the gap in highly conducting materials in the tempera-
ture range ∼100°C–500°C. (Adapted from [17].)
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is a relatively easy method to obtain the basic properties of numerous 
ion-conducting electrolytes.

4.4  HOMOGENEOUS AND HETEROGENEOUS 
DOPING OF SOLID ELECTROLYTES

How can one increase the ionic conductivity of solids? The effect depends 
on the mechanism of the conductivity. If it entirely originates from the 
crystal structure defects, the main goal is to maximize their amount while 
maintaining the crystal’s stability. One can start considerations with 
the so-called homogeneous doping [18], which has the particular idea to 
modify solid electrolytes’ chemical composition to create vacancies in 
the structure.

Consider a hypothetically perfect crystal of zirconium dioxide (zirco-
nia), ZrO2 (Figure 4.9, left). It is known that in this crystal, oxygen ions 
are quite mobile. Therefore, one can increase the ionic conductivity of this 
material by creating the maximum number of oxygen vacancies. One way 
to create such a situation is to replace Zr4+ ions in the lattice with cations 
with a reduced effective charge. It is possible to realize this approach using, 
for example, Y3+ cations as the doping species. To keep electroneutrality, 
one should eliminate the excessive negative charge in the crystal caused 
by the “remaining” oxygen ions in this case. These anions should spon-
taneously leave the system, creating vacancies, and zirconia becomes an 
oxygen ion conductor (yttria-stabilized zirconia, YSZ), as schematically 
shown in Figure 4.9. YSZ is one of the most important materials for solid 
oxide fuel cells. The introduction of defects also allows engineering highly 
Li-ion conducting electrolytes for the so-called all-solid-state Li-ion bat-
teries [19–22] as well as other numerous ionically conducting solids.

FIGURE 4.9 Schematics explaining the idea of homogeneous doping using 
yttria-stabilized zirconia as an example.
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Homogeneous doping has numerous advantages. However, it is often 
complicated to end up with a structure and composition, which are full of 
defects and at the same time stable, preventing the formation of separate 
phases with a reduced number of vacancies.

From the description given above, one can conclude that for oxygen 
species to leave the crystal (normally, this is facilitated upon heating), a 
certain partial pressure of molecular oxygen, pO2, in the crystal’s sur-
roundings is necessary. The exact mechanisms of how the system can keep 
electroneutrality are quite complex. Naturally, the ionic O2− conductivity 
of solids depends on the partial pressure of oxygen, pO2. While there are 
parameter sets where the ionic conductivity is stable irrespective of the O2 
content around the crystal, at some point, it changes with pO2. One illus-
trative example is given in Figure 4.10 for the case of LaYO3 ceramics. This 
material’s conductivity gradually increases with temperature, but it is also 
very dependent on log(pO2), with an almost constant slope, indicating the 
same type of conductivity mechanisms.

Another approach to increase the overall ionic conductivity of solids 
involves the so-called heterogeneous doping [18,24]. It is essential to notice 
that this approach is again mainly valid for solid electrolytes, where only 
defects in the crystal structure are responsible for the resulting conductiv-
ity. The idea behind heterogeneous doping might appear a bit counterintu-
itive. In this case, the classical approach is to introduce insulating species 
into the bulk of the ion conductor. While a dielectric replaces a sacrificial 
volume, one creates some amount of material between the added insula-
tor particles and the conducting phase, which is full of different types of 

FIGURE 4.10 Dependences of the ionic conductivity of LaYO3 on oxygen partial 
pressure at various temperatures. (The graph is adapted from [23].)
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defects. It is important to realize that it is essential to have some particle 
content when the areas containing the high content of defects overlap each 
other and create continuous passways between electrodes. Figure 4.11 
explains that it is crucial to have a continuous overlap of the defect-rich 
areas to compensate for the replacement of ion-conducting volumes with 
a dielectric phase.

4.5 SUPERIONIC CONDUCTORS   
So far, only one ionic conductivity mechanism of solids has been consid-
ered, namely the one caused by crystal structure imperfections. However, 
there are materials where defects decrease the resulting conductivity. 
A good example is the so-called solid acids – a few acidic salts, such as 
CsHSO4 (Figure 4.8), with general formulas MHXO4, M3H(XO4)2 (M = Cs, 
Rb, NH4 and M = S, Se), and MH2X’O4 (X’ = P, As), which exhibit structural 
changes upon heating. These changes in the crystal structure lead to a sig-
nificant increase in the proton conductivity of these salts [25–28].

Superprotonic properties at elevated temperatures result from the 
existence of a dynamically disordered hydrogen-bond network in the 
compounds typically containing tetrahedral oxyanions. The fast proton 
transport in these systems is realized by rapid re-orientation of some spe-
cific structural units, such as the XO4 tetrahedra in the partially disor-
dered structure of, e.g., CsHSO4.

FIGURE 4.11 Heterogeneous doping to increase the ionic conductivity of solids. 
Some fraction of particles of an insulator is added to create interconnected dis-
ordered areas between the electrodes. Ion transport is facilitated in such areas. 
A dashed arrow schematically shows the fastest way for the ions.
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Figure 4.12 shows a schematic dependence of the proton conductivity 
of solid acids on the inverse of the temperature. One can typically observe 
a jump in the conductivity when structural changes occur in the system. 
The ionic conductivity before the superionic phase transition is cased 
entirely due to the number and nature of defects in the material. After the 
phase transition, the increased conductivity is mainly due to individual 
structural units’ corporative behavior in the solids. Therefore, the concepts 
of homogeneous and heterogeneous doping usually do not work in the 
case of these systems at elevated temperatures: the more defects one intro-
duces, the higher the conductivity of the low-temperature phase. However, 
the conductivity becomes lower in this case at temperatures higher than 
the superionic phase transition. Consequently, it is essential to have a pure 
solid acid phase to enable the highest possible proton conductivity.

From the considerations presented above, it is also clear that solid acids 
(single crystals) should demonstrate anisotropy of the proton conductiv-
ity in different directions. Figure 4.13 schematically explains that proton 
transport is largely facilitated only in one direction, where the rotational 
degree of freedom is enabled.

Nowadays, solid acids are used in the so-called solid acid fuel cells [29], 
which are commercially available and operate at elevated temperatures (ca 
200°C–300°C). One can use cheaper nonnoble catalysts at these tempera-
tures, and the resulting current densities are reasonable for many applica-
tions, including automotive ones. However, the poor mechanical stability 
of thin-film electrolytes is a big drawback of solid acids. Additionally, 
wider applications meet challenges because these electrolytes often use 

FIGURE 4.12 A schematic dependence of the proton conductivity of solid acids 
as a function of temperature.
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scarce Cs, and new affordable, highly conducting, and stable solid acid 
electrolytes are necessary.

4.6  POLYMER ION CONDUCTORS
Polymer ion-conducting membranes are materials of choice for numer-
ous energy applications, as they usually provide flexibility in the system 
design and manufacturing schemes. Probably the most important and 
widely used polymer of this kind is the proton-conducting “Nafion”. This 
name appeared first as a trademark. However, now it is commonly used in 
scientific literature as the polymer’s distinguishable name.

Nafion is a sulfonated tetrafluoroethylene-based fluoropolymer-copoly-
mer developed in the 1960s [30]. Figure 4.14 shows an approximate struc-
tural formula of this polymer. Besides relatively high ionic conductivity, it 
has a remarkable advantage, namely good chemical stability.

What is also valuable is that this copolymer forms superstructures 
[31–33] that combine chemically stable hydrophobic [-CF2-]x fragments 
and water-rich channels in the bulk of the membrane, created due to the 
presence of hydrophilic -SO3H groups, which give high and durable pro-
ton conductivity. The functional groups, -SO3H, donate protons according 
to the following scheme:

 R − ↔SO3H H+ −+ −R SO3  

Where R- is used to designate the rest of the polymer.

FIGURE 4.13 Schematics demonstrating anisotropy of the proton conductivity 
in superionic solid acids. The rotational degree of freedom in the structure is 
enabled only along a specific direction in single crystals: H+ transport is fast only 
along those routes.
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Figure 4.15a gives a schematic overview of the fragment of the Nafion 
superstructure. An approximate 3D overview is presented in that figure, 
explaining how water channels can form stable areas inside the polymer 
providing high proton conductivity. Figure 4.15b, in turn, shows the model 
of the channels, where only the polymer chains with the -SO3H groups are 
shown (no water molecules are depicted) for better visual clarity.

It is essential to realize that the proton conductivity mechanism in 
Nafion is not due to the direct jumps of H+ species from one - SO −

3  func-
tional group to another [34]. The -SO3H fragments only release protons to 
the channels filled in with water molecules and thus form an acidic aque-
ous electrolyte there. In such a medium, the transport of H+ is relatively 
fast due to the so-called Grotthuss mechanism. This mechanism explains 
how the “excess” proton moves through the hydrogen bond network in 

FIGURE 4.14 The approximate structural formula of Nafion polymer.

FIGURE 4.15 A model, which describes polymer-water superstructures in the 
Nafion proton-conducting polymer. (a) A general overview of polymer clusters 
and water channels. (b) A schematic of a channel with hydrophobic and hydro-
philic –SO3H fragments (water molecules in the channel are not shown for clarity).
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the acidic aqueous electrolyte in the channels. The schematic illustrating 
this mechanism is given in Figure 4.16. As can be seen from the figure, 
there are always H +

3O  species present in the electrolyte in the channels, 
not isolated protons. This means the H+ is continuously associated with at 
least one water molecule [35,36]. However, at the same time, it is connected 
with a neighboring H2O molecule through the so-called hydrogen bond. 
One can imagine that the proton is kind of dynamically shared between 
two H2O species. At some point, there might be a fast redistribution of the 
bonds resulting in a predominant location of the proton in the neighbor-
ing H2O species (see Figure 4.16). As one can see from the figure, not a 
single “excessive” proton is transported, but an indirect transport takes 
place via a redistribution of the hydrogen bonds [37].

It is clear from the mechanism described above that evaporation of 
water from the Nafion polymer superstructure would decrease the pro-
ton conductivity of the polymer electrolyte membrane. Indeed, Figure 4.17 
shows that the conductivity of Nafion significantly decreases even at tem-
peratures below 100°C due to water evaporation. Therefore, constant 
humidification of Nafion is required even at lower temperatures. This kind 
of behavior largely determines the performance of some working devices, 
e.g., certain fuel cells or electrolyzers. Even under 75% relative humidity 
conditions, the operation is limited by ca 80°C. The high proton conduc-
tivity of Nafion existing only at relatively low temperatures (and acidic 
media) limits the choice of electrocatalysts in electrolyzers and fuel cells, 
in which this electrolyte is used. Nevertheless, Nafion is still a key mate-
rial in the polymer electrolyte fuel cells and electrolyzers considered in the 
previous chapter.

Another drawback of Nafion is that it is relatively expensive to syn-
thesize, while still noticeable degradation of this polymer with time is 

FIGURE 4.16 Schematic representation of the proton transport according to the 
Grotthuss mechanism in aqueous electrolytes. The fast proton transfer is due to 
the hydrogen bond network dynamics.
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also observed. All these issues motivate the research community to find 
more affordable and stable alternatives [38,39]. The design principles in 
these attempts remain, however, the same. One should design a polymer 
consisting of some hydrophobic polymer chains with hydrophilic -SO3H 
functional groups. Those would then create chemically and mechanically 
stable superstructures with the channels filled with aqueous acidic electro-
lytes. One example of such a polymer is sulfonated polyether ether ketone, 
sPEEK (see Figure 4.18).

While sPEEK is synthesized according to the same design rules as in 
the case of Nafion, the performance of the resulting membranes for energy 
applications is often not as good compared to the Nafion polymer.

The development of chemically and mechanically stable membranes, 
which have high OH- conductivity, is also of high priority for energy appli-
cations. In this case, low-cost Ni-, Co-, and Fe-based electrocatalysts can 
be used at both cathode and anode sides of low-temperature electrolyzers 

FIGURE 4.17 Typical dependence of the proton conductivity on temperature 
for the Nafion polymer under humidification (75% relative humidity).

FIGURE 4.18 The approximate structural formula of sulfonated polyether ether 
ketone. Note that the functional –SO3H group is the same as in Nafion polymer.
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and fuel cells instead of Pt-based and Ir-based ones. Table 4.2 compares 
the advantages and possible issues for the proton and hydroxyl conducting 
membranes, as discussed above.

Recently, there has been noticeable progress in designing OH-conducting 
polymers [40–44], and one can foresee that stable and highly conducting 
membranes can be commercialized in the near future.

4.7  IONIC LIQUIDS
DEFINITION:

An IL is a salt, which is in the liquid state at temperatures, arbitrarily selected 
below ~100°C (ideally, it is a liquid already at room temperature). Consequently, 
ILs are liquids composed of ions only. In principle, any salt that melts without 
decomposing or vaporizing usually yields an IL at some temperature.

The earliest (1914) reported example of a room-temperature IL was ethyl 
ammonium nitrate (see Figure 4.19). Its ionic conductivity was reported to 
be about 20 mS·cm−1 at room temperature, with a decomposition tempera-
ture as high as ~250°C.

TABLE 4.2 Comparison of Proton and OH− Conductors for Some Energy Applications

H+ conductors

The materials are ready for commercial 
applications:

provide reasonable chemical stability
provide higher current densities
have higher conductivities
have wider operational temperature 
window for applications

Require further research and 
development:

to develop membranes operating at 
“intermediate” temperatures

to increase thermal stability
to improve long-term and mechanical 
stability

OH− conductors

Potentially more promising for many 
energy conversion and storage devices:

nonnoble catalysts can be used
more “flexible” design is possible
reduced maintenance costs are envisaged

Require further research and 
development:

to increase conductivities
to increase current densities
to improve long-term stability

FIGURE 4.19 Structural formulas of the cation and anion of the first reported IL, 
ethyl ammonium nitrate.



Ionic Conductors   ◾   75

ILs found various areas of applications ranging from advanced batter-
ies [45], dye-sensitized solar cells [46], double-layer supercapacitors [47], 
and actuators to fuel cells, thermocells, etc. [48]. They are, in many cases, 
nonflammable. For instance, the replacement of the conventional flam-
mable and volatile organic solutions with ionic-liquid-based, lithium-ion 
conducting electrolytes may significantly reduce, if not prevent, the risk of 
thermal runaway of traditional Li-ion batteries (will be considered later). 
There were also reports that specific ILs completely changed electrocata-
lysts’ properties, resulting in reduced overpotentials or alterations in the 
catalyst selectivity [49–52].

A low melting point is one of the most important parameters for ILs. 
On the one hand, it is essential to increase the effective size of the cations 
and anions to weaken interactions between effective positive and negative 
charges to decrease the melting point. On the other hand, by varying the 
chemical nature of the cations and anions, one can also tailor the desired 
chemical properties of the resulting ILs (e.g., produce aprotic, protic, and/
or zwitterionic ones) and extend their stability window against electro-
chemical decomposition far beyond that of water. Some common struc-
tural units, i.e., cations and anions, to design ILs for energy applications 
are given in Figure 4.20.

4.8 S UMMARY AND CONCLUSIONS
A wide range of ion conductors attracts growing attention as energy mate-
rials. There are different classes of ion conductors ranging from common 
liquid aqueous electrolytes, proton and O2- conducting solid materials, H+ 
and hydroxyl conducting polymer membranes to ILs. However, challenges 
in their design and development remain the same: to increase the conduc-
tivity, improve the mechanical properties, and extend the lifetime.

Proton conductors are important for electrolyzers, fuel cells for automo-
tive applications, and other types of energy conversion and storage devices, 
such as supercapacitors or batteries. Great efforts are dedicated to develop-
ing new low- and intermediate-temperature solid proton and especially 

FIGURE 4.20 Examples of building blocks (anions and cations) of ILs with rela-
tively low melting points. (Adapted from [53].)
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polymer ion conductors. Recently, significant attention is also attracted 
to creating OH-conducting membranes for fuel cells and electrolyzers to 
enable the use of more affordable electrocatalysts. Commercial Nafion 
polymer still dominates the market of proton-conducting membranes.

Oxygen-conducting ceramics find most applications in solid oxide fuel 
cells. In this case, an additional target is to decrease the operational tem-
perature (increase the conductivity at lower temperatures), simplifying the 
design and use of these devices. There are two main ways to do so: to apply 
homogeneous and heterogeneous doping or to find an entirely new class of 
highly conducting ceramics.

ILs can be ideal candidates to play a more important role in substitut-
ing solvents in, e.g., Li-ion batteries or supercapacitors. However, more 
research is necessary to identify affordable and suitable anion-cation com-
binations with a wide stability window and high conductivity at the cur-
rent stage.

4.9  QUESTIONS

 1. What are ionic conductors?

 2. What is the role of ion conductors in energy conversion and storage 
devices?

 3. Analyze the differences between ionic and electronic conductors.

 4. What are the main modes of ion transport in ionic conductors?

 5. What are the main differences between solid and liquid electrolytes 
used in energy conversion and storage?

 6. What are the typical dependencies of ionic conductivity of liquids 
and solids on temperature?

 7. What is the typical origin of the high ionic conductivity of solids?

 8. What is the idea behind homogeneous doping?

 9. What is the idea behind heterogeneous doping?

 10. Name the state-of-the-art oxygen conducting electrolytes.

 11. What is the origin of the high ionic conductivity of Nafion?

 12. Explain what the Grotthuss mechanism of proton transport is.
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 13. What are the main design principles of new ion conductors?

 14. What are the “superionic” phase transitions? Name the state-of-the-art 
proton-conducting “solid acids”. Analyze the pros and cons of the 
OH− and H+ solid ion conductors.

 15. Define ILs.

 16. What are the design principles of ILs with low-temperature melting 
points?
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C h a p t e r  5

Materials for 
Supercapacitors

5.1 WHY SUPERCAPACITORS?  
We know that many energy provision schemes require one or more chem-
ical-to-electrical energy conversion steps or charge-discharge cycles from 
the previous discussions. During such stages, there are noticeable energy 
losses. The situation often becomes even more complicated if, for example, 
the stored electrical energy should be employed quickly with high current 
densities and power. This can happen in both automotive and stationary 
applications. Naturally, the minimization of losses during the energy con-
version and storage steps is essential.

In principle, it is widely known that common capacitors can offer mini-
mal energy losses between the charge-discharge cycles. Extrapolating this 
sort of simple idea to a larger scale, one could dream of storing electrical 
energy using a capacitor with a huge capacitance. In other words, why not 
develop supercapacitors to at least partly address the challenge of energy 
losses during charge and discharge cycles. In fact, such supercapacitors 
(SCs) do exist [1,2] and occupy more and more niches in the world energy 
market [3,4]. They are nowadays used in automotive, for example, public 
transport applications (see Figure 5.1) [5,6]. They are also used in a port-
folio of devices for large-scale stationary applications when an electrical 
energy provision system must respond immediately with high power [7].

In terms of gravimetric power and energy density, one can place SCs 
between common capacitors, which can provide high specific power but 
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FIGURE 5.1 A commercial supercapacitor-powered electric bus in operation. 
The bus’s supercapacitor requires approximately 5 minutes of charging, provid-
ing 12–17 km of driving distance. The main advantage of such a system is a poten-
tially “unlimited” number of charging-discharging cycles within the relevant 
vehicle lifetime.

only for a very short time, and batteries, which can provide moderate power 
for extended periods (Figure 5.2). One of the main advantages of superca-
pacitors, if compared to batteries, is that they can be, in some cases, charged-
discharged up to a few million times without a significant loss of their 
performance. The high cycling stability has encouraged further research 
and development in this field recently. Therefore, the main search direction 
for new electrode and electrolyte materials for SCs is finding those, which 
would increase the overall specific energy while maintaining high specific 
power. Additional advantages of supercapacitors are described in Table 5.1.

The practical use of supercapacitors for electrical charge storage was 
demonstrated and patented in 1957 [8]. Notably, there was no clear under-
standing of how does it work until the granting of a new patent to SOHIO 
in 1966 [9], in which it was acknowledged that these devices store energy 
in the so-called electrical double layer at the interface between the elec-
trode and electrolyte solution. The terms “supercapacitor”, and perhaps 

TABLE 5.1 Advantages and Challenges of Common Supercapacitors

Advantages

•  Can provide almost unlimited 
cycle lifetime

•  Have high specific power
• Relatively safe
•  Can efficiently operate in the 

temperature range from −40°C 
to 60°C

•  Can be charged in seconds; simple 
charging is, in many cases, possible

Disadvantages

•  Have low specific energy
•  High self-discharge is often 

observed
•  Provide relatively low cell voltage
•  Have linear charge-discharge 

characteristics
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“ultracapacitor” and “electrochemical double layer capacitors” were intro-
duced by Prof. Brian Conway. He was one of the first persons to explain 
how does it work and what role the electrical double layer and interfacial 
charge transfer play in the performance of these devices. Compared with 
conventional capacitors, the specific energy of SCs is several orders of 
magnitude higher (hence the ‘super’ or ‘ultra’ prefix). Supercapacitors also 
have higher specific power than most batteries, apart from the fact that 
their specific energy is lower.

One of the critical formal characteristics of supercapacitors to be dis-
tinguished from batteries is the voltage versus time charge-discharge char-
acteristics at a constant current load (see Figure 5.3). As one can see from 
Figure 5.3, the charge-discharge profiles are drastically different. In the 
case of batteries, one usually distinguishes a plateau, i.e., there is a stable 
voltage at a constant current in the external circuit during a relatively long 
period of time. In contrast, typical and characteristic linear discharge pro-
files for SCs limit the use of all the accumulated energy in many appli-
cations. Typically, the remaining buffer charge in supercapacitors before 
recharging is approximately 20% of the maximum charge.

The energy stored in supercapacitors, E, and the corresponding maxi-
mum power, Pmax, are calculated according to the well-known equations 
for a standard capacitance:

E 0= ⋅.5 C V⋅ 2

P V2
max = /4R

FIGURE 5.2 Supercapacitors are located in between common capacitors and 
batteries in terms of specific power and specific energy.
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5.2  THE ELECTRICAL DOUBLE LAYER CAPACITANCE
Numerous observations that in the absence of electrode redox reactions, 
the electrode/electrolyte systems show a capacitive behavior could be 
traced back to the 19th century, well before the patents on supercapacitors 
were filed. At that time, researchers noticed that the relaxation “current 
versus time” curves recorded after the application of a constant external 
electric bias resembled those typical for standard capacitors. They most 
likely observed dependencies similar to the one shown in Figure 5.4, when 
at some point the measured current becomes zero. Moreover, suppose one 
integrates this kind of relaxation curve. In that case, it is possible to obtain 

FIGURE 5.3 Schematic of voltage versus time charge-discharge characteristics 
for rechargeable batteries and supercapacitors.

where C is the direct current capacitance in Farads, V is the nominal volt-
age, and R is the equivalent series resistance in Ohms. From the equations 
presented above, it is clear that the operating voltage of the SCs is as essen-
tial as the high capacitance itself to achieve better device performance.

One should note that the capacitance values in the equations above are 
related to the direct current (DC) measurements. Why the DC-capacitance? 
The measured capacitance can be a function of the applied alternating 
current (AC) frequency. Solid electrodes (even smooth monocrystalline 
electrodes) can demonstrate a so-called frequency capacitance dispersion. 
This means that the measured capacitance values depend on the frequency 
used for the measurements. The origin of this phenomenon is, however, 
still under debate [10,11]. The situation likely originates from the fact that 
there are no ideal capacitances in the electrochemical systems, and the 
well-established description is just a first approximation in this case.
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the charge, Qc, associated with such a system relaxation and subsequently 
calculate the effective capacitance of this system. However, it was probably 
remarkable to observe that the effective capacitance did not really depend 
on the distance between two electrodes. That means one could not draw 
direct correlations to classical capacitors.

Considering these observations, scientists tried to develop a theory 
explaining such behavior of electrochemical systems. It took decades 
until a reasonable idea had been elaborated after such observations. It 
started from the models of the electrochemical double layer of Helmholtz 
(1853) [12], and only after 1924, Stern [13] suggested a theory describing 
the observed phenomena fairly well. The theory of Stern was the first to be 
confirmed using various systems [14] and model electrodes by 1954 [15].

According to the current understanding, based on the same ideas, 
the electrified interface between an electron conductor and liquid electro-
lyte can be schematically represented by a model described in Figure 5.5.

In the simplest case, the double electric layer at the interface can be 
imagined as a layer of solvent molecules with some ions, which are dynam-
ically structured. Historically, the scientific community distinguishes the 
inner Helmholtz layer, which can be quantified if one draws an arbitrary 
“plane” behind the first layer of adsorbed solvent molecules, as schemati-
cally shown in Figure 5.5. Its thickness can be assessed to be in the range 
of several angstroms (10−10 m). One can also define the outer Helmholtz 

FIGURE 5.4 In the absence of electrode reactions, the relaxation current versus 
time curves for a two-electrode electrochemical system recorded after applying 
a constant bias resembles the charging curves typical for standard capacitors. 
Integration of the charging curve also gives the charge, Qc, necessary to calculate 
the effective capacitance. 
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FIGURE 5.5 If there are no electrode redox reactions, the electrified interface 
between an electron-conducting electrode and an ionically conducting electro-
lyte can be schematically described by this picture. The equivalent electric circuit 
describes the system well, but there are no ideal capacitances in it. CH, Cdiffuse, and 
CDL designate the effective Helmholtz layers’ capacitances, the diffuse part of the 
double layer, and the resulting double layer capacitances.

layer if one distinguishes the virtual plane passing through the centers of 
ions located in the closest proximity to the electrode surface. The thickness 
of this layer is usually less than 1 nm. Beyond this, one can consider the 
so-called diffuse part of the double layer, where the concentration of the 
charged species approaches the bulk concentration of the electrolyte solu-
tions (Figure 5.5).

Taking a closer look at the model described in Figure 5.5, one can con-
clude that similarities with classical capacitors are not straightforward. 
However, the capacitance approximations are practically useful. While 
the interface behavior only resembles [16] that of the standard capacitors 
with an effective capacitance, C, these electrochemical interfaces can be 
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reasonably well described by equations applicable in the case of a classi-
cal capacitor. One can use a classical equation as a roadmap in designing 
better materials for these devices:

 C A= εr 0ε /d 

where the parameter d should be considered as the effective thickness of 
the double layer capacitor. As the double layer thickness is in the order 
of some monolayers (i.e., at the nanometer-scale), the resulting capacitance 
of SCs is very high. The parameter A in the formula is the electrodes' active 
surface area, ε0 is the dielectric permittivity of vacuum and εr is the relative 
permittivity, which mainly depends on the solvent nature and electrolyte 
composition.

Let us now consider a simple scheme of the double-layer supercapacitor, 
as described in Figure 5.6. It consists of a pair of identical electrodes in 
contact with an electrolyte. Additionally, there is an electronically insulat-
ing separator [17], which is permeable for the ions. Its role is to prevent a 
sudden contact between the electrodes during the use of the device.

At the interfaces between the electrodes and electrolyte, the electrical 
double layers will be formed. In aqueous solutions and in the case of rela-
tively inert anions and cations, the latter are normally solvated by water 
molecules, as schematically illustrated in Figure 5.6. This solvation shell 
will dynamically isolate the ions from direct contact with the electrode 
material, defining the thickness of the inner Helmholtz layer.

Figure 5.6a schematically shows the situation when such SC is not 
charged. In such a case, one can assume that the distribution of the anions 
and cations between the electrodes should be symmetrical. The equivalent 
electric circuit of such a system is given below in Figure 5.6a. It consists 
of two identical double-layer capacitances and the resistance of the elec-
trolyte. By applying an external bias, it is evident to change the net situ-
ation. Anions will accumulate at the positive terminal, and cations will 
tend to move to the negative one. While this kind of movement is well 
expectable, it is also equivalent to the charging of the virtual double layer 
capacitances, CDL1 and CDL2. As discussed before, an external observer will 
record a typical charging curve of a capacitor with very high capacitance.

What kind of electrode energy materials is then promising to use for 
supercapacitors? In double-layer capacitors, it is obvious to use light elec-
tronic conductors with a high surface area. The current state-of-the-art elec-
trodes typically involve carbon nanomaterials. Common design principles 
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FIGURE 5.6 A schematic representation of ion redistribution in the electrolyte 
when the double layer supercapacitor is (a) discharged and (b) fully charged. 
Equivalent electric circuits are presented below of each model. CDL1 and CDL2 
designate the double layer capacitances of the electrodes.

tend to create structures similar to that schematically shown in Figure 5.7 
[18]. For example, carbon nanotubes or fibers [19] supported on a current 
collector can provide a relatively high capacitance due to the increased 
surface area.

According to the equation above, defining the classical capacitance, one 
approaches a limit in designing the materials for the double layer SCs. If 
not increasing the surface area of the electrodes, what can one envisage to 
increase the overall effective capacitance of the devices further? One can-
not significantly reduce the parameter d, which is related to electrolytes 
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and already in the nanometers range. The relative permittivity depends on 
the nature of the electrolyte and provides only a limited degree of freedom 
to design SCs with much better performance. However, there is another 
option, which is less obvious and based on the so-called pseudocapacitive 
behavior of some electrochemical systems.

5.3 PSEUDOCAPACITANCES  
The idea to use pseudocapacitive effects to increase the capacitances of SCs 
again probably belongs to Prof. Conway, who suggested using the so-called 
fast surface limited Faradaic reactions. The approach is relatively simple: 
why not use some fast electrode reactions, which can occur either at the 
surface, in the double layer, or in thin layers of some electroactive oxide or 
conducting polymer (for example, polyaniline, polypyrrole, or polythio-
phene [20]) materials when external bias is applied [21]. To start explaining 
the phenomenon, one can take a look at Figure 5.8.

An interfacial charge transfer can occur when an ion penetrates the sur-
face water layer and is directly in contact with the electrode surface. It isn’t 
easy to say whether such specifically adsorbed species belong to either elec-
trode or the electrolyte side in many cases. However, specific adsorption 
causes an additional external current to be observed added to the double 
layer charge-discharge current. There is a limited amount of adsorption 
places at the surface. Therefore, this additional external current due to spe-
cific adsorption will go down to zero quickly. If one records the electric cur-
rent in the external circuit, a curve shown in Figure 5.4 with the increased 
Qc value is detected, indicating the enlarged effective capacitance.

FIGURE 5.7 Schematic illustrates one of the straightforward approaches to 
increase the surface area of the electrodes in the double-layer supercapacitors and 
hence increase the SC device’s overall capacitance. Carbon nanotubes are suitable 
for such purposes. 
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FIGURE 5.8 Schematic representation of a specifically adsorbed ion at the elec-
trode surface. The specifically adsorbed ion goes to the first water layer. In this 
case, the thickness of the inner Helmholtz layer is conventionally defined using a 
line going through the center of the ion, as shown in the figure.

Specific adsorption or other surface limited Faradaic reactions can all 
be considered as a “leakage” of the double layer capacitance. If one orga-
nizes this leakage controllably and considering that this kind of reaction 
will be fast and relatively short in time, one can envisage even bigger effec-
tive capacitances. The current-voltage characteristics for such surface-lim-
ited reactions must be close to that shown in Figure 5.9a when just a small 
change in the potential causes an immediate redox response.

Let us consider a model situation shown in Figure 5.10. The figure 
describes a system with the electrodes coated with thin films of electro-
active material, in which fast redox transformations occur upon even 
slight electrode potential changes. The system also exhibits the specific 
adsorption of cations and anions. The Faradaic processes in the films and 
at the surface can be considered as the double layer capacitance leakage. 
Therefore, parallel branches in the equivalent circuit appear. They consist 
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of adsorption pseudocapacitances and pseudoresistances. The pseudore-
sistances reflect the fact that the redox transformations at the interface and 
in the film are still somewhat slower than the dipole rearrangements in the 
double layer. The pseudocapacitances are used to account for the excessive 
charge passed in parallel to the double layer charging current due to redox 
transformations in the film or related to the specific adsorption.

FIGURE 5.9 Basic voltammetric characteristics of (a) ideal and (b) not optimal 
surface limited Faradaic processes to increase the capacitance of the SCs.

FIGURE 5.10 The use of the so-called surface limited reactions, when electroac-
tive materials can be reduced and oxidized very fast, can increase the effective 
capacitance of the system. CF1 and CF2 are the “pseudocapacitances” and RF1, and 
RF2 are “pseudoresistances” accounting for the fast Faradaic processes in and at 
the thin electroactive film on the surface of the electrodes.



92   ◾   Energy Materials

5.4  MATERIALS AND ELECTROLYTES  
FOR SUPERCAPACITORS

Apparently, one needs lightweight electron-conducting porous [22] mate-
rials with a large surface area, for example, with nano- or mesoporous 
structures [23,24], to increase the gravimetric energy density of the dou-
ble layer supercapacitors. It is easy to consider carbon-based materials for 
such a role [25–28]. Indeed, recent progress in material science offers very 
porous carbon-based structures with good electronic conductivity [29–31]. 
In other words, an ideal structure of the electrode surface might be the one 
schematically shown in Figure 5.7. This kind of design largely increases 
the effective surface area and thereby the overall effective capacitance [32]. 
One can hardly imagine some affordable electronically-conducting mate-
rial with a high surface area other than carbon nanotubes. Another option 
is to use graphene-based structures [33–38].

The attraction of carbon materials as supercapacitor electrode materials 
also arises from a unique combination of chemical and physical proper-
ties, some of which are:

• High electronic conductivity

• High surface area (∼1 to > 2,000m2g−1)

• Relatively good corrosion resistance

• Rather good temperature stability

• Controlled pore structure is possible

• Processability and compatibility of multiple composite materials

• Relatively low cost of the carbon-based materials

• Easy handling and processing for cheap production

The pseudocapacitive behavior of oxides in acidic and alkaline environ-
ments involves different redox reactions. For instance, Faradaic reactions 
taking place in the system involving ruthenium oxides and oxyhydrox-
ides, one of the state-of-the-art materials, can be described as follows (this 
transformation is believed to be almost as fast as the rearrangements of 
dipoles in the electrical double layer):

 RuO2 2+ +xH+ −xe ↔ RuO O−x ( )H x 
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There are less expensive alternatives, which involve slower reactions in the 
oxyhydroxide and oxide thin films of cobalt, nickel [39], and manganese. 
One example of the redox transformations in the case of cobalt-based thin 
films used in SCs is shown below:

Co( )OH + ↔OH− −
2 CoOOH + +H O2 e

CoOOH + ↔OH− −CoO H2 2+ +O e

Co O H O OH 3− −
3 4 + +2 ↔ +CoOOH e

An approach to benefit from both pseudocapacitance and the large surface 
area is to use carbon nanomaterials with oxides, electroactive polymers or 
metal-organic frameworks and their derivatives [40–42] deposited on top.

What about the electrolyte choice? Of course, aqueous electrolytes pro-
vide high ionic conductivity and safety [43,44]. They are also affordable, 
reducing the final price of the SC devices. Aqueous electrolytes enable 
very good kinetic behavior of the electrolyte ions leading to high charge-
discharge rates. This behavior is due to the relatively high conductivity and 
low viscosity of the concentrated solutions. For example, the conductivity 
of 1M H2SO4 is ~730 mS cm−1 compared to the much lower typical val-
ues of 10–20 mS cm−1 for organic solutions. However, a relatively narrow 
stability window of aqueous electrolytes limits their application since the 
power of the devices scales with the operating voltage as V2, as explained 
above. For aqueous electrolytes, the maximum operating voltage is theo-
retically limited by water decomposition (in practice, ca 2.0 V, including 
the overpotential for the water splitting).

In contrast, many liquid organic electrolytes and solid polymer electro-
lytes provide a much wider stability window [45,46]. The use of nonaqueous 
electrolytes in supercapacitors has the main advantage of higher operating 
voltages compared to aqueous systems [47]. Voltage windows can range up 
to few volts, and since also the stored energy increases as V2, it is possible to 
attain quite large energy and power densities. The major disadvantages of 
nonaqueous systems are their lower conductivity, higher viscosity resulting 
in increased equivalent series resistance, reduced wettability, and flamma-
bility. A decrease in wettability will effectively reduce the electrode surface 
area in contact with the electrolyte, decreasing the energy and power den-
sity. Most commercial systems that use organic electrolytes are manufac-
tured in inert atmospheres and are costly to be produced.
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Other alternatives to be used as electrolytes in SCs are ionic liquids 
[48–50] or sometimes blends of ionic liquids and organic solvents [51]. The 
main advantages of ionic liquids are the good solvating properties, rela-
tively high conductivity, nonvolatility, low toxicity, large potential win-
dow, negligible vapor pressure, and good electrochemical stability [52]. 
Capacitances approaching 100 F/g for activated carbon (AC) electrodes 
have been reported, with a potential window that is much greater than 
that of aqueous systems. Disadvantages of ionic liquids in SCs include 
high viscosities and low conductivities compared to aqueous electrolytes.

5.5 S UMMARY AND CONCLUSIONS
Supercapacitors are an attractive class of energy storage devices, which 
can quickly provide high power and high current densities, with 
the capacitances being significantly higher compared to common, e.g., 
ceramic capacitors. An essential advantage of supercapacitors is the pos-
sibility of charging and discharging up to a few million times without 
significant losses in their performance. However, further substantial 
research and development activities are required for their broader com-
mercialization. Nevertheless, they are in commercial use in buses, cars, 
and other automotive applications. Carbon-based materials are among 
the state-of-the-art ones for the electrodes exclusively utilizing the capac-
itive effects in the double electric layer. It is possible to increase the effec-
tive capacitance using pseudocapacitive effects due to surface limited 
Faradaic reactions. RuO2 is the best-known material if pseudocapaci-
tive effects are used. However, Co-, Ni-, Mn- oxide materials and other 
oxide materials are used along with conducting polymers immobilized at 
the electrode surface. Promising areas of applications of SCs also include 
stationary energy storage applications, when an immediate response of 
the system electricity grid with high power and high current densities 
is necessary to compensate for sudden fluctuations, as they increasingly 
appear in recent years due to the integration of renewable energy sources.

5.6  QUESTIONS

 1. What are the working principles of supercapacitors?

 2. How to model the electric double layer between solid electron con-
ductors and aqueous electrolytes?

 3. How to increase the effective double layer capacitance?
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 4. What are the common requirements for the electrode materials used 
in supercapacitors?

 5. What are the surface limited Faradaic processes? How to use them to 
increase the performance of supercapacitors?

 6. Name state-of-the-art electrode materials for supercapacitors.

 7. What are typical electrolytes for supercapacitors?

 8. Analyze what limitations and possible application areas of superca-
pacitors are?
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C h a p t e r  6

Functional Materials 
for Primary and 
Rechargeable Batteries

6.1 BATTERIES  
First, let us define what rechargeable (secondary) and nonrechargeable 
(primary) batteries are in order to start the discussion related to this topic.

DEFINITION:

A primary cell or battery cannot be (or is not designed to be) easily recharged 
after a single use and is discarded after the discharge. A secondary cell or bat-
tery can be electrically recharged after the usage to its original predischarged 
condition by passing a current through the circuit in the opposite direction to the 
current during discharge.

In the beginning, one should mention that the design principles and 
material choice will be, in the case of batteries, very much dependent on 
the field of their use [1,2]. One can distinguish several dominating areas, 
where different types of primary and rechargeable batteries are nowadays 
applied, and where the research and development are most dynamic.

• Development of better battery materials for portable applications

• New efficient battery materials for automotive applications

• Battery materials for larger-scale, stationary energy storage

https://doi.org/10.1201/9781003025498-6
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The fundamental working principles of batteries are analogous to the previ-
ously considered energy conversion and storage devices. They are based on 
the usage of spatially separated spontaneous redox reactions via electrode/
electrolyte systems. In historically “classical” batteries, typically, both the 
product and the reactant stay at the surface of the electrodes (Figure 6.1). 
It should be noted here that conventionally, the designation of electrodes 
to be called anodes or cathodes is related to the discharge situation. This 
means the negative terminal, where oxidation of the electroactive material 
occurs, is called the anode. Correspondingly, the positive terminal is des-
ignated as the cathode (see Figure 6.1).

A typical characteristic charge-discharge curve for batteries is shown 
in Figure 6.2. As it was mentioned in the previous chapter, even though 
the architecture of batteries sometimes resembles the design of certain 
supercapacitors, there is an essential difference between these devices. 
Batteries are typically designed to maintain stable voltage for a relatively 
long operation time, with a stable voltage plateau, as schematically shown 

FIGURE 6.1 A simple scheme of a “classical” battery system during the discharge. 
Batteries use spatially separated spontaneous electrode reactions. The reactants 
and products, in this case, remain at the surface of the electrodes.
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in Figure 6.2. The energy losses during the charge and discharge cycles are 
usually more prominent in batteries if compared to the supercapacitors. 
Finally, the number of possible charge-discharge cycles is much smaller in 
the case of batteries, practically limited to a few hundred cycles with the 
current technologies.

One can also admit that the working principles of batteries are also con-
ceptually pretty similar to those of fuel cells, where the redox processes are 
spatially separated. While in fuel cells one can supply the reactants con-
tinuously, most of the classical batteries operate with a limited amount of 
electroactive species stored at the electrode surface. A mix of both concepts 
is used in the so-called redox-flow batteries [3,4], which will, however, not 
be considered here.

Remarkably, one can design a virtually unlimited number of battery 
types. In order to create a battery, one needs to select two electrode half-
reactions with a suitable (or maximal) difference in their redox potentials. 
Then it is essential to carefully select electrolyte composition, current col-
lectors, and ion-permeable but electronically insulating separators or salt 
bridges. Let us consider, for example, some systems containing silver com-
pounds. Table 6.1 shows that even using redox transformations involv-
ing just silver, one can, in principle, construct a battery that would give 
almost 1 V as the open-circuit voltage. For that, one should, for example, 
use Ag+ + e− ↔ Ag (standard potential 0.7996 V) and AgI + e− ↔ Ag + I− 
(standard potential −0.152 V) half-reactions. Under standard conditions, 
the open-circuit voltage for an ideally designed system should be equal to 
0.7996 V − (−0.152 V) = 0.9516 V.

FIGURE 6.2 A simplified schematic curve, which characterizes the charging and 
discharging processes for a conventional rechargeable battery. 
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While there is a possibility to construct many types of batteries, rela-
tively few of them have become commercially successful. Several param-
eters largely influence the area of application and the success of the 
particular technology. These are material availability and its cost, gravi-
metric and volumetric energy densities, the toxicity of the materials, and 
safety issues, to name a few.

Figure 6.3 compares several types of common rechargeable and non-
rechargeable commercial batteries. As one can see, at least two types of pri-
mary batteries outperform state-of-the-art Li-ion or lead-acid rechargeable 
batteries in terms of gravimetric energy density. Those are lithium and alka-
line manganese dioxide primary batteries. As for the latter, the MnO2 bat-
teries occupy a significant niche in the market nowadays due to high specific 

TABLE 6.1 Standard Electrode Potentials (versus Standard Hydrogen 
Electrode, SHE) for Some Redox Transformations Involving Silver

Redox Electrode Reaction

Ag+ + e− ↔ Ag
Ag(acetate) + e− ↔ Ag + (acetate)-

AgCl + e− ↔ Ag + Cl−

AgBr + e− ↔ Ag + Br−

AgCN + e− ↔ Ag + CN−

AgI + e− ↔ Ag + I−

Standard Potential, V (vs. SHE)

0.7996
0.643
0.222
0.0713

−0.017
−0.152

FIGURE 6.3 Specific energy comparison of some secondary and primary 
batteries.
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energy, inexpensive materials used in them, and environmental friendliness. 
In the following, before further considerations on common secondary bat-
teries, this type of nonrechargeable devices is considered in more detail.

6.2 NONRECHARGEABLE ALKALINE
MANGANESE DIOXIDE BATTERY

    

Alkaline manganese dioxide batteries (AMDBs) are probably the most 
commercially successful primary batteries till date. They were first pat-
ented in 1957 [5], and the early designs involved some toxic materials such 
as Hg. Nowadays, such harmful additives usually are not used, and there-
fore, these batteries can be considered environmentally friendly.

The main advantages of the AMDB can be summarized as follows.

• They have low internal resistance, usually less than 1 Ohm

• They have a high energy density

• Have a wide working temperature range (−20°C to 54°C)

• Demonstrate slow self-discharge (96% energy retention after 1 year, 
long possible storage time)

• They are now rather cost-effective and relatively safe

Figure 6.4 explains the working principles of AMDBs. The battery anode 
typically consists of a gelled mixture of zinc powder and potassium hydrox-
ide electrolyte. The gelling agent is usually carboxymethyl cellulose, and 
the anode material is in contact with a current collector generally made 
of brass. The cathode consists of a mixture of manganese dioxide (MnO2) 
and carbon powders. Carbon (graphite) is used in the cathode because 
manganese dioxide is not a good electronic conductor on its own. The 
material of the cathode is in contact with a stainless steel current collector. 
Finally, the separator is ionically conducting but electronically insulating 
while at the same time preventing mixing of the reagents.

During the spontaneous oxidation of the zinc anode, the following elec-
trode reaction takes place in alkaline media:

 Zn+ −2OH 2− −e Z→ nO(ZnO at the surface passivates anode H O2  +)

One should note that the rate at which the formation of the insulating zinc 
oxide occurs at the surface of the metal particles largely determines the 
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resulting battery capacity. The slower the discharge, the higher the capac-
ity of the battery.

Simultaneously, manganese dioxide is reduced, forming a nonstoichio-
metric compound with a tentative formula Mn2O3, according to the fol-
lowing scheme.

 2MnO2 2+ +H O 2e− −→ +Mn2 3O t( )entatively 2OH  

In general, the overall reaction is Zn + 2MnO2 → ZnO + Mn2O3, giving an 
initial open-circuit voltage of approximately 1.59 V.

While the electrode materials for this type of battery are cheap, afford-
able, and environmentally friendly, the main disadvantage, limiting the 
use of AMDBs to some portable applications, is that they are, of course, 
primary, nonrechargeable batteries. Now, let us consider what kind of 
rechargeable batteries are the most popular nowadays for energy storage.

6.3  RECHARGEABLE LEAD-ACID BATTERIES
Perhaps, most combustion engine cars today are equipped with the 
so-called lead-acid battery to start the vehicle (starter battery). This battery, 
utilizing fast electrode processes, was developed by Gaston Planté in 1859 
and is still widely used: a remarkable example of an ingenious invention, 

FIGURE 6.4 A general scheme of an AMDB.
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which developed over centuries. It is even nowadays considered as one of 
the benchmarks that newly developed battery types are compared to [6]. 
Let us consider the working principles of this battery (Figure 6.5).

The battery consists of the high surface area metallic lead anode and 
lead oxide, PbO2, cathode. Notably, PbO2 is a good electronic conductor, 
enabling relatively fast kinetics of electrode redox processes and hence 
benefits the overall high current density. The spontaneous chemical reac-
tion used in this device is simply the oxidation of metallic Pb by its oxide.

During the discharge, at the cathode, lead dioxide is spontaneously 
reduced to form lead sulfate, which remains in its solid state at the elec-
trode surface, according to the following scheme:

 PbO 42 + +H+ SO 2−
4 + →2e− PbSO4 2+ 2H O 

At the anode side of this battery, the following electrode process takes place:

 Pb+ −SO 2−
4 2e− → PbSO4 

The overall redox reaction can be, therefore, written as follows:

 Pb+ +PbO 22 2H SO 24 4→ +PbSO 2H2O 

The open-circuit voltage of the freshly charged new battery is ca 2.1 V. 
Interestingly, the chemical nature of the resulting deposits at the anode 
and the cathode is the same (PbSO4) after discharge. This compound tends 
to undertake further irreversible chemical transformations with time. 

FIGURE 6.5 Schematics showing the principles of the operation of lead-acid 
batteries with metallic Pb anode and lead oxide cathode.
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Therefore, it is not recommended to store lead-acid batteries in the dis-
charged state to avoid losses in their available capacitance.

While lead-acid batteries have multiple advantages (see Table 6.2), 
including good availability of the materials, they have relatively low volu-
metric and gravimetric energy density. The use of concentrated sulfuric 
acid as the electrolyte further increases safety risks. These facts stimulated 
research in the field of batteries to involve light electroactive electrode 
materials to improve the abovementioned essential characteristics. Taking 
a look at the periodic table of elements, an obvious candidate would be 
metallic lithium or its compounds with other light elements. This is how 
the development of Li-ion batteries was rationalized and implemented.

6.4  RECHARGEABLE LI-ION BATTERIES
The Nobel Prize in Chemistry was awarded in 2019 to John Goodenough, 
Stanley Whittingham, and Akira Yoshino for their contributions to the 
development of rechargeable Li-ion batteries. Lithium-ion batteries make 
use of the phenomenon which is called intercalation.

DEFINITION:

Intercalation is the reversible inclusion or insertion of a molecule (or ion) into 
compounds with layered or other hosting structures (see Scheme 1).

TABLE 6.2 Lead-Acid Batteries. Advantages vs. Disadvantages

Advantages

•  Inexpensive and simple to manufacture
•  Mature, reliable, and well-understood 

technology
• Low self-discharge
•  Low maintenance requirements
•  Capable of high discharge rates

Disadvantages

•  Low volumetric and gravimetric energy 
densities

•  Cannot be stored in a discharged state
•  Allows only a relatively small number 

of complete discharge cycles
•  Toxic materials (Pb)

  

SCHEME 1 A schematic of the LiC6 intercalation compound, where lithium is 
intercalated into the layered graphite structure.
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The history of intercalation, which conceptually determines the design 
of materials for many state-of-the-art alkali metal-ion batteries, probably 
begins in 1840, when C. Schafhäutl observed graphite swelling in concen-
trated sulfuric acid [7]. However, only within few decades after the devel-
opment of technical equipment for X-ray diffraction, the structures of the 
H2SO4/graphite and the alkali metal/graphite compounds were determined.

The term “intercalation” was probably used for the first time by 
McDonnell et al. in 1951 [8] (without any explanation for using it). In 1959, 
Rüdorff used the phrase “intercalation compounds” in the title of a review 
about all chemical derivatives of graphite [9]. In these compounds, atoms 
or ions can be inserted (alternatively, intercalated) under an expansion of 
the lattice perpendicular to the nearly unchanged graphite layers.

Probably the first battery using an intercalation compound was a battery 
(see Figure 6.6) with a titanium disulfide cathode and a lithium-aluminum 
anode (Stanley Whittingham, Nobel Prize winner 2019) [10]:

 xLi T+ →iS2 xLi TiS2 

Li Tx 2iS ( )x 1<   

A typical discharge curve of the first Li-TiS2 battery is shown in Figure 6.7. 
Note that after the discharge, the stoichiometric amount of lithium does 
not reach 1.

FIGURE 6.6 Schematic explaining the operation principles of one of the earliest 
Li-ion batteries.
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Almost simultaneously with the work of Whittingham, electrochemical 
intercalation of lithium into graphite electrodes was investigated by Jürgen 
Besenhard [11]. These discoveries probably motivated another Nobel Prize 
winner, John Goodenough, to introduce graphite as an anode material and 
LiCoO2 compound instead of TiS2 as the cathode to suggest the battery, 
which we now know as the Li-ion battery (see Figure 6.8) [12,13].

FIGURE 6.7 Discharge curve of one of the first Li-TiS2 batteries. (Adapted 
from [10].)

FIGURE 6.8 A schematic of a typical Li-ion battery.
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The recent commercial success of Li-ion batteries stimulated further 
research to find a replacement of relatively expensive LiCoO2 cathodes. 
Additionally, attempts were undertaken to find anode materials that would 
provide higher resulting battery capacities. Some alternatives to LiCoO2 
were suggested to be LiFePO4 (olivine structure) and LiMn2O4 (spinel).

Lithium iron phosphate offers a longer cycle life. It is safe and reduces the 
cost and environmental concerns of LiCoO2, particularly regarding cobalt 
entering the environment through improper disposal. The advantages of 
LiMn2O4 are high thermal stability, low cost, abundance, and environ-
mental affinity. Some parameters characterizing the cathode materials of 
currently commercially successful Li-ion batteries are given in Table 6.3.

As for the anode material, the use of silicon electrodes [14,15] would 
increase the capacity gradually [16]. Compare the reaction taking place at 
the graphite anode:

 6C L+ +i e+ − ↔ ⇒LiC ~6 372 mAh/g 

with the reaction taking place at the silicon anode:

 4Si 1+ +5Li 1+ −5e ↔ ⇒Li15Si4 ~ 3580 mAh/g 

However, alloying between Li and Si and, in general, the formation of 
Li-alloys [17] causes a significant change in the electrode dimensions (i.e., 
volume expansion up to ~400%) [18], leading to serious mechanical [19] 
and electrical consequences. Therefore, as a compromise, a small (several 
percent) addition of Si to the graphite anodes is currently used to moder-
ately increase the battery capacity.

Typical Li-ion batteries use solutions of LiPF6 salt in a mixture of non-
aqueous ethylene carbonate and, e.g., propylene carbonate, dimethyl 
carbonate, diethyl carbonate, or ethyl-methyl carbonate solvents. One of 

TABLE 6.3 Essential Characteristics of Cathode Materials for Commercial Li-ion 
Batteries

Average Cathode Specific Specific Energy, 
Cathode Material Potential vs Li+/Li, V Capacity, Ah/kg Wh/kg

LiCoO2 ~3.9 ~140 ~540
LiNi0.33Co0.33Mn0.33O2 ~3.8 ~170 ~650
LiMn2O4 ~4.1 ~120 ~490
LiFePO4 ~3.45 ~170 ~580
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the main problems with these solvents is that they are highly flammable. 
However, it is not easy to find a good alternative to them [20], which would 
enable a wide electrochemical stability window (> 4 V) required to main-
tain high battery voltage. Nevertheless, some candidates are recently con-
sidered promising. These classes of solvents are compared in Figure 6.9.

Another peculiarity related to the choice of solvents for Li-ion batteries 
is the formation of the so-called solid electrolyte interphase (SEI) at the 
anode (see Figure 6.8). An SEI appears at the surface of the anodes during 
the first few charging-discharging cycles as a result of partial decomposi-
tion of the electrolyte. The SEI passivates and thereby protects the anode 
surface and, at the same time, inhibits further electrolyte decomposition. 
The properties of these layers are under intensive investigation nowadays, 
as they determine battery cycling stability and performance.

The relatively low abundance of Li in the Earth’s crust (only ~20 ppm) 
motivates replacing Li with Na (~26,000 ppm) or even K (~25,000 ppm) 
[21–24] in the batteries. Na+ is, on the other hand, bigger than Li+ by 
~70%, determining the choice of the intercalation materials. Na-ion bat-
teries have attracted significant attention in recent years [25]. However, 
due to the high energy density of Li-ion batteries, the potential markets 
for these batteries could be for the devices in which cycle life and cost 
are more essential factors than energy density. These use-cases include 
large-scale electricity storage for renewable forms of energy and electrical 
grids [26,27]. Interestingly, many electrode materials used in Li-ion batter-
ies can also be utilized in sodium-ion batteries.

On the other hand, it should be noted that the intercalation of sodium 
into graphite happens mainly in the presence of specific organic solvents. 
Among them are the so-called glymes. Those are small-molecule linear 
and cyclic ethers like bis(2-methoxyethyl) ether (diglyme):

FIGURE 6.9 Electrochemical stability windows for some classes of solvents and 
electrolytes for Li-ion batteries.
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They have low viscosity and are able to coordinate with alkali metal 
ions, producing high concentrations of mobile charge carriers. One should 
also mention that Na-ion batteries utilizing ionic liquids demonstrate cer-
tain promise [28].

Besides, particularly interesting are sodium-ion batteries for stationary 
applications, which use aqueous electrolytes. These are briefly considered 
in the next section.

6.5  AQUEOUS NA-ION BATTERIES
Aqueous sodium-ion batteries are a class of energy storage devices that 
use relatively inexpensive and safe aqueous electrolytes with dissolved 
salts like Na2SO4 or NaClO4 and electrodes typically made of afford-
able materials. Recent interest in these batteries (as well as in aqueous 
K-ion batteries [29]) is due to their possible applications in renewable 
energy provision as large-scale storage systems [30,31]. Typical elec-
trode materials for Na-ion batteries are compared in Figure 6.10 without 

FIGURE 6.10 Working electrode potentials (versus standard hydrogen reference 
electrode) for different classes of electrode materials for aqueous Na-ion batteries. 
(The data are from [35,36].)

O
H3CO OCH3
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considering organic electrode materials [32]. From this Figure, one can 
see that there is an attractive class of materials with the general chemi-
cal formula Na host

xMe[Me (CN)6], the so-called Prussian blue analogs 
(PBAs), where Me and Mehost designate d-elements like Ni, Cu, or Mn. 
Depending on these elements’ chemical nature, the resulting PBAs can 
work as either anode or cathode materials [33,34]. Nevertheless, it is 
also clear that there is a very limited choice of materials for the anodes 
compared to the cathodes.

Figure 6.11 schematically shows the working principles of aqueous 
Na-ion batteries. It illustrates a situation when the anode and cathode are 
made of the PBA-analog materials, which are relatively good electron con-
ductors. PBAs are recently considered state-of-the-art materials for this 
class of aqueous batteries. These materials have a crystal structure to allow 
the intercalation of almost all alkali metal cations.

The overall capacity of the PBA-electrodes does not normally 
exceed 60 Ah/kg, which is slightly larger than the capacity of lead-acid 
 batteries. This is particularly due to the limited stability of aqueous 
electrolytes compared to the organic ones [37]. However, these materi-
als often enable very fast charge, similar or comparable to the situation 
with supercapacitors [38].

FIGURE 6.11 Schematics showing how aqueous Na-ion batteries with PBA cath-
odes and anodes work (discharge). Mehost and Me are normally d-elements like 
Ni, Fe, or Mn occupying the respective positions, taking into account the overall 
formula Na2Me[Mehost(CN)6]. 
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6.6 METAL-AIR BATTERIES   
Metal-air batteries practically combine the ideas behind the working prin-
ciples of classical batteries and fuel cells. At the anode, they have a metal, 
such as zinc [39,40], and at the cathode, there are composite electrodes with 
a bifunctional catalyst promoting both the oxygen reduction and oxygen 
evolution reactions. Moreover, the cathode should prevent the leakage of 
the electrolyte and at the same time enable the transfer of oxygen from the 
environment to the catalyst surface. A schematic of the working principles 
of Zn-air batteries is shown in Figure 6.12.

As one can see, the anode resembles a part of a classical battery system, 
where the reaction product remains in the system. On the other hand, the 
cathode looks like the cathode of fuel cells, where the oxygen reduction 
reaction occurs during the discharge.

The main advantage of this battery is that all the functional materials 
are affordable and nontoxic. Additionally, the fact that the oxidant can be 
taken from the atmosphere increases the gravimetric energy density of the 
device. On the other hand, there are some challenges [41], for instance, 

FIGURE 6.12 Aqueous zinc-air battery: an explanation of the principles. During 
the discharge, the metal anode is oxidized, and the resulting Zn2+ forms the com-
plex [Zn(OH)4]2soluble in alkaline aqueous solutions. At the cathode, oxygen 
molecules from air are reduced at the catalyst particles supported by porous car-
bon-based materials. During the charge, the zinc complex is chemically reduced 
back to metallic Zn. At the same time, the catalyst at the opposite side should 
enable efficient catalysis of the oxygen evolution reaction. 
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related to the formation of the so-called dendrites at the Zn-electrode side 
during charging, which decreases the battery’s lifetime. Re-deposition of 
zinc metal in a needle-like structure, called a dendrite, results in the short-
circuiting of the system. Another challenge is the catalytic material of the 
cathode. As mentioned, it should be bifunctional [42]. In other words, it 
should catalyze both the oxygen reduction reaction during the discharg-
ing and the oxygen evolution reaction during charging, which is hard to 
design [43]. As one can see from the previous discussions on electrocata-
lysts, the best catalysts for the oxygen reduction reaction undergo chemical 
transformation upon anodic polarization to become often only moderate 
catalysts for the oxygen evolution reaction and vise versa.

While Zn-air batteries are promising as probably the most affordable 
(from the point of view of used materials) energy storage devices, other 
metal-air batteries also attract considerable attention. For instance, if one 
uses metallic lithium as the anode material, one can theoretically achieve a 
much higher specific energy density [44]. For the charged state, if oxygen is 
excluded, the specific energy density of such a battery is ca 11680 Wh kg−1.  
This value is close to the energy density of gasoline under comparable con-
ditions. Despite similar working principles with the Zn-air batteries, other 
problems are associated with Li-air ones so far. First of all, in the case 
of lithium, more expensive and flammable organic electrolytes are often 
used. In contrast to the aqueous electrolytes, it is necessary to catalyze at 
least the formation of lithium peroxide:

 2Li 2+ −+ +e O2 2= Li O2 

Platinum and gold are state-of-the-art catalysts for oxygen reduction and 
evolution reactions in LiClO4 dissolved in the mixture of the propylene 
carbonate and other organic solvents. Interestingly, in such batteries, gold 
particles supported on carbon have the highest discharge activity, while 
the Pt/C exhibits extraordinarily high charging activity. Pt/Au/C materi-
als show bifunctional catalytic activity for oxygen reduction and evolution 
reaction kinetics in lithium-oxygen cells.

There are also important requirements for the electrolyte in the non-
aqueous lithium-air system, which are as follows:

 1. Stable in contact with lithium metal

 2. High oxidation/reduction potentials to avoid electrolyte decomposition
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 3. Low vapor pressure and high boiling point

 4. High lithium salt solubility and good chemical stability

Historically, the first electrolyte was a gel-type polymer electrolyte of 
LiPF4 in polyacrylonitrile with ethylene carbonate and propylene carbon-
ate, which is considered quite dangerous. Nowadays, the big hope is to 
use ionic liquids to overcome this issue. Lithium-air battery research and 
technology are still in their initial stage. The technical basis for practical 
high power density and extended deep cycling has yet to be demonstrated.

There is another class of metal-air batteries, namely mechanically 
rechargeable ones. A good example is Al-air devices, where metallic alu-
minum is used as an anode [45]. The estimated gravimetric energy density 
of such a battery is ca 8100 Wh kg−1 (see Table 6.4). This ranks it as number 
two after the Li-air systems and makes it attractive for, e.g., automotive 
applications. The idea is that after the discharge that produces aluminum 
hydroxide, Al(OH)3, or oxide, Al2O3, one can physically replace the bat-
teries quickly with the new fresh ones at numerous refueling stations. 
The discharged battery is then transferred to the mechanical recharge, 
where the, e.g., concentrated thermal solar energy is used to reduce the 
aluminum oxide/hydroxide back to the metallic aluminum. Several pilot 
projects demonstrated that this technology could be viable for automotive 
applications if a suitable infrastructure were built.

6.7 ALL-SOLID-STATE BATTERIES   
Commercial rechargeable Li-ion batteries, as it is clear now, approach their 
theoretical capacity limits. Therefore, attempts are undertaken to use the 
lightest metal, lithium, as an anode in contact with solid electrolytes to 
increase the device’s gravimetric capacity (all-solid-state batteries) [46,47]. 

TABLE 6.4 Estimated Energy Densities of Some Metal-Air Batteries

Battery Type Estimated Energy Density, kWh kg−1

Li-air ~11.7
Al-air ~8.1
Mg-air ~6.8
Ca-air ~4.2
Na-air ~2.3
K-air ~1.7
Zn-air ~1.3
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This would also potentially solve many problems related to safety (no flam-
mable electrolyte) and dendrite formation and help to enable comparably 
simple fabrication of the battery.

One idea is to use solid (ceramic) lithium ionic conductors [48] to 
replace the organic electrolytes, so that metallic Li anodes and probably 
classical cathode materials like lithium metal oxides or similar can be used 
[49–53]. However, while the overall idea is very attractive, there are also 
considerable challenges on the way to a successful commercial device, e.g., 
for automotive applications. First of all, the electrolyte should be stable in 
contact with metallic lithium anodes [54,55], a situation which is so far 
difficult to achieve. There might be difficulties related to the formation of 
additional mass and charge transfer barriers between the electrodes and 
electrolytes due to the so-called space charge layers [56], where some parts 
of the system demonstrate excessive charge as a result of the electrochemi-
cal process or due to simple polarization [57]. Furthermore, a good solid 
electrode/solid electrolyte contact should be achieved [58] with minimal 
effort. Further research should demonstrate if this idea is a new step in 
developing batteries for portable and automotive applications (Figure 6.13).

FIGURE 6.13 A general concept of the Li-ion all-solid-state battery, with 
metallic lithium as the anode material and ceramic Li-ion conducting solid 
electrolytes.
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6.8 S UMMARY AND CONCLUSIONS
Efficient functional materials for various battery applications (for both 
primary and secondary units) are of enormous significance today for por-
table and automotive applications and are critical for future sustainable 
energy provision.

State-of-the-art primary batteries should be free from toxic and scarce 
materials due to difficulties in recycling massive amounts of primary units 
worldwide annually (safety and economic aspects are decisive). The pri-
mary batteries will most likely be useful mainly for portable applications 
in the future.

For larger-scale renewable energy applications, secondary batteries are 
more useful. Li-ion batteries are state-of-the-art rechargeable systems for 
portable and automotive applications. However, other strategies to improve 
the performance of this type of battery are necessary as they approach 
the theoretical capacity maximum for the current materials used in these 
devices. Overcoming problems that are mechanical in nature should also 
be considered, i.e., changes in physical dimensions of the electrodes dur-
ing intercalation and de-intercalation.

Na-ion batteries have also attracted significant attention in recent years. 
However, due to the high energy density of Li-ion batteries, the poten-
tial markets for these batteries are large-scale stationary applications. 
Moreover, aqueous Na-ion batteries enable better safety and lower costs of 
the electrolyte components.

Metal-air batteries are also considered promising. Viable approaches 
can include abundant materials, for example, Zn in Zn-air batteries. For 
automotive applications, Li-air and mechanically rechargeable Al-air bat-
teries seem to be promising. However, lithium-air battery research and 
technology are still in their initial stage. The technical basis for practical 
high power density and extended deep cycling has yet to be demonstrated.

6.9  QUESTIONS

 1. Define a primary cell/battery and a secondary cell/battery. Analyze 
what the role and capacity of these batteries vs. other energy provi-
sion devices is.

 2. Explain the working principles of AMDBs. What are state-of-the-art 
materials for these batteries? Analyze the advantages vs. disadvan-
tages of such primary batteries.
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 3. Explain the working principles of a lead-acid battery.

 4. What are the working principles and materials used in zinc-air bat-
teries? Analyze the advantages and disadvantages of zinc-air batter-
ies (and issues with materials for them).

 5. Why is it promising to use Zn-air and Al-air batteries for automotive 
applications?

 6. Define the intercalation process. What are typical intercalation com-
pounds? Name state-of-the-art materials for Li-ion batteries.

 7. What was the first battery using an intercalation compound?

 8. What are the working principles of Li-ion batteries? What are the 
typical cathode and anode materials for Li-ion battery applications?

 9. Analyze further possible directions for the development of Li-ion 
batteries. Why is silicon a promising material to replace graphite in 
Li-ion batteries?

 10. What are the working principles of aqueous and nonaqueous Na-ion 
batteries? Name the state-of-the-art electrode materials for these 
devices. Analyze the promises and challenges in the development of 
Li-air batteries.

REFERENCES

 1. Armand, M.; Tarascon, J.-M. 2008. Building better batteries. Nature 
451:652–657.

 2. Durmus, Y.E.; Zhang, H.; Baakes, F.; Desmaizieres, G.; Hayun, H.; Yang, L.; 
Kolek, M.; Küpers, V.; Janek, J.; Mandler, D.; Passerini, S.; Ein-Eli, Y. 2020. 
Side by side battery technologies with lithium-ion based batteries. Advanced 
Energy Materials 24:2000089.

 3. Sánchez-Díez, E.; Ventosa, E.; Guarnieri, M.; Trovò, A.; Flox, C.; Marcilla, 
R.; Soavi, F.; Mazur, P.; Aranzabe, E.; Ferret, R. 2021. Redox flow batter-
ies: Status and perspective towards sustainable stationary energy storage. 
Journal of Power Sources 481:228804.

 4. Zhang, J.; Jiang, G.; Xu, P.; Kashkooli, A.G.; Mousavi, M.; Yu, A.; Chen, Z. 
2018. An all-aqueous redox flow battery with unprecedented energy density. 
Energy & Environmental Science 11:2010–2015.

 5. Marsal, P.A.; River, R.; Kordesch, K.; Lakewood; Urry, L.F. Dry cell. United 
States Patent 2960558.

 6. Lopes, P.P.; Stamenkovic, V.R. 2020. Past, present, and future of lead–acid 
batteries. Science 369:923–924.



Primary and Rechargeable Batteries   ◾   119

 7. Schafhäutl, C. 1840. Über die Verbindungen des Kohlenstoffes mit Silicium, 
Eisen und anderen Metallen, welche die verschiedenen Arten von Gusseisen, 
Stahl und Schmiedeeisen bilden. Journal für Praktische Chemie 21:159–174.

 8. McDonnell, F.R.M.; Pink, R.C.; Ubbelohde, A.R. 1951. Some physical prop-
erties associated with “aromatic” electrons. Part III. The pseudo-metal-
lic properties of potassium–graphite and graphite–bromine. Journal of 
Chemical Society 1951:191–197.

 9. Rüdorff, W. 1959. Graphite intercalation compounds. Advances in Inorganic 
Chemistry and Radiochemistry 1:223–266.

 10. Whittingham, S. 1976. Electrical energy storage and intercalation chemis-
try. Science 192:1126–1127.

 11. Besenhard, J.O. 1976. The electrochemical preparation and properties of 
ionic alkali metal-and NR4-graphite intercalation compounds in organic 
electrolytes. Carbon 14:111–115.

 12. Goodenough, J.B. 2018. How we made the Li-ion rechargeable battery. 
Nature Electronics 1:204.

 13. Xie, J.; Lu, Y.C. 2020. A retrospective on lithium-ion batteries. Nature 
Communications 11:2499.

 14. Obrovac, M.N.; Chevrier, V.L. 2014. Alloy negative electrodes for Li-ion bat-
teries. Chemical Reviews 114:11444–11502.

 15. Liu, N.; Lu, Z.; Zhao, J.; McDowell, M.T.; Lee, H.W.; Zhao, W.; Cui, Y. 2014. 
A pomegranate-inspired nanoscale design for large-volume-change lithium 
battery anodes. Nature Nanotechnology 9:187–192.

 16. Wu, H.; Cui, Y. 2012. Designing nanostructured Si anodes for high energy 
lithium ion batteries. Nano Today 7:414–429.

 17. Corsi, J.S.; Welborn, S.S.; Stach, E.A.; Detsi. E. 2021. Insights into the deg-
radation mechanism of nanoporous alloy-type Li-ion battery anodes. ACS 
Energy Letters 6:1749–1756.

 18. Obrovac, M.N.; Christensen, L. 2004. Structural changes in silicon anodes 
during lithium insertion/extraction. Electrochemical Solid State Letters 
7:A93–A96.

 19. Deshpande, R.; Cheng, Y-T.; Verbrugge, M.W. 2010. Modeling diffusion-
induced stress in nanowire electrode structures. Journal of Power Sources 
195:5081–5088.

 20. Yang, Q.; Zhang, Z.; Sun, X.G.; Hu, Y.S.; Xing, H.; Dai, S. 2018. Ionic liquids 
and derived materials for lithium and sodium batteries. Chemical Society 
Reviews 47:2020–2064.

 21. Anoopkumar V; John, B.; Mercy T.D. 2020. Potassium-ion batteries: 
key to future large-scale energy storage? ACS Applied Energy Materials 
3:9478–9492.

 22. Min, X.; Xiao, J.; Fang, M.; Wang, W.; Zhao, Y.; Liu, Y.; Abdelkader, A.M.; Xi, 
K.; Kumar, R.V.; Huang, Z. 2021. Potassium-ion batteries: Outlook on pres-
ent and future technologies. Energy & Environmental Science 14:2186–2243.

 23. Hosaka, T.; Kubota, K.; Hameed, A.S.; Komaba, S. 2020. Research develop-
ment on K-ion batteries. Chemical Reviews 120:6358–6466.



120   ◾   Energy Materials

 24. Dhir, S.; Wheeler, S.; Capone, I.; Pasta, M. 2020. Outlook on K-ion batteries. 
Chem 6:2442–2460.

 25. Hwang, J.Y.; Myung, S.T.; Sun, Y.K. 2017. Sodium-ion batteries: present and 
future. Chemical Society Reviews 46:3529–3614.

 26. Liu, T.; Zhang, Y.; Jiang, Z.; Zeng, X.; Ji, J.; Li, Z.; Gao, X.; Sun, M.; Lin, Z.; 
Ling, M.; Zheng, J.; Liang, C. 2019. Exploring competitive features of sta-
tionary sodium ion batteries for electrochemical energy storage. Energy & 
Environmental Science 12:1512–1533.

 27. Yang, C.; Xin, S.; Mai, L.; You, Y. 2021. Materials design for high-safety 
sodium-ion battery. Advanced Energy Materials 11:2000974.

 28. Matsumoto, K.; Hwang, J.; Kaushik, S.; Chen, C.Y.; Hagiwara, R. 2019. 
Advances in sodium secondary batteries utilizing ionic liquid electrolytes. 
Energy & Environmental Science 12:3247.

 29. Pasta, M.; Wessells, C.D.; Huggins, R.A.; Cui, Y. 2012. A high-rate and long 
cycle life aqueous electrolyte battery for grid-scale energy storage. Nature 
Communications 3:1–7.

 30. Pasta, M.; Wessells, C.D.; Liu, N.; Nelson, J.; McDowell, M.T.; Huggins, 
R.A.; Toney, M.F.; Cui, Y. 2014. Full open-framework batteries for station-
ary energy storage. Nature Communications 5:1–9.

 31. Wang, R.Y.; Shyam, B.; Stone, K.H. Nelson Weker, J.; Pasta, M.; Lee, H.W.; 
Toney, M.F.; Cui, Y. 2015. Reversible multivalent (monovalent, divalent, 
trivalent) ion insertion in open framework materials. Advanced Energy 
Materials 5:1401869.

 32. Han, C.; Zhu, J.; Zhi, C.; Li, H. 2020. The rise of aqueous rechargeable bat-
teries with organic electrode materials. Journal of Materials Chemistry A 
8:15479–15512.

 33. Qian, J.; Zhou, M.; Cao, Y.; Ai, X.; Yang, H. 2012. Nanosized Na4Fe(CN)6/C 
Composite as a low-cost and high-rate cathode material for sodium-ion bat-
teries. Advanced Energy Materials 2:410–414.

 34. Hurlbutt, K.; Wheeler, S.; Capone, I.; Pasta, M. 2018. Prussian blue analogs 
as battery materials. Joule 2:1950–1960.

 35. Kim, H.; Hong, J.; Park, K.Y.; Kim, H.; Kim, S.W.; Kang, K. 2014. Aqueous 
rechargeable Li and Na ion batteries. Chemical Reviews, 114:11788– 11827.

 36. Yun, J.; Schiegg, F.; Liang, Y.; Scieszka, D.; Garlyyev, B.; Kwiatkowski, 
A.; Wagner, T.; Bandarenka, A.S. 2018. Electrochemically formed 
NaxMn[Mn(CN)6] thin film anodes demonstrate sodium intercalation 
and de-intercalation at extremely negative electrode potentials in aqueous 
media. ACS Applied Energy Materials 1:123–128.

 37. Liu, Z.; Huang, Y.; Huang, Y.; Yang, Q.; Li, X.;Huang, Z.; Zhi, C. 2020. 
Voltage issue of aqueous rechargeable metal-ion batteries. Chemical Society 
Reviews 49:180–232.

 38. Yun, J.; Pfisterer, J.; Bandarenka, A.S. 2016. How simple are the models 
of Na-intercalation in aqueous media? Energy & Environmental Science 
9:955–961.

 39. Li, Y.; Dai, H. 2014. Recent advances in zinc–air batteries. Chemical Society 
Reviews 43:5257–5275.



Primary and Rechargeable Batteries   ◾   121

 40. Gu, P.; Zheng, M.; Zhao, Q.; Xiao, X.; Xue, H.; Pang, H. 2017. Rechargeable 
zinc-air batteries: A promising way to green energy. Journal of Materials 
Chemistry A 5:7651–7666.

 41. Zhang, J.; Zhou, Q.; Tang, Y.; Zhang, L.; Li, Y. 2019. Zinc-air batteries: Are 
they ready for prime time? Chemical Science 10:8924–8929.

 42. Davari, E.; Ivey, D.G. 2018. Bifunctional electrocatalysts for Zn–air batter-
ies. Sustainable Energy and Fuels 2:39–67.

 43. Aijaz, A.; Masa, J.; Rösler, C.; Xia, W.; Weide, P.; Botz, A.J.R.; Fischer, R.A.; 
Schuhmann, W.; Muhler, M. 2016. Co@Co3O4 encapsulated in carbon nano-
tube‐grafted nitrogen‐doped carbon polyhedra as an advanced bifunctional 
oxygen electrode. Angewandte Chemie International Edition 55:4087–4091.

 44. Bruce, P.G.; Freunberger, S.A.; Hardwick, L.J.; Tarascon, J.-M. 2012. Li-O2 
and Li-S batteries with high energy storage. Nature Materials 11:19–29.

 45. Liu, Y.; Sun, Q.; Li, W.; Adair, R.K.; Li, J.; Sun, X. 2017. A comprehensive 
review on recent progress in aluminum–air batteries. Green Energy & 
Environment 2:246–277.

 46. Krauskopf, T.; Richter, F.H.; Zeier, W.G.; Janek, J. 2020. Physicochemical 
concepts of the lithium metal anode in solid-state batteries. Chemical 
Reviews 120:7745–7794.

 47. Randau, S.; Weber, D.A.; Kotz, O.; Koerver, R.; Braun, V.; Weber, A.; Ivers-
Tiffee, E.; Adermann, T.; Kulisch, J.; Zeier, W.G.; Richter, F.H.; Janek, J. 
2020. Benchmarking the performance of all-solid-state lithium batteries. 
Nature Energy 5:259–270.

 48. Janek, J.; Zeier, W.G. 2016. A solid future for battery development. Nature 
Energy 1:16141.

 49. Kim, K.J.; Balaish, M.; Wadaguchi, K.; Rupp, J.L.M. 2021. Solid-state Li–
metal batteries: Challenges and horizons of oxide and sulfide solid electro-
lytes and their interfaces. Advanced Energy Materials 11:2002689.

 50. Zhu, Y.; Gonzalez-Rosillo, J.C.; Balaish, M.; Hood, Z.D.; Kim, K.J.; Rupp, 
J.L.M. 2021. Lithium-film ceramics for solid-state lithionic devices. Nature 
Reviews Materials 6:313–331.

 51. Balaish, M.; Gonzalez-Rosillo, J.C.; Kim, K.J.; Zhu, Y.; Hood, Z.D.; Rupp, 
J.L.M. 2021. Lithium-film ceramics for solid-state lithionic devices. Nature 
Energy 6:227–239.

 52. Kim. K.J.; Hinricher, J.J.; Rupp, J.L.M. 2020. High energy and long cycles. 
Nature Energy 5:278–279.

 53. Lee, Y.G.; Fujiki, S.; Jung, C.; Suzuki, N.; Yashiro, N.; Omoda, R.; Ko, D.S.; 
Shiratsuchi, T.; Sugimoto, T.; Ryu, S.; Ku, J.H.; Watanabe, T.; Park, Y.; 
Aihara, Y.; Im, D.; Han, T. 2020. High-energy long-cycling all-solid-state 
lithium metal batteries enabled by silver–carbon composite anodes. Nature 
Energy 5:299–308.

 54. Chen, R.S.; Li, Q.H.; Yu, X.Q.; Chen, L.Q.; Li, H. 2020. Approaching practi-
cally accessible solid-state batteries: stability issues related to solid electro-
lytes and interfaces. Chemical Reviews 120:6820–6877.

 55. Zhu, Y.; Connell, J.G.; Tepavcevic, S.; Zapol, P.; Garcia‐Mendez, R.; Taylor, 
N.J.; Sakamoto, J.; Ingram, B.J.; Curtiss, L.A.; Freeland, J.W.; Fong, D.D.; 



122   ◾   Energy Materials

Markovic, N.M. 2019. Dopant‐dependent stability of garnet solid electrolyte 
interfaces with lithium metal. Advanced Energy Materials 9:1803440.

 56. Katzenmeier, L.; Carstensen, L.; Schaper, S.J.; Müller-Buschbaum, P.; 
Bandarenka, A.S. 2021. Characterization and quantification of depletion 
and accumulation layers in solid-state Li+-conducting electrolytes using in 
situ spectroscopic ellipsometry. Advanced Materials 33:2100585.

 57. Katzenmeier, L.; Helmer, S.; Braxmeier, S.; Knobbe, E.; Bandarenka, A.S. 
2021. Properties of the space charge layers formed in Li-ion conducting 
glass ceramics. ACS Applied Materials and Interfaces 13:5853–5860.

 58. Hänsel, C.; Kundu, D. The stack pressure dilemma in sulfide electro-
lyte based Li metal solid‐state batteries: A case study with Li6PS5Cl Solid 
Electrolyte. Advanced Materials Interfaces 2021:2100206.



C h a p t e r  7

An “Artificial Leaf”: 
A Dream or a Viable 
Energy Provision 
Concept?

7.1  MOTIVATION
It is a known fact that our planet receives approximately 5000 times 
more energy from the sun than humankind currently uses in a year. 
Therefore, the energy received in about 2 hours of sunlight would be 
enough to cover our annual energy consumption. Would it be possible to 
“harvest” it by mimicking natural processes, for example, photosynthe-
sis [1,2]? The answer today can be rather optimistic. However, mimicking 
the biological processes is not trivial due to the complexity of the bio-
systems and the processes taking place there. For instance, even the ini-
tial steps, which occur during photosynthesis in the bio-systems, briefly 
and roughly described below, illustrate the challenges of creating exact 
analogs of such objects [3].

Photosynthesis starts in the so-called photosystems I and II [4], which 
absorb the 700 and 680 nm photons, respectively. They use these photons 
to oxidize H2O, with a quantum yield close to unity. The whole initial pro-
cess may be conceptually divided into three key steps.

123DOI: 10.1201/9781003025498-7

https://doi.org/10.1201/9781003025498-7


124   ◾   Energy Materials

 1. Initial light absorption occurs, followed by local charge separation

 2. Proton-coupled electron transfer between redox cofactors (i.e., redox-
active components of catalytic enzymes) along the photosynthetic 
chain allows further spatial charge separation and prevents charge 
recombination

 3. Multielectron generation of H-containing intermediates and oxygen 
happens. It is catalyzed by enzymatic sites, like the bi-nuclear Ni-Fe 
and Fe-Fe clusters in hydrogenases or oxygen-evolving Ca-Mn4 cen-
ters of the photosystem II [4,5]

However, one can split the complex natural systems and processes into 
much simpler fragments and steps, which might be easier to understand 
and mimic using various concepts. For this reason, only steps 1 and 2 
mentioned above have been the core of the research in artificial photosyn-
thesis during the last few decades worldwide.

While natural photosynthesis aims to form natural fuels, i.e., sugars, 
one can also focus on producing just gaseous hydrogen [6,7] or other small 
molecules [8,9], not sugars. Some microorganisms, such as cyanobacteria 
or microalgae, are able to photosynthesize H2 under very specific condi-
tions. Why not mimic this particular process? Indeed, producing a fuel 
like H2 using just sunlight seems attractive and viable, and this idea is 
under consideration for decades [10–12].

DEFINITION:

Artificial photosynthesis aims to mimic natural photosynthesis by engineering 
schemes, which can produce practical (for the current world economy) fuels, like 
hydrogen, by splitting water using sunlight.

What is essential is that one needs to use relatively straightforward strate-
gies: artificial photosynthesis should increase the energy conversion effi-
ciency and the long-term stability of the fuel generating systems. This can 
be done by replacing biological agents in the natural schemes, which are 
considered unstable from the industrial point of view, with, e.g., durable 
solid-state inorganic or organic materials.

In principle, approaches for artificial photosynthesis demonstrate an 
unprecedented diversity in the ways humankind addresses these chal-
lenges [13]. For example, one might significantly simplify the systems using 
semiconductor materials [14,15]. Alternatively, one can try to immobilize 
naturally existing stable objects at the surface of conducting solids and 
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directly integrate them into the currently used energy provision schemes 
[16–18]. It could be attractive to use some molecular complexes as water 
splitting systems in mainly aqueous solutions under sunlight illumination 
[19–23]. Additionally, it is feasible to perform the so-called photoelectro-
chemical water splitting [24–26], where no or relatively small additional 
external voltage is necessary. In the following, some of these approaches 
are considered in more detail.

7.2  A PHOTOCATALYTIC APPROACH
Probably the most straightforward concept to perform artificial photosyn-
thesis can be formulated as follows. One just uses a photocatalyst dispersed 
in an aqueous electrolyte [27–30]. This material helps to split water to H2 
and O2 under illumination without any other additional material, neither 
electronically conducting nor isolating.

DEFINITION:

A photocatalyst is a material that gets catalytically activated (alters the rate of a 
chemical reaction) only when exposed to the (sun)light.

In the current practice, photocatalysts are typically semiconductor mate-
rials [31]. To understand why they are attractive, let us consider the pro-
cesses taking place in such semiconductor systems. For that, we will begin 
with the so-called energy diagrams of semiconductors. For simplicity, we 
will not consider the effects that occur at the interface between different 
types of conductors and materials with other semiconducting properties 
(i.e., p-doped and n-doped semiconductors, discussed in later sections).

The electronic conductivity of solids is now well-understood using the 
so-called band theory of solids. Using that theory, one can explain why 
some solids are insulators, whereas others are good electron conductors. 
Below is a summary of the output of this theory.

There are, in principle, two approaches in that theoretical framework to 
describe the electron energies in a periodic lattice of atoms. The first approach 
involves free electrons affected by a periodic potential (caused by lattice ions). 
The second approach considers isolated atoms, which are brought together to 
form solids. Both approximations give similar results: discrete energy levels, 
which are allowed for electrons, are grouped, forming energy bands.

As it is known from quantum mechanics, two atoms can create a joint 
system. In the simplest case, its stability will be determined by the energy 
levels allowed for the electrons belonging to the system and the occupation 
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of these levels with the electrons. Suppose one considers a two-atom system 
(for example, the hydrogen molecule, H2) with only one electron contrib-
uting from each side. In that case, one can expect the formation of the 
so-called bonding and antibonding energy levels or orbitals (Figure 7.1). 
The antibonding levels are located much higher in the energy scale. The 
two electrons in a hydrogen molecule occupy the bonding molecular 
orbital in the ground state, which corresponds to the highest probability of 
finding the electrons between the positively charged nuclei. However, one 
can excite the electrons by providing, for instance, photons with the right 
energy to bring them to the antibonding molecular orbital. This would 
correspond to zero probability to find an electron at the midpoint between 
the atoms; instead, there is an increased probability of finding the electron 
outside the region between two nuclei.

Similarly, if one brings, for example, ten atoms of the same nature 
close together, one can assume that the orbitals might group as schemati-
cally shown in Figure 7.2. While it is still possible to distinguish differ-
ent energy levels within these groups, the difference between them can 
be so small that electrons can jump between them with relative ease just 
due to a small energy influx. In the ground state, the levels, which are 
lower in energy, are occupied with the electrons, while the upper ones 
remain empty. In the lower levels, therefore, the electrons are “bound”. In 
the empty upper levels, they acquire more degrees of freedom to occupy 

FIGURE 7.1 Formation of bonding and antibonding molecular orbitals in a 
hydrogen molecule.
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different neighboring orbitals. This is equivalent to the higher mobility of 
these electrons compared to the bound electrons.

The formation of multiatomic systems results in the appearance of the 
numerous allowed energy levels for the charged species that it is practically 
difficult to distinguish them. In this case, one can consider them as continu-
ous energy bands. The highest band occupied with the electrons is called the 
valence band. Consequently, the lowest unoccupied band is called the conduc-
tion band, and the electrons with these energies will have increased mobility. 
Those bands overlap for many metals explaining their high electronic con-
ductivity even at low temperatures. However, for semiconductors (and dielec-
trics), there is a significant energy gap between the valence and the conduction 
bands. Therefore, it is less likely to find electrons in the conduction bands; this 
explains the low electronic conductivity of such materials (Figure 7.3).

DEFINITION:

The band gap (energy), often designated as Eg, is the smallest separation of the 
valence and conduction bands.

In the model shown in Figure 7.3, it is also essential to distinguish the 
so-called Fermi level, EF, or the electrochemical potential of electrons. 
According to Fermi-Dirac’s statistics, EF expresses the density and the 
average energy of the quantum states of electrons, which are in reality in 

FIGURE 7.2 Schematic energy diagram for the case of ten atoms of the same kind 
in close proximity.
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the conduction and valence bands. The closer the Fermi level is to the con-
duction band, the higher the probability of finding electrons there.

It is possible to excite electrons from the valence band to the conduc-
tion band if, e.g., a photon with energy greater than Eg is absorbed. In 
this case, an electron-hole pair is formed (see Figure 7.3). The hole can 
be considered as a sort of defect in, e.g., a covalent bond. Both electrons 
and holes have increased mobility and can contribute to the electronic 
conductivity of solids. One should note that the electron-hole pairs 
are also constantly generated due to thermal energy and any external 
energy sources.

Another step to understanding the models used in this field of 
energy materials science is to introduce the relationship between stan-
dard physical and electrochemical energy scales (Figure 7.4). As one 
can see, those scales have opposite directions. Additionally, there is a 
difference between them of 4.44 ± 0.02 eV at 298.15 K (if SHE scale is 
used) [32].

Now we are ready to construct models used to explain how one can 
use semiconductors to organize artificial photosynthesis (Figure 7.5). 
Let us start with a schematic drawing of a photocatalyst particle placed 
in an aqueous electrolyte and exposed to sunlight (Figure 7.5a). One can 
combine it with the energy diagram (Figure 7.5b), which is similar to that 
shown in Figure 7.3 with the physical scale, to result in a combined picture 
convenient to use while considering various semiconductor-based systems 
common in artificial photosynthesis (Figure 7.5c).

FIGURE 7.3 Schematic energy diagram for intrinsic semiconductors.
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7.3  ONE-STEP PHOTOEXCITATION SYSTEMS
Let us now name factors affecting the activity of photocatalytic materials. 
The main factors are related to the following three steps:

 1. The photocatalyst absorbs photons of higher energy than the band 
gap energy of the material and generates photoexcited electron-hole 
pairs in bulk

FIGURE 7.4 Absolute energy vs. electrochemical scales.

FIGURE 7.5 Construction of a model used in the field of artificial photosynthe-
sis. (a) Schematic drawing of a photocatalyst particle in an aqueous electrolyte 
under illumination. (b) Schematic energy diagram. (c) Combined picture.
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 2. The photoexcited carriers separate and migrate to the surface with-
out recombination

 3. Water molecules (and/or H+) participate in the redox processes at the 
surface, initiated by the photogenerated electrons and holes to pro-
duce H  and O , respectively2 2

Conceptually, artificial photosynthesis using semiconductors can be 
understood using Figure 7.6.

The following steps must happen for a successful generation of hydro-
gen. The semiconductor photocatalyst absorbs photons with an energy 
higher than the band gap to generate the electron-hole pairs. The holes and 
electrons separate from each other and move toward the surface, effec-
tively with low recombination probability [33,34]. At the surface, the elec-
trons reduce protons from the electrolyte, or more generally, participate in 
the hydrogen evolution reaction. Elsewhere on the surface, the holes par-
ticipate in the oxidation reaction resulting in gaseous oxygen. Obviously, 
these processes strongly depend on the structural and electronic proper-
ties of the photocatalyst.

What is the minimal energy of the absorbed photon to split water, and 
are there enough of such photons in the incoming sunlight? One can look 
at Figure 7.7, where the solar spectrum is presented. From previous con-
siderations, it is known that the minimal energy of an incoming photon 
to split water is ~1.23 eV, corresponding to a wavelength of ∼1000 nm, 
in the near-infrared region. Already, this excludes a considerable part of 
the solar spectrum. In addition to the overpotential for the hydrogen and 

FIGURE 7.6 Conceptual scheme of artificial photosynthesis to produce hydro-
gen fuel using semiconducting materials, sunlight, and aqueous electrolytes.



An “Artificial Leaf”   ◾   131

oxygen evolution reactions, one needs to account for the noticeable losses 
due to the complications in the catalysis of these processes. Therefore, the 
energy of the photons, which can be utilized for artificial photosynthesis, 
must be higher than ca 1.8–2 eV. As one can see from Figure 7.7, there are 
still plenty of photons with such energy reaching the planet’s surface [35].

However, the energy of incoming photons is only a part of the story. The 
energy of the photogenerated electrons and holes must match the poten-
tials where the hydrogen evolution reaction, HER, and oxygen evolution 
reaction, OER, occur. In other words, to achieve the overall water split-
ting, the bottom of the conduction band must be more negative than the 
potential for the H2 evolution reaction (which is −0.41 V vs. SHE at pH=7, 
or 0.0 V vs. RHE scale). At the same time, the top of the valence band must 
be more positive than the potential for the oxygen evolution reaction 
(0.82 V vs. SHE at pH=7 or 1.23 V vs. RHE scale).

This situation is reflected in more detail in Figure 7.8 for an ideal case. 
However, the right valence and conduction bands’ position is still not 
enough for efficient water splitting, as most photocatalysts are not par-
ticularly good electrocatalysts for oxygen evolution and hydrogen evolu-
tion reactions. To reduce losses caused by the respective overpotentials 
and enable good selectivity, the involvement of the so-called cocatalysts 
is highly desirable [36–38]. These cocatalysts can be chosen from the cata-
lytic materials known in electrocatalysis. For instance, one can use nickel 
oxides to accelerate the oxygen evolution reaction and metallic nickel for 
the HER in alkaline media. Likewise, metallic platinum can be the catalyst 
of choice for the hydrogen evolution and IrOx for the OER in acidic media. 

FIGURE 7.7 Approximate solar energy spectrum. Theoretical energy to split 
water (1.23 eV) is also indicated. Due to the considerable overpotentials for water 
splitting, one should mainly consider photons with energy larger than ca 2 eV.
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However, now the question arises, where exactly at the surface should one 
immobilize the cocatalysts? Figure 7.8 shows the concept, but such a model 
does not give instructions on where to locate the cocatalysts.

From the straightforward approach, it is logical to put cocatalysts at the 
surface regions where either electrons or holes “go out”. In other words, the 
material catalyzing the oxygen evolution reaction should be placed close 
to the surface sites, where holes “go out”. Consequently, the cocatalysts 
promoting the hydrogen evolution should be immobilized at the places 
where the probability of meeting the photogenerated electron is the high-
est. However, is it known if electrons and holes indeed appear at preferen-
tial specific locations at the surface? Until recently, there was a dominating 
hypothesis that both of them appear at the surface and participate in the 
redox catalytic reactions randomly. Therefore, researchers tried to distrib-
ute cocatalysts evenly at the surface of photocatalysts. However, recently, it 
has been shown that it is in many cases not true, and there are preferential 
places for the generated electrons and holes at the surface to initiate the 
reduction and oxidation reactions [40–42]. For instance, under illumina-
tion, the photogenerated electrons in photocatalytic BiVO4 tend to accu-
mulate at the [010] plane, while the holes preferentially move toward the 
[110] facets (Figure 7.9).

FIGURE 7.8 Schematic energy diagram for the photocatalytic water split-
ting for a one-step photoexcitation system. CB stands for the conduction band; 
VB – valence band; Eg – band gap. Note the relative positions of the valence and 
conduction bands versus the equilibrium potentials of the hydrogen and oxygen 
evolution reactions. Cocatalysts accelerating the OER and HER should be used 
in order to decrease the overpotentials for these reactions. (Adapted from [39].)
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It is possible to visualize the areas at the surface, which are reached 
by the photogenerated electrons. For that, one can reduce, for example, 
dissolved platinum precursors under illumination using those electrons. 
Figure 7.10 illustrates that the reduction process indeed occurs only at spe-
cific facets resulting in metallic platinum particles at the surface. Suppose 
the surrounding electrolyte is afterward replaced with another one con-
taining a dissolved Mn-precursor, and again the system is exposed to the 
sunlight. In that case, it is possible to initiate deposition of Mn oxides at 
the facets, where the holes “go out”, as the holes oxidize Mn2+ ions in the 
electrolyte forming a deposit. As one can see from Figure 7.10, the result-
ing MnOx deposit is located at specific facets of the photocatalyst crystal. 

FIGURE 7.9 The spatial separation of the photogenerated electron-hole pair at 
the semiconducting BiVO4 photocatalyst. The electrons preferentially go toward 
the [010] planes while the holes move to the [110] facets. (Adapted from [40].)

FIGURE 7.10 Scanning electron microscopy image of a BiVO4 photocatalyst 
with deposited metallic Pt at the facets where photogenerated electrons initiate 
the reduction of a Pt-precursor from the solution. At the same time, the holes 
initiate local deposition of Mn oxide at completely different surface planes. 
(Adapted from [40].)
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This confirms the hypothesis on the nonuniform distribution of the pho-
togenerated charges at the surface under illumination.

Remarkably, using the same deposition approach, one can design poten-
tially very efficient photocatalytic systems [43], as Pt, being one of the best 
catalysts for the hydrogen evolution reaction, is then located precisely at 
the right place to meet the photogenerated electrons (Figure 7.10). MnOx, 
a suitable catalyst for the oxygen evolution reaction, is immobilized at the 
regions enriched with the holes under illumination.

Unfortunately, there is a certain lack of suitable photocatalysts that 
simultaneously meet the following three requirements:

 1. The band gap is narrower than ca 3 eV but wider than ca 2 eV

 2. Band edge potentials are appropriate for the overall water splitting

 3. Good stability under the reaction conditions

Figure 7.11 schematically shows the energy diagrams of some well-known 
semiconducting materials with respect to the equilibrium potentials of the 
HER and OER.

FIGURE 7.11 Approximate positions of the conduction and valence bands ver-
sus the equilibrium potentials for the hydrogen and oxygen evolution reactions 
in aqueous electrolytes at pH = 7. Band gaps are also given. (Data for BiVO4 are 
from [44].)
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As one can see from the Figure, only a few compounds can be considered 
for one-photon water splitting. From Figure 7.11, one can pick TiO2, CdS, 
and ZnO. At the first glance, CdS could be the best candidate for artificial 
photosynthesis [45]. The band gap (ca 2.4 eV) is just slightly wider than 
ideally required, and the positions of the valence and conduction bands 
are appropriate to initiate both hydrogen and oxygen evolution reactions. 
Unfortunately, stability issues restrict so far its use as a photocatalyst. It 
turned out that metal chalcogenides, without external protection by, e.g., 
thin layers of some oxides, are often not stable in water oxidation reac-
tion to form O2. It is because the S2− and Se2− in the photocatalysts are 
more prone to oxidation than water, causing the CdS or CdSe catalysts 
themselves to be oxidized and degraded (the so-called photocorrosion). 
On the other hand, TiO2 and ZnO have a pretty wide band gap (ca 3.2 
eV), enabling only a tiny part of the incoming photons to be absorbed (see 
Figure 7.7). Nevertheless, those oxides, especially titania, appeared to be 
very stable under illumination and HER/OER conditions. Therefore, TiO2 
and doped titania are widely considered as the state-of-the-art materials in 
the discussed applications [46,47].

Titania surfaces are not good catalysts for neither the hydrogen evolu-
tion nor for the oxygen evolution reactions. Therefore, the photocatalytic 
systems based on TiO2 need cocatalysts. However, even with such a modi-
fication, the resulting systems’ productivity in the sense of the amounts 
of generated hydrogen is pretty low due to the intrinsic drawback of 
titania – a too wide band gap.

Addressing the challenge with a relatively poor choice of photocata-
lytic materials for the one-photon artificial photosynthesis, a number of 
research groups worldwide try to perform a thorough theoretical screen-
ing of new possible candidates. One of the first examples of computational 
high-throughput screening using density functional theory calculations is 
dated 2012, when several promising materials with the perovskite struc-
ture were theoretically identified (Figure 7.12) [48].

Further requirements for the photoactive systems include the following. 
The photocatalysts should be highly crystalline. In general, high crystallin-
ity positively affects the system’s performance since the density of defects, 
acting as recombination centers between photogenerated charge carriers, 
decreases with increasing crystallinity. One can also expect higher pho-
tocatalytic activity by reducing the particle size of a photocatalyst since 
the diffusion length for the photogenerated electron-hole pairs can be 
shortened. It is essential to design both the bulk and surface properties of 
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7.4  TWO-STEP PHOTOEXCITATION SYSTEMS
Consider two particles made of different semiconducting materials 
(Figure 7.13). Imagine also that each semiconductor has a moderate band 
gap. Let us also assume that the position of the valence band of one semi-
conductor is appropriate to initiate the oxygen evolution reaction at its 
surface. At the same time, the position of the conduction band is too posi-
tive to start the HER. For the second semiconductor, the situation is differ-
ent: The bottom of the conduction band is located more negative than the 
equilibrium potentials for the hydrogen evolution, but the position of the 
valence band prohibits the OER (see Figure 7.13). Assume also appropriate 
“acceptor” and “donor” electroactive species (redox mediators, acting as a 

FIGURE 7.12 Some theoretically identified candidates with the cubic perovskite 
structure for one-photon photocatalytic water splitting. (The data are from [48].)

the material simultaneously and carefully to obtain a high activity for the 
water-splitting reaction.

While there are many indications that the one-photon water splitting 
should be possible with reasonable efficiency, reproducible and stable pho-
tocatalytic systems for a visible-light-driven one photon scheme had not 
been realized by now. However, one-step water splitting by visible light 
had been once described as one of the “holy grail” of materials science. 
Nevertheless, it is possible to alternatively suggest a wider choice of mate-
rials if one designs systems with the so-called two-photon water splitting, 
which is the topic of the next section.
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“charge shuttle”) with the redox potential positioned in the energy scale 
between the conduction band of the first semiconductor and the valence 
band of the second one. The essential property of such an acceptor/donor 
system should be the very fast rate of electron transfer. This is possible if 
some outer-sphere reactions, not catalytic ones, are selected.

Take a look at Figure 7.13. Imagine the particle on the left side absorbs 
the first photon, resulting in an electron/hole pair formation. The hole can 
participate in the OER while the photogenerated electron from the conduc-
tion band reduces the acceptor species to result in the donor one. Another 
photon is absorbed by the second semiconductor particle (on the right in 
Figure 7.13), also generating an electron/hole pair. The corresponding hole 
is then used to oxidize the donor to regenerate the acceptor species while 
the photogenerated electron in the corresponding conduction band par-
ticipates in the hydrogen evolution reaction. Thus, both the hydrogen and 
oxygen evolution reactions are enabled even though the individual photo-
catalysts are not optimal to initiate both reactions.

In the following, it is important to design a more realistic system so 
that the hydrogen and oxygen evolution reactions are spatially separated 
to collect pure H2 fuel. Figure 7.14 shows one example of such a design 
with photocatalysts, cocatalysts, and redox mediator pairs. In the right 
part of Figure 7.14, the scheme shows the oxygen evolution reaction under 

FIGURE 7.13 Schematic energy diagram of photocatalytic water splitting for 
a two-step photoexcitation system. CB – conduction band, VB – valence band, 
Eg – band gap; donor/acceptor indicate electron-donating and accepting species, 
respectively.
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illumination with the participation of photogenerated holes at an immobi-
lized cocatalyst (e.g., Ir oxide). At the same time, the photogenerated elec-
trons quickly reduce Fe3+ to Fe2+.

The schematics on the left part of Figure 7.14 illustrate the hydrogen 
evolution reaction using photogenerated electrons at a cocatalyst (e.g., Pt), 
while the generated holes oxidize Br− ions to give Br2. Finally, spontaneous 
spatially separated redox process organized through an electron conduc-
tor regenerates Br− and Fe3+: Br2 + 2Fe2+ → 2Br− + 2Fe3+. It should also be 
noted that a proton-conducting membrane separates the two compart-
ments but allows the transfer of the protons generated due to OER to the 
left compartment, as shown in Figure 7.14.

Here, it is noteworthy to discuss the choice of the cocatalysts. As dis-
cussed previously, the most challenging reaction to catalyze in the sys-
tems described in this chapter is the oxygen evolution reaction. The choice 
of active catalysts is quite limited, and for the artificial leaf concept, one 
needs a very affordable catalyst candidate. In principle, one might consider 

FIGURE 7.14 Schematic illustration of a model two-photon water-splitting cell 
using a photocatalyst in the presence of Br2/2Br− and Fe3+/Fe2+ redox mediators. 
Besides the catalytic HER and OER, Fe2+ ions produced as a result of reduction 
at the photocatalyst (right part) react spontaneously with Br2, which is, in turn, 
the oxidation product at the photocatalyst in the left part, using an electron con-
ductor connecting two cell compartments, thereby regenerating Fe3+ and Br−. 
(Adapted from [39].)
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starting with the immobilization of natural objects, which are constitu-
ents of the bio-systems. For example, one can try to immobilize the water 
oxidizing complex of Photosystem II directly. The latter is the only system 
to catalyze water oxidation in nature, and the water oxidation center is a 
Mn4O5Ca cluster (see Figure 7.15) accommodated in a protein environ-
ment of the Photosystem II that controls the reaction coordinates, proton 
movement, and water access. However, most of them were tested not to be 
stable enough under harsh conditions of the OER for industrial applica-
tions. Nevertheless, one can use it as a starting point, as a sort of structural 
motif to improve the performance in the future.

7.5 S UMMARY AND CONCLUSIONS
Photoinduced water splitting has recently attracted significant attention. 
It would probably be an ideal approach to mimic the natural processes, 
harvest the energy of light, and produce fuels such as hydrogen. The most 
convenient approach to artificial photosynthesis is using semiconductor 
materials with appropriate band gaps (a bit wider than 2 eV) for one-pho-
ton water splitting. However, only a few materials are known for that with 
appropriate band gaps and positions of the valence and conduction bands, 
which are not stable under illumination. All the known artificial systems 
utilizing the one-photon scheme suffer either from photocorrosion or low 
efficiency. Relatively wide band gap materials like TiO2 are considered to 
be the state of the art. Recent attempts to address the challenge include 
high throughput theoretical and experimental screening.

An alternative approach to enable a wider choice of semiconductors is 
to use the two-photon schemes with appropriate intermediate reversible 
redox mediators. Several promising designs have been proposed. However, 
further research and development are at the moment necessary for the 
commercialization of these systems.

FIGURE 7.15 Mn4O5Ca cluster of Photosystem II: a schematic structural formula.
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The use of semiconductor photocatalysts for artificial photosynthesis 
often requires cocatalysts to promote hydrogen evolution (Pt, nickel or 
their alloys, etc.) and oxygen evolution (e.g., nickel oxides, IrO2) reactions. 
In order to increase the efficiency, the cocatalysts should be immobilized 
at the surface areas, which are either hole-rich or electron-rich under illu-
mination. Other recent strategies to overcome the challenges are the ratio-
nal design of semiconductors, protection of the semiconductor surfaces, 
use of molecular complexes, and immobilization of objects of nature.

7.6  QUESTIONS

 1. Explain the concept of “artificial leaves”.

 2. What are the main approaches to artificial photosynthesis?

 3. How can one use semiconductor materials in water splitting without 
an external bias?

 4. Define photocatalysts and cocatalysts.

 5. What are the main factors affecting the activity of photocatalytic 
materials?

 6. Explain the idea of the two-step photoexcitation systems for water 
splitting.

 7. Analyze promises and challenges concerning the “artificial leaf” 
approach.
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C h a p t e r  8

Materials for Solar 
Cell Applications

8.1  MOTIVATION AND HISTORICAL DEVELOPMENT
The potential of solar energy is roughly assessed to be 1.76 ×105 TW strik-
ing our planet, taking into account the degree to which the Earth reflects 
light from the sun. Human-related energy consumption in 2019 was ~18 
TW. Obviously, the development of means and technologies to accumulate 
and convert solar energy is extremely attractive and viable. One way to 
do so is to use the “artificial leaf” approach to generate hydrogen fuel, as 
discussed in the previous chapter. An alternative way is to use photovoltaic 
(PV) devices such as solar cells to provide electricity.

The PV effect, which is nowadays used in common solar cells and can 
be arbitrarily designated as the beginning of the development in the field, 
was discovered by Edmond Becquerel in the 19th century [1] while per-
forming experiments with solid electrodes in contact with electrolytes. He 
observed a direct current in the external circuit under the illumination of 
electrodes. The “best results” in such experiments were obtained with blue 
or ultraviolet light and when electrodes were coated with light-sensitive 
materials, such as AgCl or AgBr.

One can admit that thin-film-like PV devices using Se were suggested 
already in the 19th century by Adams and Day (1876) and Fritts (1883), 
among others. The explanation of the origin related to the PV effect was 
started by A. Einstein much later, in 1905, by first explaining the photo-
electric effect [2]. One of the first silicon-based PV cells was proposed by 

https://doi.org/10.1201/9781003025498-8
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Ohl in 1941 [3,4]. Further milestones included Si cells for ~1500 USD/W 
with 2% efficiency presented by Hoffman Electronics in 1955 and 10% effi-
cient cells presented by the same firm in 1959. In 1963, Sharp Co (Japan) 
produced the first commercial Si modules. By 2020, more than 630 GWp 
power (where “p” denotes the peak power) has been installed worldwide [5], 
which is nominally more than or at least similar to the cumulative nomi-
nal capacity of all nuclear reactors working nowadays taken together. 
According to the Fraunhofer Institute for Solar Energy Systems, the global 
annual production of solar cells in 2019 was equivalent to ca 140 GWp, 
suggesting that the installed capacity will grow substantially in the near 
future. This is also supported by the fact that the price for solar cell mod-
ules has drastically decreased in the past decades (Figure 8.1).

However, the current price of the devices is essential to assess this 
technology as environmentally friendly and sustainable. For example, in 
the modern economy, one typically needs money to make more money. 
Similarly, it also takes energy to make or save energy. The concept of energy 
payback reflects this kind of idea. The energy payback estimates how long a 
state-of-the-art commercial PV system should operate to recover the energy 
and associated pollutions spent to make such a system. Depending on the 
geographical location, this time can range from 1.5 to 2 years in Northern 
Europe and approximately 1 year or even less for the south or equatorial 
regions worldwide. Considering a typical operational time of a solar panel 
of ca 20 years, even in the worst scenario, these kinds of solar cell systems 
can generate at least ten times the energy needed to manufacture it.

FIGURE 8.1 Average prices (in thousands United States Dollars, kUSD) for typi-
cal PV rooftop systems in 1980–2019. (The data are from [5,6].)
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Moreover, the technology development within the last decade enabled 
reducing the required amount of pure Si from approximately 15g per Wp 
to ca 4g per Wp in 2020 [5]. The average price for electricity produced by 
PV systems is nowadays approximately the same or even lower than that 
produced using fossil fuels or nuclear powerplants. This is considering that 
initial subsidies for the PV technologies were less than half of the subsidies 
spent to support the nuclear energy’s successful start [7]. Clearly, consid-
ering the net positive impact on the environment, solar cell technology 
experiences fast development even with certain recent acceleration [8].

8.2  SINGLE-JUNCTION SOLAR CELLS
In Chapter 7, only intrinsic undoped semiconductors were considered. 
However, to engineer standard solar cells, some doped semiconductors are 
necessary. Consider a pure Si material, which is a typical intrinsic semicon-
ductor with a band gap of approximately 1.1 eV and the Fermi level lying 
in the middle between the valence and the conduction bands. Figure 8.2 
schematically shows the crystal structure of Si with covalent bonds. Each 
silicon atom in such a structure forms four covalent bonds as Si has only 
four valent electrons. Consider replacing one of the silicon atoms from the 
crystal lattice with, for example, boron, B, which has only three valent elec-
trons. If the amount of doping atoms is relatively small, the main struc-
ture remains while there will be a certain amount of defects in the covalent 
bonds (missing electrons, as shown in Figure 8.2). In this case, one can 
imagine that a positive charge is effectively introduced into the system. 
Therefore, this type of doped silicon is called p-type Si (p means positive).

FIGURE 8.2 Doping of (a) pure Si with (b) boron, B, resulting in a defect in a 
covalent bond (missing electron) or (c) phosphorous, P, resulting in an “exces-
sive” electron. Doping with B gives the p-type silicon, while doping with P gives 
the n-type silicon.
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Imagine now that instead of boron, some atom with five valent electrons, 
for example, phosphorous, P, is introduced. In this case, one can arbitrarily 
say that an excessive electron and negative charge are introduced (see Figure 
8.2). In this case, the doped Si is called n-Si (n means negative).

Let us consider how the energy diagrams should be modified com-
pared to the cases discussed in Chapter 7 for the intrinsic semiconductors 
to describe the doped systems (Figure 8.3). Within the same framework, 
one can adjust the Fermi level to reflect the situation with both p-doping 
and n-doping. Recalling that the Fermi level corresponds to the density 
and the average energy of the quantum states of electrons, which are in 
the conduction and valence bands, n-doping will correspond to the shift 
of the Fermi level close to the conduction band. This new position will 
indicate an increased probability of finding an electron in the conduction 
band. Electrons in the conduction band are responsible for the increased 
electron conductivity, and therefore, the main charge carriers in the 
n-type semiconductors are electrons.

In contrast, the Fermi level should be shifted downwards in the case 
of p-type semiconductors. One can arbitrarily say that namely “holes” 
(defects in the covalent bonds) in the valence band present after the dop-
ing “can carry current”. Therefore, they are formally the primary charge 
carriers in this kind of doped semiconductors.

Imagine one brings a p-type semiconductor in contact with a different 
medium, for instance, with another electronically conducting solid or 
an ionically conducting liquid having a dissimilar Fermi level (or equiv-
alently with different electrochemical potential of electrons). Suppose 

FIGURE 8.3 Schematic energy diagrams for n-type and p-type semiconductors. 
EF stands for the Fermi level.
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the EF of the medium is located below the initial Fermi level of the semi-
conductor. After the contact, the Fermi levels should equilibrate. This 
means that the electrons from the semiconductors will reduce, e.g., the 
oxidized species in the electrolyte (see Figure 8.4a). In the case of metal 
electrodes, it would not considerably change the overall properties of 
the surface and subsurface regions of the electrode, as the number of 
charge careers in metals is very large. However, in semiconductors, such 
a redox process at the surface leads to the formation of a depletion layer, 
also called the space charge layer.

To designate this new situation in the energy diagram, one needs to 
introduce the band bending concept, as shown in Figure 8.4a. In the space 

FIGURE 8.4 Schematic energy diagrams for (a) n-type and (b) p-type semicon-
ductors in contact with an electrolyte containing a redox pair. CB and VB denote 
the conduction and valence bands, respectively.
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charge layer, the number of electrons in the conduction band is reduced 
compared to the bulk, and the closer to the surface, the more the situa-
tion reminds the one for the undoped case. Therefore, using the formalism 
described before, the distance between the Fermi level and the conduction 
band increases if one moves toward the surface. If illumination with the 
photons having an energy greater than Eg is provided, it will generate 
an electron-hole pair. From the schematics shown in Figure 8.4a, it is 
evident that there will be a driving force for the generated photoelectron 
to move toward the bulk of the semiconductor. At the same time, there 
will be the driving force for the generated hole to move toward the sur-
face of the electrode and participate in a redox reaction at the electrode/
electrolyte interface. The situation with the band bending and driving 
forces for the photogenerated electrons and holes is inverted in the case 
of p-type semiconductors, as shown in Figure 8.4b.

Let us assume that an n-type semiconductor, e.g., n-type Si, and a 
p-type semiconductor, for instance, p-type Si, are in direct contact with 
each other. Similar to the case described in Figure 8.4, the Fermi levels 
should equilibrate. This will lead to the corresponding band bending, as 
shown in Figure 8.5. At the contact between the two types of semiconduc-
tors, the so-called p-n junction is then formed. If the system is exposed to 
the photons with an energy greater than Eg, the photogenerated electrons 

FIGURE 8.5 Schematic energy diagram for a p-n junction formed after the 
contact between p-type and n-type semiconductors.
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DEFINITION:

PV cells or solar cells can be defined as specific semiconductor diodes that con-
vert (sun)light into direct electric current.

Usually, besides a transparent electron conductor, such as In-doped SnO2, 
antireflection coatings, such as Si3N4 and metallic current collectors, com-
monly Al, are used. Each layer in the cell is stacked on top of the other.

In order to characterize the performance of solar cells, the current ver-
sus voltage curves are recorded under illumination. The schematic curve 
typical for solar cells recorded under illumination is shown in Figure 8.7. 
While without illumination, the I-V curve reveals a typical diode behavior 
(not shown), under illumination, the dependencies are changed, revealing 
several key points. Those are: (i) the current under the short circuit con-
dition (this condition is depicted in Figure 8.6), ISC, (ii) the open-circuit 

FIGURE 8.6 Schematics of an idealized solar cell under short circuit conditions.
and corresponding holes will tend to spatially separate at the p-n junction, 
like it is schematically explained in Figure 8.5.

There is now one step to constructing a device, a solar cell, which will 
convert the energy of the sunlight to electrical energy. It is necessary to 
introduce two electron-conducting current collectors, as shown in Figure 
8.6, which describes a single p-n junction solar cell architecture. The criti-
cal issue is that at least one of the current collectors should be transparent 
to the visible light. More details on the transparent electron conductors are 
given in Chapter 9.
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voltage, VOC, and (iii) the maximum power, Pmax, which is one of the 
important figures of merit, given as (see Figure 8.7):

 P Vmax m= ⋅Im 

An essential parameter of a solar cell is its energy conversion efficiency. 
The latter is commonly defined as the percentage of power converted from 
sunlight to electrical energy under some standard test conditions. Probably 
the first quantitative estimation of the maximum theoretical efficiency of 
a single junction solar cell was performed in 1961 by W. Shockley and H. 
Queisser (Figure 8.8) [9]. For the estimation, the standard conditions and 
assumptions were set, as described below.

• Only one semiconductor material is used in the solar cell

• There is only one p-n junction per solar cell

• Not-concentrated sunlight is used. Practically, the common illumi-
nation conditions existing in California (USA) were selected for the 
first standardization

• All energy is converted to heat from photons having energy larger 
than the band gap. It is also assumed that the electron loses the addi-
tional energy when traveling toward the p-n junction

FIGURE 8.7 Schematic graph representing the current-voltage characteristics of 
a p-n junction under illumination. ISC and VOC stand for the short circuit current 
and the open-circuit voltage, respectively.



Materials for Solar Cell Applications   ◾   153

 i. Recombination losses

 ii. Metal/semiconductor contact losses

 iii. Series resistance losses

 iv. Reflection losses

 v. Thermal losses

Recombination losses exist due to electron-hole recombination on the sur-
face and in bulk, the recombination in the p-n junction, and various defects. 

FIGURE 8.8 The Shockley-Queisser efficiency limit for single-junction solar cells 
and the efficiency of some available solar cells and solar cell materials. (The data 
are from [10] except for Ge.)

The Shockley-Queisser efficiency limit gives a quantitative rationale to 
the maximum theoretical efficiency of solar cells as a function of the 
band gap of the semiconductors used to construct them. Figure 8.8 
shows such a dependence together with some examples of materials used 
in state-of-the-art PV devices. As one can see from the figure, the opti-
mum band gaps are located close to approximately 1.4 eV. Notably, all 
the material and device efficiency examples are well below the Shockley-
Queisser efficiency limits.

This nonideal behavior of the materials and devices originates from 
the losses in solar cells. The latter can be classified into the ones related 
to the following:
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One should consider the recombination at the metal/semiconductor con-
tact as well. Series resistance losses are unavoidable in electric devices and 
mainly depend on the conductivity of the materials and the design of the 
solar cells. A significant reflectance typically causes reflection losses in the 
spectral range where semiconductor materials are photosensitive. Finally, 
the thermal losses occur when the excessive energy appearing due to the 
absorption of the solar photons with the energy larger than semiconduc-
tor Eg is realized as heat. The consequent temperature increase effectively 
decreases the open-circuit voltage due to the “leakage” of carriers across 
the p-n junction (Figure 8.9).

Like in the case of functional materials for various energy applica-
tions, the requirements for the materials to be used in solar cells are rather 
straightforward. The main requirements for an optimal solar cell material 
are as follows:

 a. A band gap between 1.1 and 1.7 eV

 b. Consisting of readily available and nontoxic materials

 c. Good PV conversion efficiency

 d. Reasonable long-term stability

Silicon has many of the properties mentioned above. It is abundant, has 
a band gap of ca 1.1 eV, provides relatively long stability so that the com-
mercial cells can be in operation during ca 20 years, and has an acceptable 

FIGURE 8.9 Typical change in the I-V characteristics of solar cell panels upon 
the increase of the cell temperature.
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efficiency of 20%–25% [11], which can still be substantially improved (see 
Figure 8.8). Therefore, the most currently used commercial solar cells are 
Si-based solar cells (see Figure 8.10).

Among the Si-based cells, those produced using monocrystalline 
material provide higher efficiencies, primarily thanks to the lower con-
tent of defects in the crystal structure, which reduces the probability of 
electron-hole recombination. However, monocrystalline Si-based solar 
cells require an energy-demanding manufacturing process at high tem-
peratures in the range between 400°C and 1400°C, as well as numerous 
lithographic processes. Therefore, despite a growing interest in Si-based 
commercial solar cells, a number of other approaches to increase the cell 
efficiency and/or reduce the overall costs of the units are in focus in the 
research and development worldwide, not only for large-scale common 
applications but also for space programs [12]. For instance, one approach 
to increase cell efficiencies is to use the so-called tandem cells, which are 
the subject of the next section.

8.3  TANDEM SOLAR CELLS
The multiple-junction, also known as tandem, solar cells have been devel-
oped to acquire higher efficiencies than those possible using just single 
p-n junction devices [13]. They were elaborated in the 1970s–1980s when 
the double junction cells were constructed using an AlGaAs-based archi-
tecture grown on top of a GaAs junction. The basic idea of these types 
of tandem cells is schematically explained in Figure 8.11. The outer sub-
cell is built using a semiconductor with a wider band gap, Eg1. Such an 
outer cell aims to harvest photons with higher energy, hv > Eg1, while the 

FIGURE 8.10 Solar cell production by technology. (The data are from [5].)
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lower-energy photons, hv < Eg1, can go through without absorption. They 
reach the second cell made of a semiconductor with a narrower band gap, 
Eg2 < Eg1, and the remaining photons having energy higher than Eg2 are also 
absorbed, increasing the resulting efficiency of the PV device. In principle, 
one can continue adding more and more subcells with constantly decreasing 
band gap to make use of as many incoming photons as possible.

In Figure 8.11, only one concept of the cell connection is shown. Some 
other types of connections of individual subcells are illustrated in Figure 
8.12 using three subcells as an example. They include independent, series, 
and hybrid connections. While independent and hybrid connections pro-
vide flexibility, approaches other than series-connected nowadays intro-
duce additional cost and complexity into power electronics and solar cell 
design using existing technology. Connection in series is unfortunately 
also not ideal as it places substantial additional constraints on the tandem 
efficiency by limiting the materials, which can be used. Nevertheless, the 
series connection is currently the most popular approach.

Let us consider what a theoretical advantage in the efficiency of a two-
junction solar cell is if one uses the well-accepted technology (Figure 8.13).

For the case of unconcentrated sunlight, a maximum efficiency of ca 
42.3% was estimated for Eg1 ~ 1.9 eV and Eg2 ~ 1.0 eV [14]. Interestingly, 
the highest theoretical efficiency assessed to be approximately 86.8% if a 
multiple-junction cell would be realized, consisting of an infinite num-
ber of subcells, with smoothly changing band gaps and illuminated by 

FIGURE 8.11 Basic principles of a tandem cell consisting of two p-n junctions 
and two semiconductors with different band gaps.
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FIGURE 8.12 Different connections of individual cells in multiple junction 
solar cells: independent, series, and hybrid, as indicated in the Figure. Cell 1 
should have the widest band gap, Cell 2 – intermediate band gap, and Cell 3 – 
the smallest band gap.

FIGURE 8.13 Efficiency limits as a function of the two semiconductor band gaps 
Eg1 and Eg2 for a two-p-n-junction tandem solar cell. (Adapted from [14].)
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concentrated sunlight. This kind of solar cell can probably be approached 
if one uses a semiconductor material with a porosity gradient. The idea is 
to use the band gap variation with the thickness of the walls separating 
pores of different sizes in a semiconductor, creating a quasi-continuous 
change in the band gap [15].

Typical material choice will be restricted if the most popular series 
connection is applied in the multijunction solar cells. First, the complete 
device should be fabricated on the same substrate. The atomic device struc-
tures must be similar in terms of atomic spacing and provide the multiple 
band gaps necessary to produce the junctions. Secondly, the high material 
quality of all layers is required for the carrier electrons and holes to be 
collected efficiently without recombination. The next requirement is that 
high-quality materials need to be used as the so-called inactive layers to 
provide the proper dynamics for generated carriers. The last-but-not-least 
constraint is that wide ranges in doping levels in different subcells must be 
well controllable. This requirement exists as it is necessary to interconnect 
each subjunction in the stack, which requires reversing the n-p polarity 
between the subcells.

The III–V multijunction solar cells (III and V correspond to the groups 
in the periodic table of elements) became popular during the last few 
decades [16]. Semiconductor p-n junctions in these devices are epitaxi-
ally grown one upon another to result in 3 or 4 subcells with different 
band gaps. Around 40% of efficiency for such kinds of cells was achieved 
in ca 2012 [17,18]. Shortly afterward, an impressive 44.7% efficiency was 
reported [19] for a cell using a four-p-n-junction architecture (Figure 8.14), 
and 44%–46% efficiencies were demonstrated recently using four-junction 
and six-junction designs under sunlight concentration [20,21].

8.4  DYE-SENSITIZED AND PEROVSKITE SOLAR CELLS
An interesting class of solar cells called the dye-sensitized solar cells 
(DSSCs) [22] uses some approaches common for the artificial photosyn-
thesis schemes described in Chapter 7. Consider an n-type semiconductor 
like TiO2 in contact with an electrolyte containing a sensitizer redox com-
plex, S+/S, or complexes [23,24]. The important property of the sensitizer is 
that after the electron is excited, it can “inject” this electron to the conduc-
tion band of TiO2 [25], as shown in Figure 8.15.

Instead of another type of semiconductor, a complex metal/transparent 
electron conductor counter electrode [26] is used to provide this elec-
tron to another redox pair I −

3 /I− through an external electron conductor. 
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FIGURE 8.14 The schematic layer structure of the four-junction wafer-bonded 
solar cell (right) combined with the cross-section scanning electron microscopy 
image of the cell structure (left). (Adapted from [19].)

FIGURE 8.15 Schematic structure of a typical DSSC. S denotes a sensitizer elec-
troactive complex.

The  I −/I−
3  redox pair spontaneously transfers it back to the S+/S redox 

complex, as schematically shown in Figure 8.15, thus completing the cycle.
The efficiency of the DSSCs is ca 10%–12%. Probably, one of their main 

advantages is that they can be made transparent and used as “intelligent 
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windows”, combining the exceptional esthetic properties and relatively 
good energy-related performance. This advantage was recently realized 
in EPFL (Switzerland) with 1400 DSSCs to create an impressive transpar-
ent energy-generating façade [27]. However, one of the main challenges 
in optimizing these cells is to find an inexpensive alternative [28–30] to 
a quite specific sensitizer complex of ruthenium, the structural formula 
of which is shown in Figure 8.16. The compounds of Ru are usually not 
affordable nowadays for large-scale applications, restricting the further 
success of this otherwise-very-attractive technology.

One can consider the new type of promising solar cells, namely the 
perovskite cells [31–33], as a modification of the dye-sensitized PV devices 
(Figure 8.17). Initial studies in the area of perovskite solar cells indeed 
arose as an evolution of the DSSC-architecture. A rather unusual class 
of perovskites, which is quite different from the typical, well-known 

FIGURE 8.16 The Ru complex photosensitizer, which is commonly used in DSSCs.

FIGURE 8.17 A schematic structure (a) of a perovskite solar cell with [CH3NH3]
PbI3 perovskite as a photoactive material with a respective energy diagram (b).
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perovskite oxides, namely methylammonium tin and lead halides, attracted 
particular consideration in this respect [34]. The band gap for these com-
pounds varies between ~1.57 eV and ~2.3 eV, depending on the halide con-
tent. Perovskite absorber materials with methyl-ammonium lead halides 
appeared nevertheless to be relatively cheap to manufacture. The crystal 
structure of the most used perovskite absorber CH3NH3PbI3 (band gap 
~1.55 eV) is shown in Figure 8.18.

Perovskite solar cells initiated in 2009 [35] with efficiencies of ~3.8% 
very quickly reached those over 20% within less than a decade afterward. 
Despite the challenges in the commercialization [36,37], the first prod-
ucts appeared in the market in 2021 [38]. The perovskite solar cells have 
achieved (2021) a lab-scale power conversion efficiency of ~25% [39], which 
is close to the performance of the best commercial silicon solar cells. With 

FIGURE 8.18 The crystal structure of the perovskite absorber CH3NH3PbI3.
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high efficiencies achieved in lab devices, stability [40–43] and remaining 
challenges in upscaling the manufacture of PSCs [44] are two critical con-
cerns that must be addressed on the way to the wider commercialization 
of these types of cells [45].

The other two major barriers on the way, as can be envisaged nowadays, 
are the replacement of the Pb-containing perovskite [46], as it is not par-
ticularly stable and contains toxic lead, and finding an alternative to the 
rather expensive hole transporter [47–50] (Figure 8.19).

It should also be noted that the approach to construct tandem perovskite 
solar cells has attracted considerable efforts recently to improve the effi-
ciency of these devices [51,52].

8.5  ORGANIC (POLYMER) SOLAR CELLS
Another promising alternative to the well-established solar-cell tech-
nologies is based on organic polymer photoactive materials [53,54]. The 
so-called organic solar cells [55] are pretty attractive, as one can expect 
a significant reduction of manufacturing costs, thanks to the relatively 
cheap and established large-scale production of numerous polymers.

Conceptually, the working principles of the polymer solar cells can 
be described using similar approaches as in the case of semiconductor 

FIGURE 8.19 Solid-state hole transporter 2,2′,7,7′-tetrakis(N,N-p-dimethoxy-
phenylamino)-9,9′-spirobifluorene (spiro-OMeTAD) used in perovskite solar cells.
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materials (Figure 8.20). The main difference is that instead of the band 
gaps, one needs to use the concepts of the highest occupied molecular 
orbitals (HOMO) and lowest unoccupied molecular orbitals (LUMO). This 
is the consequence in the description of polymer systems, where the con-
cept of molecular orbitals is often more adequate (Figure 8.20).

First, light enters the cell through the transparent anode, and it is 
absorbed in the bulk heterojunction layer through the generation of exci-
tons. One should note that a molecule absorbs light when an electron is 
excited from the HOMO to the LUMO, as shown in Figure 8.20. The exciton 
has a relatively large binding energy (0.3–1 eV). Therefore, to produce photo-
current, the exciton must overcome it and dissociate into free electrons and 
holes. The generated excitons either recombine or reach a donor-acceptor 
interface, where they separate into electrons and holes. The electrons and 
holes move toward the anode and cathode through the donor and acceptor 
phases. So, one can see that similar concepts are used to construct the solar 
cell, just using different photoactive materials (Figure 8.20).

The efficiency of exciton diffusion depends on the exciton diffusion 
length (LD), which should be short to avoid recombination.

 LD = τ( )D 0.5
 

where D is the diffusion coefficient, and τ is the exciton lifetime.

FIGURE 8.20 A schematic structure of a typical organic solar cell. HOMO – 
the highest occupied molecular orbital and LUMO – the lowest unoccupied 
molecular orbital.
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FIGURE 8.22 The structural formulas of (a) phenyl-C61-butyric acid methyl 
ester, PCBM, and (b) metal phthalocyanines, common small-molecule acceptors 
for organic solar cells.

Typically, the exciton diffusion length in organic semiconductors ranges 
from 1 to 10 nm, limiting the absorbing layer thickness.

Challenges in advancing polymer solar cells include stability issues [56] 
and a relatively narrow choice of materials, especially acceptor materi-
als [57–59]. The typical donor material for organic solar cells is poly(3-
hexylthiophene) (P3HT, see Figure 8.21), while common small molecule 
acceptors are phenyl-C61-butyric acid methyl ester, PCBM, and metal 
phthalocyanines (Figure 8.22).

FIGURE 8.21 The structural formula of poly(3-hexylthiophene) (P3HT), the 
widely used polymer donor material for organic solar cells.
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8.6  SUMMARY AND CONCLUSIONS
Efficient and affordable PV systems are extremely “expectable” in the cur-
rent research and development related to the so-called renewable energy. 
From the current understanding, there is unprecedented diversity of ways 
of how to use this approach and contribute to the existing current schemes 
of energy provision or to design a variety of materials for photo-, and even 
electrochemical water splitting.

State-of-the-art materials for commercial solar cells include silicon 
with efficiencies exceeding 20% and a record of ca 25% for monocrystal-
line Si-cells in 2020. Depending on specific needs and applications, one can 
distinguish crystalline, amorphous, and porous Si-based materials for these 
devices. There are also families of materials for organic and other types of 
solar cells, including polymers, perovskites, TiO2, GaAs, and other inorganic 
chalcogenide compounds. Approximately 7% efficiency for the transparent 
polymer solar and 12% efficiency for the nontransparent cells were reported. 
For the perovskite solar cells, the efficiencies in the range of 20%–25% seem 
to be easily achievable. However, some stability issues related to the organic 
and perovskite solar cells still prevent them from wider commercialization.

One of the most desirable aspects is to be able to easily tune the band 
gap and achieve good stability and flexibility in manufacturing. To par-
tially address the first challenge, the tandem or multijunction solar cells 
are under development. The main difficulty here is selecting photoactive 
materials with appropriate band gaps, their position, and that the con-
stituent materials are compatible with each other. Nevertheless, this field 
develops quickly with a clear promise to release a number of successful 
solutions for renewable energy provision systems.

8.7  QUESTIONS FOR SELF-CONTROL

 1. What is the PV effect?

 2. What are intrinsic semiconductors, and what are their schematic 
energy diagrams?

 3. What are doped semiconductors, and what are the schematic energy 
diagrams in the case of p-doped and n-doped semiconductors?

 4. Explain the space charge layer formation mechanisms at the semi-
conductor/electrolyte and semiconductor/semiconductor interfaces.

 5. Explain what the p-n junction is.
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 6. Explain the working principles of Si-based PV cells.

 7. What are the Shockley-Queisser efficiency limits?

 8. What are the main requirements for ideal solar cell materials?

 9. What are the common losses in solar cells, and how to minimize 
these losses?

 10. What is the concept of multiple-junction (tandem) solar cells?

 11. What are the requirements for the materials for PV applications con-
sidering tandem solar cells?

 12. Tandem solar cells: what are the main difficulties in design and mate-
rial choices?

 13. What are the working principles of the polymer solar cells, and what 
are the key properties determining their performance?

 14. Explain the working principles of dye-sensitized and perovskite 
solar cells.
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C h a p t e r  9

Transparent Electron 
Conductors

9.1  MOTIVATION
DEFINITION:

When defining the transparent electron conductors, one usually takes into account 
that they should have high optical transmission at visible wavelengths and electron 
conductivity close to or comparable to that of metals.

Transparent electron conductors are widely used in energy provision 
devices. In particular, one can mention solar cells of different types 
like silicon solar cells or dye-sensitized solar cells as well as some “arti-
ficial leaves”. In fact, transparent electron conductors are considered as 
extremely important key functional materials in these applications. They 
also found their niches in hybrid energy devices, which use sunlight as 
a source of energy. Notably, these materials are widely used in mobile 
devices to form, for example, touch screens.

One can distinguish at least three classes of such materials. These are 
(i) oxides, (ii) transparent conducting polymers, and (iii) polymer/metal 
composites. In the following, let us consider how a material can have both 
transparency and high electronic conductivity.

9.2 OXIDE MATERIALS  
The first class of electronically conducting transparent materials comprises 
oxides [1–5]. The earliest work about a transparent electron oxide conduc-
tor, CdO, appeared in the literature in 1907 [6]. By now, several oxides with 

https://doi.org/10.1201/9781003025498-9


172   ◾   Energy Materials

similar properties have been identified [7], including the so-called binary 
oxides like In2O3/SnO2 (indium-doped tin oxide (ITO)), SnO2/F (fluorine-
doped tin oxide (FTO)), ZnO, and ternary oxides (combination of binary 
oxides) such as Cd2SnO4, CdSnO3, Zn2SnO4, CdIn2O4, Zn2In2O5, MgIn2O4, 
or In4Sn3O12. Recently, FTO has been particularly recognized because it 
is relatively stable under atmospheric conditions, chemically inert, tem-
perature resistant, mechanically stable, and cheaper than, e.g., indium tin 
oxide. On the other hand, the transmittance in the visible region is higher 
in the case of the more expensive ITO films than for the FTO layers.

From the point of view of the band theory of solids, as discussed in pre-
vious chapters, transparent (for visible light) materials would require band 
gaps (Eg) between ca 1.6 eV and 3.3 eV. Materials typically demonstrate a 
relatively good electron conductivity if they have an Eg of ca 0.45 eV (e.g., 
tellurium) or less. From these first simple considerations, materials can 
be either transparent or good electron conductors. So, how can a material 
display both properties?

First of all, it is essential to start with a transparent oxide (n-type) mate-
rial with a band gap of Eg > 3 eV and high optical transparency (T ≥ 85%). 
One then performs doping, i.e., replaces the O atoms in pure tin oxide, SnO2, 
with F atoms to form FTO. When the amount of F atoms is ca 10%, the elec-
tron carrier concentration is very high. Basically, one creates the so-called 
“degenerate semiconductor”, i.e., a material, which starts to act more like 
a metal than as a semiconductor due to the high doping level. As the dop-
ing concentration increases, electrons populate states within the conduction 
band, pushing the Fermi level higher in energy. In the case of a degenerate 
doping level, the Fermi level lies inside the conduction band (Figure 9.1).

In the case of a degenerate semiconductor, an electron from the top of 
the valence band can only be excited by incoming photons of appropriate 
energy into the conduction band above the Fermi level (which now lies in 
the conduction band) since all the states below the Fermi level are occu-
pied states. Thus, one can also observe an increase in the apparent band 
gap, the so-called Burstein-Moss’s shift (see Figure 9.1). Therefore, there 
are simultaneously two effects that exist in such a case, as described below.

• The Fermi level lies in the conduction band, and the electronic con-
ductivity is high, even at room temperature

• The apparent band gap is wide enough that the material appears 
transparent in the visible region
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Relatively good stability makes some of the transparent electron conduc-
tors key functional materials for use in, e.g., solar cells. Figure 9.2 shows 
realistic transmission spectra of doped and undoped oxides with elec-
tron conductivities of ca 3800 S/cm and 850 S/cm, respectively [8]. The 
Burstein-Moss’s shift manifests itself in the spectra at a lower wavelength, 
as indicated in the Figure as Eg, opt. At a higher wavelength, one can observe 
a drastic shift after the doping. This is a plasmon-related shift resulting 

FIGURE 9.1 A schematic energy diagram for intrinsic undoped and doped 
(degenerate) n-type oxide semiconductors. Burstein-Moss’s shift is also schemati-
cally explained.

FIGURE 9.2 Realistic optical transmission spectra of undoped and ITO materials. 
(Adapted from [2].)
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in differences in the oscillation of the free electron density between the 
unmodified and modified material. It is then evident that the doped oxide 
is more transparent in the visible range, while it is noticeably less transpar-
ent in the IR region.

Going back to the energy diagrams, it should be noted that it is challeng-
ing to construct experimental ones for ITO, FTO, and similar transparent 
oxide electron conductors. Despite the technological importance of these 
materials and various experimental and theoretical studies, their fine band 
structures are still not fully understood.

Another peculiar characteristic of the transparent FTO and ITO 
materials is related to the fact that in order to get the desired conductiv-
ity and transparency, the doping level is mainly determined empirically. 
For instance, Figure 9.3 schematically shows the experimentally revealed 
dependence of the ITO film resistance and some of the optical properties 
of this material as a function of the doping level. As can be seen, there is 
a relatively narrow region where the film is maximally conducting and at 
the same time transparent.

While ITO is less affordable than FTO, it is often a primary choice for 
solar cell applications due to the higher conductivity of the resulting films 
of the same thickness. Figure 9.4 demonstrates that ITO has more than 
two times better conductivity than FTO, especially for very thin samples.

As briefly mentioned above, FTO and ITO are normally used as thin films 
to increase their resulting electronic conductivity and improve the neces-
sary optical properties. Thin-film formation is mainly performed by physical 
methods. The deposition is commonly done on glass, semiconductors, and 

FIGURE 9.3 Schematic dependence of resistive and some optical properties of an 
ITO film as a function of composition.
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dielectric polymers. One can distinguish the following standard physical 
and physicochemical methods to do so [9,10]:

 i. Magnetron sputtering techniques [11]

 ii. Ion beam sputtering

 iii. Reactive thermal and electron beam evaporation, etc.

 iv. Spray pyrolysis [12]

 v. Sol-gel methods [13]

While the ITO and FTO transparent electronic conductors are stable and 
have relatively good conductivities, they are still rather expensive due to 
issues such as, e.g., availability of indium or the challenges in thin film 
formation approaches. With the total global market for these two oxides 
approaching approximately two billion US dollars nowadays, they are 
probably not sustainable for thin-film photovoltaic applications at a sig-
nificantly larger scale if compared with the current energy demand. 
Therefore, there is a growing interest in finding more affordable and cheap 
alternatives, for instance, using polymers or hybrid composite materials, 
as discussed in the following sections.

9.3  TRANSPARENT CONDUCTING POLYMERS
The 2000 Nobel Prize in Chemistry was awarded to Heeger, MacDiarmid, 
and Shirakawa for the discovery and development of electrically conduc-
tive polymers. However, important representatives of these materials, e.g., 

FIGURE 9.4 Dependence of ITO and FTO film resistance as a function of the 
respective film thickness. (The data are from [14].)
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polyaniline, were already being prepared by chemical or even electro-
chemical oxidation in the nineteenth century. One can find that conduct-
ing polymers are known from at least 1862 [15]. Of course, they were not 
called polymers for a long time since the existence of macromolecules was 
not accepted until the 1920s.

It should be noted that the conductivity mechanism in electronically con-
ducting polymers can be rather complex, and so far, no single model can 
represent it. However, researchers distinguish two key processes: the elec-
tron transfer along a polymer chain and between the chains (Figure 9.5).

In other words, in conducting polymers, the motion of delocalized 
electrons often occurs through conjugated systems. However, the elec-
tron hopping mechanism is also likely to be operative, especially between 
chains (interchain conduction) and defects. Interestingly, pure polymers 
with defect-free chains consisting of structural units with conjugated 
bonds are very often dielectric. Special doping is normally required to 
increase their conductivity. One can, in general, regulate the electrical 
conductivity and even the color of the transparent polymer conductors by 
controlling the oxidation state of the constituting atoms, polymer doping 
level, and morphology [16].

One typical example is polyaniline. Different states of this polymer cor-
respond to its different conductivities and colors [17] as schematically shown 
in Figure 9.6. Unmodified polyaniline appears clear and colorless, with 

FIGURE 9.5 Schematic simplified model of electron transfer in electronically 
conducting polymers. One can consider electron transfer along a polymer chain 
with, e.g., conjugated bonds and between the chains.
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moderate conductivity. However, by oxidizing certain carbon atoms in the 
chain or/and by protonating the nitrogen atoms, one can change not only 
the conductivity but also the color, for example, to yellow, green, or blue [18].

It is also remarkable that by changing the doping level of polyaniline, 
one can vary its electron conductivity in a very wide range, from those 
values typical for dielectrics (e.g., diamond) to semiconductors (e.g., Si or 
Ge) and metals (e.g., In or Sn) (see Figure 9.7).

Electronically conducting polymers can be successfully used in vari-
ous energy provision devices and especially in photovoltaic applications 
[19,20]. For instance, uniform and transparent polyaniline electrodes can 
be used as counter electrodes in solar cells, particularly in the bifacial dye-
sensitized solar cells [21] together with FTO or ITO electrodes, as schemat-
ically shown in Figure 9.8. In the latter case, since sunlight can penetrate 
the device from the front and the rear sides simultaneously, more dye spe-
cies can be excited. This results in a higher number of generated charge 
carriers and, therefore, in the improvement of the overall efficiency and 
enhanced photovoltaic performance of these types of solar cells [22]. They 
also have good aesthetic properties as they are not only transparent but 
also often colorful and can be used in urban areas for applications in win-
dows and building-integrated photovoltaics [23].

Despite a number of unique properties of electronically conductive trans-
parent polymers, predicting their exact optical and electrical properties is 
still complicated. Therefore, more straightforward approaches based on 

FIGURE 9.6 Structural formulas of polyaniline and its derivatives with dif-
ferent conductivities and optical properties. H+ and A- designate protons and 
anions, respectively.
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some composites and hybrid materials have recently been under broad inves-
tigation. In the following section, approaches using transparent structures 
consisting of polymer matrixes and metal particles are briefly considered.

9.4  HYBRID AND COMPOSITE MATERIALS
Design and implementation of transparent composite or hybrid conduc-
tors are probably one of the simplest approaches to predict the resulting 
optical properties, chemical, photo, and mechanical stability, and the 

FIGURE 9.8 A sketch of a bifacial dye-sensitized solar cell with electronically 
conducting transparent FTO and polyaniline electrodes. (Adapted from [24].)

FIGURE 9.7 Depending on the doping level of polyaniline, its electronic conduc-
tivity can change from the one typical for insulators to the values common for 
metallic Sn or Fe. 
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DEFINITION:

In materials science, the term percolation is used when dealing with complex 
networks. Such networks can consist of, for instance, foreign particles in an iso-
tropic or anisotropic media. One of the main outputs of the percolation theory 
for material scientists is the prediction of the so-called percolation threshold. At 
this threshold, the content of particles is close to that enabling the formation of 
long-range connectivity of, e.g., particles in random systems.

Figure 9.10 schematically shows the dependence of the measured elec-
tronic conductivity of a composite sample consisting of a polymer matrix 
and spherical metallic species. Initially, when the content of the particles 
is relatively low, they are normally not in contact with each other and do 
not form any steady networks. This results in almost no changes in the net 

FIGURE 9.9 A general approach to prepare electronically conducting transpar-
ent hybrid films consisting of polymer matrix/metal particles. 

electrical resistance of the materials [25]. A schematic describing one of 
the most straightforward procedures to prepare, for instance, thin com-
posite films is shown in Figure 9.9.

Many insulating transparent conductors with improved mechanical 
properties and stability against degradation under atmospheric condi-
tions and illumination are soluble in a number of organic solvents. This 
fact enables the preparation of polymer/solvent liquid phases to be mixed 
with suspensions containing the same solvent and small metal (e.g., Cu or 
Au) or even carbon nanotube [26] particles. After such mixing, the solvent 
can be evaporated, and a composite consisting of the solid transparent 
polymer matrix and incorporated metal particles can be obtained. If the 
amount of particles is high enough to enable the electronic conductivity 
and at the same time small enough to maintain good transparency, the 
material demonstrates similar properties to those for the oxides or poly-
mers described in the previous sections. In order to find the optimum 
content of the particles balancing these two basic properties, the so-called 
percolation threshold should be determined and controlled.
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conductivity. At the percolation threshold, the content of metal species is 
high enough to start developing the first metal “nonbreaking” chains, sig-
nificantly enhancing the conductivity.

Finally, if one continues to increase the particle content, the newly 
formed metal chains will not increase the conductivity drastically, and a 
plateau in the curve shown in Figure 9.10 appears.

In order to keep the optical transparency in the visible region as high 
as possible, it is essential to shift the percolation threshold toward lower 
values. To do so, one can optimize the metal particle’s size and shape. 
For example, metal nanowires [27,28] enable a high probability to form a 
continuous electronically conducting network at pretty low metal content 
providing high conductivities and transparency (see Figure 9.11) [29].

Alternative methods to form metal/polymer conducting and trans-
parent electrodes include the so-called photonic sintering [30], which is 
high-temperature processing using, e.g., pulsed light sources and other 
similar approaches.

FIGURE 9.10 A schematic conductivity vs. metal particle content dependence 
of a sample consisting of a transparent insulating polymer (matrix) and spheri-
cal metallic species (filler). The very pronounced growth of the conductivity is 
observed at the percolation threshold.
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9.5  SUMMARY AND CONCLUSIONS
Transparent electron conductors represent a very important class of func-
tional energy materials, and in many cases, they determine the success-
ful scaling up of some energy provision technologies. The applications 
of transparent electron conductors range from solar cells or “artificial 
leaves” to various portable devices. The main classes of transparent elec-
tron conductors involve oxide materials, polymers, and composite or 
hybrid materials. As the state-of-the-art conductors, one can distinguish 
ITO, FTO, polyaniline, and systems, which involve insulating transpar-
ent polymer matrix with incorporated metal nanoparticles with their 
content above the percolation threshold, when the electron conductivity 
appeared to be high due to metal particles connected with each other 
while the transparency is still acceptable as the content of the metal is 
low enough. One can envisage that electronically conducting transparent 
polymers and composites will be more important as they are often more 
affordable than oxides for large-scale energy applications.

9.6  QUESTIONS

 1. Name typical classes of transparent electron conductors.

 2. Using energy diagrams, explain why oxide materials can have high 
electronic conductivity but remain transparent.

 3. Name state-of-the-art transparent electronically conducting oxide 
materials.

FIGURE 9.11 A schematic conductivity vs. metal particle content dependence 
of a sample consisting of a transparent insulating polymer and either spherical 
metallic species or metal nanowires (filler). The shape and also the size of the 
particles can control the position of the percolation threshold.
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 4. Analyze the pros and cons for the applications of ITO and FTO in, 
e.g., solar cells.

 5. Explain why polymers can be good electron conductors; what are the 
mechanisms of their conductivity?

 6. Explain the concept of how to construct electronically conducting 
transparent composites.

 7. What is the minimum amount of metal particles to be used in the 
electronically conducting transparent composites and why?
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C h a p t e r  10

Superconductors as 
Energy Materials

10.1  SUPERCONDUCTIVITY AND SUPERCONDUCTORS
One of the most serious problems in almost all typical electric energy 
provision schemes is resistive losses during, for example, electric power 
transmission or distribution. Widely used metals have noticeable electri-
cal resistance to direct current (DC) and alternating current (AC) at tem-
peratures close to those typical on the Earth’s surface. However, there is 
a class of materials that exhibit superconducting properties at lower tem-
peratures. These materials can be used to minimize the abovementioned 
resistive losses, design unique energy storage systems, and enable faster 
transportation, to name a few areas of their possible applications. Let us 
start with a general definition of superconductivity.

DEFINITION:

Superconductivity is the phenomenon of materials exhibiting a zero measured 
electrical resistance to DC.

Three boundary conditions should be “just right” to achieve the supercon-
ducting state of a specific material. Each of these criteria has critical values 
beyond which superconductivity is not observed. These are the tempera-
ture, Tc, magnetic field, Hc, and current density, Ic (see Figure 10.1).

In practice, the most important parameter is the critical temperature or, 
more precisely, transition temperature. Above this, there is usually no obvi-
ous indication that the material might be a superconductor. The critical 
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FIGURE 10.1 Schematic depiction of the three boundary conditions, such as 
critical temperature, Tc, critical DC, Ic, and critical magnetic field, Hc, below 
which the superconducting state of materials is observed.

FIGURE 10.2 (a) Approximate dependencies of the electrical resistance for 
nonsuperconductors and superconducting materials as a function of tempera-
ture. (b) Dependence of the resistance of metallic mercury on temperature. 
((b) is adapted from [1].)

temperature for superconductors is the one at which the electrical resis-
tance of a material abruptly drops to basically zero values (Figure 10.2). It 
is also important to note that the superconducting state cannot exist in the 
presence of a magnetic field or current greater than their critical values, 
even at close to absolute zero temperature.

For the first time, superconductivity was observed for metallic mer-
cury, Hg, by Heike Kamerlingh Onnes (the Nobel Prize in physics 1913 
for his investigations on the properties of matter at low temperatures, which 
led, inter alia, to the production of liquid helium) and his doctoral student 
Gilles Holst in 1911 [1,2]. For many years afterward, superconductivity was 
thought to consist simply of the disappearing of all electrical resistance 
below some transition temperature. Interestingly, it was not a surprising 
effect at that time. This rather simple way of thinking was dominating 
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mostly because of the so-called Drude model (1900, see Figure 10.3), which 
was frequently used at the beginning of the 20th century. According to 
that model, metal conductivity, σ, can be expressed as follows:

 σ = n e⋅ ⋅2
0 τ/m 

where n is the electron concentration, e0 is the elementary charge, τ is the 
relaxation time, and m is the electron effective mass. The main question 
was about the dependence of the relaxation time on the temperature τ(T). 
It was expected that at some temperature, the energy of electrons would 
not be dissipated, e.g., due to the motions of the atoms in the crystal lat-
tice. The only curiosity was to observe such a phenomenon experimentally.

In 1908, liquid helium (Tboiling, He = 4.2 K) was obtained for the first time, 
and it was possible to measure the conductivity of pure mercury at temper-
atures close to or even lower than 4 K. As one can see from Figure 10.2b, 
indeed, the resistance suddenly drops to zero at ca 4.18 K. Liquid helium 
was not available anywhere in the world outside the Onnes’s laboratory 
until 1923. Therefore, it is not a surprise that before 1928, all superconduc-
tors were discovered in Leiden.

The significant advance on the way to understanding superconductivity 
was the discovery of the Meissner effect (1933), which surprisingly showed 
that superconductors should also be perfect diamagnets. In other words, 
the magnetic field is excluded from the bulk of a superconductor below Tc. 
At the same time, it is not excluded from a relatively thin region near 

FIGURE 10.3 The Drude model tries to apply the classic kinetic theory to the 
microscopic behavior of electrons in a solid. In this model, electrons are con-
stantly rebounding from relatively immobile positive ions (open circles in the 
Figure) in a crystal. The model can explain Ohm's law semi-quantitatively.
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the sample’s surface. Qualitatively explaining, the electric currents near the 
surface of a superconductor induce a magnetic field. The latter cancels the 
applied magnetic fields in the bulk of this superconductor. This discovery 
was a point after which the initial “simple” explanation of this phenomenon 
could not be used anymore. By 1950, there was no explanation of supercon-
ductivity. Interestingly, Albert Einstein and Niels Bohr also tried to resolve 
this superconductivity “mystery”, however, without success.

In 1950, the isotope effect in superconductors had been discovered [3,4]. 
It turned out that the superconducting transition temperatures varied 
with the atomic weight of isotopes, A, (Tc ∝ A-0.5) when investigating the 
isotopes of Hg (Figure 10.4). It was the first and direct evidence for inter-
actions between the electrons and the lattice and that superconductivity 
should not have just a purely electronic origin. It was therefore recognized 
that phonons also play an essential role in superconductivity effects.

Based on this experimental finding and previous theoretical concepts 
by Cooper [6], John Bardeen, Leon Cooper, and Robert Schrieffer devel-
oped the first theory (Bardeen-Cooper-Schrieffer (BCS) theory) [7] of 
superconductivity (Nobel prize 1972).

The central pillar of the BCS theory is that superconductivity can 
be explained through electrons, which can be attracted to each other 

FIGURE 10.4 The dependence of the transition temperature on A−0.5 for different 
isotopes of mercury, where A is the atomic weight of Hg-isotopes. (Adapted from [5]. 
Data are from [3,4].)
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through interaction with the crystal lattice. These electrons form a sort 
of pairs called Cooper pairs. A Cooper pair should be considered as a 
purely quantum effect, and it is difficult to describe it correctly using 
macroscopic approaches. However, it can be reasonably represented as a 
pair of electrons bound together due to the electron-phonon interactions 
(Figure 10.5). It is noteworthy that these electrons forming a pair are not 
necessarily close to each other.

For the explanation of the superconductivity, it is essential to note that 
the Cooper pairs behave like bosons. This means that two or more identi-
cal quasi-bosons (Cooper pairs) can occupy the same quantum state. In 
other words, at some temperature regions, phonons “force” the electrons 
to become quasi-bosons to lower the overall energy state. This energy low-
ering is done through the Cooper-pair mechanism. Since the Pauli exclu-
sion principle does not apply for the Cooper pairs anymore, all of them 
can “drop” into one quantum state. All electrons contributing to the con-
ductivity can therefore have the same energy level. This situation can hap-
pen in certain materials below the critical temperature, Tc, and the other 
critical parameters such as the current and magnetic field. Therefore, the 
electrons of an entire superconducting specimen can exhibit behavior 
analogous to that of a single atom or molecule. The superconducting state 
can be consequently referred to as a unique macroscopic quantum state.

The electron-phonon interaction results in an energy gap (Eg) between 
the normal and superconducting phases at the Fermi level (see Figure 10.6). 

FIGURE 10.5 Schematics of a phonon-mediated formation of a Cooper pair. 
In BCS theory, the potential energy of the Cooper pairs is lowered through their 
interactions with the phonons.



190   ◾   Energy Materials

Recalling the mechanism of how the active resistance works, one can con-
clude that in order for one electron to change its energy in a supercon-
ducting phase, it is necessary to destroy the whole macroscopic quantum 
state so that all electrons should become fermions again (one has to over-
come the energy barrier Eg). One either destroys the macroscopic quan-
tum state, or a material demonstrates superconductive properties. The 
destruction is unlikely to occur, e.g., at lower temperatures.

The BCS theory leads to other important findings. First of all, the tran-
sition temperature can be predicted using a relatively simple equation:

 T Ac D= −·exp( )1/ B  

where for the electron-phonon interactions, AD ~ the Debye temperature 
and B<<1 (a BCS “bond constant”). Therefore:

 0K T< <c ~ 40K 

meaning that according to BCS theory, superconductivity is only possible 
at low temperatures. This theory also gives a quantitative prediction of the 
energy gap, Eg, at 0 K as

 E 3g c= ⋅.5 kT  

FIGURE 10.6 Schematic energy diagrams of metal in normal and superconduct-
ing states. To convert the superconducting metal back to its normal state, one 
should overcome an energy barrier, Eg, which is proportional to 3.5·k·Tc at 0 K 
according to BCS theory.
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Figure 10.7 shows that there is an excellent correlation between the measured 
and BCS-predicted energy gap for a number of superconducting metals.

However, limitations of BCS theory became obvious in 1986–1987, when 
a new class of ceramic copper-oxide-based superconductors (cuprates) 
was discovered [8–10]. The state-of-the-art cuprates found afterward 
could carry the currents without losing energy as heat at temperatures 
of up to 164 K or −109°C (see Figure 10.8). According to the BCS theory 
of conventional low-temperature superconductors, these copper oxides 
would have seemed the least likely materials in which to look for such 
properties. At room temperature, they are relatively poor conductors. 
The unexpected discovery of high-temperature superconductivity in 
the copper oxides triggered a massive amount of innovative scientific 
research. Unfortunately, up to now, no quantitative theory describing 
high-temperature superconductivity is widely accepted, and the dis-
covery of new superconductors is rather an art [11]. However, there are 
hypotheses that not only phonon-electron interactions are responsible 
for the superconductive properties.

Despite certain challenges in elaborating new theoretical concepts 
capable of explaining and predicting the high-temperature supercon-
ductivity, within a few decades after its discovery, new benchmarks in 

FIGURE 10.7 Energy gaps for some superconducting metals plotted as measured 
vs. calculated using BSC theory values. (Adapted from [5].)
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the transition temperatures were established under high-pressure con-
ditions (see Figure 10.8). For example, H2S at 150 GPa pressure showed 
Tc over 200 K.

One should also mention the discovery of superconductivity in mag-
nesium diboride, MgB2, below 39 K in 2001 [12]. This superconductor is 
based on abundant raw materials and enables liquid hydrogen for cooling. 
Room temperature superconductivity at high pressures was discovered in 
2020 [13]. It was found in specific C-H-S systems (the so-called carbo-
naceous sulfur hydrides). Figure 10.9 illustrates that a superconducting 
transition at ~287 K is observed at the pressure of ca 267 GPa. What is 
also remarkable is that new computational methods together with semi-
empirical approaches may allow discovering even higher-temperature 
(with Tc close to 473 K) superconducting materials [14].

Although thousands of superconductors have been identified by 
now, only a few of them are currently considered for energy applica-
tions. Those are Nb-Ti (fully commercialized), Nb3Sn (fully commer-
cialized), copper-based oxide (early stage of commercialization), MgB2 
(early stage of commercialization), and iron-based [15,16] (laboratory 
research) [17] superconductors.

FIGURE 10.8 The development of superconductors with time toward materi-
als with the transition temperature, Tc, closer to room temperature. Important 
“milestones” are indicated.
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10.2  SUPERCONDUCTORS FOR TRANSMISSION LINES
Probably, the most straightforward areas of energy applications of super-
conductors are the electric transmission lines to make a viable alternative 
to the existing overhead lines [18–20]. Moreover, if large “green-power” 
resources are widely employed in remote places like deserts to serve grow-
ing load centers, innovative methods of transmitting GW-level power over 
long distances to the customers will often be required [21]. One way to 
achieve this is to use DC cables based on high-temperature or even low-
temperature superconductors [22,23]. With the current state-of-the-art 
superconducting materials being used in transmission lines, they seem 
viable if the “green” energy should be transmitted to distances of thou-
sands of kilometers, potentially saving metals, space, and installation 
costs. In addition to the benefits of minimizing the resistive losses, one 
can also primarily address the common AC/DC issue. The latter originates 
from the fact that most of the common electrical devices in households 
and industries are intrinsically DC devices. If one uses no AC/DC convert-
ers and utilizes only DC superconducting electric transmission lines, it is 
possible to lower the final electricity costs even further [24].

FIGURE 10.9 Transition temperature, Tc, as a function of the applied pressure in 
the carbonaceous sulfur hydride system. A superconducting transition at ~287 K 
is observed at the highest pressure measured, ca 267 GPa. (Adapted from [13].)
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Superconducting electric lines need cables made of superconducting 
materials placed in a suitable cooling system (cryostat) and mounted under-
ground similarly to conventional underground cables. Cryogenic stations 
can be constructed along the line at distances between 10 and 100 km, com-
parably to those used nowadays between the compressor stations for natural 
gas long-distance transport pipelines. Several designs [24–26] were suggested 
with a general scheme presented in Figure 10.10.

Long-distance superconducting DC transmission lines have serious 
advantages compared to conventional installations, and the most impor-
tant of them are listed below.

• They would have no impact on the landscape due to their under-
ground location, i.e., low visual impact due to the small size is possible

• These transmission lines can be designed to eliminate electromagnetic 
fields that could affect the surrounding area

• They would have a smaller environmental footprint than both over-
head lines and standard underground cables

• These lines would minimize the land use and property acquisition, 
leaving the value of local real estate unaffected

FIGURE 10.10 A simplified structure of a long-distance DC transmission cable. 
HTSC – high-temperature superconductor.
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• They would not be influenced by natural weather phenomena such as 
wind, fog, snow, or ice

• They typically have a much higher effective current density of ca 100 
A/mm2 if compared with copper cables (1–5 A/mm2)

One can distinguish the following milestones on the way to broader use of 
superconducting transmission electric lines, as listed below.

1967: Evaluation of the possibility of transferring 100 GW over 1000 
miles in a single superconducting DC power cable in the US (Nb3Sn, 
4 K, liquid helium)

2001: The Electric Power Research Institute introduced a concept for 
large-scale energy transfer with liquid H2 using MgB2 superconductors

2008: Long Island Power Authority, New York, US; a 600-meter-long 
underground cable was installed connecting a power station to the 
overhead line network

2009: The technology is ready for commercial applications with liquid 
N2 using high-temperature superconductors

2014: AmpaCity [27] system installation in Essen, Germany (the world-
wide longest superconducting power cable in the city by now) and 
South Korea’s pilot project to build the first “real-world” distribution 
system based on superconducting cables

2021: Tests of full-scale HTS transmission cable line (2.4 Km), St. 
Petersburg, RF [28]

At the same time, it is important to mention the main impediments, which 
currently slow down the commercial application of such technologies in 
electrical energy transmission.

• There is a misbalance between either the high costs of the high-
temperature superconductors or expenses for the cooling gas/systems

• Complications to repair the cable damages. It is now a relatively 
time-consuming process

• Losses when using AC. There is no generally accepted universal 
physical model to describe these losses
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• Thermal leaks between the cold liquid nitrogen and the warm 
surroundings

• The strength of the current, which one can use in these cables, is lim-
ited. At some Ic, the superconducting state will be lost

• Maintenance issues are a big question. This still should be extensively 
tested in pilot projects

10.3  SUPERCONDUCTORS FOR ENERGY STORAGE 
SYSTEMS AND TRANSPORTATION

The basic idea behind the use of superconductors in energy storage devices 
is relatively simple. It is based on constructing and using induction coils 
made of superconductors and cooled below the critical temperature 
(Figure 10.11) [29–31]. Energy stored in a standard inductor will fade out 
rather quickly due to the ohmic resistance in the coil when the power sup-
ply is disconnected. The time constant of a coil is τ = L/R. If R goes to zero 
in the case of superconductors, then τ goes to infinity, enabling theoreti-
cally unlimited time to store electric energy in the magnetic field.

The magnetic energy, E, stored is calculated according to the following 
equation connecting the inductance, L, and the current flowing, I:

 E L= ⋅I /2 2 

FIGURE 10.11 A schematic diagram of a SMES system. (Adapted from [32].)
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As discussed above, the conductor has to be operated below a critical tem-
perature Tc, below a critical current Ic, and below a critical magnetic field 
Hc. Superconducting magnetic energy storage (SMES) systems store energy 
within the magnetic field created by the flow of DC in a superconducting 
coil with near-zero loss of energy. A typical SMES consists of two parts: 
a cooled superconducting coil (e.g., Nb/Ti or Y-Ba-Cu-O ceramics) and a 
power conditioning system (Figure 10.11). Ideally, once the superconduct-
ing coil is charged, the current will not decay, and the magnetic energy can 
be stored indefinitely long. The energy will be stored until the coil is again 
connected to the grid to be discharged. The conversion efficiency in one 
cycle using such systems is in practice ca 95%–97%.

Relatively large systems are already in use by power generation and 
transmission utilities to help to stabilize long transmission lines and pro-
vide a very fast power backup in times of crisis or peak loads.

The main advantages of SMES systems are listed below (see also 
Table 10.1).

 1. The short time between the charging and discharging (almost 
instantaneous)

 2. The very low energy loss in the charging and discharging process

 3. The absence of moving parts in the system’s main components

The largest drawback of the state-of-the-art SMESs so far is their price. 
One additional disadvantage regarding, e.g., high-temperature ceramic 
superconductors is the fact that the materials being used are brittle and 
hard to shape, at least into the form of a coil.

TABLE 10.1 Comparison of the Performance of Some Energy Storage Systems 

Typical Range/Response Time Life Time/Backup Time

SMES 1–100 MW/milliseconds ~ 30 years/seconds
Supercapacitors 1–250 kW/milliseconds ~ 10–20 years/seconds
Compressed air energy 25–350 MW/1–2 min More than 50 years/hours
storage system

Flywheel energy storage ~ kW/1–2 min ~ 20 years/minutes
system

Pumped hydro energy Up to ~ 2 GW ~ 50 years/days
storage system

Batteries ~ 20 MW/seconds ~ 3–7 years/hours
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Relatively affordable commercial systems are available in the market 
for energy applications. SMESs are indeed used now to store energy, e.g., 
D-SMES in Wisconsin, USA 3MW units, or in Kameyama (Japan). South 
Korea has been actively developing HTSMES since 2004 to be widely 
used in commercial grids. There were two national projects, one for 600 
kJ and the other for 2.5 MJ SMES.

Superconductors attract significant attention for public transporta-
tion, trains, or trams [33]. These trains use the effect of magnetic levita-
tion (the so-called maglev technology). There is an approximately 10 mm 
gap between the maglev transport mean and the track minimizing losses 
due to friction. The superconducting magnet material is normally placed 
on board, while the role of the track is to be a guideway. There are cur-
rently two major operational lines. One line is a relatively short commer-
cial one from Shanghai airport, and another one is the more-than-40-km 
test track in Japan. Other prototypes have been recently demonstrated, or 
plans were announced by companies in Germany, China, and other coun-
tries. The expected and demonstrated speeds of these trains are more than 
500 km/h. This is a competitive speed compared to airplanes and reduces 
the CO2 emission by at least a factor of two.

10.4  SUMMARY AND CONCLUSIONS
Wider application of superconducting materials for energy provision and 
storage would noticeably change everyday life. First of all, this should 
decrease the overall resistive energy losses in transmitting high-level power 
over long distances and enable faster and better long-range passenger 
transportation. In addition, superconducting magnetic storage systems 
should complement the electrical energy storage device portfolio to bal-
ance energy provision at peak demands. However, the current understand-
ing of superconducting materials impedes the rational development of 
affordable high-temperature superconductors necessary for their broader 
commercial applications in energy provision.

The well-accepted BCS theory can predict properties of the supercon-
ductors with the transition temperature, Tc, below 40 K. It has limitations 
to explain the properties of high-temperature superconductors. The latter 
are now discovered mainly using semi-empirical approaches. Nevertheless, 
state-of-the-art high-temperature superconductors, the so-called cuprates, 
are currently used, and liquid nitrogen is typically utilized to maintain 
their superconducting properties. What is more, a few classes of com-
pounds demonstrate the superconducting transition temperature close 
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to the room temperature under high-pressure conditions. Some hydrides 
are predicted even to exhibit superconductivity at elevated temperatures. 
However, further development of the theory of superconductivity is neces-
sary to enable faster progress in this field of energy materials.

Current applications of superconductors are not limited to energy pro-
vision schemes. They are also used in some transportation systems and are 
widely applicable in devices for medicine.

10.5  QUESTIONS

 1. Define superconductivity.

 2. What are the three main criteria (boundary conditions) for the mate-
rial to demonstrate superconductive properties?

 3. Describe the phenomenology of the Meissner and isotope effects in 
superconducting materials?

 4. Why did the Meissner effect and isotope effect contribute to the 
understanding of superconductivity?

 5. Explain the origin of superconductivity using BCS theory.

 6. Name the most important classes of high-temperature superconductors.

 7. Does BCS theory explain the mechanism of superconductivity in 
high-temperature superconductors (and why)?

 8. Name state-of-the-art superconducting materials for energy provi-
sion and storage.

 9. What are the basic concepts to use high- and low-temperature super-
conductors for electrical energy transmission, energy storage systems, 
and transportation? Analyze the pros and cons of these concepts.
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C h a p t e r  11

Permanent Magnets for 
Motors and Generators

11.1  INTRODUCTION
In order to maintain the growth of the “green”-energy economy, one needs 
efficient and affordable magnetic materials, particularly for electric gen-
erators and motors [1]. For example, these materials are required for wind 
turbine electrical generators. In 2020, the globally installed wind gen-
erators gave more than 600 GWp (where subscript p designates the peak 
power), and the number of such generators is likely to grow substantially, 
leading to an increased demand for their components. However, there 
is an important issue. The wind turbines, or the so-called “windmills”, 
have to operate at very low revolution speeds. Typical values range from 
a minimum of 5 rotations per minute (rpm) to a maximum of 20 rpm. 
Because of this, plus peculiarities of current technologies in this field, 
one has to use in the majority of cases permanent magnets (PMs). PMs 
are advantageous in wind power production at a low rotation speed. On 
average, medium-speed geared PM-wind turbine generators need ~200 kg 
of magnetic materials per MWp [2].

Furthermore, if hydrogen is utilized in automotive applications as a 
fuel, electrical motors are necessary. Electrical motors are also needed 
if different types of batteries or supercapacitors are to be widely used in 
cars, buses, trains, and other means of transportation. Most electric vehi-
cles designed for transportation purposes currently use PM motors  [3]: 
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they are approximately 70% smaller than induction motors (IMs). At 
the same time, the IMs are approximately 2.5 times heavier than the 
PM-based vehicles.

It is surprising that while our civilization knows PMs for more than 
2000 years, one still experiences a noticeable deficit of these kinds of 
materials, especially for the current energy applications. This issue should 
be addressed, and one can only agree that there is an existing but some-
how largely ignored fact that improved magnetic materials are a solution to 
the energy crisis. The solution via development in magnetic materials will 
give an immediate impact in producing renewable energy and in raising 
energy efficiency [4].

The story of understanding and development of PMs probably begins 
with a mineral called magnetite (Fe3O4), one of the first natural mag-
netic materials found approximately 2500 years ago in the district of 
Magnesia in the present day Turkey. The first well-received scientific 
study of magnetism was made by William Gilbert, who published his 
classical book “On the Magnet” in 1600. In the early 19th century, Hans 
Christian Oersted discovered that an electric current induces a mag-
netic field. This event was a real breakthrough in the understanding of 
electricity itself. In 1907, Pierre-Ernest Weiss supposed that in addition 
to any externally applied magnetic field, H, there should be a n internal 
“molecular” field in a (ferro)magnet proportional to its magnetization. 
Later, Pierre Curie discovered that certain magnetic materials undergo 
a sharp change in their magnetic properties at a transition temperature, 
which is now called Curie temperature.

The discovery of a new family of materials, namely the ferrimagnetic 
hexagonal ferrites (e.g., SrFe12O19) in 1951 [5], for which the shape barrier 
was broken, designated a new milestone in the development of PMs. For 
those materials, self-demagnetization did not quickly occur due to the 
shape issues, and bar or horseshoe shape became possible.

In 1982, General Motors and Sumitomo Special Metals independently 
discovered the Nd2Fe14B compound [6], a magnetic material that, for 
example, can easily lift thousands of times its own weight. The energy 
product |BH|max (see the following sections for explanations) of magnetic 
materials improved quasi-exponentially during the 20th century, dou-
bling approximately every 12 years. However, it has not improved con-
siderably in the last ~20 years (see Figure 11.1). In the following, some key 
theoretical aspects related to the understanding and design of magnetic 
materials are presented.
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11.2  THEORETICAL CONSIDERATIONS
The theoretical description of PMs can be performed using two histori-
cally established ways. The first one can be arbitrarily named “physics 
way” in terms of circulating currents. In this way of thinking, one can 
envisage magnetism as a sort of side effect of electron motion. The second 
one can analogously be called “engineer way”, which describes magne-
tism in terms of magnetic poles. The latter can be found, for example, at 
the ends of a bar magnet.

It is known that inorganic solids that exhibit magnetic effects dissimi-
lar to diamagnetism, a specific property of all substances, have constitu-
ent parts with some unpaired electrons in their outer valence shells. In 
particular, unpaired electrons are usually “localized” on metal cations. 
The unpaired electrons can have both spin and orbital motion, generat-
ing a magnetic moment associated with the electrons. Magnetic behavior 
is restricted mainly to compounds of transition metals and lanthanoids, 
most of which possess unpaired d and f electrons, respectively.

The magnetic moment of a free atom in the absence of a magnetic field 
consists of two contributions. The first one is the orbital angular momenta 

FIGURE 11.1 Development of PM materials with time. The energy product, one 
of the central figures of merit in the field of magnetic materials, is expressed in 
Mega-Gauss-Oersted, 1MGOe = 7957.75 J/m3. (The data are taken from [7,8].)
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of the electrons circulating the nucleus. Second, each electron has an extra 
contribution to its magnetic moment arising from its “spin”. The spin and 
orbital angular momenta can combine and produce the observed mag-
netic moment. At first, taking into account only the spins, the resulting 
effective magnetic moment, μS, can be assessed using the following equa-
tion (in units of the so-called Bohr magnetron):

µ = g S S 1 0.5

 S ( )( )+  

where S is the sum of the spin quantum numbers of the individual unpaired 
electrons, and g is the gyromagnetic ratio, which is approximately 2.00232. 
Table 11.1 shows some examples of the theoretical and observed magnetic 
moments for some transition metal cations. As one can see from the table, 
the equation given above has good predictive power.

The motion of an electron around the nucleus may give rise to an orbital 
moment. This situation typically happens in materials containing heavy 
metal ions such as lanthanoids. The orbital moment then contributes to 
the overall magnetic moment. In cases where the orbital moment makes 
its full contribution, the following equation can be used:

µ = g S2 S 1 L L 1
0.5

 S+L ( )( )+ + ( )+
 

where L is the orbital angular momentum quantum number for the 
metal ion.

TABLE 11.1 Theoretical and Measured (in Bohr Magnetron Units) Magnetic Moments, 
μS, for Some Cations of Transition Metals

Ion Calculated μS Measured μS Number of Unpaired Electrons

V4+ 1.73 1.8 1
Cu2+ 1.73 1.7-2.2 1
V3+ 2.83 2.8 2
Ni2+ 2.83 2.8-4.0 2
Cr3+ 3.87 3.8 3
Co2+ 3.87 4.1-5.2 3 (high spin)
Fe2+ 4.9 5.1-5.5 4 (high spin)
Co3+ 4.9 5.4 4 (high spin)
Mn2+ 5.92 5.9 5 (high spin)
Fe3+ 5.92 5.9 5 (high spin)
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In practice, the equation given above may sometimes not predict the 
actual values. This situation happens because the orbital angular momen-
tum is either entirely or partially reduced when the electric fields of 
the neighboring atoms or ions limit the orbital motion of the electrons. 
Calculated and measured effective magnetic moments for ions of the 
rare-earth metals are given in Table 11.2. It is clear from the table that the 
measured values of the μS+L are indeed often quite far from those theoreti-
cally estimated. Nevertheless, one can say that the predictive power of the 
approach described above is rather good.

Individual magnetic moments of ions containing unpaired electrons are 
often randomly oriented in a crystal or, in general, in a medium. Partial 
alignment occurs on the application of a magnetic field. In some materials 
(the so-called ferro- and antiferromagnets, which are discussed later), the 
alignment of magnetic dipoles occurs spontaneously, resulting in a total 
magnetic moment of a material’s volume. In this case, one can assume 
some type of interaction between neighboring spins that allows this to 
happen (Figure 11.2).

DEFINITION:

Magnetization, M [Oersted or A/m], is the total magnetic moment per unit volume.
Let us consider in the following some particular cases existing in nature 

and related to the magnetic behavior of matter.

TABLE 11.2 Theoretical and Measured (in Bohr Magnetron* Units) 
Magnetic Moments, μS+L, for Some Cations of Rare-Earth Metals

Ion Calculated μS+L Measured μS+L Configuration

Ce3+ 2.54 2.4 4f15s25p6

Pr3+ 3.58 3.5 4f25s25p6

Nd3+ 3.62 3.5 4f35s25p6

Pm3+ 2.68 - 4f45s25p6

Sm3+ 0.84 1.5 4f55s25p6

Eu3+ 0.0 3.4 4f65s25p6

Gd3+ 7.94 8.0 4f75s25p6

Tb3+ 9.72 9.5 4f85s25p6

Dy3+ 10.63 10.6 4f95s25p6

Ho3+ 10.6 10.4 4f105s25p6

Er3+ 9.59 9.5 4f115s25p6

Tm3+ 7.57 7.3 4f125s25p6

Yb3+ 4.54 4.5 4f135s25p6

*Bohr magneton corresponds to the magnetic moment of a 1s electron 
in hydrogen.
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FIGURE 11.3 Types of the ordering of the magnetic dipoles in magnetic materi-
als without an external field.

FIGURE 11.2 Alignment of individual magnetic moments in the crystal struc-
ture of α-Fe and Ni ferromagnetic materials in the absence of an external field.

One can start with diamagnetism, which is one of the fundamental 
properties of matter originating from the noncooperative behavior of the 
orbital electrons under the external magnetic fields. The resulting mag-
netic moment of an atom in a diamagnetic sample is zero. In the external 
magnetic fields, diamagnetics are magnetized opposite to the applied field 
direction and, therefore, have negative total magnetization.

In the so-called paramagnetic materials, each atom or ion has a cer-
tain magnetic moment. However, there is no interaction between these 
atomic magnets, as shown in Figure 11.3a. In the presence of the exter-
nal magnetic fields, magnetic moments in this kind of material will be 
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partially aligned in the direction of the applied field, leading to some 
net positive magnetization.

In ferromagnetic materials (Figure 11.3b), there is a strong interaction 
between the atomic magnets. The latter are aligned parallel to each other. The 
specific characteristic of ferromagnetic materials is spontaneous magnetiza-
tion. It exists in a uniformly magnetized sample in the absence of external 
magnetic fields. This spontaneous magnetization can be revealed experimen-
tally through saturation magnetization: a maximal induced magnetic 
moment, which an external magnetic field can cause in a specific material.

In antiferromagnetics, there are two sublattices with different magnetic 
moments, which are equal in magnitude and have opposite directions with 
zero net magnetic moments (Figure 11.3c).

In ferrimagnetics, magnetic moments are arranged, similar to the situ-
ation with antiferromagnetics. However, the moments are not equal in 
magnitude; therefore, some spontaneous magnetization can be revealed. 
The actual arrangements of the magnetic moments are schematically illus-
trated in Figure 11.3d.

The characteristic feature of ferromagnetic materials is the spontaneous 
magnetization, Ms, due to a spontaneous alignment of atomic magnetic 
moments, which disappears upon heating above a critical temperature 
called the Curie temperature, Tc. Table 11.3 gives some examples of the 
Curie temperatures for several metals important in designing common 
magnetic materials.

What is remarkable, when a piece of a ferromagnetic material is cooled 
below the Curie temperature, the magnetization spontaneously “splits” it 
into many relatively small regions called magnetic domains [9,10]. A mag-
netic domain can be defined as an area in a magnet in which the mag-
netization is observed in a uniform direction. In other words, domains 

TABLE 11.3 Curie Temperatures for Some Metals

Metal Curie Temperature, Tc (K)

Er 20
Ho 20
Tm 25
Dy 85
Tb 222
Gd 293
Ni 631
Fe 1043
Co 1404
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are considered as groups of spins, which all point to one direction and act 
cooperatively within the same magnet area. The driving force for such divi-
sion is the reduction of the overall magnetostatic energy of the system. A 
schematic representation of these kinds of domains in a piece of material is 
given in Figure 11.4. One should note that domains significantly influence 
the design of new powerful magnets, as explained later in this chapter.

11.3  PERMANENT MAGNETS AND THEIR FIGURES OF MERIT
Magnetic materials are categorized as magnetically “soft” and “hard”. Soft 
magnetic materials are those that can be magnetized but rarely stay mag-
netized for a noticeable time. A typical example, in this case, is metallic 
iron. Magnetically hard materials, in contrast, can remain magnetized for 
a long time. PMs, which are necessary for electrical motors and generators, 
are made from magnetically hard materials. Therefore, in the following, 
mainly hard magnetic materials will be considered.

In order to understand the central figure of merit for the PMs impor-
tant in designing the abovementioned motors and generators, one needs to 
introduce magnetic induction defined below.

DEFINITION:

Magnetic induction, B, is the response of a material to a magnetic field, H:

 B = +H 4πM 

All three parameters introduced here, namely magnetization, M, magnetic 
induction, B, and magnetic field, H, are used to determine how magneti-
cally strong and hard a given material is. Let us consider the diagram shown 

FIGURE 11.4 Schematic two-dimensional representation of a magnetic domain 
structure of a uniaxial ferromagnet (the Landau–Lifshitz domain configuration).
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in Figure 11.5a. It schematically illustrates an ideal dependence of magneti-
zation on the applied magnetic field H for a hard magnet. The interpretation 
of this diagram is as follows. First, this diagram can provide the maximal 
saturation magnetization value, Ms. Then, it is clear that the application of 
the external magnetic field does not immediately change the Ms value. The 
applied H should reach a certain value, Hc, as the material tends to resist 
this influence. Therefore, namely the value Hc is the measure of particular 
magnetic material to resist demagnetization. It is called intrinsic coercivity. 
Hard magnetic materials have high values of Hc. Consequently, soft ones 
have a low resistance to demagnetization.

If one uses magnetic induction B instead of M, the plot shown in 
Figure 11.5b can be obtained. This plot is convenient because it can help 
to determine a key point, |BH|max, as indicated in the figure. So, one of the 
central figures of merit for a PM is its so-called energy product, |BH|max. 
This quantity is twice the energy stored in the stray field created by the 
magnet. In simple terms, it can equivalently be understood as energy den-
sity (SI units define it in Joules per cubic meter). Another critical property 
of a PM is, as discussed above, the resistance to demagnetization, Hc. Of 
course, it is also essential to take into account that the magnetic state of a 
material largely depends on its temperature and other key variables such 
as pressure and the applied external magnetic field. It is also noteworthy 
that a bulk magnet in the permanently magnetized state is metastable; 
the ground state would be a state that generates no stray field. However, 
namely |BH|max and Hc are often of primary importance in designing 
magnets for electrical motors and generators.

FIGURE 11.5 Ideal hysteresis loops for a PM: (a) an M(H) loop and (b) a B(H) 
loop. Br is the residual induction. 
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Let us further consider a more realistic M(H) dependence shown in 
Figure 11.6. This curve starts from a (0,0) coordinate, and total sample 
magnetization increases as a response to the increasing magnetic field. 
Magnetization demonstrates a plateau at the saturation value, Ms, where 
all the domains have magnetization in a uniform direction (see also pic-
tograms in the figure). If one then reverses the direction of the applied 
field, realistic curves would not usually cross the M-axis at the Ms point 
but rather below, at Mr, which is a residual magnetization. Moving fur-
ther, one can observe a sort of smoothed (compared to the corresponding 
ideal dependence in Figure 11.5a) curve crossing the H-axis at the point 
Hc, giving the intrinsic coercivity. If one continues, the hysteresis loop can 
be observed at the end of the whole experiment, which is considerably 
smoother than that shown in Figure 11.5a.

What else can be learned from magnetic hysteresis curves, as, e.g., shown 
in Figure 11.6? One can also assess if a material under investigation can be 
compacted to a stable PM of arbitrary shape. For that, one should compare 
the value of the saturation magnetization and the ability of such a magnet to 
resist demagnetization. Then a simple rule can be deduced: Hc should be > Mr 
to make a magnet with an arbitrary shape stable against self-demagnetization.

11.4  DESIGNING PERMANENT MAGNETS
It is challenging to engineer a magnetic material beyond the state of the 
art despite having a good fundamental understanding of such systems. 
However, one can underline several aspects to consider while improving 

FIGURE 11.6 A realistic hysteresis loop for some hard magnetic material. 
(Adapted from [11]. Mr is residual magnetization.)
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these kinds of materials for energy applications. Besides the choice of basic 
materials, one of the following “degrees of freedom” to consider is the 
direction of magnetization (demagnetization) important upon fabrication, 
characterization, and use [12,13]. There are often “hard” and “soft” direc-
tions for magnetization. Figure 11.7 shows a classic example (related to the 
soft magnetic material, iron, in this case), distinguishing different direc-
tions along which magnetization should be dissimilar. These directions 
are designated as <111>, <100> and <110> in the figure.

Indeed, experimental results (Figure 11.8) demonstrate that along the 
<111> direction, magnetization is way more complicated compared to 

FIGURE 11.7 “Easy”, “medium”, and “hard” directions of magnetization in a 
unit cell of bcc iron.

FIGURE 11.8 Magnetization curves for a Fe single crystal with the field, oriented 
along with the (111), (110), and (100) directions.
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the 100  and 110  ones. Therefore, the resulting hysteresis curve will 
depend on the crystallinity of the material and on the preferential orienta-
tion of the crystallites with respect to the applied field. This effect can, in 
principle, be used to adjust the properties toward desired applications [14].

< > < >

An approach for adjusting the coercivity of certain solid magnetic mate-
rials is to tailor their particle (grain) size [15]. Indeed, considering the 
magnetic materials’ domain structure, ferromagnetism should be a size-
dependent phenomenon, and one should take into account the domain 
size of magnetic solids. According to the single domain theory [16,17], the 
Hc is optimal when the diameter of the magnetic particles (grains in the 
polycrystalline solids) is in the stable single-domain size range for various 
materials. The formation of multiple domains in the particles is energeti-
cally unfavorable below some critical particle sizes (see Table 11.4). The opti-
mum particle size can be reasonably assessed using the following equation:

 Optimumparticlediameter 9= σw s/ 2πM2
 

TABLE 11.4 Approximate Single-Domain Critical Particle (Grain) Sizes for 
Some Magnetic Species

Critical Particle Sizes, nm.
Material It Can Vary in Different Studies and with Particle Shape

Fe ~14
FeCo ~52
Ni ~55-85
Co ~60-70
CoFe2O4 ~100
SmFe10TiV ~100
Fe3O4 ~128
γ-Fe2O3 ~85–166
Sm2(Fe,Ti)17N3 ~200
Nd2Fe14B ~75–300 
FePt ~340
PrCo5 ~610
CoPt ~610
YCo5 ~680
CeCo5 ~920
Dy2Fe14B ~1140
SmCo5 ~850–1600
Tb2Fe14B ~1669–1700
Nd16Fe78Al0.4B5.6 ~1300–2700

Data are from [17,21–27].



Permanent Magnets   ◾   215

where σw is the energy per unit surface area associated with the 180° Bloch 
wall. The latter is a transition region at the boundary between magnetic 
domains where the magnetization alters from its value in one domain to 
the other values found in the neighboring one. On the other hand, Ms and 
Mr also depend on the particle size [18].

In practice, it is often easier to find the optimum experimentally. For 
that, experimentally measured coercivity is plotted as a function of the 
average particle (grain) size in the sample. Commonly, a dependence 
similar to that shown in Figure 11.9 is observed. Initially, when the parti-
cle size is very small and the stable single-domain size is not reached, the 
coercivity also demonstrates very low values. This is because the spins are 
affected by thermal fluctuations. At some small particle size, the system 
becomes even superparamagnetic because of this effect. For example, the 
superparamagnetic size limits for the Dy2Fe14B and Tb2Fe14B compounds 
are as small as approximately 4.7 and 3.9 nm, respectively, at room tem-
perature [19,20]. When the size of the species increases, it passes the 
maximum corresponding to the optimal domain size or critical size (see 
Table 11.4). It decreases again upon further particle size increase (mul-
tiple domain areas in Figure 11.9).

Increasing the intrinsic coercivity of magnets, for instance, state-of-the-
art sintered Nd2Fe14B solids, is possible even further with specific metal 

FIGURE 11.9 Approximate change of coercivity of magnetic materials as a func-
tion of the particle (grain) size [15,19,28].
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ion addition. For that, a certain amount of heavy rare earth ions with high 
μS+L, for example, Dy, Tb, or Ho [29–31] (see Table 11.2), is added. Figure 
11.10 demonstrates how fast the Hc values grow if just several percent of 
Dy is added to displace Nd. Just approximately 5% of dysprosium additives 
are enough to obtain the material suitable for producing common electric 
motors and wind power generators. If 2%–3% more Dy is added, one can 
use such magnets to make high and very high-performance devices. It was 
also particularly remarkable that the best results demonstrated samples 
composed of Nd2Fe14B grains with Dy-enriched grain boundaries, sur-
faces, and subsurfaces [32–35].

If Tb or Ho are added instead of Dy, an even better effect can be 
obtained [27]. In particular, fewer amounts of additives are needed with 
the additional benefit of increased operating temperature. However, the 
availability issues prevent their wider use.

Currently, Dy is only mined at one place in the world (2020) with a lim-
ited production, so there might be a risk of exhausting its supply quickly. 
On the other hand, there are other applications of Tb and Ho. For exam-
ple, holmium itself is a valuable metal as it is used to create the strongest 
artificially possible magnetic fields to date. In other words, the availability 

FIGURE 11.10 Intrinsic coercivity as a function of dysprosium content in the 
neodymium magnets.
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issue dictates the choice toward Dy to date (see Figure 11.11). Therefore, 
further rational improvement of methodologies to produce magnetic, 
ideally rare-earth-free [36], materials with high resistance to demagneti-
zation is of paramount importance.

11.5  SUMMARY AND CONCLUSIONS
Magnetic materials play an essential role in energy applications, par-
ticularly in electrical generators and motors used for “green” technolo-
gies. The basic theory and methodological aspects related to PMs are 
relatively well-developed, where the concepts have, in general, high pre-
dictive power to discover new materials. However, the development of 
new generations of affordable magnets meets at least two challenges: 
the “physical constraints” and availability of rare-earth elements, e.g., 
dysprosium, Dy. There are at least two important figures of merit for 
magnetic materials designed for energy applications. These are energy 
products, which should be as high as possible, and high resistance to self-
demagnetization. Nowadays, the state-of-the-art PMs with the highest 
energy product are neodymium-based magnets like Nd2Fe14B. With the 
addition of Dy up to 10%–12%, one can significantly increase their resis-
tivity toward self-demagnetization and construct high-performance 
generators for the wind turbines and motors. The latter are important 
for electric cars powered by different types of batteries, supercapacitors, 
or hydrogen fuel. Additional degrees of freedom to design new high-
performance PMs include a variation of the composition and material 
particle size to increase and control coercivity. These approaches should 
be viable to optimize the use of rare-earth elements and find new, more 
affordable magnetic materials for energy applications.

FIGURE 11.11 The abundance of f-elements on Earth in parts per million (ppm).
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11.6  QUESTIONS

 1. What are the approaches to predict magnetic properties?

 2. How does calculating the resulting spin moment help in the develop-
ment of new magnets?

 3. What are the “soft” and “hard” magnetic materials?

 4. Give an example (schematic drawing) of typical M(H) curves for the 
“soft” and “hard” magnets.

 5. Analyze the hysteresis loop shown in Figure 11.6. Can a magnet of 
arbitrary shape be manufactured from such a material demonstrat-
ing significant resistance toward self-demagnetization?

 6. Name state-of-the-art magnetic materials with the highest energy 
product |BH|max.

 7. Analyze what limits the broader application of PMs as energy materials.

 8. Explain what the driving forces responsible for the formation of the 
ferromagnetic domains are.

 9. Analyze why the “neodymium-dysprosium” magnets play the domi-
nant role in, e.g., wind generators.
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C h a p t e r  12

Materials for Hydrogen 
Fuel Storage

12.1  MOTIVATION
Hydrogen is the fuel of the universe, and human civilization, again and 
again, tries to develop technologies to use it widely [1]. The vision of 
establishing a sort of hydrogen-powered society can be traced back to 
Poul La Cour, who used H2 to store energy generated by wind in 1895 
with the production of ca 1000 L of H2 per hour, which was then stored 
in a gas tank [2]. Interestingly, hydrogen has been used for energy provi-
sion since the 1800s. It was a major constituent, up to 50 vol.%, of the 
so-called “city gas”, i.e., the fuel gas manufactured using synthetic gas 
by gasification of coal, wood, or waste. This city gas was used in house-
holds in eastern USA and Europe from ca 1850 until the middle of the 
20th century. The water-gas reaction utilized in the production of the 
synthetic gas was also one of the first in the attempts to provide energy 
utilizing hydrogen [3]:

 C H+ →2 2O s( )team CO + H  

In the past and today, there were, and there are, however, several chal-
lenges to address when using H2 as a fuel. Apart from the problems of 
generation and consumption associated with electrolyzers and fuel cells, 
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which require efficient electrocatalysts, there are issues related to hydrogen 
storage for stationary, portable, and automotive appli cations [4–8].

There are presently three major competing technologies for hydro-
gen storage: compressed gas cylinders, liquid hydrogen tanks, and metal 
hydrides. The following table (Table 12.1) briefly compares the volumetric 
hydrogen capacity for these three technologies. As one can see from the 
table, some solid-state hydrides can be approximately three times more 
efficient in storing hydrogen, which is particularly important if H2 is used 
as a fuel for transportation [9].

Storing hydrogen in compressed gas cylinders is currently a well-
established and dominating approach in large-scale systems [10] and 
cars. For example, the Toyota Mirai fuel cell car presently uses two 70 
MPa high-pressure hydrogen tanks. Still, improvements in the H2 stor-
age systems would be desired. For instance, to achieve a driving range 
of ~500 km for a conventional vehicle with today’s diesel technology, it 
requires a tank system of approximately 43 kg with a volume of ~46 L. A 
car driven by a polymer electrolyte membrane fuel cell with H2 will need 
a 700 bar high-pressure tank system of approximately 125 kg and ca 260 
L to store enough hydrogen to achieve the same driving range.

Moreover, standard compressed gas cylinder storage and transport 
systems might experience the embrittlement phenomenon in which vari-
ous metals, such as high-strength steel, aluminum, and titanium alloys, 
become brittle and eventually crack under load following exposure to 
hydrogen. This process can also cause problems for hydrogen steel piping 
and other components of, e.g., H2 gas refueling stations. Similar problems, 
together with additional expenses on maintaining low temperature, are 
the “satellites” of the liquid hydrogen storage systems. Therefore, alterna-
tive solutions are under investigation and testing recently [11]. One alter-
native, as mentioned above, is to store H2 in metal hydrides or similar 
systems [12–17], which are briefly described in the next section.

TABLE 12.1 Comparison of Three Major Competing Technologies 
for Hydrogen Storage

Volumetric Hydrogen Capacity
Storage System in kg of H2 per cubic meter

Compressed H2 under 700 bar pressure ~42
Liquid H2 at −252°C in a tank (1.013 bar) ~71
Solid state hydrides Up to ~150
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12.2 M ETAL HYDRIDES FOR HYDROGEN STORAGE
Many metals and alloys react reversibly with hydrogen to form metal 
hydrides according to the following scheme:

 Metal a( )lloy x+ →/2 H M2 xetal( )alloy H + Q 

Probably the first observation of such kind of phenomenon was made 
by Thomas Graham in 1866 with respect to metallic palladium [18]. He 
observed that one unit volume of palladium could hold impressive 643.3 
volumes of hydrogen:

 Pd + →H P2 xdH  

In fact, palladium hydride is not a stoichiometric chemical compound but 
simply a metal in which H2 is dissolved and stored in the solid-state phase, 
in the space between the Pd atoms of the crystal lattice of the metal.

Further extensive investigations of metal hydrides were initiated after 
World War II. These investigations were primarily driven by nuclear reac-
tor applications to understand the hydride-caused embrittlement of reac-
tor metals, such as Zr. Another motivation was to take advantage of the 
high content of hydrogen in hydrides to scatter or shield from energetic 
neutrons in nuclear reactors.

Zirconium alloys in the water-cooled reactors were known to absorb 
hydrogen and precipitate zirconium hydrides upon cooling. Therefore, zir-
conium–hydrogen systems were studied the most in close reference to the 
development of nuclear reactors. The first intermetallic hydride reported 
concerning these studies was ZrNiH3.

As a result of subsequent studies, the five most promising compositions 
for H2 storage in metal hydrides were empirically identified. They have 
the general formula AmBn, where A and B are elements with high and low 
affinities for hydrogen, respectively. Some examples are given in Table 12.2.

TABLE 12.2 Examples of AmBn Compositions for H2 Storage in Metal Hydrides

Compositions Element A Element B Examples

AB Zr, Ti Ni ZrNi, TiNi
AB2 La, Y Ni, Mn LaNi2, YNi2, YMn2

A2B Mg Ni, Co Mg2Ni, Mg2Co
AB3 La, Y Ni, Co LaCo3, YNi3

AB5 Ca, La Ni, Cu, Fe CaNi5, LaCu5, LaFe5
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Figure 12.1 highlights the elements in the periodic table with relatively 
low and high affinities to hydrogen quantified by the heat of formation of 
respective hydrides.

One should note that many conventional metal hydrides based on met-
als such as V, Nb, Pd, Li, Na, etc. have gravimetric capacities, which are too 
low for the intended commercial applications in mobile hydrogen storage 
except for LiH, which has a high capacity but a very high H2 desorption 
temperature. So, what would be an ideal hydride for hydrogen storage? 
The Department of Energy of the United States of America suggests that 
the suitable materials for hydrogen storage in hydrides would provide a 
compromise between physisorption and chemisorption. That means it is 
in the ΔH range between 10 and 60 kJ/mol[H2], which is strong enough to 
hold H2 but weak enough to allow for rapid desorption [19].

It is possible to assess and predict the heat of formation reasonably. It 
was found that in many cases, there is a linear relationship between the 
heat of formation, ΔH, of a metal hydride and the characteristic energy, 
ΔE, of the electronic band structure of the host metal [20]:

 ∆ =H Eα⋅∆ +β 

with ΔE = EF − ES (where EF is the Fermi energy, and ES is the center of the 
lowest conduction band of the host metal, α ~ 59.24 kJ [eV mol H2]−1 and 
β ~ −270 kJ [mol H2]−1 and ΔE in eV.

Since a high weight fraction of H2 in the solid-state hydrogen storage 
materials is necessary for practical transportation applications, research 
to enhance the hydrogen capacity in metal hydrides has been recently 

FIGURE 12.1 Elements with relatively high (ΔH < −40 kJ /mol[H2]) and low 
(ΔH > −40 kJ/mol[H2]) affinities to hydrogen
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focused on those based on lightweight elements such as lithium (Li), mag-
nesium (Mg), or aluminum (Al) [21–25]. Magnesium hydride is among the 
most important and most comprehensively investigated light hydrides [26]. 
MgH2 itself has a relatively high reversible storage capacity, approximately 
7.6 wt.%. Furthermore, Mg is the 8th most abundant element on the Earth 
and thus comparably affordable. Its potential usage initially was hindered 
because of its rather sluggish dehydrogenation dynamics and relatively 
unfavorable reaction enthalpies.

Figure 12.2 compares some hydrides, which are currently under inves-
tigation for reversible hydrogen adsorption and desorption. It should 
be noted that besides high volumetric and gravimetric capacity, these 
hydrides should maintain their reactivity and capacity over thousands of 
cycles for practical applications [27].

In order to facilitate hydrogen absorption, the following steps, which 
generally occur sequentially, should be optimized toward lowering the 
corresponding energy barriers (Figure 12.3).

 1. H2 physisorption at the surface of the storage material

 2. Subsequent hydrogen chemisorption

 3. Hydrogen penetration into the subsurface

 4. Diffusion of H2 into bulk

 5. Nucleation and growth of the hydride phase

FIGURE 12.2 Overview of various solid-state hydrides. (Adapted from [19].)
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The initial stages of H2 absorption can be facilitated by immobilizing sub-
stances promoting, e.g., hydrogen spillover by a catalyst system. For that, 
one can use, for instance, submonolayers or small clusters of metallic 
palladium [28].

Nanostructuring of intermetallic and hydride compounds, on the other 
hand, helps in reducing the hydrogen diffusion distance and increasing the 
H2 exchange rate [29]. Nanoscale particles of hydrogen storage materials also 
demonstrate an increase in surface energy due to lower surface atom coordi-
nation. This normally results in lowering the effective hydrogen desorption 
temperature (Figure 12.4). This effect is extensively used in designing new 
hydrogen storage materials using well-known Mg- and Al-based compounds.

Mechanical activation using ball milling is particularly used in the 
preparation of solid state hydrides for H2 storage applications (see, e.g. 
[30–32]). In this case, the improved hydrogen storage properties may be 
additionally ascribed to the enlargement of the surface area, breaking 
the outer oxide layers, and introducing defects.

Hydrolysis of the state-of-the-art hydrides is another issue to overcome 
to optimize them toward efficient and reversible hydrogen storage. This is 
because the hydrogen gas, especially that obtained by the electrolysis of 

FIGURE 12.3 Schematic energy diagram of energy barriers faced by H2 during 
absorption/desorption in/from a metal.
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water, often contains a small amount of H2O molecules. The hydrolysis 
takes place according to the following schemes, resulting in hydroxides, 
which block the surface of the particles.

MgH 2 2H2 + Mg( )OH 2 2+ →H O 2 

+ → + + LiAlH4 24H O LiOH Al O( )H 43 H2 

This issue can be solved if species of the hydrogen storage materials 
are encapsulated by a selectively gas permeable polymer, for example, 
poly(methyl methacrylate). The polymer matrix protects the particles from 
water molecules, and, at the same time, it is permeable to smaller hydrogen 
molecules that can reach the surface of the species [33].

Nonmetallic materials for hydrogen storage are also under extensive 
experimental and theoretical investigation [35]. Among them are carbon-
based materials like graphene and its composites [36–40], C-nanotubes 
[41], or metal-organic frameworks [42–46]. The idea, in this case, is to use 
the ability of the hydrogen gas to be adsorbed in arrays of carbon nano-
tubes or similar structures. Another alternative is to explore the so-called 
clathrates, which are a sort of inclusion compounds in which the guest 
molecule such as hydrogen is captured in a cage formed by the host mol-
ecule or by a lattice of host molecules (e.g., water).

12.3  SUMMARY AND CONCLUSIONS
Storing hydrogen in solid materials is based on the observation that some 
metals can reversibly absorb hydrogen. However, the practical appli-
cation of such a finding is rather challenging, especially for automotive 

FIGURE 12.4 Desorption of hydrogen from bulk and nanostructured (a) Mg2NiH4 
(Adapted from [29]) and (b) NaAlH4 (Adapted from [34].)
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applications [47]. The ideal material should reversibly store a significant 
amount of hydrogen under moderate conditions of pressures and tempera-
tures. To date, such material has not yet been elaborated at the level required 
for large-scale commercial applications. However, high expectations exist 
to develop those based on magnesium-containing materials or using car-
bon nanostructures and clathrates. A number of new lightweight hydro-
gen-absorbing materials have been identified with attractive properties.

Despite reasonable progress in research and development related to 
the alternatives for hydrogen storage using solid state hydrides and car-
bon materials, only a few companies have commercialized these systems 
by now at a smaller scale (see, e.g., [48]). Most likely, general progress in 
the generation and consumption of hydrogen as a fuel will stimulate the 
broader application of such systems in the near future.

12.4  QUESTIONS

 1. What is the major benefit of metal hydride compounds to use for 
hydrogen storage? Analyze the advantages and disadvantages.

 2. What are the typical bond types in metal hydrides?

 3. What are the optimum binding energies in metal hydrides for 
H2 storage?

 4. What are the main steps in the process of hydrogen absorption?

 5. What is the impact of binding energies in metal hydrides on the 
reversibility of hydrogenation/dehydrogenation?

 6. What are the typical strategies to improve metal hydride materials 
for hydrogen storage?

 7. Name state-of-the-art and alternative nonmetallic materials for 
hydrogen storage.
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