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Preface 

This book unites the experts in computer science, electrical engineering, intelli-
gent systems, and very large-scale integration (VLSI) design. They review the latest 
theory, research, and practice in the design of low power architecture, with special 
emphasis on low power integrated circuit design for IoT applications. The book is 
intended for undergraduate and post-graduate students in integrated circuit design 
and low power equations who have a background in basic circuit design concepts 
and techniques for IoT applications. 
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Organization of the Book 

The book is organized into 14 chapters. A brief description of each of the chapters 
follows: 

Chapter 1 begins with a highlight on low-power IoT devices. The architec-
tures for energy harvesting have been described in this chapter. The main energy 
harvesting sources have also been demonstrated. Following that, IoT energy storage 
was covered. This chapter also included some IoT system case studies that used 
energy harvesting. 

Chapter 2 used Python and Verilog HDL for synthesis on the Artix 7 based Basys 
3 dev kit to perform in two separate phases. The image data is first converted to 
grayscale for the Python implementation before being passed through the gradient-
based edge detection (Sobel, Prewitt, and Robert) operator. The edges of the entire 
image are then determined using an edge detection technique. The resultant picture 
is then examined using various input parameters including PSNR and MSE. 

Chapter 3 discusses combinational and sequential circuit design using various 
adiabatic approaches. Analysis of various parameters like transistor count, delay, 
power dissipation and power delay product is carried out. It has been analyzed that 
adiabatic circuits perform better than traditional methods. 

Chapter 4 gives an insight into the methodologies of low-power which can be 
implemented for field-programmable gate arrays (FPGA). This insight includes 
design methodologies both at the level of system and device fostered on the commer-
cial devices currently available in the market. It also enunciates the ongoing research 
on the design methodologies both at the level of circuit and architecture. 

Chapter 5 enunciates the importance of IoT and its foster on the consumption 
of power and different techniques for reduction. Moreover, it focuses on the factor 
reliability in view of IoT devices. The discussion in the paper shall be a matter of 
importance for the persons who are keen in producing IoT devices energy-efficient 
to the level of maximum. 

Chapter 6 illustrated various converter architectures for healthcare IoT, we can 
expect these topologies to continue pushing energy efficiency trends. A single system 
on a chip (SoC) will be used to implement many of these new IoT innovations, which
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viii Organization of the Book

will present challenges in terms of providing the highest level of integration and chip 
area reduction. 

Chapter 7 proposed a IoT-based Efficient and Complete Management on-Street 
Parking. Here intelligent parking systems work in two modes i.e, online and offline; 
In offline mode, it acts as a conventional parking system just with a slight difference 
and that is it displays the number of empty and engaged slots on the LCD display at 
the entrance, in online mode, there is an addition i.e it sends this information to the 
customer via the internet so the customer can know beforehand about parking lots. 

Chapter 8 proposed a high gain metal Fabry Perot antenna for deep space Cube-
Sats. The constructed antenna is designed using High-Frequency Structure Simulator 
(HFSS) and optimized using the Quasi Newtonian method. The main feature of the 
proposed metallic antenna configuration is to significantly improve the antenna peak 
gain and to increase the lifetime for the target of deep orbit CubeSats. 

Chapter 9 In this article, a noble compact two-port fractal antenna is designed 
for narrowband IoT applications. The patch is common between two feeds and the 
microstrip feed lines in orthogonal polarizations. The shared patch MIMO antenna 
is very small in size as compared to the conventional patch MIMO antenna in which 
two antenna is designed on a substrate. The proposed antenna is designed on an FR4 
substrate of εr = 4.4, and excitation is provided using a lumped port. 

Chapter 10 proposed a system that uses a laser beam transmitter and receiver for 
detecting laps crossing. The ATMEGA 328 controller continuously triggers the laser 
transceiver. This system provides the solution for the time delay in lapse calculation 
for racing. The detection of vehicle is based on the beam cutting. 

Chapter 11 proposes a long-term two-phase approach for purifying natural rain-
water. Rainwater is collected and held in a tilted glasshouse where it absorbs the sun’s 
rays and kills the most hazardous viruses once it reaches a certain temperature. An 
IoT-based temperature control sensor regulates the flow of water at the glasshouse’s 
outflow based on the temperature of the water, which is signaled by an LED light. 

Chapter 12 aims to illustrate the scope and importance of Blockchain technology 
in various sectors of Industry 4.0 as well as the risks associated with its use in 
parallel. Further, it intends to work as an initial point for future research to promote 
the application of Blockchain Technology. 

Chapter 13 proverbs information about the contribution of blockchain in smart 
cities and the use of blockchain in the healthcare sector, enhancing the data securities 
and also how it can secure the online transaction between users. How services based 
on blockchain technology can be used in the upgradation and development of smart 
cities to improve their services and quality of life. 

Chapter 14 discusses dimension identification, smart city evaluation techniques, 
and accessible technologies. Despite having multiple benefits, there are many fail-
ings in the deployment of blockchain technology. Further, it discussed the blockchain 
applications in different dimensions of smart cities. This article proposes a secu-
rity framework that leverages blockchain technology in electronic devices to enable 
secure and reliable communications in smart cities.
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Chapter 1 
A Study on Energy Management 
for Low-Power IoT Devices 

Balqees Talal Hasan and Amera Istiqlal Badran 

Introduction 

The first report on IoT was released by the International Telecommunications Union 
(ITU) more than fifteen years ago. The IoT paradigm was initially described as a new 
dimension added to the field of information and communication technologies that 
enables connections for everyone and anything, anytime, and anywhere to create 
a new dynamic network of networks. The IoT is not a new trend anymore. With 
applications in numerous areas, including civil infrastructure, environment moni-
toring, energy, transportation, smart buildings, healthcare, defense, manufacturing, 
and production, it has emerged as one of the most significant technologies of the 
current century. IoT is still expanding (Sanislav et al. 2021). According to the State of 
IoT Q4/2020 and Outlook 2021 reports, there will be over 30 billion IoT connections 
by 2025, which equates to nearly four IoT devices per person (Hameed 2022). 

One of the biggest challenges for IoT is smart energy management. Every active 
IoT network component needs to consume a certain amount of energy to operate. 
Despite using few energy resources, the amount of data produced by IoT has signif-
icantly increased recently. As a result, wireless communication devices’ batteries 
quickly discharge and regularly need to be replaced (Zeadally et al. 2020). 

Batteries have historically been the most practical option for powering electronic 
devices, but when combined with tiny sensors that are used in a variety of envi-
ronments, their disadvantages become more apparent. These disadvantages include 
the difficulty of replacement and recharging, biological incompatibility with the 
human body, and high environmental contamination. These limitations severely 
restrict the growth of wireless sensor nodes and IoT systems, which prompts new
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2 B. T. Hasan and A. I. Badran

research approaches toward self-sustainability that are being attained through energy 
harvesting and self-powered sensing technology (Liu et al. 2021a). 

Energy harvesting is a process for obtaining and converting energy from outside 
sources, such as temperature gradients, vibrations, mechanical load, or light, and 
delivering it to electronic equipment in the form of electricity. An environmentally 
friendly way to power wireless devices is by the use of a green energy source that 
absorbs energy from the environment and can either charge secondary cells or take 
the place of primary batteries (Sanislav et al. 2021). By eliminating the need for 
battery replacement and upkeep, the energy harvesting technology will produce more 
dependable and durable solutions (Elahi et al. 2020). 

The most difficult and demanding study area in IoT is energy management, which 
is in charge of ensuring that gathered electricity is used efficiently and offering 
methods to manage energy so that there is only a small amount of loss. Making the 
element in charge of power management while keeping the harvesting principle in 
mind is the finest method for harvest transformation (Elahi et al. 2020). IoT platforms 
focus their efforts mostly on energy conservation. An enormous quantity of energy 
is required to run the IoT system and transport the massive amount of data produced 
by IoT devices. As a result, a major challenge is still the energy consumption of IoT 
systems. To lower the power consumption of IoT systems, many strategies have been 
tried (Motlagh et al. 2020). 

The remaining chapter has been organized as follows: Sect. 1.2 presents Low-
power IoT devices. Section 1.3 goes into detail about energy harvesting tech-
nology, with subsections like energy harvesting architectures, sources of energy 
harvesting, energy storage in IoT, and energy harvesting-based IoT system: case 
studies. Section 1.4 provides a new proposed categorization for energy conserva-
tion technologies that is based on four levels: hardware, communication, operating 
system, and software, with the essential energy conservation technologies covered 
in each level. Section 1.5 explores the roles of cloud computing and fog computing 
in energy management. Finally, Sect. 1.6 provides a summary of the chapter. 

Low-Power IoT Devices 

IoT devices are intelligent devices made up of numerous sensors that are in charge 
of transmitting sensed data to the base station, where it is utilized for a variety 
of purposes in the medical field, home automation, environmental monitoring, and 
surveillance (Hameed 2022). As a result, The IoT manages a vast network of web-
enabled smart devices, which are small devices that collect, transmit, and elaborate 
on environmental data using embedded systems including processors, sensors, and 
communication equipment. Therefore, these devices consist of scalable, light-weight, 
power-efficient storage nodes that run on batteries and energy (Elahi et al. 2020). 

Battery maintenance has become a crucial limiting element for the IoT infras-
tructure’s long-term survival with the rise in deployments of that infrastructure for 
numerous applications. Batteries have significant limits, for example, they can only
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hold a fixed amount of energy, therefore they must either be replaced or recharged, 
which is not only expensive but also impractical in some deployments. Batteries 
may also represent significant safety issues in some deployments. Finally, it is not 
environmentally friendly to dispose of billions of harmful batteries. These factors 
have led to the IoT revolution’s grand challenges (Ma et al. 2020). Use of low-
power battery-less IoT devices that use energy harvesting techniques to transform 
ambient energy into electrical energy which can be used to power these devices are 
a promising solution for eliminating battery dependency and thus accelerating IoT 
deployments. Figure 1.1 depicts the components of a battery and a battery-less IoT 
device. The three major parts of a battery-less IoT device are a transducer, which 
transforms environmental energy into electricity which can then be utilized to power 
IoT devices, a storage unit, which keeps the energy, and a load, which consists of an 
MCU, radio, and sensors (Hameed 2022; Ma et al.  2020). Energy can be harvested 
from various sources using a variety of transduction methods and materials. There 
are four primary ambient energy sources that are appropriate for IoTs. They are 
thermal, solar, radio frequency (RF), and kinetic (also known as mechanical, vibra-
tion, and motion) (Ma et al. 2020). Supercapacitors are commonly utilized as storage 
units in these devices because they can be charged and drained considerably quicker 
than batteries and have nearly infinite charge–discharge cycles. However, based on 
the sensor node’s application and energy needs, a system comprised of numerous 
supercapacitors or a combination of rechargeable batteries and supercapacitors can 
be utilized (Hameed 2022). 

An IoT device’s operation consists mostly of four stages: data sensing, processing, 
storage, and communication. All of these stages must consider low-power and 
energy-efficient technologies, which necessitate low-power and compressed sensors, 
low-power microcontrollers, new low-power memory technologies, and revolu-
tionary low-power wireless technologies. In addition to energy-efficient hardware, 
software optimization for reduced power usage offers enormous promise. In reality,

Fig. 1.1 Generic Low-Power IoT device Components for a Simple Battery IoT Device and b 
Simple Battery-less IoT 
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studies revealed and concluded that when energy efficiency is taken into account in 
software design, significant energy savings can be realized (Henkel et al. 2017). 

Energy Harvesting 

Since the 1900s, energy harvesters have been proposed and investigated as an alter-
native to batteries because they can convert a variety of available energy sources in 
the surroundings into electricity (Liu et al. 2021a). 

Generally, energy harvesting aims to transform energy from one form into a form 
that may be utilized to power electronic equipment. It may immediately capture 
ambient energy from the environment being monitored when used in environmental 
monitoring nodes and utilize it to power the nodes of environmental wireless sensor 
networks, enhancing their performance and/or increasing their lifespan. Outdoor 
areas provide numerous chances to take advantage of natural forces like the sun and 
wind. The nodes can, however, be powered by other sources of energy, such as radio 
frequency signals produced by human activity (Prauzek et al. 2018). 

A sensor node can run continuously if the energy supply is significant and available 
on a regular basis. The periodicity and magnitude of the harvestable energy can also 
be used to modify a node’s system parameters in order to enhance network and node 
performance. A node can use energy efficiently to maximize performance while 
waiting for the next harvesting cycle, as it is only restricted by energy at that time 
(Sudevalayam and Kulkarni 2011). 

Power generation plays a crucial function in an energy harvesting system, which is 
made up of numerous parallel subsystems and is in charge of powering IoT devices 
(Prauzek et al. 2018). As illustrated in Fig. 1.2, the energy harvesting process is 
divided into four phases (Zeadally et al. 2020): 

Fig. 1.2 Energy harvesting 
process
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(1) Energy source: The first phase is the availability of energy sources. It is critical 
to select an adequate and abundantly available energy source in the surroundings 
of the installed system. 

(2) Energy conversion: Mechanisms for energy conversion are included in the 
second phase. The harvester or transducer detects and transforms the energy. A 
converter circuit is also employed in this phase to achieve rectification. 

(3) Energy storage: The third phase stores energy using batteries or supercapacitors. 
This phase also includes the control and power management unit. Based on the 
power supply, the power management unit has regulators to deal with the power 
demand. 

(4) Energy consumption: The final step involves using the harvested energy in a 
device that is suitable for the job. 

Energy Harvesting Architectures 

Battery life for IoT devices is significantly impacted by continuous sources of energy. 
The technique of energy harvesting helps IoT devices become more self-sustaining 
and extend their useful lives (Mohd and Hayajneh 2018). Energy harvesting can be 
categorized into two architectures: (1) Harvest–Store–Use: When possible, energy 
is harvested and kept for future utilization and (2) Harvest–Use: Energy is harvested 
only when it is needed (Sudevalayam and Kulkarni 2011). 

(1) Harvest–Store–Use 
This architecture includes a storage component that serves to both power the 
sensor node and store energy that is harvested, as shown in Fig. 1.3a. When avail-
able harvested energy is greater than what is being used at the moment, energy 
storage becomes advantageous (Sudevalayam and Kulkarni 2011). Depending 
on the application and the surrounding conditions, the storage could be a capac-
itor, rechargeable battery, or a mix of the two. To keep the system working in 
the event that the primary storage is exhausted, a secondary storage component 
is occasionally also introduced. Only after a particular amount of energy has 
been accumulated can the harvested energy be used. This architecture has the 
advantage of supplying the device with power even when energy harvesting is 
not feasible (Hameed 2022). A Harvest–Store–Use system, as an example, can 
utilize energy sources like solar energy. Energy is used for labor during the day 
and is also saved for use at a later time. The sensor node is powered during the 
night by the energy that has been stored (Sudevalayam and Kulkarni 2011).

(2) Harvest–Use 
The energy harvested in this architecture is used immediately to power the 
device; the harvesting system does not have an energy storage component as 
shown in Fig. 1.3b. Only when the harvester’s output power exceeds the device’s 
minimum operating power demand does the device remain on. The device won’t 
turn on if there is not enough energy present. This architecture has the conse-
quence of causing the device to oscillate between the on and off states if the
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Fig. 1.3 Energy harvesting architectures 

gathered power swings close to the minimal working power of the device. If 
the collected power exceeds the load demand or remains below the minimum 
operational power, energy is also wasted in this scenario (Hameed 2022). This 
architecture can be designed to employ mechanical energy sources like walking, 
pedaling, pressing buttons, etc. For instance, pressing a key or button can cause 
a piezoelectric material to deform and produce electrical energy, which can then 
be utilized to send a brief wireless message (Sudevalayam and Kulkarni 2011).

Sources of Energy Harvesting 

Energy harvesting, often known as energy scavenging, is the process of transforming 
readily accessible environmental energy into electrical energy. This offers an effective 
way to power varied loads continuously. The environment is full of sources that we 
may employ to generate energy, both natural and man-made (Zeadally et al. 2020). 
The few sources of energy harvesting from the environment for WSNs are thermal, 
solar, water energy, vibrational, wind, and electromagnetic sources, as shown in 
Fig. 1.4 (Sherazi et al. 2018). This section addresses effective and popular energy 
harvesting sources.

(1) Solar Energy 
According to the International Renewable Energy Agency’s 2018 report, solar 
energy is one of the most common and utilized green energy sources. It is a 
cheap source of green energy that is abundantly present in nature and can lower 
the IoT sector’s energy needs (Mishu et al. 2020). Despite the unpredictability of 
solar energy, it can be forecasted using seasonal and daily patterns. Photovoltaic 
cells convert solar energy into electrical electricity. The photovoltaic principle 
states that the amount of output power a cell produces depends on the amount 
of light present, the size, and the efficiency of the cell (Prauzek et al. 2018).



1 A Study on Energy Management for Low-Power IoT Devices 7

Fig. 1.4 Sources of energy harvesting (Sherazi et al. 2018) 

(2) Wind Energy 
The second-best renewable energy source in the world, after solar energy, is 
wind energy. Wind flow is a naturally occurring source of vibrational energy. 
The speed of the wind flow determines the wind’s vibrations (Mishu et al. 
2020). Applications for outdoor WSN can make use of wind energy. To convert 
kinetic energy into electricity, this type of energy harvesting employs turbines, 
rotors, and the electromagnetic induction principle (Prauzek et al. 2018). Due 
to the wind’s variable and unexpected behavior, which makes it impossible to 
always harvest an equal amount of energy, wind energy’s main drawback is its 
unreliability (Sherazi et al. 2018). 

(3) Acoustic Energy 
A new technological invention known as “acoustic energy harvesting” or “sound 
energy harvesting technology” has been researched due to the available quantity 
of pure sound waves. Most sound waves are semi-permanent, making them a 
valuable alternative energy source for Internet of Things-based wireless sensor 
networks (WSNs) (Mishu et al. 2020). 

(4) Thermal Energy 
Both indoor and outdoor environments are filled with thermal energy, often 
known as heat energy. It can be obtained from human bodies (body heat or skin 
heat), electrical appliances (engine heat), or temperature gradients. Different 
types of thermal energy exist, including heat from sunshine, heat from exhaust
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gases, heat from internal resistance, and heat flux (Zeadally et al. 2020). Thermo-
electric transducers, which use temperature differences in space, and pyroelec-
tric transducers, which use temperature variations in time, may both transform 
thermal energy into electricity (Prauzek et al. 2018). 

(5) Radio Frequency (RF) 
Radiofrequency (RF) energy is the most widely used and reliable sort of energy 
when compared to other energy sources. Due to signal radiation from different 
common transmitters, such as frequency modulation (FM)/amplitude modula-
tion (AM) transmitters, TV broadcasts, cellular transceiver stations, and wireless 
fidelity (Wi-Fi), RF is an ambient source of energy. In contrast to rural areas, 
where RF energy is scarce, urban areas have tremendous RF energy (Zeadally 
et al. 2020). RFID tags—also referred to as RF tags—are widely used devices 
that run by RF propagation. The RF energy harvesting technique is a viable 
energy source because it generates less power. Given that IoT nodes consume 
less power, these tags are useful for IoT sensors (Mishu et al. 2020). 

(6) Vibrational 
Faraday’s law of electromagnetic induction states that vibration is a mechanical 
source of ambient energy harvesting. Many sophisticated WSN applications, 
from button presses to shoe sensors, are increasingly using this form of energy 
scavenging. The shoe sensor is powered by energy that has been harvested from 
the force of human movement and is utilized to power various WSN applications, 
satisfying the energy needs of data packets of a particular size. Similar to this, 
the energy generated when a car goes over a traffic sensor causes it to become 
operational for a reading (Sherazi et al. 2018). 

(7) Microbial Fuel Cells (MFCs) 
MFCs are recognized as a significant energy harvester in addition to the various 
energy sources. Barnet Cohen used the MFC in his initial research in 1931. The 
MFC is regarded as a bio-electrochemical transducer that is typically utilized in 
biosensors, for the synthesis of hydrogen fuel, and for the treatment of wastew-
ater. Potential anaerobic bacteria are used in MFCs, which respire, oxidize, and 
conduct electrons (Mishu et al. 2020). 

Energy Storage in IoT 

Energy storage is the process of transforming energy from a form that is difficult 
to store (such as electrical energy) to a form that is easy to store (such as electro-
chemical). It is possible to transform this stored energy back into a usable form. 
Energy storage devices come in a variety of ranges with various features including 
charge/discharge rates, capacity, and power (Prauzek et al. 2018). 

(1) Primary Batteries 
The terms conventional and non-chargeable batteries are also used to describe 
primary batteries (Zeadally et al. 2020). The benefits of this type of energy 
storage are temperature stability and large capacity. Their primary drawback
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is that they must be replaced after their useful lives are up; another drawback 
is that they demand regular maintenance. Alkaline and acidic batteries are two 
different subgroups. Acidic batteries are more reliable and less expensive than 
alkaline batteries, yet the latter perform better (Elahi et al. 2020). With the 
exception of lithium-ion batteries, most batteries struggle to function properly 
in cold weather due to an increase in internal resistance that reduces capacity. 
For their operation at high temperatures, the contrary is true, but at the cost of a 
major reduction in their service life or possibly irreversible damage. Depending 
on the operational cycle and the battery’s type of electrochemistry, the projected 
range for battery storage efficiency is between 60 and 80% (Prauzek et al. 2018). 

Primary batteries are the most practical and cost-effective power source for 
a small IoT network that is installed in a low-demand area. However, primary 
batteries can’t be used to power such systems when the network size expands. 
Long-term operation of the IoT network is required, or when battery replace-
ments cannot be done at the deployment site (such as in military applications). 
Therefore, primary battery utilization is constrained by network size, node 
count, and application type. Conventional batteries in this situation become 
a bottleneck for ongoing operation and network life (Zeadally et al. 2020). 

(2) Rechargeable Batteries 
Rechargeable batteries can be employed to effectively power a network. The 
issue of battery replacement is reduced with rechargeable batteries. To provide 
continuous network power, a recharging method is required in addition to a 
rechargeable battery, even when a battery or power supply unit needs to be 
replaced. Rechargeable batteries also improve the economics of an IoT system 
since they reduce the expense of purchasing more batteries regularly over time. 
There are various rechargeable batteries (with varying efficiency) on the market 
(Zeadally et al. 2020). 

(3) Supercapacitors 
Supercapacitors have a higher power density than conventional capacitors and 
batteries. Either pseudocapacitors or electrochemical double-layer capacitors 
are used in their fabrication (Elahi et al. 2020). Supercapacitors benefit from 
having a high number of charge and discharge cycles. A super capacitor’s 
charging process is straightforward and doesn’t call for any additional equip-
ment. Occasionally, additional circuitry can be employed to transmit energy 
effectively (based on the energy input type). However, under typical circum-
stances, a simple voltage connection is sufficient to charge the capacitor. Super 
capacitors effectively buffer energy from various harvesting resources, such as 
solar energy. They quickly recharge since their super capacitor charging effi-
ciency is 98%. As a result, super capacitors are the finest energy storage option 
for the IoTs (Zeadally et al. 2020). With supercapacitors, there is a self-discharge 
issue (Elahi et al. 2020). The severity of the issue varies between manufacturers 
and even within specific production batches in addition to being dependent on 
device capacity (Prauzek et al. 2018).
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Energy Harvesting-Based IoT System: Case Studies 

With the continuing advancement of energy harvesting and sensor technologies, 
various self-powered sensors and IoT applications with self-sustaining features are 
being promoted to support smart cities (Liu et al. 2021a). This section provides 
numerous case studies of self-power devices that harvest energy from multiple 
sources. 

(1) Smart Homes 
In order to build an integrated and energy-efficient smart home system, the 
power consumption of sensor nodes can be reduced using energy sources from 
both the internal environment and the exterior environment (Liu et al. 2021a). 

Wang et al. reported a hybridized nanogenerator made up of Si-based solar 
cells (SC) and triboelectric nanogenerators (TENG) that can scavenge solar and 
wind energies separately or simultaneously, as illustrated in Fig. 1.5a. The SC 
can generate an output power of 8 mW in a device area of roughly 120 mm 
22 mm, but the TENG can deliver an output power of up to 24 mW (Wang et al. 
2016). 

Kim et al. (2018) developed a human-mechanical piezoelectric energy 
harvester system. The proposed system suggests using a floor tile, such as the 
one seen in Fig. 1.5b, which generates enough energy when someone steps on it 
to wirelessly send data to an electrical device. The developed system had good 
stability for 30 days with an output voltage and current of 42 V and 52 A. Addi-
tionally, the floor tile responded to an average person’s weight (50–80 kg). The 
primary electrical appliance’s receiver switch module and wireless transmitter 
sensor node were successfully operated by the output voltage derived from a 
person’s footsteps. The wireless signal transmission to the switch module served 
as a demonstration of the self-powered real-time floor tile system.

(2) Smart Shoe 
Jeong et al. created a self-powered wireless communication system using a 
shoe-mounted piezoelectric energy harvester (PEH). The PEH was created with 
a straightforward design and affixed to the bottom of a shoe. Using a pushing

Fig. 1.5 Smart home. a Harvesting solar and wind energies on the roof of a smart house model 
(Wang et al. 2016), b the lights are activated by means of the floor tile (Kim et al. 2018) 
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tester, the PEH’s durability was tested, and its suitability for use in shoes was 
investigated. After 24 steps, the transmitter can be used for the first time. The 
PEH, which is included into a shoe’s sole, produces electricity in reaction to 
human movement. As a self-powered wearable device, the electrical energy 
accumulated is subsequently used to power a wireless communication system. 
If the user keeps moving, the wireless transmitter is powered by PEH power 
by sending a periodic signal to a receiver in a control room. On the other hand, 
if the user is involved in an accident and does not move, the PEH will not 
produce electricity or operate the wireless transmitter. When a worker’s signal 
is lost from the receiver for a considerable amount of time, it is deemed a risky 
circumstance and the administrator is alerted to the risk, as illustrated in Fig. 1.6. 
The potential uses for this technology are unlimited because it is directly tied 
to the security of vulnerable workers (Jeong et al. 2022).

(3) Smart Vehicle 
Driver fatigue is one of the main causes of traffic accidents, thus identifying it 
is crucial for improving car safety. Xu et al. designed a self-powered steering-
wheel angle sensor (SSAS) based on TENG technology that can detect driver 
tiredness and provide real-time driver status monitoring, as shown in Fig. 1.7. 
The SSAS records the turning angle of the driver’s steering wheel, and the 
signal processing unit analyzes the average angle, number of rotations, and 
other factors in the driver’s recorded data to generate a warning level for each

Fig. 1.6 Smart shoe based on PEH (Jeong et al. 2022)
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Fig. 7. Self-powered steering-wheel angle sensor (SSAS) (Xu, et al. 2021) 

parameter. By comparing these characteristics and threshold values, the system 
determines the driver’s condition in real time, and experimental findings show 
that the driver’s status is correctly determined (Xu et al. 2021).

Energy Conservation 

Integration of energy harvesting and conservation are critical enablers of IoT device 
energy efficiency. Designing low-power IoT devices does not have a single solu-
tion. At all design abstraction layers, including hardware system components, OS, 
and software, low-power design technologies must be used. An order of magnitude 
decrease in energy consumption can be achieved by a promising combination of 
technologies at several levels. This chapter divides energy-conserving technologies 
into four classes, as shown in Fig. 1.8: hardware, communication, operating system, 
and software. 

Fig. 1.8 Levels of energy conservation technologies in low-power IoT devices
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Hardware-Level Energy Conservation Technologies 

One of the main factors driving research in the area of low-power system design 
is the ever-growing number of battery-powered devices with frequently complex 
functionality. The slower rate of battery technology development makes it natural 
to search for methods to improve hardware architectures’ power usage (Qadri et al. 
2009). 

IoT applications must be developed using a complicated stack of technologies that 
includes hardware elements for instance, CPUs, controllers, sensors, communication 
tools, and so on. Processors are employed in IoT at several points, including end 
nodes and coordinators, as well as PCs that serve as servers. Energy efficiency and 
low-power consumption are crucial features of IoT CPUs (Banday 2018). 

The power consumption of the majority of commercial processors is expressed as 
two values: active power and static power consumption. When discussing continuing 
data processing, active power consumption is used to describe the energy used for 
transistor switching. When there is small or no data processing going on and non-
essential modules are turned off, the CPU employs static power. The majority of 
low-power CPUs have a peak operational power of under 400 mW and a standby 
power of 15 mW or less (Maheepala et al. 2021). 

Energy utilization per unit of time is referred to as power consumption. Processor 
energy consumers include (Banday 2018): 

(1) Clock Frequency: higher frequencies require more energy. 
(2) Supply Voltage: higher supply voltage requires the use of more energy. 
(3) Register File Size: the chip uses more energy when the register file is larger. 
(4) Execution: orderly or disorganized execution may have an impact on energy 

use. 
(5) Multi-core: more cores could mean higher energy usage. 

IoT processors may employ the following low-power techniques to offer extended 
device battery life (Banday 2018; Cheour et al. 2020; Maheepala et al. 2021; Qadri 
et al. 2009): 

A. Clock Gating 
A simple way for lowering dynamic power consumption is to reduce gate 
toggling, either by minimizing the number of gates in a device or by minimizing 
the number of times each gate toggles. This technique sacrifices computing speed 
in order to reduce power by lowering switching capacitance. The clock often 
contributes 20–40% of total energy usage. 

B. Small Silicon Area 
Small Silicon Area lowers the effective capacitance and hence reduces the energy 
used. 

C. Low Supply Voltage 
The majority of microcontrollers run at the conventional +5 V logic voltage. 
However, operating at lower voltages is preferred for IoT CPUs to maximize 
battery life.
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D. High Performance 
Frequency scaling is an option for processors. The CPU’s frequency can be 
changed to reduce energy consumption significantly, dependent on the work-
load. Consequently, energy wastage occurs when a CPU is used at its maximum 
frequency without taking the variability in workload into account. 

E. Smart Peripherals 
These peripherals can function even when the processor is still in sleep state and 
can wake it up using interrupt-driven techniques. 

F. Use Multiple Clocks 
It is possible for a microcontroller to use only one clock source that runs at a 
specific frequency, however several clock sources are preferred for IoT proces-
sors. For instance, it is preferable for IoT CPUs to have secondary clock-operated 
units that can run at much lower clock frequencies than the main clock and are 
powered by tiny coin-cell backup batteries to enable deep sleep modes where the 
processor’s primary energy-consuming units can be put into sleep modes when 
not in use. Therefore, the power consumption was decreased by using a clock 
source with a very low frequency for sleep modes. 

G. System on Chip 
Because it requires a lot of power to transfer data between chips via data buses, 
it is possible to decrease the energy used by integrating the required peripherals 
directly into the processing chip rather than having them externally attached. 

H. Power-mode variation 
The system stays in sleep mode and can utilize the slowest clock speed possible 
to conserve energy when no requests need to be processed. It is also possible 
to set up the wake-up interrupt controller to support asynchronous operation, 
which would enable it to operate without a clock signal. 

Communication-Level Energy Conservation Technologies 

The IoT’s overall vision revolves around the idea of communication between intel-
ligent objects, allowing them to act, hear, see, think, and communicate with one 
another in order to make savvy decisions. It effectively embeds intelligence into the 
objects using ubiquitous computing, networking technology, and applications. As the 
number of connected IoT devices grows, challenging connectivity requirements such 
as scalability, low latency, low-power operation, and high reliability are imposed. The 
requirement for low-power operation assists nodes in conserving power and avoiding 
undue communication attempts, hence preventing premature death and increasing 
network lifetime (Nikoukar et al. 2018). 

Wireless sensor networks (WSNs) represent the IoT’s backbone. WSNs are 
networks of distributed sensors that aggregate data from the surrounding environ-
ment. It is used to monitor environmental variables like pressure, temperature, and 
moisture and send this data to the target node. WSN has demonstrated its value in 
numerous applications, including military use, landslide detection, traffic monitoring,
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weather forecasting, fire detection, etc. (Jadhav and Satao 2016). Since IoT nodes 
are powered by batteries or energy harvesting sources, energy efficiency is an essen-
tial component in the implementation of IoT. It is therefore crucial to increase the 
network’s lifespan. WSN energy-conserving techniques can be used to accomplish 
this (Haimour and Abu-Sharkh 2019). 

IoT communication solutions should be able to interact with nodes in a way that 
satisfies their demands for low data rates, varying ranges based on the application’s 
requirements, dependability, and low energy consumption. Given the significance 
of WSN in implementing the IoTs, the sources of energy consumption in WSN are 
shown in Fig.  1.9 and can be summed up as follows (Haimour and Abu-Sharkh 2019): 

(1) The primary inefficient cause of power consumption in sensor nodes is idle 
listening, which is when a node continues to listen to the channel even when 
there isn’t any communication. 

(2) The main sources of power consumption are RF transmission and reception. 
(3) Collisions, when two or more nodes send their packets simultaneously. 
(4) overhead in control packets. 
(5) Receiving packets intended for another node. 
(6) when transmitting to a node that is not yet ready. 

This section describes numerous energy-conserving solutions for WSN.

A. Duty Cycle Technique 
With this technique, nodes can live up to 5–10 years longer due to the fact that 
they sleep the majority of the time and only wake up at certain times. Scheduled 
duty-cycling, in which nodes awaken at the predetermined time so that trans-
mission can only take place when the active time arrives, is the technique that is 
most frequently used. The on-demand duty-cycling method, which is predicated 
on the notion that the node can be awakened as needed, offers an alternative 
strategy (Kozłowski and Sosnowski 2019). The most energy-conserving proto-
cols are those that employ duty-cycling methods, but they also suffer from delays 
because one node must wait for another to wake up. The transmitter node is also

Fig. 1.9 Sources of energy consumption in WSN 
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unable to broadcast messages. Therefore, the fundamental component of duty-
cycling systems is modifying and managing the active periods (Haimour and 
Abu-Sharkh 2019).

B. Wake-Up Radio Technique 
The system’s overall power consumption can be greatly decreased by using a low-
power wake-up radio. But more importantly, it enables faster frame transmission 
to target nodes, which is essential for delay-sensitive applications, particularly 
those found in Industry 4.0. The idea is to employ a second receiver that consumes 
so little power that it can always be on. When communication is required, the 
additional receiver will wake up a particular node using a low-power signal, and 
this node will then begin sending at its maximum transmission power (Haimour 
and Abu-Sharkh 2019; Kozłowski and Sosnowski 2019). 

C. Low-Energy Adaptive Clustering Hierarchy (LEACH)Protocol 
Since communication between sensor nodes in WSN consumes the majority of 
their energy, finding a solution to the issue of a routing protocol that is energy-
efficient is essential for extending the lifespan of sensor networks (Chen et al. 
2012). To increase the network’s lifespan, various routing protocols are available. 
The routing protocols that use hierarchies are more energy-efficient. The first 
energy-efficient clustering routing protocol is called LEACH (Kaur and Grover 
2015). LEACH, which Wendi Rabiner Heinzelman of MIT developed in 2000, is 
where cluster-separated thought first appeared in WSN. LEACH uses rounds to 
divide how sensor networks operate. Each round, all sensor nodes select a cluster-
head node to transmit data from other nodes, which reduces energy consumption 
through data-fusion and lengthens the network’s lifespan(Chen et al. 2012). 

D. Energy-Efficient Opportunistic Routing 
Based on a predetermined criteria, conventional fixed path routing systems over 
wireless networks choose which nodes will transport data. The intended relay 
nodes might not be able to receive data across unreliable wireless channels, even 
if the most reliable wireless link is chosen. As a result, the sender is required to 
resend the packets to the relay nodes. Due to the wireless channel’s broadcast 
nature, any nearby nodes within the sender’s transmission range can hear the 
relayed packets (Xu et al. 2015). The main idea of OR is to make use of wireless 
networks’ broadcasting capabilities, which enable transmission from one node 
to be overheard by several nodes. The OR chooses the next forwarder node 
dynamically throughout transmission as opposed to making a predetermined 
choice. The forwarding is done by the node that is closest to the destination. 
Energy-Efficient OR provides a strategy for selecting the forwarding list in a 
wireless sensor network using least energy depletion as a cost criterion (Jadhav 
and Satao 2016).
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OS-Level Energy Conservation Technologies 

Despite the fact that hardware selection largely determines how much power is 
utilized, OSs that include power management technologies are able to effectively 
manage apps to extend battery life and permit as many long sleep cycles as feasible. 
The conventional OSs are developed for personal computers and powerful worksta-
tions. This makes them unsuitable for IoT devices with limited resources. IoT devices 
require special kind of OSs due to their constrained resources. A variety of factors 
can be used to classify IoT OSs. For example, they might be classified as having 
open or closed source code. Another distinction to make is between Linux-based 
and non-Linux-based OSs. Finally, OSs are classified as high-end or low-end IoT 
devices based on the devices for which they are developed. Single-board computers, 
such as the Raspberry Pi, are examples of high-end IoT devices, whereas Arduino, 
which are resource-constrained, are examples of low-end IoT devices (Hasan and 
Abdullah 2022; Qutqut et al. 2018). 

A long chain of IoT OSs with a wide range of features is always growing (Gaur 
and Tahiliani 2015). Table 1.1 provides an overview of the most widely used modern 
IoT OSs. This section investigates several energy conservation technologies that have 
been adopted for various IoT OS.

A. Rate Harmonized Scheduling (RHS) 
Nano-RK OS implements RHS for energy savings. Most current CPUs provide 
capability for numerous modes of operation, each of which consumes a different 
amount of energy. There are three modes available: active, idle, and sleep. Sleep 
mode, in which no processing is performed, uses the least amount of energy. 
Any idle duration on a CPU using energy-saving RHS can be transitioned into 
sleep mode. As a result, energy savings are maximized (Randhawa et al. 2018; 
Rowe et al. 2008). 

B. Tickless Scheduler 
RIOT OS has an energy-saving Tickless scheduler. The RIOT scheduler changes 
to the idle thread when there are no pending tasks. The only function of the idle 
thread is to determine the deepest sleep state based on the peripheral devices 
being used. This technique ensures that the amount of time spent in sleep mode 
is maximized, reducing the system’s overall energy consumption (Baccelli et al. 
2012). 

C. Software Thread Integration (STI) 
TinyOS uses STI technique to save energy. Motes, the nodes of typical WSNs, 
frequently undergo busy-waiting times while communicating with radios, A/D 
converters, flash memory, sensors, etc. Due to the short wait durations in these 
cases, switching to another task would be cost-prohibitive. During those times, 
useful work could be done via STI. STI can regain CPU idle time that context 
switches cannot use. The mote can now execute valuable tasks during what was 
formerly busy-wait time, earlier completion of its active cycle, returning to a 
low-power mode earlier, and using less energy as a result (Purvis and Dean 
2008).



18 B. T. Hasan and A. I. Badran

Ta
bl
e 
1.
1 

Io
T
 O
Ss
 o
ve
rv
ie
w
 

Io
T
 O
S

Io
T
 d
ev
ic
es
 ty

pe
H
ar
dw

ar
e 
re
qu
ir
em

en
ts

Sc
he
du

le
r

R
ea
l t
im

e
D
ev
el
op
m
en
t 

la
ng
ua
ge

M
in
-R
A
M
 (
K
B
)

M
in
-R
O
M
 (
K
B
)

C
PU

 

T
in
yO

S
L
ow

-e
nd

 d
ev
ic
es

1
4

8 
B
it

N
on
-p
re
em

pt
iv
e 

FI
FO

 
N
ot
 s
up
po
rt
ed

N
es
C
 

C
on

tik
i

L
ow

-e
nd

 d
ev
ic
es

2
30

8 
B
it

Pr
ee
m
pt
iv
e 
FI
FO

Pa
rt
ia
lly

 s
up

po
rt
ed

C
 

R
IO

T
L
ow

-e
nd

 d
ev
ic
es

1.
5

5
16
–3
2 
bi
t

Pr
ee
m
pt
iv
e 

pr
io
ri
ty
, t
ic
kl
es
s 

Su
pp
or
te
d

C
, C

+
+
 

N
an
o-
R
K

L
ow

-e
nd

 d
ev
ic
es

2
64

8-
B
it

Pr
ee
m
pt
iv
e,
 F
ix
ed
 

Pr
io
ri
ty
-b
as
ed
 

Su
pp
or
te
d

C
 

R
as
pb

ia
n

H
ig
h-
en
d 
de
vi
ce
s

51
2–
25
6

–
A
R
M
 

C
or
te
x-
A
53
 

Pr
ee
m
pt
iv
e

Su
pp
or
te
d

C
, R

ub
y,
 P
yt
ho
n,
 

Ja
va
,P

H
P,
C
+
+
, 

N
od
e.
js
 

A
nd
ro
id
 T
hi
ng
s

H
ig
h-
en
d 
de
vi
ce
s

12
8

32
A
R
M
, I
nt
el
x8
6,
 

M
IP
S 

Pr
ee
m
pt
iv
e

Su
pp
or
te
d

C
, C

+
+



1 A Study on Energy Management for Low-Power IoT Devices 19

D. Application-Specific Management 
Contiki’s power management support is provided via API rather than through an 
explicit power-saving feature in the kernel. The applications in execution are in 
charge of conserving energy by keeping track of the size of the task queue. When 
no tasks are scheduled, the CPU can be put into sleep mode by the application 
until an interrupt wakes it up (Gaur and Tahiliani 2015; Randhawa et al. 2018). 

E. Integrated Concurrency and Energy Management (ICEM) 
ICEM has been designed and implemented as a significant component of 
TinyOS’s second generation. Peripheral energy management, which switches off 
each peripheral when it is not in use, necessitates knowledge of the application 
utilization model. Applications can easily control the power states of dedicated 
devices, but for virtualized and shared devices, the OS is in charge of system-
wide power management. The power locks method proposed by ICEM takes 
advantage of the concurrent nature of application I/Os to automatically reduce 
energy consumption without further specifics from the application (Klues, et al. 
2007; Dong et al. 2010). 

Software-Level Energy Conservation Technologies 

While designers and researchers at the hardware level pay close attention to energy 
efficiency, software developers sometimes overlook it because they are uninformed 
of how energy-efficient software is developed (Uelschen and Schaarschmidt 2022). 
According to recent studies, even more energy can be saved by motivating soft-
ware developers to participate in the process (Lewis et al. 2017). Sometimes, energy 
optimization is frequently replaced with performance optimization because a more 
speedy system uses less energy. Even though this is a positive step, it is by no 
means enough and occasionally even inaccurate. For instance, performance may be 
improved through parallel processing by cutting down on processing time. On the 
other hand, saving and restoring the execution context, and allocating threads could 
end up consuming more resources than sequential processing (Pang et al. 2015). The 
interaction of the system’s software and hardware is responsible for up to 80% of 
the system’s overall energy consumption, hence energy consumption from the soft-
ware perspective needs to be carefully considered. Software is crucial in addressing 
IoT device’s energy efficiency. Software-level optimization technologies can lower 
the overall energy consumption, extend operational lifetimes, and affect the entire 
hardware design, which lowers costs (Uelschen and Schaarschmidt 2022). 

Energy consumption is a widespread issue, and in the next years, developers 
will need to be even more attentive of it. However, developers now lack a thorough 
understanding of how to develop, maintain, and evolve energy-efficient software 
systems (Lewis et al. 2017). 

This section provides examples of some of the aspects that programmers should 
consider when developing software for low-power IoT devices.
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A. Efficient Computation offloading Approach 
The technology of computation offloading is crucial for the development of edge 
computing and IoT. By offloading tasks to other devices or servers, it is thought 
to provide a solution to the restricted resources of IoT devices. It can provide a 
variety of advantages, including extended battery life, less latency, and improved 
application performance. Numerous factors influence the effect of computation 
offloading in practice, which prevents many offloading from accomplishing their 
intended goals (Liu et al. 2021b). For example, in a client–server architecture, 
portable device apps can offload processing to the server to save energy. It is 
expected that the server is grid-powered. This uses the server’s energy to extend 
the portable client’s battery life. Computation offloading reduces the load on the 
client’s CPU, but it must send and receive data via the client’s network interface. 
Therefore, energy conservings via computation offloading are only possible if 
communication energy is smaller than processing energy. As a result, to decide 
whether to offload and which part of the computation to offload, it is required to 
evaluate the energy consumption prior to execution (Xian et al. 2007). 

B. Convenient Data structure 
During the recent years, one of the essential components of computer program-
ming, data structures, have been the subject of extensive research regarding 
how they behave in terms of energy use (Lewis et al. 2017). Pinto et al. (2016) 
looked at how much energy various Java programming language thread manage-
ment primitives used. For example, they discovered in one of their implemen-
tations that while ConcurrentHashMap outperforms Hashtable by 1.46 times, it 
consumes 1.51 times the power. In light of their findings, it is advised to use 
caution while deciding whether or not to utilize ConcurrentHashMap, especially 
in situations where energy consumption is more crucial than performance. 

C. Powerful Parallel Programming 
Gaining a detailed grasp of the energy behaviors of concurrent apps is the first 
step toward optimizing their energy usage. Pinto et al. presented an empirical 
study to clarify and comprehend the energy characteristics of Java concurrent 
programs on multicore platforms. Their experiments have produced a variety 
of findings, including the fact that various thread management constructs have 
varying effects on energy usage. For programs that require I/O, the Threadstyle 
uses the least energy, while the ForkJoinstyle uses the most. The opposite is true 
for embarrassingly parallel benchmarks (Pinto et al. 2014). 

Cloud and Fog Computing Roles in IoT Energy Management 

With the continued development of IoT applications, a new computing termed fog 
computing is being created in addition to cloud computing to fulfill requirements 
such as bandwidth, latency, and location awareness. The cloud is not replaced by fog



1 A Study on Energy Management for Low-Power IoT Devices 21

computing in the IoTs; rather, they work best together as complements (Jalali et al. 
2017). Fog computing is essentially an extension of the cloud that is closer to the 
devices that function with IoT data. Fog computing functions as a bridge between 
the cloud and end devices, bringing processing, storage, and networking resources 
closer to the end devices (Atlam et al. 2018). Therefore, the data reduction at the 
fog computing layer can result in a quick response from the smart end devices as 
well as a reduction in the amount of uploaded data to the cloud platform, which 
saves network bandwidth (Idrees and Idrees 2022). When contrasting the relative 
power consumption of fog versus cloud computing, there are a number of significant 
distinctions. The power consumption of the transport network will be higher when 
using the cloud than when using the fog since cloud data centers are usually situated 
further away from the IoT device network than fog data centers are. The power used 
by the transport network may, in some circumstances, account for a considerable 
fraction of the total power needed by the IoT service, and as such, it should not be 
disregarded (Jalali et al. 2017). 

Numerous IoT applications will gain from the integration of fog computing with 
the IoT. In particular for time-sensitive IoT applications, the fog facilitates real-
time interactions between IoT devices to reduce latency. Fog computing also has the 
ability to support large-scale sensor networks, which is a major issue with the IoT’s 
exponentially increasing number of devices, which will eventually number in the 
billions (Atlam et al. 2018). 

One effective method to preserve the power of any IoT device is to request assis-
tance from other devices that are represented by fog nodes to carry out tasks on 
that IoT device’s behalf. Task offloading is the practice of sharing resources among 
devices to accomplish tasks. The tasks are divided into local and offloaded compo-
nents; the IoT device itself completes local tasks, while fog nodes complete offloaded 
tasks. Different sorts of resource allocation approaches are used to control the job 
offloading choice. Offloading a job allows an IoT device to conserve computing 
power at the expense of the energy needed to communicate data between the IoT 
device and the task assistance fog nodes. Offloading tasks saves energy. The amount 
of energy saved can be increased if work offloading is combined with energy-
conserving approaches based on device control. These approaches govern certain 
features or functions of devices to improve efficiency and performance. Local IoT 
devices and fog nodes can adjust characteristics including transmission power, on/off 
switching duration, battery supply voltage, frequency, and modulation method via 
device control (Malik et al. 2021). 

Conclusions 

IoT is currently making headlines around the world, playing a significant part in our 
daily lives, and opening up several new opportunities. The idea of networking devices, 
where the range of communications between devices expands yearly, is exciting. 
However, when more IoT devices are installed, the need for energy increases as a
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result. Since many IoT devices are powered by batteries or rely on energy harvesters 
with restricted energy sources, low-power consumption and effective energy manage-
ment are essential design objectives in hardware, communication systems, oper-
ating systems, and software applications. The energy harvesting technology has 
been discussed from a variety of aspects, including energy harvesting architectures, 
sources of energy in IoT, energy storage in IoT, and several energy harvesting-based 
IoT systems have been introduced. The essential energy conservation technologies 
have been discussed in each of the four layers of this chapter’s proposed categoriza-
tion for technologies that save energy: hardware, communication, operating system, 
and software. 
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Introduction 

Image processing is the term used to describe the process of enhancing or extracting 
valuable features or information from an image. Numerous engineering professions 
use image processing in their routine work. Image segmentation is one of the methods 
used in image processing. The technique of segmenting a picture involves breaking 
it up into its component parts, such as regions and objects. 

Edge pixels, or more specifically the edges of the picture where the pixel’s intensity 
rapidly changes, are found via edge detection methods. The Sobel, Prewitt, and 
Robert approaches, which work in the X and Y axis with 3 × 3 or 2  × 2 kernels, 
are well-known gradient-based edge detection algorithms. Filtering, Differentiation, 
and Detection are the three components of every edge detection method. 

Real-time processing of the images is an important aspect of image processing. 
The hardware implementation with minimum resource utilization of the edge detec-
tion algorithms is a challenging task. FPGAs, or Field Programmable Gate Arrays, 
are well renowned for their low power consumption, adaptability, and effective data 
processing (Wang and Zhu 2015). 

The FPGA is very well popular in disciplines requiring greater calculations, such 
as image processing, computer vision, and machine learning, because of its parallel 
processing design. Semiconductor hardware realization of these algorithms proves 
to be the stepping stone toward implementing optimized AI and ML algorithms.
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Literature Review 

A. The Design of FPGA-Based Digital Image Processing System and Research on 
Algorithms 
High speed, high resolution, high integration, and reliability are all character-
istics of the evolving image processing system (Gururaj et al. 2015). Because 
of its benefits for real-time image processing, FPGA becomes the preferred 
option (Gururaj and Tunga 2019). The system employs edge recognition and 
rapid median filtering algorithms that can digitize and sample data streams from 
cameras (Gururaj et al. 2016). When it comes to high speed performance and 
cost effectiveness, the suggested method is more effective than conventional 
median algorithms (Lu et al. 2017). 

B. Analysis and Implementation FPGA Implementation for Image Processing 
Algorithm 
Real-time image processing can be executed with the help of FPGAs. Xilinx ISE 
is used to synthesize the modules which are based on HDL design. Simulation is 
carried out by an ISIM simulator. The Xilinx XC6VCX75T chip based on Virtex 
6 is used to implement the design. The control medium filter theory employs a 
feedback signal for each feedback to distinguish between neighboring stimuli 
(Fatma and Garg, 2020). 

C. Demonstration of Quantum Image Edge Extraction Enhancement Through 
Improved Sobel Operator 
The quantum image of the Sobel operator serves as the foundation for the edge 
detection approach. The edge detection method of a quantum picture is imple-
mented using the optimum Sobel operator in the quantum circuit, and the gray 
gradient is generated using an improved eight-direction Sobel operator (Ma et al. 
2020). 

D. Novel VLSI Architectures for Image Segmentation and Edge Detection Algorithm 
The method employs edge detection and thresholding on still grayscale photos 
taken from a distance of around 50 m. The Spartan-3E FPGA runs the model at 
a 100 MHz clock speed (Dewan et al. 2016). 

E. Real-Time Edge Detection via Ip-Core-Based Sobel Filter on FPGA 
The Sobel operator is one of the most popular edge detection filters that can 
be applied to a video stream. Thus, despite utilizing minimal FPGA resources, 
edges of objects may be easily viewed online on a VGA screen (Yaman et al. 
2019). 

F. Comparing Energy Efficiency of CPU, GPU, and FPGA Implementations for 
Vision Kernels 
Embedded vision requires high performance with energy constraints. 
For complicated vision pipelines FPGAs outperform others with better 
energy/frame. And as the complexity grows, FPGAs results are increasingly 
better (Qasaimeh et al. 2019).
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G. Parallelism to Reduce Power Consumption on FPGA Spatiotemporal Image 
Processing 
Parallel processing techniques can help in reducing power consumption and help 
in faster processing. Observed that there is 45% reduction in power with shorter 
processing time (Atabany and Degenaar 2008). 

Implementation 

A. Edge Detection Algorithms 

An edge detection is an algorithm which produces a list of edges of a particular image. 
This list of edges can also be termed as the contour or the boundary or simply an 
outline of the image. This outline of the image finds its application in many domains 
such as automotive industry, manufacturing sector, and medical image processing. 

(1) Sobel Operator 
The Sobel operator is a discrete differential operator which was proposed by 
Sobel & Feldman in 1968. Hence it is also known as the Sobel-Feldman operator. 
It calculates a rough estimate of the image intensity function gradient. It works 
by convolutionally transforming the image in the horizontal (Gx) and vertical 
(Gy) directions with a tiny, separable, integer-valued filter. For high-frequency 
fluctuations in the image, the gradient approximation it generates is particularly 
rudimentary. 

(2) Prewitt Operator 
Similar to the Sobel operator, the Prewitt operator likewise uses gradient detec-
tion but changes the gradient matrix that is convolved with the source picture. It 
calculates a rough estimate of the gradient of the picture intensity function. Its 
foundation is the horizontal (Gx) and vertical (Gy) convolution of the picture 
using a small, separable, integer-valued filter. It creates a relatively elemen-
tary gradient approximation, especially for high-frequency fluctuations in the 
picture. 

(3) Robert Operator 
It was one of the original edge detectors, and Lawrence Roberts first suggested 
it in 1963. Additionally, the operator is based on gradient detection. The Robert 
operator uses discrete differentiation to estimate an image’s gradient, and it does 
so by computing the sum of the squares of the differences between diagonally 
adjacent pixels. This operation’s output will show fluctuations in intensity that 
are diagonal. This operation’s simplicity is in the kernel being compact and 
comprises only integers and it is one of its most appealing features. The oper-
ator however, suffers considerably from sensitivity to noise and this benefit is 
minimal given the speed of today’s computers.
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B. Implementation of first phase 

The research was first done in Python without the usage of built-in methods to better 
grasp the aforementioned Edge detection algorithms. ‘For’ loops were used to imple-
ment the operations (Gonzalez and Woods 2009). Input image was transformed into 
grayscale image which then was processed for edge detection. The edge converted 
image later is subjected to image quality parameter analysis. 

(1) Numpy Library 

One of the essential libraries for Python programming, NumPy, supports arrays. In 
essence, an image is a regular NumPy array with pixels for the data points. Therefore, 
you can change the pixel values in a picture by using fundamental NumPy operations 
like slicing, masking, and clever indexing. 

(2) Matplot Library 

Python’s Matplotlib toolkit provides a complete tool for building static, animated, 
and interactive visualizations. Matplotlib.pyplot can operate like MATLAB thanks 
to the functions in pyplot. Each pyplot function modifies a figure in some way, such 
as by creating a figure, a plotting region within a figure, some lines within a plotting 
area, labeling the plot, etc. 

(3) Math Library 

We have access to certain common arithmetic functions and constants in Python 
due to the Python Math Library, which we may use throughout our code to perform 
more intricate mathematical operations. You don’t need to install the library to use 
it because it is a built-in Python module. The most popular functions and constants 
from the Python Math Libraries will be utilized in examples throughout this tutorial. 

C. Implementation of second phase 

The Vivado Design Suite 2018 from Xilinx is used to create the Verilog design. 
In order to make it simple to instantiate each Verilog module with the top module, 
hierarchical design flow is maintained (Chaple et al. 2015). The algorithm receives 
an input picture in the grayscale format. Pixel by pixel, the input picture is read and 
stored in the line buffer. Line buffer serves as an intermediary storage for the values 
of the pixels. Four line buffers are started for the Sobel and Prewitt operators. Only 
three of the four line buffers are operational at any given moment. In order to reduce 
the time required to read the pixels, a fourth line buffer is used. Three line buffers, of 
which two are active at once for the Robert operator, are started (Afsar et al. 2021). 
The edge detection method receives pixel values from the line buffer and feeds them 
into the convolution process, which either utilizes 3 × 3 kernels or 2 × 2 kernels. The 
output buffer, which serves as another component of memory storage, is where the 
convoluted output is stored. The edge detected pixel values are read from the output 
buffer, and then the picture is produced using the edges. The picture generated by 
edge detection is then utilized to evaluate the various aspects of image quality.
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Fig. 2.1 Use of buffers 

(1) Handling incoming pixels—Line Buffer 

The storage component used as an intermediary step to hold the incoming pixel data 
is a line buffer. Four buffers are started out of which only three are used at any 
given moment for the 3 × 3 kernel-based operators of Prewitt and Sobel. In order 
to reduce the time required to read the pixels, the unused empty line buffer is used. 
Three buffers are started out of which only two are used at any given time for the 
Robert Operator. The line buffer has a capacity of 8 bits wide, which is the number 
of bits utilized to hold each pixel. Read pointer and write pointer is used to read and 
write onto the line buffer. The size of the read and write pointer is log2(number of 
columns). Whenever there is a request to read the pixel data, a read pointer is used to 
fetch the data for further processing. The added advantage of the line buffer is that 
instead of sending only pixel values, three or two pixel values are sent at a given time 
depending on the operator, which is basically the number of pixels required for the 
convolution process. 24 bits of data can be sent at once with the use of these buffers 
(Fig. 2.1). 

(2) Control of data flow 

Based on the operator, the number of buffers active at a time is handled by the image 
controller. Meanwhile in order to reduce the read time, one more row of pixel data is 
written to the extra buffer which is being used. Once all the pixels from all the active 
line buffers are sent, the process of writing the pixel data again starts. This time the 
extra line buffer and others are used for the processing. The first buffer will be used 
to store the next set of pixel values and won’t contribute to the convolution process. 
The process, controlling, filling the buffers, and pushing the pixels from the buffers 
are controlled by a module named Image Controller. The image controller controls 
the pixels’ data flow from the input image to the convolution process. The buffer is 
created by the image controller. The image controller receives the incoming pixel 
data before sending it to the buffer. The empty buffer receives the received pixel 
data and writes it there. Based on the selected edge detecting operator, the image 
controller delivers 32 bits or 72 bits for the corresponding convolution operation,



30 N. A. Bharadwaj et al.

only after all the active buffers have been completely written with the incoming pixel 
values. 

(3) Detection of Edges 

The algorithm for the edge detection receives the input pixel value from the image 
controller. 32 bits are convoluted for the Robert operation and 72 bits for the Sobel 
and Prewitt. The convolution kernel is declared as the 2 dimensional array. The input 
pixel data and the kernels are convolved to get the convolved output. The convolved 
output is then compared with the threshold. If the convolved value is greater than the 
threshold then a white pixel value is sent to the output buffer, indicating there is an 
edge or else a black pixel value is sent indicating no edge detected. 

Tables 2.1, 2.2, 2.3, 2.4, 2.5 through 2.6 represent the kernel values used 
for convolution. These kernel values are standard kernels used for the respective 
operations. 

(4) Final Edge Detected Output 

Once the valid data is received from the convolution section, the convolved data is 
written to the FIFO. The final image is reconstructed by reading the values from the 
FIFO. The FIFO used is configured as an IP from the Xilinx with width and depth 
of 8 and 16 bits respectively. 

(5) Testing 

The input image is taken from the function $fopen in the binary mode. The function 
$fscanf is used to read the image pixel data and $fwrite to write the output edge 
detected data in the binary form. An interrupt is raised whenever all the line buffers 
are full, to momentarily stop the write operation onto the line buffers. The process 
will stop once all the pixels are read and the pixels are convolved. The timing diagram 
will be generated which shows the flow of input and output data with respect to the 
clock values. The input image and the edge detected image will be stored in the 
simulation files of the Vivado Design Suite.

Table 2.1 Gx kernel for 
Sobel operation 

1 0 −1 

2 0 −2 

1 0 −1 

Table 2.2 Gy kernel for 
Sobel operation 

1 2 1 

0 0 0 

−1 −2 −1
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Table 2.3 Gx kernel for 
Prewitt operation 

1 0 −1 

1 0 −1 

1 0 −1 

Table 2.4 Gy kernel for 
Prewitt operation 

1 1 1 

0 0 0 

−1 −1 −1 

Table 2.5 Gx kernel for 
Robert operation 

1 0 

0 −1 

Table 2.6 Gy kernel for 
Robert operation 

0 1 

−1 0

D. Basys 3 Artix 7 FPGA Trainer board 

The basic FPGA board used primarily for educational purposes is the Basys 3 trainer 
board. The Artix 7 FPGA family is present on the Basys 3 board in the XC7A35T-
1CPG236C package. The board comes with the four 12-pin PMOD connector, VGA 
output of 12 bits and a USB JTAG port for the FPGA communication and program-
ming. The Artix 7 FPGA contains 5200 slices of 33,280 logic cells. Each logic cell 
has upto four, 6 input LUTs and 8 Flip Flops. The internal clock can reach upto 
450 MHz, however 100 MHz is most popular. 1,800 Kbits of Block RAM is present 
to store the data. FPGA also comes with 90 digital signal processing slices known 
as DSP. 

E. Parameters 

By assessing the variables that can define overall performance, the implemented 
algorithms can be analyzed. FPGA power consumption is also one of the parameters 
which describes the performance of FPGA. 

(1) Mean Squared Error (MSE) 

The average squared difference between the estimated and original values is measured 
by the mean squared error, which is a parameter used in image analysis. 

(2) Peak Signal to Noise Ratio (PSNR) 

Peak signal to noise ratio (PSNR) is a measure of how well a signal may be represented 
while taking into account the influence of corrupting noise. The inverse of mean 
squared error is used to calculate PSNR.
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(3) FPGA Power Consumption 

The power consumption of the FPGA determines the total on-chip power estimated 
by the FPGA in the synthesis and implementation phase. 

(4) Clock Frequency versus Processing Speed 

The Basys 3 board can be clocked upto 450 MHz. Typically the operating clock 
frequency would be 100 MHz. For our experimentation, the edge detection process 
was carried out with three clock frequencies of 50 MHz, 100 MHz, and 200 MHz. 
Higher clock frequency would provide less processing time and slower the frequency 
higher the processing time. Processing time would be the total time taken to complete 
the verilog simulation. 

Results 

The outcomes attained are summarized in this section. Screenshots of Edge identified 
photos have been included for the readers to visualize. The metrics for measuring 
image quality are tabulated and thoroughly discussed in the following discussion. 

A. Test Images 

‘Butterfly’ and ‘Abstract’ images are used for testing the algorithm shown in Fig. 2.2. 

B. Experimental Results 

In this part, the tabulated findings are recorded in Tables 2.7 and 2.8. The mean 
squared error (MSE) and peak signal to noise ratio (PSNR) are displayed in relation 
to the aforementioned function.

Fig. 2.2 Input images used for testing 
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Table 2.7 Analysis of 
‘Butterfly’ image 

Butterfly PSNR MSE 

Python Sobel 27.83 107.04 

Python Prewitt 27.89 105.66 

Python Robert 27.95 104.11 

Verilog Sobel 28.17 99.04 

Verilog Prewitt 28.18 98.73 

Verilog Robert 28.19 98.64 

Table 2.8 Analysis of 
‘Abstract’ image 

Abstract PSNR MSE 

Python Sobel 28.03 102.33 

Python Prewitt 28.47 92.36 

Python Robert 28.23 97.72 

Verilog Sobel 28.38 94.37 

Verilog Prewitt 28.41 93.76 

Verilog Robert 28.40 93.95 

C. Power Consumption 

On-chip power consumption provides the information on how much power FPGA 
typically will be consuming. 

Figures 2.3 and 2.4 depict the power consumption during synthesis and imple-
mentation phase. In the synthesis phase a total of 20.453 W is consumed. And in the 
implementation phase a total of 22.44 W is consumed. In both the cases the majority 
of the power is consumed by the internal signals. The power consumption by the 
signals can also be reduced with more optimization in the implementation logic. 
The I/Os, BRAM, DSP, and the Logical blocks contribute less than 40% of the total 
power consumed.

D. RTL Design 

This section provides the RTL design obtained by the Verilog description of each 
edge detection operator implemented as shown in Fig. 2.5.

From the RTL design, Sobel operator uses 17 standard cells, 23 I/O ports with 
119 Nets. 

From the RTL design in Fig. 2.6, Prewitt operator uses 17 standard cells, 23 I/O 
ports with 119 Nets which is similar when compared with Sobel operator as both of 
the operators work on 3 × 3 kernels.

From the RTL design in Fig. 2.7, Robert operator uses 17 standard cells, 23 I/O 
ports, and 79 Nets. The number of Nets for Robert operator is less when compared 
to Sobel and Prewitt, as Robert works on 2 × 2 kernels.
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Fig. 2.3 Synthesis power 
consumption 

Fig. 2.4 Implementation power consumption

E. Clock frequency versus Processing time 

(1) For 50 MHz clock frequency 

For the 50 MHz clock the clock period is set to 20 ns and the clock toggles every 
10 ns seen in Figs. 2.8, 2.9 through 2.10.

From the simulation timing diagrams, the Sobel, Prewitt, and Robert operation 
takes roughly the same time. The simulation time for all the three operations is 
5,284 µs. 

(2) For 100 MHz clock frequency 

For the 100 MHz clock, the clock period is set to 10 ns and the clock toggles every 
5 ns seen in Figs. 2.11, 2.12 through 2.13.
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Fig. 2.5 RTL design of Sobel Operator

Fig. 2.6 RTL design of Prewitt Operator

Fig. 2.7 RTL design of Robert Operator
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Fig. 2.8 Processing time for the Sobel operator considering 50 MHz clock 

Fig. 2.9 Processing time for the Prewitt Operator considering 50 MHz clock

From the simulation timing diagrams, the Sobel, Prewitt, and Robert operation 
takes roughly the same time. The simulation time for all the three operations is 
2,642 µs. 

(3) For 200 MHz clock frequency 

For the 200 MHz clock the clock period is set to 5 ns and clock toggles every 2.5 ns 
seen in Figs. 2.14, 2.15 through 2.16.

From the simulation timing diagrams, the Sobel, Prewitt, and Robert operation 
takes roughly the same time. The simulation time for all the three operations is 
1,321 µs.
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Fig. 2.10 Processing time for the Robert Operator considering 50 MHz clock

Fig. 2.11 Processing time for the Sobel Operator considering 100 MHz clock

Analyzing the above results suggests that with higher clock rates, the number of 
operations carried out increases which results in less processing time, when compared 
to the slow clock rate. 

(4) Comparison of the processing times 

This section would compare results of all the processing time obtained based on the 
different clock frequencies. This can be seen in Table 2.9 and Figs. 2.17, 2.18 through 
2.19.
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Fig. 2.12 Processing time for the Prewitt Operator considering 100 MHz clock 

Fig. 2.13 Processing time for the Robert Operator considering 100 MHz clock

F. Results Analysis 

Result analysis is done through snapshots which are means to illustrate the outcomes 
attained. Snapshots offer a way to compare the outcomes visually. Sobel, Prewitt, and 
Robert are seen in the pictures from left to right. This is observed in Figs. 2.20 and 
2.21 for Python implementation and Figs. 2.22 and 2.23 for Verilog implementation. 
The parameter comparison images can be verified through Figs. 2.24 and 2.25.
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Fig. 2.14 Processing time for the Sobel Operator considering 200 MHz clock 

Fig. 2.15 Processing time for the Prewitt Operator considering 200 MHz clock

(1) Comparison from Python implementation 

(2) Comparison from Verilog implementation 

(3) Parameters comparison charts 

Conclusion 

The Sobel, Prewitt, and Robert edge detection algorithms are designed, implemented, 
and are evaluated in this study. The concept was put into practice using Python and



40 N. A. Bharadwaj et al.

Fig. 2.16 Processing time for the Robert Operator considering 200 MHz clock

Table 2.9 Comparison of 
clock frequencies versus 
processing time 

Clock 
frequency 
(MHz) 

Time (µs) 
Sobel 

Time (µs) 
Prewitt 

Time (µs) 
Robert 

50 5284 5284 5284 

100 2642 2642 2642 

200 1321 1321 1321 

Fig. 2.17 Sobel processing time versus clock frequencies
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Fig. 2.18 Prewitt processing time versus clock frequencies 

Fig. 2.19 Robert processing time versus clock frequencies

Fig. 2.20 Python—Edge detected butterfly images
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Fig. 2.21 Python—Edge detected abstract images 

Fig. 2.22 Verilog—Edge detected butterfly images 

Fig. 2.23 Verilog—Edge detected abstract images

Verilog, and the outcomes of the two comparisons were made. The Sobel operator has 
a higher edge detection efficiency than the Prewitt and Robert operators. The Sobel 
operator-based edge detection technique finds thick edges. Robert’s operator-based 
edge detection method can be used for applications like road lane detection in smart 
automobiles where quick processing is necessary. Sobel operator-based edge detec-
tion systems can be utilized to obtain sharp edges for systems like barcode readers. 
For applications that need quicker calculation times, FPGA can be employed as a
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Fig. 2.24 Parameters results chart for Butterfly Image

hardware accelerator. Affordable, re-configurable solutions would be made possible 
by FPGA-based hardware acceleration. From the power analysis, one can use FPGA-
based systems which offer low power solutions compared to the traditional CPU-
or GPU-based solutions. The increase in the clock frequency would decrease the 
processing time without the compromise in power. FPGA realization of these algo-
rithms paves way for the better implementation of AI and ML algorithms. AI and 
ML projects based on image processing and computer vision can be accelerated with 
the help of FPGA along with the added advantage of less power consumption.
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Fig. 2.25 Parameters results chart for Abstract Image
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Chapter 3 
Study of Adiabatic Logic-Based 
Combinational and Sequential Circuits 
for Low-Power Applications 

Minakshi Sanadhya and Devendra Kumar Sharma 

Introduction 

The number of transistors on a single chip has grown significantly since the late 1960s, 
from a few hundred to over one billion. In 1965, Gordon Moore published article (Ito 
2003), which predicted that the number of transistors per integrated circuit would 
double yearly at the possibly lowest cost. Moore’s Law indicated that transistors 
would be doubled every two years. These projections have driven the microelectronic 
industry’s pursuit of increasing integrated circuit complexity and lowering fabrication 
costs. Moore’s predictions have proven to be very accurate upto this point, that 
is, from the first Intel microprocessor 4004 to the current gold Pentium CPU. The 
internet, portable computers, and mobile phones would not have been feasible without 
the tremendous growth of integrated circuits, and they will undoubtedly continue to 
expand their importance in the high-tech world. 

CMOS will undoubtedly continue to be the core technology (Ito 2003). In the 
modern microelectronics industry, CMOS technology is the most significant break-
through. In the age of information technology, it has emerged as the most crit-
ical source of innovation (Panda et al. 2014; Manikandan et al. 2015). The CMOS 
process is a well-defined and integrated set of processing steps that enables innovative 
materials and structures to produce electronic devices (Zhou 2001). 

Due to the rising need for moveable and compact devices, integrated circuits 
require efficient techniques to develop circuits with less power consumption (Sundar 
2016). Semiconductor technologies are becoming increasingly important, and the 
market for semiconductor products has increased. So far, two products, microproces-
sors and dynamic random-access memories have been the main drivers of the needs,
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and mobile and digital products have been the secondary drivers. In recent decades, 
the fast rise in transistor density on integrated circuits and the fast-switching speed of 
transistors have enabled computer systems to enhance their performance by several 
orders of magnitude. Unfortunately, such remarkable advances in interpretation have 
increased system power and energy dissipation. 

The main barrier to portability is power dissipation. In a typical CMOS circuit, 
the types of energy dissipation are dynamic and static. Dynamic power dissipation is 
the amount of energy a device uses when switching. Static power dissipation occurs 
when a system is unplugged or in standby mode. 

Various approaches are available in the VLSI design process to optimize energy 
consumption. The scaling of supply voltage is essential for power reduction. Device 
performance deteriorates when the supply voltage is minimized, such as increased 
leakage issues and reduced circuit speed. So, the adiabatic approaches are explored to 
reduce dynamic power dissipation (Ishwarya 2018). For optimized circuit design, to 
get the best outcomes, the sources of power dissipation and the factors that influence 
them must be thoroughly understood. Low-power circuit designs are possible at 
multiple levels, including architecture, gate, and technology. As a result, one of the 
most critical aspects of modern digital circuit design is low power consumption. 

This chapter analyzes combinational and sequential circuit designs using various 
adiabatic approaches. Results are compared exhaustively. The chapter consists of six 
sections. In Sect. 3.2, preliminaries are discussed. Section 3.3 includes the adiabatic 
techniques-based combinational circuits. In Sect. 3.4, adiabatic techniques-based 
sequential circuits are discussed. The analysis of performance parameters is carried 
out in Sect. 3.5. Section 3.6 concludes the chapter. 

Preliminaries 

Adiabatic means no exchange of energy from the environment. A slow-varying AC 
power source is used in adiabatic logic instead of a constant one. It also allows for 
energy recycling, which decreases the overall amount of energy drawn from the 
source. The adiabatic logic technique is superior to other circuit design techniques 
in terms of less energy consumption. The adiabatic charging and discharging circuit 
are shown in Fig. 3.1.

Power-Clock Generation 

The constant DC power supply refills the dissipated energy by restoring the maximum 
voltage. However, there may be some hitch in several existing styles since various 
logic charging and discharging alters from period to period during the execution 
process, eliminating the stable load condition. The power supply generation for 
adiabatic techniques is the most crucial part of driving the circuit (Rao 2017).
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Fig. 3.1 Adiabatic charging and discharging

Fig. 3.2 Four-phase 
trapezoidal power clock 

The trapezoidal power clock has four phases: evaluation, ideal, hold, and recovery. 
The power-clock operation is illustrated in Fig. 3.2. The circuit accepts no inputs 
when the clock is at the ideal phase. The input provided at minimum voltage logic 
“0” or maximum voltage logic “1” will be evaluated during the evaluation phase. The 
logic output will be enabled and held concerning the power clock at the hold phase. 
In the recovery phase, the power stored in the load capacitance will be discharged to 
the ground. 

Adiabatic and Non-adiabatic Losses 

While implementing the adiabatic circuits, three major concerns are there which 
need to be taken care of -

(i) Never turn on a transistor when its two terminals are potentially different. 
(ii) When a current flows through a switch, never turn off the switch. 
(iii) Current should never be passed through a diode. 

If the above-said conditions are not followed while designing the adiabatic circuits, 
power dissipation may occur in the circuit. This power dissipation can be of two 
categories: adiabatic and non-adiabatic. Even once the conditions mentioned above 
are fully met, adiabatic power loss is an implicit energy loss. Non-adiabatic power
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loss is a certain amount of violation of these laws, which causes power loss when 
accessing the adiabatic loss (Sharma and Noor 2015). 

The adiabatic loss is inversely proportional to the clock’s transition time T. The 
adiabatic loss is given by Eq. (3.1). 

EAdiabatic = (RONCL/T) CLV
2 
DD (3.1) 

where, RON is the switch on-resistance, load capacitance (CL), and VDD is the clock 
supply voltage. Adiabatic loss is lowered by making the transition time much more 
significant than RONCL. 

The non-adiabatic losses represented by Eq. (3.2) are caused by the potential 
differential across the terminals of the switch when it is on. Non-adiabatic losses 
become apparent at low frequencies. 

ENon−Adiabatic = 1/2((C1C2) / (C1 + C2)) (V1 − V2)
2 (3.2) 

V1 and V2 are the voltages across the switch terminals, and C1 and C2 are the 
capacitances across them. Non-adiabatic losses are proportional to the square of the 
voltage difference across the switch. Therefore, zero-voltage switching should be 
achieved. To prevent non-adiabatic losses, the transistor should not be turned on 
when there is a potential difference between the drain and the source. A separate 
charge recovery path is required to recycle the power, and the output must be used 
to construct the input, which is possible only with reversible logic (Shari Jahan and 
Kayalvizhi 2012a). 

Adiabatic Logic Circuits 

There are two different forms of adiabatic logic circuits:

. Fully adiabatic circuits

. Partially/Quasi-adiabatic circuits 

Fully Adiabatic Circuits 

In contrast to quasi-adiabatic circuits, fully adiabatic circuits contain no non-adiabatic 
loss but are significantly extra complex. The power supply fully recovers all charges 
on the load capacitance. Fully adiabatic circuits experience numerous issues with 
operating speed and input power-clock synchronization (Samanta et al. 2019). A brief 
of the well-known, fully adiabatic approaches is given in the subsequent sub-sections.
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PAL (Pass Transistor Adiabatic Logic) 

PAL is a dual-rail logic with two cross-coupled PMOS devices in each phase 
by out and out- pass transistor NMOS functional blocks. A PC sinusoidal power 
clock is used in the PAL gate (Pindoo et al. 2015). Oklobdzija et al. presented a 2:1 
Multiplexer based on innovative pass transistor adiabatic logic that utilizes a single 
power-clock supply and has less energy consumption than partially adiabatic logic 
approaches. Dual-rail logic called PAL has significantly fewer gates complexity of 
complementary and true NMOS functional blocks (Oklobdzija et al. 1997). 

SCRL (Split-Rail Charge Recovery Logic) 

SCRL logic requires fewer transistors and minimizes power dissipation compared to 
the quasi-adiabatic technique. It is shown in Fig. 3.3. This approach uses split level 
power clock. Therefore, clock synchronization is more complex (Sundar 2016). Rani 
et al. presented the design and circuit simulation of a carry look-ahead adder using 
split-level charge recovery logic. Every change in output level causes a loss of bits 
in conventional circuits, and the energy associated with those bits is transformed to 
heat. This directly affects computing costs by raising the system overhead required 
to remove the heat, leading to weight issues, short battery life, etc. (Rani and Kadam 
2013). Hänninen et al. described the adiabatic CMOS of restricted reversible energy 
recovery and the initial stages of design automation. Adiabatic complementary tran-
sistor circuits design using these “steep” devices at the system level. Proposed circuit 
design is achieving switching energy improvements of 2 to 4 orders of magnitude 
over standard CMOS (Hänninen et al. 2014).

Partially/Quasi-Adiabatic Circuits 

Partially adiabatic circuits have a straightforward design and power-clock 
system. Adiabatic loss occurs when current passes via a non-ideal switch (Sharma 
and Noor 2015). The non-adiabatic energy loss in some operating regions of partially 
adiabatic logic family circuits is typically proportional to the square of the threshold 
voltage and the capacitance driven (Bindal 2016). For low-power applications, adia-
batic logic circuits have been presented by Nandal et al. and low-power VLSI circuits 
are used to create power-efficient systems. Due to its ability to recirculate energy 
rather than letting it dissipate, the adiabatic operation offers significant power reduc-
tion (Nandal and Kumar 2017). The following are the partially adiabatic approaches 
that the researchers in the literature have employed:
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Fig. 3.3 SCRL circuit

ECRL (Efficient Charge Recovery Logic) 

Two cross-coupled PMOS transistors are used for the ECRL pull-up block section and 
it is used for pre-charge and evaluation, while a tree of NMOS transistors is employed 
for the pull-down section. It is depicted in Fig. 3.4. Only NMOS transistors are used 
in the pull-down region to implement the functional block of the logic function 
(Swaroop 2013). The charge delivered by the power clock is recovered by ECRL 
using a 4-phase power clock. Each clock had a 90° phase leg before the subsequent 
clock (Zhang and Hu 2011). Ng et al. had presented a low-power flip-flop design 
based on the ECRL technique. While designing adiabatic energy recovery systems, 
the ECRL-based flip-flops provide essential building blocks (Ng and Lau 2000).

2N-2P Adiabatic Logic 

The 2N-2P adiabatic logic circuit, which uses differential logic and contains two 
NMOS devices and two PMOS devices, provides a logic function and its comple-
ment. Figure 3.5 depicts the 2N-2P basic circuit. Cross-coupled PMOS devices are 
linked to the power-clock supply, and each NMOS device receives inputs with the 
corresponding negative and positive polarity. The outputs are complimentary when 
the power-clock supply ramps down during the reset phase, and the inputs are low.
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Fig. 3.4 ECRL circuit

As a result of the low power supply during the waiting phase, the inputs and outputs 
remain low. The power supply ramps up when the outputs are evaluated and the results 
are complemented. During the hold state, the power supply clock remains high while 
the inputs ramp down to low. This logic provides low power consumption, but it has 
floating output problem (Sanadhya and Kumar 2015).

2N-2N-2P Adiabatic Logic 

The 2N-2N-2P adiabatic approach is derived from ECRL to diminish the coupling 
effect and 2N-2P floating output problem. Figure 3.6 depicts the 2N-2N-2P basic 
circuit. Its fundamental advantage over ECRL is the cross-coupling of NMOS tran-
sistor switches, resulting in non-floating outputs during a significant recovery state 
(Kramer et al. 1999). The power loss of 2N-2N-2P is made up of adiabatic and 
non-adiabatic power losses. The following reasons lead to the formulation of non-
adiabatic power loss models for 2N-2N-2P, consisting of leakage current, dissipation 
through latch formation, and insufficient charge recovery. Most diode-based adia-
batic logic includes floating pulse-mode outputs, similar to dynamic logic. Pulse-
mode outputs are also available in 2N-2N2P. They do not float while the output is 
valid for the whole HOLD period (Kramer et al. 1999).
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Fig. 3.5 2N-2P basic circuit

NERL (NMOS Energy Recovery Logic) 

NERL uses NMOS transistors only and a more straightforward 6-phase clocked 
power, which uses effective energy transfer and recovery via adiabatic and bootstrap-
ping approaches NMOS switches to alter the NERL circuits. It is offering excellent 
throughput with low energy consumption. NERL provide full output voltage swing, 
less dependence on the power-clock frequency, output load capacitance insensitivity, 
and complementary outputs for balanced capacitance load to the power clock (Kim 
et al. 1999). Its power dissipation and area overhead measure smaller than the existing 
adiabatic approach. NERL is most appropriate compared to the other adiabatic circuit 
approaches for applications with low energy consumption but compromising other 
performance parameters (Fazal and Ahmer 2015). NERL is the best low-power digital 
logic technique in mixed-signal IC as well as in digital IC design. 

CAL (Clocked Adiabatic Logic) 

CAL functions in non-adiabatic mode as well as adiabatic mode. When CAL is 
operated in non-adiabatic mode, it has DC power supply and in adiabatic mode, it 
has single-phase power-clock supply. Figure 3.7 illustrates a basic CAL circuit. Core 
of the CAL is similar to an SRAM cell. Consequently, this can be used in adiabatic 
and non-adiabatic methods (Sanadhya and Kumar 2015). The two NMOS control 
transistors placed among the input pull-down network and the output nodes, which
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Fig. 3.6 2N-2N-2P basic circuit

are controlled by two complementary square-wave auxiliary signals, distinguish CAL 
from other adiabatic families. Although the circuit can operate as a single-phase PC 
with just two signals, it can only do so at half the frequency of a trapezoidal PC. An 
essential key benefit of using a single-phase PC is to simplify chip synchronization. 
The biggest drawback is the auxiliary signals. New inputs can only be accepted at 
half the PC frequency (Cutitaru and Belfore 2013).

TSEL (True Single-Phase Adiabatic Logic) 

In TSEL logic, a sinusoidal single-phase power clock is used. PMOS and NMOS 
gates are connected in cascades. Two DC reference voltages ensure a high rate of 
operation. Additionally, it allowed to connect TSEL gates which is cascaded in an 
NP-domino fashion. TSEL performs better at 100 MHz frequency at all tempera-
tures, and at frequencies beyond 100 MHz, performance of TSEL is degraded (Kim 
and Papaefthymiou 2001). Manjurathi et al. had presented true single-phase energy 
recovery logic-based multiplier for low-power application (Manjurathi 2009). A 
source-coupled TSEL variation that uses a tunable current source to regulate the
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Fig. 3.7 CAL basic circuit

rate of charge flow into or out of each gate to maximize energy efficiency. Our adia-
batic circuitry addresses various issues with multiple power-clock systems, including 
layout complexity in clock distribution, increased energy dissipation, and clock skew. 

SCAL (Source-Coupled Adiabatic Logic) 

SCAL logic used a single-phase power-clock logic for its operation Adjusting a 
current source connected to each gate makes low-power operation possible across 
a wide range. It eliminates many issues with multiple stages, more energy efficient, 
such as multiple AC power supplies, clock skew, and layout complexity in the clock 
distribution network. Its effective operation is based on a current source that may be 
adjusted to control the rate of charge flow into or out of the gate while evaluation 
phase occurs (Kim and Papaefthymiou 1999).
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QSERL (Quasi-Static Energy Recovery Logic) 

A conventional CMOS gate with two extra diodes forms the QSERL gate. The 
PMOS block top diode controls the charging path, while the NMOS block bottom 
diode controls the discharging path. Low-threshold voltage MOSFETs devices are 
used in their implementation (Pindoo et al. 2015). The presented QSERL is similar to 
static CMOS in behavior and uses two complimentary sinusoidal supply clocks. As a 
result, switching activity is much lower than dynamic logic. In addition, static CMOS 
circuits can be used to design QSERL circuits. QSERL approach are compatible 
with two complimentary sinusoidal clocks and it produces a high-efficiency clock 
generation circuitry (Ye and Roy 2001). This technique minimizes energy dissipation, 
but the output is floating, which is undesirable (Upadhyay et al. 2013a). 

CEPAL (Complementary Energy Path Adiabatic Logic) 

CEPAL is a combination of pull-up and pull-down network. The power clock and the 
complementary sinusoidal power clocks are used in CEPAL logic. The static logic 
QSERL is replaced with CEPAL, which inherits all of its benefits and eliminates the 
hold phases, improving throughput and robustness. 

When the clock ramps down, this makes the Vout to follow it and generate a 
floating node. This condition is avoided, the complementary clock, which swings 
high, avoids the floating node and the weak high signal problem by removing both 
the hold state seen in two-phase clock-operated circuits. The complementary clock 
similarly eliminates the weak low signal (Turaga et al. 2014). 

2PASCL (Two-Phase Adiabatic Static CMOS Logic) 

Two complementary split-level sinusoidal power supply clocks with a height equal 
to Vdd are used in the low-power 2PASCL circuit. It comprises two MOSFET diodes 
that increase the discharge rate of internal signal nodes and recycle charges from 
the output node. One diode is connected between the power clock and the output 
node, while another is connected between the NMOS and the alternative power 
source. Sometimes, discharging of the circuit nodes happens during each clock cycle 
because of these MOSFET diode connections. As a result, node switching activities 
are significantly decreased and it reduces the energy consumption and gives high 
fan out. Its main drawback is floating outputs, connected to alternate hold phases, 
throughout the circuit operation (Suguna and Rani 2020). 

DFAL (Diode Free Adiabatic Logic Circuits) 

Two power supplies producing symmetrical and asymmetrical power clocks are used 
in the DFAL circuit. Figure 3.8 depicts the basic DFAL circuit. With one clock pulse 
being in phase and the next being out of phase, the evaluation and hold state is 
divided into a circuit’s functioning according to the timing of the clock pulses. Also,
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Fig. 3.8 DFAL basic circuit 
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the charging and discharging path in the circuit do not contain diode connected 
MOSFETs. This technique overcomes the constraints such as delay, complexing, 
and degradation of output amplitude problems. The proposed DFAL inverter will 
therefore be an excellent option even at greater frequencies than the existing adiabatic 
inverters (Upadhyay et al. 2013b). 

CPAL (Complementary Pass Transistor Adiabatic Logic) 

CPAL logic comprises two parts: one is the load drive circuit, combined with two 
transmission gates, and the other part is the logic function circuit, composed of 
complementary pass transistor logic function blocks and four NMOS transistors. The
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Fig. 3.9 PFAL basic circuit 

clamp transistors maintain stable operation by preventing output nodes from floating. 
Complementary pass transistor logic for evaluation and transmission gates for energy 
recovery make CPAL circuits more effective at transferring and recovering energy 
due to eliminating non-adiabatic energy loss of output loads (Maheshwari et al. 2017). 
Because complementary pass transistor logic has eliminated non-adiabatic energy 
loss of output loads, CPAL circuits are more effective at transferring and recovering 
energy. CPAL circuits have significantly fewer transistors than other adiabatic logic 
design approaches. The complementary pass transistor logic approach reduces the 
complication of the circuit (Patpatia et al. 2011). 

PFAL (Positive Feedback Adiabatic Logic) 

PFAL is employed as a partial energy recovery circuit due to its low power consump-
tion compared to other well-known approaches. Figure 3.9 depicts the basic PFAL 
circuit. The core component of the PFAL is an adiabatic amplifier, a latch with 2-
PMOS and 2-NMOS transistors. This prevents the logic level at the output nodes out 
and out from degrading. To implement the logic functions, it additionally includes 
two n-trees. Also, it has good durability against technological parameter variations 
(Swathi et al.  2018).
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MPFAL (Modified Positive Feedback Adiabatic Logic) 

MPFAL is the upgrade design of PFAL. Figure 3.10 illustrates the basic structure of 
the MPFAL circuit. In MPFAL, between the source and ground terminal of PFAL 
cross-coupled inverters, it uses an additional drain gate connected NMOS transistor 
to reduce the power dissipation more than the PFAL inverter design (Sundar 2016). 
Kushawaha et al. had presented the design of ultra-low-power full adder. Compared 
to positive feedback adiabatic logic, the proposed circuit’s average power is lower in 
the MPFAL (Kushawaha and Sasamal 2016). 

DC-DB PFAL (Direct Current Diode-Based Positive Feedback Adiabatic 
Logic) 

The latch of the DC-DB PFAL circuit uses two NMOS transistors and two PMOS 
transistors, similar to the PFAL logic circuit (Agrawal et al. 2017). Similar to PFAL 
logic, the transmission gates are formed by connecting the functional blocks of 
NMOS logic in parallel with the PMOS transistors of the latch. The difference lies 
in the pull-down block with an NMOS diode and a DC voltage source connected 
between the pull-down NMOS transistors and the grounded-DB PFAL Basic Circuit 
as shown in Fig. 3.11. The use of a diode at the bottom of the NMOS tree is intended 
to control the discharging path by slowing the rate at which internal nodes in the logic 
circuit discharge, and an additional positive DC voltage source is placed between the 
diode and the ground to utilize the benefits of level shifting technology better. The 
level shifting technique lowers the output transistors gate to source voltage and also 
lowering the gate current and leakage current.

Adiabatic Technique-Based Combinational Circuits 

Various adiabatic logic-based combinational circuits are discussed in this section. 
A design whose output depends on the current set of inputs and is independent of 
previous information is called combinational design. 

Adiabatic Logic-Based Inverter 

In the adiabatic logic inverter, the circuit pull-up and pull-down networks charge and 
discharge the output node capacitance. It ensures that the power supply can retrieve 
the energy stored at the output node at the end of each cycle. Wang et al. presented a 
low-power switched adiabatic output logic. The circuit uses only one NMOS for pre-
charge instead of two diodes (Agrawal et al. 2017; Wang and Lau 1998). A CMOS 
combinational logic circuit has been described by Chaudhary et al. (Chaudhary and 
Girdhar 2013), and power analyses are done at 180 nm technology using the adiabatic
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Fig. 3.10 MPFAL basic circuit 

Fig. 3.11 DC—DB PFAL basic circuit
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reduction method. At the adiabatic logic level, the inverter shows an improvement 
in power reduction by 4.72%. Power and delay measurements are done using a 
constant output load capacitance of 1pf at 1.8 V supply voltage. Priya et al. reported 
an adiabatic approach for energy-efficient logic circuit design. The PMOS networks 
show lesser energy consumption by using the adiabatic technique, recycling some of 
the energy stored at the load capacitance. The changes in its parameter depend greatly 
on adiabatic logic families. However, adiabatic logic families consume less energy 
than CMOS logic throughout the large range of parameter variations. At the high load 
capacitance and frequency, the PFAL exhibits superior energy savings than ECRL. 
In terms of power efficiency, PFAL NOR outperforms compared to all other existing 
circuits. As a result, adiabatic logic families apply to a wide range of parameter 
variations. It can be used in low-power applications (Priya and Rai 2014). Anuar 
et al. presented the design of NAND, NOT, NOR, and XOR gates using a two-phase 
clocked adiabatic static CMOS logic technique. Due to increased load capacitance, 
a 2PASCL inverter shows low energy consumption (Anuar et al. 2010). Kim et al. 
presented a SCAL approach that functions effectively over a broad frequency range. 
Comparing the proposed design with other adiabatic families, it is observed that the 
proposed SCAL adders show superior performance compared to other adiabatic logic 
families in energy consumption. Adiabatic logic only needs one power-clock phase 
to function, eliminating several issues with multiple phases, such as increased power 
consumption, multiple AC power sources, layout complexity in the clock distribution 
network, and clock skew (Cutitaru and Belfore 2013). Garg et al. had presented the 
implementation of a GFCAL (glitch-free and cascade-able adiabatic logic) based 
inverter circuit. The proposed adiabatic logic method employs a single trapezoidal 
pulse power supply. There are two MOS diodes here, D1 and D2. The charging path’s 
D1 transistor is an NMOS device, whereas the energy recovery path’s D2 transistor 
is a PMOS device. This circuit modifies diode-based adiabatic logic by assuming 
that the power source is triangular. The output amplitude decreases, and there is a 
lot of noise because of the diode leakage current, which is the main disadvantage 
of the diode-based adiabatic logic technology. This also reduces the noise margin, 
output swing, and output fluctuations. For minimization of this issue, the proposed 
design has combination of MOS diodes with capacitors C1 and C2 in the charging 
and discharging circuits. 

These capacitors absorb fluctuations, which greatly reduces fluctuations. Addi-
tionally, in charging circuitry, the dynamic body bias technique was proposed in 
the MOS diode D1 so it increases the output swing (Garg and Niranjan 2016). 
The split-level sinusoidal power supply is used in a DFAL-based inverter design. 
The voltage differential between the two electrodes is decreased by employing these 
power supplies, which reduces power dissipation. In either its charging or discharging 
path, there is no diode. It is diode free, an attractive feature of the proposed topology. 
Power dissipation is further decreased because the load capacitance is gradually 
charged or discharged (Gurunadha 2017). Shari Jahan et al. reported RERL as a dual 
rail adiabatic logic circuit that satisfies zero-voltage switching and removes non-
adiabatic energy loss through reversible logic (ZVS). Therefore, the area overhead 
is more in the reversible approach than in the static CMOS approach. In the circuit
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Table 3.1 Comparative analysis of different types of Inverters 

Si. No Inverter Transistor count PD (µW) Delay (ps) PDP (fJ) 

1 PFAL (Jayanthi et al. 
2016) 

6 1.820 5 0.009 

2 Proposed (Garg and 
Niranjan 2016) 

5 0.053 – – 

3 ECRL (Chauhan and 
Krishan 2017) 

4 6.493 – – 

4 DFAL (Gurunadha 2017) 3 510.16 – – 

5 SCRL (Ishwarya 2018) 4 279.16 – – 

6 Static CMOS (Pindoo 
et al. 2015) 

2 143,300 – – 

7 PFAL(Pindoo et al. 2015) 6 42,900 – – 

8 2PASCL (Pindoo et al. 
2015) 

4 3690 – – 

9 RERL (Shari Jahan and 
Kayalvizhi 2012b) 

16 0.005 260 1.30 

10 DC-DB PFAL (Agrawal 
et al. 2017) 

5 0.006 1249 7.49 

design, transmission gates are employed to prevent non-adiabatic losses caused by 
signal degradation (Shari Jahan and Kayalvizhi 2012b). Sundar et al. have presented 
the inverter and linear feedback shift register circuits designed using a modified 
PFAL adiabatic approach. It implements basic inverter functionality. To lessen the 
energy consumption of the PFAL inverter design, it employs an additional drain gate 
connected NMOS transistor between the source and ground terminal of PFAL cross-
coupled inverters (Sundar 2016). Agrawal et al. presented the inverter, basic gates, 
and multiplexer circuits designed using the DC-DB PFAL logic technique (Agrawal 
et al. 2017). A comparative analysis of different types of inverters is shown in Table 
3.1. 

Adiabatic Logic-Based Gates 

Logic gates are the most fundamental digital electronic circuits with one or more 
inputs and a single output. Anitha et al. presented distinct power-efficient NOT, 
NOR, and NAND gates designed using ECRL, PFAL, and 2N-2N-2P adiabatic logic 
approaches and comparative analyses are done for power consumption, latency, and 
transistors count. Results show that the adiabatic logic consumes less energy than 
the conventional technique (Anitha et al. 2019). Sasipriya et al. have reported a 
two-phase adiabatic dynamic logic (2PADL)-based inverter design for low-power 
VLSI circuits. The proposed inverter circuit is like a static CMOS inverter with
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additional transistors for its energy recovery operation. It employs the PC and PC’ 
sinusoidal clock signals, which are complementary. The two phases of the sinusoidal 
clock signals are evaluated and held. The proposed 2PADL quasi-adiabatic logic 
uses a two-phase sinusoidal clock signal, providing the benefit of gate overdrive and 
minimizing switching energy. The single rail two-phase logic operation removes the 
signal routing problem. It is appropriate for less energy and high-speed operation 
(Sasipriya and Bhaaskaran 2017). Priya et al. have presented a comparative analysis 
of various logic families like ECRL and PFAL and conventional techniques for the 
design of Inverter, NAND, and NOR circuits. 

The adiabatic technique is the best option for low-power applications in particular 
frequency ranges. PFAL has likely to be used to realize reversible logic functions. By 
making PFAL fully reversible, the adiabatic switching approach achieves consider-
ably reduced power consumption, and circuit energies are preserved rather than power 
dissipation. Depending on the system and application requirements, this technique 
reduces the power consumption of digital systems (Priya and Rai 2014). Sharma et al. 
presented the transistor count optimization in conventional adiabatic logic families. 
The proposed hybrid adiabatic approach optimizes the power and area by elimi-
nating the need for dual polarity inputs for circuit operation. The presented work 
uses a trapezoidal power clock on 180 nm technology to optimize and build various 
circuits. The presented circuit optimizes energy-efficient realization for VLSI circuits 
(Sharma 2020). Blotti et al. presented a few circuit schemes for the semi-reversible 
adiabatic approach that simulated conventional and non-conventional solutions for 
minimizing the power consumption of CMOS digital circuits (Blotti et al. 2002a). 
Maurya et al. have reported the design of NAND and NOR gates using CMOS, 
PFAL, and 2PASCL logic techniques for VLSI applications. The proposed circuit 
simulations are performed using SPICE at a 0.18 µm technology node (Maurya 
and Kumar 2011). Sharma et al. have presented the design of XOR gates based on 
the CPL-adiabatic gated logic (CPLAG) technique. CPL circuits use only NMOS 
networks and reduce the capacitance. For the realization of logic, complementary 
and non-complementary inputs must be available. 

Many researchers consider CPL to be a modified form of CVSL that addresses 
cross-coupled devices’ sizing issues. The proposed circuit can be synchronized with 
the reference clock signal to reduce the power consumption of VLSI circuits. The 
proposed CPLAG XOR gate is examined for the capacitance involved in energy 
consumption for various voltage levels. The circuit’s functional and operational 
robustness under other operating situations is also examined for different temperature 
ranges (Sharma and Noor 2013). Blotti et al. have presented a single-inductor 4-phase 
power-clock generator for PFAL gates. The existing circuits show an improvement 
in energy reduction two to four times (Blotti et al. 2002b). A comparative analysis 
of different types of basic gates is shown in Table 3.2.
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Table 3.2 Comparative analysis of various types of basic Gates 

Si. No Basic gates Transistor count PD(µW) Delay(ps) PDP(zJ) 

1 ECRL NOR (Chauhan and 
Krishan 2017) 

10 1.89 – – 

2 ECRL Ex-OR (Chauhan and 
Krishan 2017) 

14 4.81 – – 

3 CMOS NOT (Anitha et al. 
2019) 

2 60.8 85.37 51.90 

4 ECRL NOT (Anitha et al. 
2019) 

4 627 91.17 57.4 

5 PFAL NOT (Anitha et al. 
2019) 

6 623 0.162 0.101 

6 2N2N2P NOT (Anitha et al. 
2019) 

6 0.008 112.6 89.8 

7 ECRL NAND (Chauhan and 
Krishan 2017) 

10 3.36 – 

8 CMOS NAND (Anitha et al. 
2019) 

4 0.0662 19.2 12.71 

9 ECRL NAND (Anitha et al. 
2019) 

6 0.0398 279.3 111.16 

10 PFAL NAND (Anitha et al. 
2019) 

8 0.0650 469.2 304.9 

11 2N2N2P NAND (Anitha 
et al. 2019) 

8 0.0438 319.0 139.72 

12 RERL NAND (Shari Jahan 
and Kayalvizhi 2012a) 

24 0.320 0.066 212.12 

13 Optimization AND/NAND 
(Sharma 2020) 

8 0.052 – – 

14 CMOS NOR (Anitha et al. 
2019) 

4 0.106 48.05 0.50 

15 ECRL NOR (Anitha et al. 
2019) 

6 0.04 44.09 17.81 

16 PFAL NOR (Anitha et al. 
2019) 

8 0.095 0.011 0.112 

17 2N2N2P NOR (Anitha et al. 
2019) 

8 0.082 31.1 25.50 

18 Optimization OR/NOR 
(Sharma 2020) 

8 0.0005 – – 

19 ECRL NOR (Chauhan and 
Krishan 2017) 

10 1.89 – – 

20 ECRL Ex-OR (Chauhan and 
Krishan 2017) 

14 4.81 – – 

21 CPLAG XOR (Sharma and 
Noor 2013) 

7 0.00003 – – 

22 XOR (Sneha et al. 2019) 10 0.300 – –

(continued)
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Table 3.2 (continued)

Si. No Basic gates Transistor count PD(µW) Delay(ps) PDP(zJ)

23 Optimization XOR/XNOR 
(Sharma 2020) 

10 0.0005 – – 

Where HA = Half Adder, FA = Full Adder 

Adiabatic Logic-Based Adder 

In digital systems, adders are integral to arithmetic logic units. Hussain et al. 
(Venkatesh et al. 2018) presented a performance comparison of a one-bit hybrid full 
adder and a conventional full adder. Two or more logic styles are used in a hybrid 
approach, whereas only one is used in the traditional method. A conventional full 
adder is designed using CMOS logic, CPL full adder and hybrid adder are designed 
using transmission gate (TG) logic. Despite the delay improvements, CPL uses more 
power since the circuit has more switching activity. A lot of transistors are needed 
for CMOS and CPL adders. 

On the contrary, the hybrid adder shows better performance matrix such as latency, 
power, and PDP, transistor counts (Hussain and Chaudhury 2018). Sajid et al. have 
shown the design of a carry look-ahead adder circuit. Proposed adder circuits perform 
the addition of two binary numbers. The easiest method of adder design is the use 
of gates to produce the required logic function. Adder is a prominent block in the 
arithmetic logic unit because of its high-speed operation (Sajid et al. 2013). Pujari 
et al. presented the realization of a low-power 32-bit carry look-ahead adder using 
the ECRL adiabatic technique. Comparative analysis of the adder design based on 
the proposed and conventional approaches is done with respect to power dissipation. 
It is found that the present method shows better performance (Pujari et al. 2019). 
Kumar et al. designed and implemented a full adder based on parallel computing 
adiabatic approach for ultra-low-power applications. 

The proposed design performs better with sufficient output voltage levels. These 
full adders are superior candidates for ultra-low-power applications because of their 
improved performance at high speeds. Implemented new circuits that work fairly with 
varying temperature and voltage. The proposed circuit also achieves better with suffi-
cient output voltage levels (Kumar and Kumar 2020). Kumar et al. have presented 
the design of adiabatic low-power full adder. The adiabatic logic full adder cell 
has lesser power dissipation than the existing full adder design (Fazal and Ahmer 
2015). Saxena et al. designed full adders with adiabatic logic that consumes low 
power compared to full adders designed with static CMOS logic (Saxena 2011). 
Dhivya et al. have reported the power-efficient full adder design with analysis. The 
proposed 2PASCL adiabatic logic holds better power results than the existing adia-
batic approach (Saxena 2011; Kumar and Kumar 2020; Pujari et al. 2019; Nithya and 
Dhivya 2018). Patpatia et al. introduced a full adder design using single-phase N-type 
and P-type CPAL techniques. The results show that the energy loss is reduced with 
the circuit design using a complimentary pass transistor adiabatic logic approach
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(Patpatia et al. 2011). Kushawaha et al. designed the full adder using modified 
positive feedback adiabatic logic. Results exhibit that the proposed circuit’s power 
dissipation is reduced compared to the positive feedback adiabatic logic (PFAL) 
(Kushawaha and Kushawaha 2016). Akshitha et al. have reported half adder and 
subtractor design using various partial adiabatic approaches for low-power applica-
tions. When proposed circuits are compared with the other partial adiabatic logic and 
conventional CMOS approach. It has been found that the half adders and half subtrac-
tors implemented using the PFAL technique typically save more power compared to 
the other approaches (Akshitha and Rajan 2019a). A comparative analysis of various 
types of full and half adders is shown in Table 3.3.

Adiabatic Logic-Based Subtractor 

Subtractor circuits use two binary integers as input and subtract one binary number 
from the other. Similar to adders, it gives two outputs, difference and borrows. 
Akshitha et al. presented half adder and half subtractor designs using different 
partial adiabatic approaches for power reduction. It is observed that the average 
energy saving is more in proposed circuits using the PFAL approach compared 
to the other partial adiabatic methods, including the CMOS technique (Akshitha 
and Rajan 2019b). Deo et al. have reported 1-bit adiabatic full subtractor designed 
using different approaches. Comparative analysis of the proposed design shows the 
improved performance in terms of power dissipation of DCPAL than the 2N2N2P 
adiabatic technique (Deo and Mangang 2014). Katre et al. designed a power-efficient 
full subtractor based on CMOS, ECRL, and PFAL techniques. Power reduction 
is possible with the proper choice of adiabatic family and substrate bias voltage 
selection. PFAL adiabatic technique-based proposed circuit shows superior results 
compared to the ECRL and conventional approach (Katre et al. 2004). Mangla et al. 
presented combinational circuit design using an adiabatic approach for 180 nm 
CMOS technology. The proposed adiabatic logic utilizes less power supply and 
dissipates less power than traditional CMOS circuitry (Mangla and Mangla 2014). 
Comparative analysis of various types of half subtractors and full subtractors are 
illustrated in Table 3.4.

Adiabatic Logic-Based Comparator 

A comparator is an electrical component that compares two voltages or currents 
and produces a digital signal that indicates which is more prominent. Parveen et al. 
presented the design of a low-power dynamic comparator based on an adiabatic 
inverter. Low-power techniques are preferred for high-speed applications since the 
need for portable battery-operated devices is increasing. The dynamic comparator is 
frequently used in constructing high-speed ADCs (analogue-to-digital converters).
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Table 3.3 Comparative analysis of various types of Full Adder and Half Adder 

Si. No Adder Transistor count PD (µW) Delay (ps) PDP (aJ) 

1 Conventional design HA 
(Shari Jahan and 
Kayalvizhi 2012b) 

– 30.63 – – 

2 ECRL Design HA (Shari 
Jahan and Kayalvizhi 
2012b) 

– 2.973 – – 

3 2N-2N2P Design HA 
(Shari Jahan and 
Kayalvizhi 2012b) 

– 3.81 – – 

4 PFAL Design HA 
(Akshitha and Rajan 
2019a) 

– 0.957 – – 

5 CAL Design HA 
(Akshitha and Rajan 
2019a) 

– 4.287 – – 

HA (Katre et al. 2004) 16 2.26 – – 

6 Conventional Design FA 
(Akshitha and Rajan 
2019a) 

– 27.02 – – 

7 ECRL Design FA 
(Akshitha and Rajan 
2019a) 

– 4.059 – – 

8 2N-2N2P Design FA 
(Shari Jahan and 
Kayalvizhi 2012b) 

– 2.548 – – 

9 PFAL Design FA 
(Akshitha and Rajan 
2019a) 

– 0.957 – – 

10 CAL Design FA (Akshitha 
and Rajan 2019a) 

– 4.287 – – 

11 Static CMOS FA (Varma 
and Reddy 2013) 

36 3.05 0.229 0.698 

12 DCVSL FA (Varma and 
Reddy 2013) 

30 8.38 0.136 1.139 

13 XOR/XNOR and 
Multiplexer-Based FA 
(Varma and Reddy 2013) 

12 2.96 1.98 5.86 

14 1 Bit adder (Ranjith et al. 
2017) 

– 3399.1 0.078 265.12 

Where HA = Half Adder, FA = Full Adder
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Table 3.4 Comparative analysis of different types of Half Subtractors and Full Subtractor 

Si. No Subtractor Transistor 
count 

PD (Diff.) 
(µW) 

PD (Borrow) 
(µW) 

Delay (ns) PDP 

1 CMOS HS 
(Mangla and 
Mangla 2014) 

– 0.00000423 – – – 

2 HS (Mangla and 
Mangla 2014) 

16 0.00000291 – – – 

3 FS (Ranjith et al. 
2017) 

– – – 80.11 – 

4 2N2N2P FS (Deo 
and Mangang 
2014) 

– 5.3155 45.168 – – 

5 DCPAL (Deo and 
Mangang 2014) 

– 0.55348 42.045 – – 

6 CMOS (Katre 
et al. 2004) 

– 8370 0.0055 – – 

7 ECRL (Katre 
et al. 2004) 

– 0.025 142.5 – – 

8 PFAL(Katre et al. 
2004) 

– 122.5 106.25 – – 

Where HS = Half Subtractor, FS = Full Subtractor

It has high input impedance, full swing output, quick speed, and low energy dissipa-
tion (Parveen and Moyal 2015). Kumar et al. presented a less-power two-bit magni-
tude comparator design using an adiabatic approach. Results demonstrate that the 
suggested adiabatic logic-based technique enhances the performance with variable 
voltage and temperature situations (Kumar and Kumar 2016a). 

Singh et al. presented the implementation of a 4-bit magnitude comparator. The 
proposed circuit design uses the NOR gate logic circuit. Proposed comparator is 
power efficient, high-speed and it can be used for larger N-bit magnitude compara-
tors design (Singh and Jain 2018). Kumar et al. have designed a low-power two-bit 
magnitude comparator using an adiabatic approach. The NOR gate logic is used 
in this work for developing of the proposed circuit (Kumar and Kumar 2016b). 
Sivasathya et al. presented the implementation of a dual rail comparator by using a 
low-voltage successive approximation register. The energy dissipation by the double 
tail comparator is observed less than the dynamic comparator (Sivasathya et al. 
2014). Shekhawat et al. have reported the low-power magnitude comparator circuit 
design. The proposed magnitude comparator simulation results have shown remark-
able performance in terms of threshold loss, energy consumption, and area compared 
to the existing magnitude comparator (GDI technique) (Shekhawat et al. 2014). Alam 
et al. have shown the performance analysis of a 4-bit comparator circuit designed by 
ECRL and PFAL adiabatic approaches (Alam et al. 2017). Kaur et al. have presented 
the design and analysis of a comparator using adiabatic PFAL and ECRL approaches.
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Table 3.5 Comparative analysis of different types of Comparators 

Si. No Comparator Transistor Count PD 
(µW) 

Delay 
(ns) 

PDP 
(fJ) 

1 Bitwise competition logic for 
compact digital (Kim and Yoo 
2007) 

964 – 1.12 – 

2 2-bit ECRL (Kaur et al. 2015) 110 0.000023 35.05 – 

3 2-bit PFAL (Kaur et al. 2015) 92 0.0000016 46.139 – 

4 64-Bit Digital Comparator 
Using Cmos Logic (Panda et al. 
2014) 

– 0.0000017 130.69 22.7 

5 Double tail (Samuel et al. 2017) – 31.48534 – – 

6 ECRL and 2PASCL (Samuel 
et al. 2017) 

– 21.3287 – – 

7 2N-2N2P and 2PASCL (Samuel 
et al. 2017) 

– 16.96743 – – 

8 4-bit ECRL (Alam et al. 2017) 100 0.0038 – – 

9 4-bit PFAL (Alam et al. 2017) 124 0.002 – – 

The output level of PFAL is better compared to ECRL-based 2-Bit comparator using 
90 nm technology (Kaur et al. 2015). Samuel et al. have described the design of a 
novel modified comparator that combined two-phase adiabatic static clocked logic 
and 2N-2N2P adiabatic approach (2N-2N2P and 2PASCL). It uses two phases adia-
batic static clocked logic and efficient charge recovery logic combination (ECRL 
and 2PASCL). The proposed comparator design using ECRL and 2PASCL-based 
comparator shows superior performance compared to other existing designs (Samuel 
et al. 2017). Comparative analysis of various types of comparators is shown in Table 
3.5. 

Adiabatic Logic-Based Multiplexer 

Aron et al. demonstrated the power-efficient multiplexer design based on the PFAL 
decoder. The proposed design circuit performs superior in power consumption 
compared to the conventional CMOS-based decoder in energy consumption (Suguna 
and Rani 2020). Yadav et al. presented the energy-efficient logic circuits design of 
inverter and 2:1 multiplexer using PFAL, ECRL adiabatic approaches, and conven-
tional CMOS approach. The adiabatic approach is a promising choice for low-power 
applications in a specific frequency band (Yadav et al. 2011). Sharma et al. presented 
a design of an adiabatic 2 × 1 multiplexer. It is found that the proposed circuit 
design using ECRL exhibit area efficiency, and the CAL design with energy effi-
ciency (Sharma et al. 2016). Suguna et al. presented various logic approaches, 
including traditional CMOS, gate diffusion input (GDI), and adiabatic techniques. To
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design a combinational circuit, including the multiplexer, de-multiplexer, full adder, 
encoder, and decoder (Suguna and Rani 2019). Lolas et al. presented a design of low-
power array architectures using a new adiabatic approach (Lolas et al. 1999). Aron 
et al. reported a PFAL-based decoder using power-efficient multiplexer. The PFAL-
based decoder performs better in power dissipation than the traditional CMOS-based 
decoder. The presented Mux decoder has significantly decreased energy consumption 
by 41.867% compared to the CMOS-based decoder (Aron et al. 2015). 

Bhati et al. presented a 2:1 PFAL and CMOS-based multiplexer design for low-
power applications. Comparative analysis of PFAL and conventional techniques 
are carried out at different frequencies and voltages. It is observed that the PFAL 
circuits consumed less energy than traditional CMOS circuits. The adiabatic PFAL 
approach offers a significant power reduction, so better performance than the tradi-
tional conventional approach. However, PFAL suffers from a considerable switching 
time, so it is not applicable where the latency is critical (Bhati and Rizvi 2016). A 
comparative analysis of various types of multiplexers is shown in Table 3.6. 

Table 3.6 Comparative analysis of different types of Multiplexers 

Si. No Multiplexer Transistor count PD 
(µW) 

Delay 
(ns) 

PDP 
(fJ) 

1 PFAL-Based Power-Efficient 
Mux-Based Decoder (Aron et al. 
2015) 

12 41.482 – – 

2 CMOS-based (Aron et al. 2015) 71.358 – – 

3 8:1 MUX (Singh and Sinha 2016) 66 9.9 – – 

4 CMOS 2:1 MUX (Bhati and Rizvi 
2016) 

16 1.31 – – 

5 PFAL 2:1 MUX (Bhati and Rizvi 
2016) 

12 0.166 – – 

6 PFAL 2:1 MUX (Sharma et al. 
2016) 

18 29.243 – – 

7 ECRL 2:1 MUX (Sharma et al. 
2016) 

16 32.068 – – 

8 DPCAL 2:1 MUX (Sharma et al. 
2016) 

17 32.659 – – 

9 CAL 2:1 MUX (Sharma et al. 
2016) 

20 28.136 – – 

10 CEPAL 2:1 MUX (Turaga et al. 
2014) 

12 1.523 – – 

11 ECRL 2:1 MUX (Ram and 
Rajasekhar 2012) 

10 268 m – – 

12 PFAL 2:1 MUX(Ram and 
Rajasekhar 2012) 

12 213 m – – 

13 PFAL 2:1 MUX (Suguna and Rani 
2019) 

12 0.41 0.4 0.16
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Adiabatic Logic-Based Multiplier 

Kato et al. presented a 4 × 4-bit multiplier, half adder, full adder, XOR, and 
NAND circuits using a two-phase clocked sub-threshold adiabatic logic approach and 
conventional technique. The proposed circuit employs two-phase clock supply volt-
ages with different amplitudes and frequencies. It is observed that the proposed circuit 
has an ultra-low-power characteristic to the conventional approach (Kato 2012). 
Dutta et al. reported a power-efficient vedic multiplier design using CPAL, ECRL, 
2N-2N2P adiabatic and traditional techniques. It is found that the minimized PDP 
of the proposed CPAL Vedic multiplier design is compared to the abovementioned 
approach (Dutta and Chattopadhyay 2019). Sathe et al. proposed an energy-efficient 
16-bit multiplier by GHz-class charge recovery logic. A boost logic implementa-
tion achieves five times higher energy efficiency than its minimum-energy pipelined, 
voltage-scaled, static CMOS equivalent in 16-bit multipliers with a 0.13-m CMOS 
process at 1 GHz, but at the cost of three times more delay (Sathe et al. 2007). Kumar 
et al. presented a low-power multiplier design with energy-efficient full adder using a 
double-pass transistor with asynchronous adiabatic logic (DPTAAL). Asynchronous 
adiabatic circuits are very low-power circuits that preserve energy for reuse, reducing 
the amount of energy drawn directly from the power supply (Kishore Kumar et al. 
2013). 

Yuejun et al. have demonstrated a multi-valued adiabatic logic (MVAL) ultra-low-
power multiplier in a 65 nm CMOS technology. MVAL is a technique for energy effi-
ciently using multiple threshold transistors and switch-level circuits. The presented 
MVAL hardware architecture can be used for energy-efficient and area reduction. 
Apart from the MVAL function, the proposed method supports multi-valued units 
with logic 0, 1, and 2. The energy-effective and the multi-valued adiabatic logic multi-
plier are implemented in the 65 nm CMOS process (Yuejun et al. 2018). Chanda et al. 
have showed an energy-efficient Vedic multiplier structure using energy-efficient 
adiabatic logic (EEAAL). The power consumption of the proposed multiplier is 
significantly low because the energy transferred to the load capacitance is mostly 
recovered (Chanda et al. 2013). Aradhya et al. have reported ECRL-based 8-bit multi-
plier designs and compared them with the CMOS designs (ultra low power adiabatic 
vedic multiplier”, 2013). A comparative analysis of different types of multipliers is 
shown in Table 3.7.

Adiabatic Technique-Based Sequential Circuits 

Various adiabatic logic-based sequential circuits are discussed in this section. A 
design whose output depends on the current set of inputs and previous output variables 
is called sequential design. Consequently, memory components capable of storing 
binary information are in sequential circuits.
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Table 3.7 Comparative analysis of various types of Multipliers 

Si. No Multiplier Transistor Count PD (µW) Delay (ns) PDP (aJ) 

1 4-bit CMOS (Kishore 
Kumar et al. 2013) 

– 2.74 – – 

2 4-bit DPTAAL (Kishore 
Kumar et al. 2013) 

– 1.75 – – 

3 MVAL multiplier 
(Yuejun et al. 2018) 

– 110pW – – 

4 2*2 Vedic (Chanda et al. 
2013) 

– 27 0.23 – 

5 Vedic ECRL (ultra low 
power adiabatic vedic 
multiplier” , 2013) 

– 34.208 21.001 – 

6 2-bit Vedic CPAL (Dutta 
and Chattopadhyay , 
2019) 

– 7.09 2.008 0.142

Flip-Flops 

Flip-flop is a device which stores a single bit of data. It has 2 stable states and is used 
to store state information. Store data can be changed by applying varying inputs. 
Maheshwari et al. have reported five distinct adiabatic flip-flop circuit designs using 
novel resettable adiabatic buffers with various adiabatic techniques, like EACRL 
(efficient adiabatic charge recovery logic), Improved ECRL, PFAL, CPAL, and CAL. 
The proposed circuit design based on the PFAL gives superior results in terms of 
speed, energy, and area performance than the other adiabatic methods (Maheshwari 
et al. 2017). Gurunadha et al. proposed a positive edge-triggered D flip-flop design 
using a DFAL-based frequency divider- by-3 (Gurunadha 2017). Lin et al. presented 
low-voltage adiabatic flip-flops based on power-gating CPAL circuits with DTCMOS 
(dual-threshold CMOS) techniques. 

Proposed circuit shows the superior performance in terms of speed and low power 
consumption (Aradhya et al. 2016). Xin et al. had proposed 2-phase CPAL adiabatic 
flip-flops operating on near-threshold and super-threshold regions. Medium-voltage 
adiabatic flip-flops employing circuits produced the low-power dissipation with less 
manufacturing cost (Lin et al. 2011). Chandra Shekar et al. had presented the design 
of D, SR, JK, and T flip-flops using conventional CMOS and ECRL approaches at 
45 nm technology nodes using virtuoso tools. It is observed that the negative edge 
triggering gives extra performance merits of reducing clock skew and jitters than 
the positive edge trigger and pulsed flip-flop. This analysis shows a negative edge-
triggered ECRL circuit of SR, JK, D, and T flip-flop shows significant improvement in 
power consumption as that of CMOS-based flip-flop. It is observed that the proposed 
circuit design based on the ECRL approach performs better in power dissipation than 
the CMOS-based approach (Xin et al. 2011). A comparative analysis of different 
types of the D flip-flops is illustrated in Table 3.8.
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Table 3.8 Comparative analysis of different types of D flip-flop 

Si. No Flip-Flop Transistor count PD(µW) Delay(ns) PDP(aJ) 

1 Two-phase clocking 
sub-threshold adiabatic 
logic (Chandra Shekar 
2018) 

– 580,000 – – 

2 FS-TSPC-DET flip-flop for 
IoT Applications (Dhoble 
and Kale 2014) 

– 1,140,000 0.53 604.200 

3 DFF (Garg and Niranjan 
2016) 

– 84,390,000 – – 

4 PFAL Single Edge 
Triggered Semi-Adiabatic 
D FF (Pavan Kumar et al. 
2021) 

– 35,000 – – 

5 ECRL-based SR FF (Ng 
and Lau 2000) 

– 5.12 – – 

6 ECRL-based JK FF (Ng 
and Lau 2000) 

– 9.36 – – 

7 ECRL-based D FF 
(Sharma et al. 2013) 

– 1.063 161.1 0.171 

8 ECRL-based SR FF (Xin 
et al. 2011) 

– 22.60 22 0.497 

9 ECRL-based JK FF (Xin 
et al. 2011) 

– 56.43 0.5841 0.032 

10 ECRL-based D FF (Xin 
et al. 2011) 

– 53.83 6.042 0.325 

11 ECRL-based T FF (Xin 
et al. 2011) 

– 57.65 5.004 0.288 

Shift Register 

A digital memory circuit called a shift register is used in data processing systems, 
computers, and calculators. Shift registers have two ends, where bits enter and exit. 
Flip-flops are used for the realization of shift registers. Turaga et al. showed the 
realization of a 4-bit SISO (serial-in serial-out) shift register, 2-to-1 multiplexer, and 
basic gates—NOR, XOR, NOT, NAND using CEPAL (complementary energy path 
adiabatic logic). This static adiabatic logic has demonstrated its benefit by minimizing 
the energy dissipation in every cycle (Turaga et al. 2014). Priyadarshini et al. had 
presented the design of twin edge-triggered shift registers. It showed improved perfor-
mance regarding low energy consumption, small area, and quick operations (Praveen 
et al. 2020). Ramachandran et al. had presented the proposed design of all-optical 
shift registers by D flip-flop. All-optical shift registers are designed with intercon-
nected D flip-flop are operated by conventional clock pulses. PISO, designed as a 2-bit
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shift register using a D flip-flop, is developed using a Mach–Zehnder interferometer-
semiconductor optical amplifier based on all-optical logic gates (Priyadarshini et al. 
2019). 

Sundar et al. proposed a linear feedback shift register using modified positive feed-
back adiabatic approach for ultra-low-power application. The proposed circuit power 
consumption is significantly less than the CMOS technology design (Sundar 2016). 
Vaddi et al. presented the implementation of a SIPO-based shift register design using 
static clocked logic based on the PFAL approach. The proposed design exhibits low 
power and high speed than existing designs (Manohari Ramachandran et al. 2019). 
Sarasvathi et al. created an 8-bit universal shifter using DFAL (Diode Free Adia-
batic Logic) logic. The proposed circuit shows the superior performance in terms 
of transistor count, power dissipation, and delay compared to the existing design 
(Panada et al. 2021). Madan et al. reported a design of Sequential Circuits based on 
the 2N-2N2P, ECRL, and PFAL Adiabatic Logic Families. A comparative analysis 
of all design is done and it is observed that the PFAL adiabatic logic family consumes 
the minimum power consumption (Sarasvathi and Saraswathi 2019). Niranjan et al. 
showed low-power and high-performance shift registers using the pulsed latch tech-
nique. Pulsed-latch technique retains the advantages of both latches and flip-flops. 
Thus, high speed and lower power consumption are both possible. Present work, the 
pulsed latch technique is utilized to decrease the latency of different shift registers 
without increasing energy dissipation. Due to heavy pipelining, there is a requirement 
for low-power edge-triggered flip-flops in very high-speed VLSI circuits. However, 
for low-power usage the transition from the flip-flop to the pulsed latch technique has 
been quite successful in these very fast VLSI devices. The timing issue between the 
pulse latches has been resolved in the present work using a non-overlapped delayed 
pulse clock in the pulse latch approach (Madan 2017). Comparative analysis of 
different types of shift registers is illustrated in Table 3.9.

Counter 

A counter is a device that counts the occurrences of a specific event or process, often 
with a clock Saxena et al. proposed an energy-efficient counter design on 28 nm 
FPGA. It is observed that the change in ambient temperature significantly alters the 
leakage power, but logic, signals, and IOs power remains unaffected (Niranjan 2018). 
Sharma et al. presented the implementation of a less-power Johnson counter based on 
the complimentary pass transistor adiabatic logic (CPAL) (Patel et al. 2017). Hafeez 
et al. proposed a digital CMOS parallel counter architecture based on state look-
ahead logic (Himanshi Sharma 2015). Hwang et al. have showcased a low power and 
voltage divide-by-2/3 counter design using the pass transistor logic circuit. Only one 
transistor is required to realize the counting logic and the mode selection control when 
employing a wired-OR method. (Abdel-Hafeez and Gordon-Ross 2011). Current 
et al. had presented the proposed parallel counter design using four-valued threshold 
logic (Hwang and Lin 2012).
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Table 3.9 Comparative analysis of different types of shift registers 

Si. No Shift register Transistor count PD (µW) Delay (ns) PDP (fJ) 

1 Linear feed back (Sundar 
2016) 

– 1200 – – 

2 ECRL PIPO (Sarasvathi 
and Saraswathi 2019) 

– – 1.80 – 

3 2N2N-2P PIPO (Sarasvathi 
and Saraswathi 2019) 

– – 2.02 – 

4 PFAL PIPO (Sarasvathi and 
Saraswathi 2019) 

– – 2.6 – 

5 SISO SR with pulsed latch 
technique (Madan 2017) 

– 246.3 24.34 5.99 

6 PISO SR with pulsed latch 
technique (Madan 2017) 

– 489.7 27.67 13.55 

7 SIPO SR with pulsed latch 
technique (Madan 2017) 

– 246.3 34.31 8.45 

8 PIPO SR with pulsed latch 
technique (Madan 2017) 

– 406.3 37.62 15.28

Akhila et al. had presented the design of a sub-threshold adiabatic logic-based 
Johnson’s ring counter. Compared to static CMOS, the sub-threshold adiabatic 
approach is a unique technique for low-energy and low-frequency digital circuits 
(Current 1978). Mohd et al. presented a carry-based reduction parallel counter design 
using a reduction stage and a single (2n-1 -1, n-1) parallel counter (Akhila and Kumar 
2018). Kumar et al. proposed the method of PUF for IoT devices. The proposed adia-
batic PUF employs a reliable energy recovery approach to get excellent energy effi-
ciency and a temporal ramp voltage to ensure responsible startup behaviors (Mohd 
et al. 2013). Bhargave et al. proposed a low-power 4-bit Johnson counter based on 
a power-gating CPAL adiabatic approach. According to simulation results, conven-
tional technique in the frequency range of 5–100 MHz, the proposed architecture 
dissipates just 10 to 15% of the power (Kumar and Thapliyal 2020). Krishnaveni et al. 
showed a high-speed parallel counter based on state look-ahead logic. It is found that 
the presented parallel counter power dissipation is reduced drastically compared to 
the existing parallel counter. The counter frequency is greatly improved by decreasing 
the transistor count, which is helpful in advanced circuit design techniques (Bhargave 
et al. 2016). 

Kumar et al. showed the realization of an efficient Johnson counter using various 
approaches like DFAL, TG, GDI, 2PASCL, CPL, and CMOS. DFAL approach-based 
proposed counter design shows a 60% improvement in power dissipation among other 
existing approaches (krishnaven and saidulu 2023). Kumar et al. presented the design 
of a low-power 4-bit synchronous counter using adiabatic logic. In designing VLSI 
circuits, power dissipation has become a significant concern. Different techniques 
are available to reduce this power dissipation.
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Table 3.10 Comparative analysis of different types of counters 

Si. No Counter Transistor count PD (mW) Delay (ns) PDP (fJ) 

1 DFAL (krishnaven and 
saidulu) 

– 20.33 35.82 0.728 

2 Parallel CDMFF 
(Aradhya et al. 2016) 

– 0.136 – – 

3 CMOS (Bharatkumar 
et al. 2017) 

180 75.7 – – 

4 ECRL (Bharatkumar 
et al. 2017) 

84 14.6 – – 

5 PFAL (Bharatkumar 
et al. 2017) 

132 17.3 – – 

6 2 Pa (Bharatkumar et al. 
2017) 

132 23.3 – – 

7 Proposed up-down 
(Kumar et al. 2017) 

– 0.012 – – 

8 4-bit parallel-based 
CDCAL T- FF (Sharma 
et al. 2013) 

– – – 46 

In an adiabatic logic, the charge stored in the load capacitor is recovered, while in 
conventional CMOS, it is transferred to the ground, which wastes energy. Proposed 
circuit design using adiabatic logic in adiabatic logic, the power dissipation can be 
minimized compared to conventional CMOS (Bharatkumar et al. 2017). Katreepalli 
et al. presented an energy-efficient synchronous counter design. The proposed circuit 
uses power-efficient synchronous counters that reduce energy dissipation due to the 
clock distribution for various flip-flops and it offers high reliability (Kumar et al. 
2017). A comparative analysis of various types of counters is shown in Table 3.10. 

Result Analysis and Discussion 

In the literature review, combinational circuits like basic gates (NOT, NAND, AND, 
OR, NOR, Ex-OR, and Ex-NOR), inverters, half adders, full adders, half subtrac-
tors, full subtractors, comparators, multiplexers, and multipliers are analyzed. It 
is observed that the performance matrices such as energy consumption, latency, 
power delay product, and transistor count are better in adiabatic techniques. Various 
types of an inverter are analyzed from the existing literature and illustrated in Table 
3.1. Table 3.1 shows that RERL (Reversible Energy Recovery Logic)-based inverter 
(Shari Jahan and Kayalvizhi 2012b) shows better power dissipation performance 
than existing inverters, but it requires more area. 

It is observed that the power dissipation in 2N-2N2P-based NOT gate (Anitha et al. 
2019) has significantly lower energy consumption than the other similar techniques
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presented literature, in Table 3.2. Similarly, ECRL NAND gate (Anitha et al. 2019), 
optimized OR/NOR gate (Sharma 2020), and CPLAG XOR (Sharma and Noor 2013) 
lead the superb results in energy consumption. A comparative analysis of half and 
full adder is shown in Table 3.3. It is found that the PFAL-based half adders and full 
adders (Akshitha and Rajan 2019a) and DCPAL-based full subtractors outperform in 
terms of power dissipation (Deo and Mangang 2014). Comparator analysis is carried 
out in Table 3.5. It is found that the 2-bit PFAL- (Kaur et al. 2015) based comparator 
shows superior results in power dissipation. 

Similarly, sequential circuit designs such as a flip-flop, shift register, and counter 
are analyzed. A relative analysis of flip-flop is shown in Table 3.8. Analysis of the 
flip-flop is carried out, and it is found that ECRL-based D flip-flop offers superior 
performance in terms of power dissipation (Sharma et al. 2013). Likewise, compar-
ative analysis of shift registers and counters is shown in Tables 3.9 and 3.10. It  
is observed that SIPO and SISO shift register with pulsed latch technique (Madan 
2017) and proposed 4-bit binary counter (Katreepalli and Haniotakis 2019) show  
better results in PD. 

Conclusion 

The increasing demand for portable electronic devices with long-life batteries and 
reliable functionality has increased interest in low-power design. The main idea 
of this paper is to give detail description of the designs of high-performance and 
power-efficient combinational and sequential circuits based on different adiabatic 
approaches. The methods are mainly implemented using ECRL, 2N-2N2P, CPAL, 
PFAL, MPFAL, DC-DB PFAL logic, etc. So, it is observed that adiabatic logic 
has to be devised to optimize the circuit area, speed, and power performance than 
the existing techniques. It has been observed that the DC-DB PFAL is the best 
approach which outperforms the other adiabatic techniques. The analysis shows that 
the power dissipation is at its minimum when the circuits are designed using DC-
DB PFAL. However, selecting the proper design approach can optimize the area 
and delay. Hence, it is one of the superior techniques for low-power devices. Low-
power approaches are used in applications of implantable biomedical devices, cryp-
tographic hardware such as smart cards, sensors, digital signal processing systems, 
and embedded systems at particular frequency choices. Adiabatic logic is suitable 
for implementing energy-aware and performance-efficient VLSI (very-large-scale 
integration) circuitry.
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Chapter 4 
Low Power Methodologies 
for FPGA—An Overview 

K. Umapathy, D. Muthukumaran, S. Chandramohan, M. Sivakumar, 
and Oliver James 

Introduction 

Because of their reconfiguring characteristic, FPGA’s are more appropriate for adap-
tive systems in general. The relevant applications include recognition of images or 
patterns, recovery of failures online, etc. (Hassan et al. 2005; Paulsson et al. 2006). 
Less efficiency is the only constraint of FGGA in comparison with ASIC’s as far 
as the requirement of extra circuit for reconfiguration. Nowadays, more attention 
is focused on enhancement of efficiency in energy in FPGA’s (Betz et al. 1999). 
This is because of increased requirement for applications connected with low power. 
There is an increased requirement for low power especially for portable devices and 
devices operated with battery. In case of non-portable applications, the reduction in 
consumption of power will have economical benefits with respect to functioning, 
cooling, etc. To put FPGA’s into the track of energy efficiency; four methodolo-
gies can be implemented with respect to—system, device, circuit and architecture 
(Lamoureux et al. 2008).
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Architecture of FPGA 

Field programmable gate array is an electronic circuit of integrated type which 
comprises a number of blocks of hardware with internal programmable connections 
designed for a particular application. The internal connections can be integrated by 
means of programming for a specific design activity or application. The origin of 
FPGA has come from various memory devices of one time readable type and logic 
devices of programming type. The difference between above devices and FPGA is 
that devices of programmable type are actually manufactured and programmed at 
the site of factory but whereas FPGA is done in a style of repeated programming 
style. 

The general composition of FPGA is shown in Fig. 4.1. The FPGA is composed 
of many numbers of logical blocks which are reconfigurable for implementing the 
digital circuits planned for. Nowadays, various logical components such as ALU’s 
and memories can be embedded into FPGA in terms of rows and columns. In the 
above composition, the logical components are programmable and the embedded 
components are immovable by design. The dissipation of both static and dynamic 
power is significant in FPGA when compared to ASIC against the following reasons 
(Tuan et al. 2007). 

(1) FPGA employs more percentage of configurations in the name of transistors 
both for programming and logical operations. 

(2) It includes more number of switches meant for programming.

Fig. 4.1 Composition of 
FPGA 
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Fig. 4.2 Basic architecture of FPGA 

As per latest surveys, in FPGA’s 68% and 32% are suited for dissipation of 
dynamic power and static power, respectively (Tessier et al. 2007). 

The architecture of FPGA at basic level comprises a lot number of basic compo-
nents named as configurable logic blocks blended with a group of internal connections 
of programming type. There are different names for CLB as—logical block, logical 
component, etc. The architecture of FPGA in the basic form is given in Fig. 4.2. 

Figure 4.3 illustrates the schematic diagram of CLB in a simplified form. A number 
of logical components put together form a CLB. The important trait of FPGA is a 
look-up table (LUT). A 4 X 5 input combination of data bits form an LUT in general. 
The typical examples are half adders, subtractors, encoders, multiplexers, etc. As 
shown in Figs. 4.2, 4.3-input LUT along with a full adder and D-type flip flop are 
shown forming a logic cell.

The component arrangement and their number in CLB vary from device to device. 
The CLB can be operated in two modes—normal mode and arithmetic mode of 
operation. The normal mode corresponds to four inputs LUT and the arithmetic 
mode corresponds to a full adder circuit with carry operation. 

Modern versions of FPGA’s include more number of CLB each one capable of 
handling more than one operation at a time. They can contribute to logical operations 
such as signal processing, courting, multiplexing, etc. The low level configurations of 
FPGA’s have characteristics like consumption of low power, low density of logic and 
less amount of complexity per chip. The typical applications include management 
of clock, phase locked loops, transceivers of high speed, etc. On the other hand, in
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Fig. 4.3 CLB in simplified style

high end configuration, the system on chip (SOC) plays a vital role in combining 
the architecture of FPGA, intellectual property and a CPU into a single entity. These 
types of FPGA’s contribute to consumption of low power, good level of integration, 
miniature size and wider band of frequencies. Cyclone V is a good example for high 
end configured FPGA as shown in Fig. 4.4. 

The cyclone V system includes two portions—FPGA and a system of hard 
processor. The method of design of FPGA starts with sorting out computations to be 
done using the tool of development and a file of configuration connecting the CLB’s 
and internal other components. This methodology is very much similar to that of 
cycle of development of coding but sticks to tuning hardware part of the applica-
tion. To design the configuration of FPGA, two languages—VHDL and Verilog are

Fig. 4.4 Block diagram of cyclone V 
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Fig. 4.5 Implementation of half adder using verilog 

employed. Figure 4.5 illustrates the sample coding for implementation of half adders 
in Verilog language. 

The implementation of full adder is shown in Fig. 4.6 along with its corresponding 
sample coding shown in Fig. 4.7. The coding is written in Verilog. 

When the design process is completed, the above contents present in a text file 
will be converted to a file of configuration, which in turn wire the internal component 
as per the data given. The important thing to be remembered is programming with 
FPGA’s requires two things—knowledge about both hardware and the corresponding 
language. Due to this constraint, devilment kits are available in the market to provide 
optimum solutions on FPGA using popular languages such as python, C++ , etc. The 
capacity of configuration, reconfiguration and optimization of various functions put 
FPGA for different types of applications such as image processing, machine learning, 
application specific circuits, etc.

Fig. 4.6 A full adder circuit
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Fig. 4.7 Coding for full 
adder using verilog

Generally the devices used in medical electronics are employed for screening, 
tracking and curing of different conditions of diseases. The most important trait is 
their portability. The other relevant characteristics are consumption of low energy 
and powered by battery. Specifically, microcontrollers having low power are used for 
the above design of equipments. But recently FPGA’s are gaining importance due 
to their reconfiguration property, parallelism, economics, etc. The chips made up of 
FPGA find wide applications in areas such as medical signal and image processing, 
identification of radio frequency, etc. Hence there is a need for low consumption 
of power in the topic (Kovacevic et al. 2014). In recent days, dissipation of power 
and heat factors are gaining more importance as far as scaling of CMOS devices is 
concerned. The internet and computing techniques have increased the above trend 
to a larger extent. The requirement is relevant embedded applications have to be 
operated by battery only for the purpose of portability. Hence the energy budget is 
concerned with requirements of power design and performance design at all levels. 
So reduction of power is a vital parameter for designing portable devices connected 
with communication and processing of signals. Another bothering factor required 
for FPGA programming is flexibility. But appropriate compromise has to be done 
between flexibility and performance. Due to the above reason, the chips connected 
with signal processing are subjected to design of dissipation of low power (Mangal 
et al. 2007). 

The devices of embedded systems find usage ranging from portable applications to 
control applications in the industry. But the necessity for applications of multimedia 
and communication systems with good quality keeps on increasing every day. The 
parameters of constraints include consumption of low power, portability, techno-
driven devices, etc. Hence the approaches used for design and the techniques related 
to configuration, development and consumption of power have to be properly handled 
as far as multimedia applications are concerned (Valderrama et al. 2011). FPGA’s are 
extensively used in various applications like computer engineering, communication 
engineering, avionics, etc., due to their merits such as optimum performance, low 
cycle of design, economical nature, etc. But the constraint is the above merits increase 
the consumption of energy especially in controllers or processors (Li et al. 2011). 

The dissipation of power is becoming an issue in the field of CMOS circuits and 
applications nowadays. The above device-oriented applications are dependent on
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embedded systems working on battery power. The reduction in power or energy is 
very much required at all layers of the design process. This concept of low power 
is employed for both computing devices and processing of signal techniques also. 
Additionally flexibility is the parameter needed for the devices based on FPGA. 
The arithmetic operation of multiplying is another operation needed for complex 
applications of DSP like FFT and process of filtering. In order to obtain optimum 
speed in execution, multipliers of parallel arrays are employed. The design of an 
energy efficient multiplier had been discussed in this paper with the concept of 
optimization of power (Tushar and Kshirsagar 2011). Due to growing capacity and 
economical factor of FPGS’s, they can be employed for design of ASIC’s. The 
dissipation of power is a bothering matter in case of ASIC’s. Even though FPGA’s are 
popular for many applications, they are not that famous for consumption of low power. 
They try to find place in the market of portability. If the power in FPGA is minimized, 
then a lot of benefits can be obtained like packages becoming economical, less heat, 
optimized power budgets, more reliability, etc. The tables of characterization in 
components of RTL and IP will give appropriate guidance for consumption of low 
power. A technique of employing an FTR filter is applied here (Wolff 2000). 

Design at Level of System 

The methodologies relevant to low power design under this section shall be decom-
posed into two categories—basic techniques and Run-time techniques based on their 
usage by the developers against the application. The following steps are correlated 
to basic low power methods. 

(1) To reduce consumption of power, logical blocks which are coarse grained in 
nature are mostly employed for the applications rather than logical blocks which 
are fine grained (Kuon and Rose Feb. 2007). 

(2) The concept of pipelining is applied to reduce impact of glitching and thereby 
decrease consumption of power. This can significantly lower the power in 
certain applications like multiplication of integers, DES standard, IIR filters, 
etc. (Wilton et al. 2004; Chandramohan and Senthilkumaran 2020). 

(3) The optimization of word length is another technique applied for reducing 
consumption of power, accuracy and adaptability. This can significantly lower 
the power in certain applications like evaluation of polynomials, FIR filters, etc. 
(Constantinides 2006; Chandramohan and Senthilkumaran 2022). 

(4) The idea of gating the clock shall be employed in the inactive areas to avoid 
the transition of signals thereby reducing the power. This step can be integrated 
with step 3 for better efficiency (Osborne et al. 2008a). 

The following are the various step correlated with run time techniques. 

(1) The concept of optimization of word length and configuration of run time can 
be integrated to provide adaptive smaller designs at a specified time interval 
(Osborne et al. 2008b; Gunasekaran et al. 2022).
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(2) The configuration of run time concept can be employed to modify an existing 
design with respect to run time conditions. For example if a channel is affected 
by noise, a turbo coder which is powerful and has less efficiency can be employed 
to stabilize the bit rate of error (Liang et al. 2004; Umapathy et al. 2021). 

Design at Level of Device 

The following are the various techniques incorporated at the level of devices in 
modern FPGA’s from low power point of view. 

(1) Modern FPGA’s at the level of device, employ a three gate oxide technique 
to compromise between the parameters—static power and performance (Altera 
2007a; Yuvaraj et al. 2021; Chandramohan and Senthilkumaran 2021). 

(2) The most thickness oxide is meant for use in the transistors larger in size and 
voltage. The moderate one is applied for the memory configuration and switches 
connected with memory. The least one is employed for common purposes. 

(3) Modern FPGA’s employ dielectric material of low value within the layers of 
metal by which the parasitic capacitance can be reduced. This in turn reduces 
the consumption of dynamic power. 

(4) Because of correlation between the dynamic power and supply voltage, dynamic 
power can be reduced further by decreasing voltage supply. Xilinx and Altera 
reduce consumption of power by decreasing their supply from 1.2 V to 1 V and 
from 1.1 V to 0.9 V, respectively. 

(5) Size of the look-up tables is increased with respect to logic blocks within FPGA 
in order to reduce both dynamic and static levels of power. The look-up tables 
employed will use only small transistors for the application (Altera 2007b; 
Umapathy et al. 2019). 

Design at Level of Circuit and Architecture 

Since there is a correlation between efficiency and resources of FPGA, the implemen-
tation of design at the level of circuit and architecture seems to be more significant. 
Many studies in the past have done investigations on the design at the level of archi-
tecture for achievement of low power. The embedded components are incorporated 
in the form of modules having more energy efficiency so that various connections 
between the modules and resources are optimized (Kusse and Rabaey 1999). In order 
to decrease the static power, the concept of power gating is employed to switches 
in resources. One of the recent methodologies is to decrease the power of glitching 
in FPGA. Generally glitching comes to picture when the input values at the gate or 
LUT change at various times because of difference in propagation delays in those 
signals. Latest report says that 31% of the dynamic power dissipated is accountable 
with the impact of glitching. Figure 4.8 shows the impact of glitching in FPGA’s. A 
circle in the output signal shows the effect of glitching.
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Fig. 4.8 Glitching effect in 
logic gates 

The effect of glitching can be minimized by including the delay elements in 
configured form against inputs of each logic component present in FPGA as shown 
in Fig. 4.9. 

Fig. 4.9 Logic Components 
configured with delay 
elements
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Modeling of Power 

Various models of power have been illustrated in the past. The model of power 
(Betz et al. 1999) employs an analytical technique of first order and capacitance 
of transistor level for static power and dynamic power respectively. The static and 
dynamic powers in FPGA are evaluated by applying switching activity data rather 
than going for vectorless methods. The above model of power has been improved 
to stabilize FPGA’s with the supply voltages and threshold voltages programmed 
(2004; Umapathy and Chandramohan 2019; Chandramohan and Senthilkumaran 
2249). These models of power will provide an insight about consumption of power 
of different modules used in FPGA such as adders, multipliers, etc. One of the 
constraints in modeling of power is estimation of activity connected with finding the 
toggling characteristics of each node in FPGA. This data is very much required to 
determine the dissipation of dynamic power for a particular application. One of the 
important techniques available is vectorless estimation of activity which determines 
the input and logic function activities with respect to particular node. The merit of 
this technique is very fast with no requirement of input vectors. The demerit is poor 
accuracy when compared to simulation. 

Many systems in the past incorporated vectorless methodologies in order to model 
the interactions which are complex in nature. Some of the above methods are very 
slow when compared to methods of simulation. A survey on comparison of vectorless 
methods was done (Lamoureux and Wilton 2006) to identify the fastest vectorless 
method to be employed for FPGA CAD. The main objective of the survey is to 
determine a technique which is most accurate and faster so that it can be compatible 
with the design flow of FPGA. The ultimate result of integration of above methods 
gives rise to a new tool of estimation called ACE 2.0. 

FPGA CAD 

The CAD tools of FGPA do have an inevitable effect on the consumption of power. 
The mapping of programming of FPGA linked to the application comes in various 
stagesmapping of technology, level of synthesis, routing, etc. Various types of algo-
rithms are enunciated with appropriate levels of synthesizing FPGA. In this system 
(Chen et al. 2003), the reduction of power is achieved by decreasing power connected 
with total operations and the compactness of the circuit. The technique discussed in 
Chen et al. (2005) indicates that allocating low value of supply for FPGA’s with 
the available facilities will be the optimum solution. The algorithms employed for 
mapping of low power techniques are detailed in these works (Li et al. 2004; Wang 
and Kwan 1997; Wang et al. 2001). The reduction of power is achieved by above 
algorithms by applying the absorption methodology with respect to possible nodes 
in the network. The cluster methods of low power are also enunciated in Sanadhya 
and Sharma (2023), Sharma et al. (2021). These methods reduce the power by the
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same absorption technique by integrating the look-up tables into clusters. The place-
ment and routing techniques of low power are illustrated in (Pannu and Sharma 
2021; Pannu and Sharma 2020; Pannu et al. 2020). Here the reduction of power is 
obtained by direct placement and routing of wires of better activity. In the system of 
[44], power is minimized by selecting appropriate configurations of LUT with less 
amount of leakage power. This work (Tessier et al. 2007) describes the connecting 
of logical memories to memories physically available in FPGA’s. The selection of 
correct mapping technique and configuration help to achieve the reduction in power. 

Conclusion 

In this review paper, inevitable improvements are discussed in order to enhance the 
efficiency of power/energy in FPGA’s. These improvements are illustrated from the 
level of low process to level of high process. The design methodologies at the level 
of system, device, circuit and architecture were enunciated in detail. Moreover, the 
recent survey on power modeling was also explained. It is obvious that power can 
be saved to a significant level at the level of system. The optimization of system 
scheduling is the main reason for the reduction of power at the level of system. 
If “deep-sleep” state is exploited effectively, then the reduction in dissipation of 
power can be achieved easily. The embedding concept of FPGA can be employed 
for compromising the system level parameters by which reduction of power can 
be achieved. As an extension, appropriate benchmarks incorporated with adaptive 
systems have to be developed. These benchmarks will provide a promising situation 
to cover the reduction of power as far as functional adaption is concerned. 
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Chapter 5 
IoT Devices Based Low Power 
Dependability 

K. Umapathy, S. Omkumar, S. Chandramohan, M. Sivakumar, 
and Wasana Boonsong 

Introduction 

With the proliferation of IoT technology, the design of low power IoT devices 
becomes easier, which can be implemented in the current smart environments, such 
as smart homes, smart cities, and smart industries. It is the wireless network of stan-
dard physical devices that can be monitored and controlled through the Internet. To 
analyse the collected data, the IoT network provides the necessary information to 
take decisions. The IoT structure is shown in Fig. 5.1.

IoT is a broad term in which various different objects are linked to the internet 
for catering to innovative and best services in the digital world (Samie et al. 2016; 
Umapathy et al. 2020a). Technical enhancements in communication engineering, 
embedded systems, transducers, etc. play an inevitable role in the design of low 
power portable economical devices (Muthukumaran et al. 2022). 

The above are the vital parameters employed for various applications such as 
patient monitoring systems, home and office automation, smart glasses for the blind, 
etc. (Miorandi et al. 2012; Umapathy et al. 2020b). They provide essential support 
and aid for IoT to achieve the required application. The System of IoT is shown in 
Fig. 5.2 with different layers. Basically, IoT is a blend of various objects, machines,
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Fig. 5.1 Structure of IoT

Fig. 5.2 Architecture of IOT 

devices; human beings, etc. interlinked to each other with the aid of the internet either 
in the wired or wireless form (Xu et al. 2014; Mangayarkarasi et al. 1964). 

Related Works 

Internet of things is a new transformation of the Internet. It is guided by improved 
sensor networks, advanced Wireless networks and cloud technologies. With the 
recent advent of IoT, we can build smart homes, smart agriculture, and intelli-
gent lightning, also that the important strength of IoT technology is a high impact
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on every day as manufacturing industries become “Smarter” (Chandramohan and 
Senthilkumaran 2020a). In Sanadhya and Sharma (2022), the author introduces edge 
computing architecture for the IIoT model in which the data computing is perform 
better at the “edge” of the sensor node. Moreover, in this work cluster-based dynamic 
scheduling nodes deployed at the edge can allow the offloading of traffic for better 
execution. 

Edge Computing is emerging as a significant element in the smart industry to 
bring legacy in the context of Industrial IoT (IIoT). With the advancements in the 
current manufacturing industry such as smart manufacturing, augmented reality, 
SDN, Virtualization and a multitude of IoT applications, there is a great demand for 
infrastructure with edge computing capabilities. In the conventional cloud computing 
method, processing these huge data via centralized servers will demand pressure on 
the data transmission cost, bandwidth allocation, and other resources. To overcome 
the aforementioned issues, we proposed an edge computing method for the Industrial 
IoT (Sanadhya and Sharma 2022). 

In Atzori et al. (2010), the author presented the Internet of Things. The prin-
cipal empowering element of this promising worldview is the mix of a few innova-
tions and correspondence arrangements. Distinguishing proof and following innova-
tions, wired and remote sensor and actuator organizations, upgraded correspondence 
conventions (imparted to the Cutting edge Web), and dispersed insight for savvy 
objects are only the most pertinent. 

In such a complicated situation, this overview is coordinated with the people who 
need to move towards this mind-boggling discipline and add to its turn of events. 
Various dreams of this Web of Things worldview are accounted for, and empowering 
advances are looked into. The fundamental thought of this idea is the inescapable 
presence around us of different things or items—like Radio-Recurrence ID (RFID) 
labels, sensors, actuators, cell phones, and so on. IoT is an original worldview that 
is quickly making strides in the situation of present-day remote broadcast communi-
cations. Lee et al. introduced that the Web of Things (IoT), likewise called the Web 
of Everything or the Modern Web, is another innovation worldview imagined as a 
worldwide organization of machines and gadgets fit for communicating with one 
another. The IoT is perceived as one of the main areas of future innovation and is 
acquiring huge consideration from a great many enterprises. 

In this paper, the authors discussed few IoT advancements that are fundamental 
in the organization of effective IoT-based items and administrations. What’s more, 
it looks at the technique and the genuine choice methodology generally utilized in 
the defence of innovation projects and outlines how the genuine choice method-
ology can be applied to IoT speculation. Zhang et al. presented that, in recent years, 
distributed computing has moulded the product business and made the turn of events 
and arrangement of web administrations more straightforward than at any time in 
recent memory. Public cloud suppliers, for example, Amazon and Microsoft offer 
pay more only as costs arise administrations for the overall population (Lee and Lee. 
2015). 

In Zhang et al. (2015b), Want et al. (2015) and Salman et al. (2015), the authors 
discussed that different endeavours exist to address the difficulties of IoT. Cisco’s
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Haze Processing gives registering assets nearer to the edge. Our contentions reinforce 
the requirement for mist like registering stages. Also, this paper discussed Gross 
domestic product design can use such assets. Likewise significant are frameworks, for 
example, Edge Processing from Akamai, and Intel’s Insightful Edge. In this proposed 
model appears to underline on being clever doors or intermediaries for information 
streaming into and from the cloud. A couple of plan choices are single-essayist 
time-series information, piecing for execution and effective information sharing. In 
Sanadhya and Sharma (2022), the authors discussed a versatile distributed computing 
can be contended by thinking about the extraordinary benefits of engaged portable 
processing. Then the extensive variety of potential versatile, cloud applications has 
been perceived in recent surveys. The advantage of mobile computing is discussed, 
for example, picture handling, regular language handling, sensor data, and media 
search. Cao et al. consider that information is being produced at the organization’s 
edge all the more habitually; so handling information there would be more viable. 
Because of the way distributed computing isn’t generally compelling for handling 
information when the information is created at the organization’s edge, past work on 
miniature data centres, cloudlets and haze figuring has been acquainted with the local 
area. The justifications for why edge processing is more compelling than distributed 
computing for explicit registering administrations are presented in this work (Sharma 
et al. 2021). 

The growth of IoT and the advancement of cloud administrations push the skyline 
of another registering worldview. EC has addressed concerns about reaction time 
requirements, battery duration limitations, transmission capacity cost savings, and 
information security. 

The edge follows the analysis starting from cloud computing from scratch to smart 
city with respect to edge processing idea (Preeti Pannu and Sharma 2021). Moreover, 
since the registering power on the cloud exceeds the limit of the things at the edge, 
moving all calculating tasks to the cloud has proven to be a viable method for handling 
information. In any case, rather than rapidly increasing, the organization’s capability 
has come to a halt. Therefore, the increase in the amount of information produced at 
the edge and the speed of information travel is becoming a bottleneck for the cloud 
and edge computing paradigm (Pannu and Sharma 2020; Pannu et al. 2020; Yetgin 
et al. 2015, 2018; Abdul-Qawy and Srinivasulu 2018). 

Energy Efficiency 

The consumption of power assumed by various devices connected to the IoT network 
may vary from time to time. It may not be fixed all the time. This consumption of 
power relies on various factors such as technical methodology, type of architecture, 
mode of power of connected elements, etc. Ultimately, the power is correlated to the 
window of time which means the spacing between the regular sensor data.
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Fig. 5.3 Device operations with time

To satisfy the constraints of quality of service, the expected objectives of design 
to be achieved are consumption of low power and management of energy efficiency. 
The device functions of IoT can be categorized into the following-

• Collection of Data
• Processing of Data
• Storage of Data
• Transmission of Data 

The consumption of low power and management of energy efficiency can be achieved 
in all the stages of sensors, controllers, memories, etc. are of radiating low power 
(Samie et al. 2016; Umapathy et al. 2020c). Figure 5.3 shows various operations 
of an IoT device as far as the time factor is concerned. There are four stages with 
different possible values of consumption of power. Generally, the transmission of 
data can be done at the earliest after processing. But as shown in Fig. 5.3, data 
before the transmission has been stored in memory for a while once processing 
is completed. Selecting any of the above two approaches depends upon the size 
of memory, consumption of power for data buffering, etc. In parallel, the software 
has to be optimized appropriately in order to achieve a significant reduction in the 
consumption of power (Tiwari et al. 1996; Chatzigeorgiou and Stephanides 2002; 
Chandramohan and Senthilkumaran 2020b). 

In the case of the design of hardware, the reduction in consumption of power 
can be obtained drastically if the sleep mode of operation of the device is handled 
appropriately. If certain types of processors have less power leakage such as RAM 
with ferroelectric characteristics, SOI in fully depleted mode, etc. can be employed 
for the design. In the case of software design, the concept of optimization has to be 
applied for various control and communication tasks in order to decrease the time 
correlated with the active mode of operation (Umapathy and Chandramohan 2019). 
In short, the software has to be executed at the frequency of highest. 

Approximation on IoT 

The concept of approximation plays a vital role in applications of IoT since they 
are connected with the real-time world with noisy data of input (Samie et al. 2016; 
Chandramohan and Senthilkumaran 2022). The initial level of approximation occurs
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in the case of analog to digital converters where the device will come across an error 
in quantization. The final output of the application must have a specified range with a 
set of tolerance values. The property of error tolerance can be utilized to balance the 
quality of output in parameters such as consumption of power, efficiency, usage of 
memory, etc. The above property can be exploited for various hardware and software 
parts as follows-

(1) Collection of Data: The quality of data collected depends upon the rate of 
sampling and percentage of resolution. As an example, an MRI provides the 
electrical signal of the brain at the rate of 200 samples per second with a reso-
lution of 10 bits (Gia, et al. 2015; Chandramohan and Senthilkumaran 2021). 
The property of sparseness in input data can be exploited to reduce the volume 
of data without compromising the information loss (Zhang et al. 2015a). This 
methodology is said to be compressed sensing. The typical examples are patient 
monitoring systems in wireless mode (Li et al. 2013; Bortolotti et al. 2016). 

(2) Processing and Control of Data: The level of approximation can be employed 
in both hardware and software by selecting those components or parts very 
specific to various arithmetic operations. The typical operations showing 
an inclination towards approximation are division, Fourier transformation, 
multiplication, etc. (Han and Orshansky 2013). 

(3) Storage of Data: In this mode of operation, the error in tolerance can be 
exploited to reduce energy consumption by decreasing memory capacity and 
instants of memory operations. A good illustration of the above is enunciated 
in Bortolotti et al. (2014) for a signal processor with low power. 

(4) Transmission of Data: The reduction of data in transmission will become a key 
concern for the applications of IoT needing wireless communication. Hence the 
concept of compression of data can be applied. 

This compression of data can exploit the specific properties of IoT in reducing the 
consumption of power thereby. A patient monitoring system with a compression 
technique is illustrated in Samie et al. (2015). By including a small percentage of an 
error on the input side, it is possible to encode the data easily with code words of 
small length aiming for a good ratio of compression. 

IoT devices have the shortest communication range and the WiFi router is a 
choice for the 802.11 specific with power-saving features, ensuring that data flow 
between IoT devices doesn’t require any additional points of interaction for network 
relationships. LoRa operates in astronomical regions, so that low power devices may 
convey information more easily without having to interpret the rules for interacting 
with low power IoT devices. The Transmission Control Protocol is widely used by 
these devices because the low power means that a low power device’s WiFi receiving 
wire spans more limited areas.
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Reliability on IoT 

Generally, a reduction in supply voltage will reduce the consumption of energy and 
power. But this will lead to an increased probability of coming across failures. The 
failures which are independent of time involve the errors in the software caused due 
to noise in supply voltage and radiations from particles of energy. The failures which 
are time-dependent are mainly due to instability in temperature and induced effect I 
degradation (Amrouch et al. 2014). A six-transistor static RAM model is discussed 
below with a range of voltage from 0.5 V to 1.2 V with the application of predictive 
technique (Santen et al. 2016). 

(1) Noise Resiliency: This parameter is mainly dependent on the range of supply 
voltage. To represent this noise, a term called static noise margin (SNM) is 
employed to identify the impact of parasitic coupling and thermal noise. 

(2) Radiation Resiliency: This parameter is also dependent upon the voltage. The 
radiation of particles extrinsic to static RAM will create a charge which in turn 
destroys values stored already if it is stronger than the critical charge (Qin) of 
SRAM. 

(3) Ageing Resiliency: This parameter is used to represent the defects or faults 
generated when the electric fields are in contact with the transistors during their 
operation. These defects in course of time concatenate with each other and 
increase transistor delay thereby decreasing the speed of operation. 

The proposed IoT low power method generates viable communication in terms 
of a good signal-to-noise ratio (SNR) with a minimum bit error rate (BER). For 
that purpose, we mentioned Δ to model the maximum limit of coverage areas. For 
example, the proposed value is ρ to 12.5 dB, therefore SNR between the low power 
IoT devices is formulated as follows: 

SN  RdB  = 10 log10
( |Sc(m, k)|2

Δ(m, k)2

)
(5.1) 

To fully utilize the capabilities of IoT systems, it is vital that the special secu-
rity concerns that IoT presents be addressed. Security also offers a major critical 
concern for IoT’s practical deployment. For immediate adaptation in IoT contexts, 
conventional methods could be unworkable and noise-intolerant. In this paper, we 
propose noise-resilient and low power reliability for securing communication in IoT 
networks to address these concerns. Practically a higher value of SNM amounts to 
a larger amount of noise resiliency. As shown in Fig. 5.4, the reduction in supply 
voltage amounts to a low value of SNM which in turn amount to failures due to noise.

As shown in Fig. 5.5, the reduction in the supply voltage will reduce the critical 
charge with respect to radiations. The number of defects depends on the amplitude of 
electric fields which in turn depends upon the supply voltage. The reduction in voltage 
will have a significant impact on the mechanism of ageing as shown in Fig. 5.6.

The power consumption (PC) increases during downloads, reaching a maximum 
of 70 mW in Raspberry Pi and other similar protocols. Due to the equipment layout
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Fig. 5.4 Noise resiliency

Fig. 5.5 Radiation resiliency 

Fig. 5.6 Ageing resiliency
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of these devices, the data rate decreases at a data rate of 50Mbps. The PC ranges 
from 0.95 W for downloading and 1.4 W for high usage. In the Raspberry Pi, or 
Pycom devices, the WiFi module should operate as quickly as is physically possible 
to conserve battery life. How much power Wireless association uses during the trans-
mission of IoT devices, based on the bandwidth and specified duration is about 60 min 
allotted to every download, which is depicted in Fig. 5.7. 

The maximum range of WiFi-IoT is 20 m. Packages are not misplaced within 
ten metres. As a result, whether other devices share the same network or bandwidth 
or when the transmission rate changes. WiFi-IoT does not significantly increase 
its current demand. The package success rate in relation to distance is depicted in 
Fig. 5.8. 

Fig. 5.7 Bandwidth 
utilization versus no of 
devices 

Fig. 5.8 Package success 
rate versus distance
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Conclusion 

In general, devices connected to IoT operate on batteries or depend on various sources 
with limited energy. Hence low power economical and portable devices are very 
much essential for the development of both hardware and software in applications. 
The main objective is to decrease the consumption of energy in IoT devices while 
balancing constraints in performance. This paper has given an outline of various 
methodologies employed for the reduction of power in IoT devices. Additionally, the 
issues in reliability were also discussed. Moreover, this paper will provide appropriate 
guidance for people who are keen on design and development of IoT devices with 
efficiency in energy. 
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Chapter 6 
Data Converter Design Space 
Exploration for IoT Applications: 
An Overview of Challenges and Future 
Directions 

Buddhi Prakash Sharma, Anu Gupta, and Chandra Shekhar 

Introduction 

Data converters are a key component of “Internet of Things (IoT) devices.” They 
are commonly utilized to bridge the analog world to the digital parts of gadgets, 
or vice versa. They are crucial for modern sensors including audio, biomedical, 
and automotive sensors, which require real-time data to be digitized for filtering, 
monitoring, signal processing, and analysis, as well as conversion back to the analog 
domain. These converters are critical for deciphering the detected data. Before the 
twentieth century, Kevin Ashton’s concept of letting computers know everything 
about “things” was dubbed as IoTs. He planned to utilize computers with sensor 
technologies and radio frequency identification (RFID) (Ashton 2009) to collect 
meaningful data and identify an area without the assistance of humans. The term 
“Internet of Things” (Haseeb et al. 2021; Alioto 2017) refers to a network of physical 
objects—“things”—embedded with sensors, actuators, signal conditioning circuitry, 
data converters, and signal processing that allow them to remotely communicate and 
share data with other devices. 

IoT is rapidly becoming one of the most exciting technological developments in 
history (Kumar et al. 2019). It has been deployed extensively in a scenario such as 
automotive industries, transportation, smart societies, agriculture, etc. Its uses in daily 
life, include sensor networks, biological records, and array signal processing (Blaauw 
et al. 2014; Javaid et al.  2021). The application of wireless sensor networks (WSNs) 
for health monitoring gives advantages over wire-line systems such as minimizing the 
risk of infections/failures, increasing mobility and optimizing the cost and operability. 
Ultra-low-power (ULP) circuit is critical for extending battery life in portable and 
self-contained applications. IoT is an opportunity for nations and people to better 
have control of their data and especially, give value to local information and data. The
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development of data converters was primarily driven by two factors: technology and 
applications. The technology utilized by an electronic system is primarily determined 
by the system’s requirements: nanoscale technologies are advantageous to speed and 
performance. Analog-to-Digital Converters (ADCs) and their counterpart with high 
precision are required in industrial process control, medical instruments, and data 
collection systems (10-bit or more). Speed is less important than precision in these 
applications because the signal bandwidth is often in the tens of kHz range. 

In any case, an appropriate source of energy capable of meeting the application’s 
requirements is necessary. Radio has the highest energy needs of any component of 
an IoT node. Taking care of these requirements can aid in the planning and imple-
mentation of the energy harvesting system (Davies 2021). The industrial IoT entry 
point of interest begins with the edge node of sensing and measuring. This is the 
node where the real world connects with informatics. Connected factories can detect 
a wide range of data that will be utilized to make critical decisions. The funda-
mental aspects of the various stages of IoT architecture can be explained by sensing, 
measuring, interpreting, and connecting data as described in Fig. 6.1 (Beavers 2021). 
IoT sensors are predominantly analog. IoT edge device design can look to be as diffi-
cult as squaring the circle. It has a sensor that connects to the internet. The sensor 
signal is sent through an amplifier or filtering circuit to an analog signal processing 
system. The signal is digitized by connecting the output to an A/D converter. The data 
is analyzed using this signal, which is delivered to the digital processing circuitry. IoT 
technologies are adaptable to nearly any technology that may provide its operational 
activity and environmental conditions. 

These days, numerous businesses across a variety of industries are utilizing this 
technology to streamline, enhance, automate, and regulate various processes. We 
then demonstrate a few of the IoT’s unexpectedly useful practical uses. The peculiar 
industrial application needs (real-time decisions) will speak about the bandwidth and 
dynamic range of the sensor and actuator that will be required in the analog front 
end (AFE) of the IoT architecture. The AFE of this chain will be part of the analog

Fig. 6.1 Internet of things (IoT) sensor node 
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domain before sensed data is converted to a digital domain and transmitted signal to 
the cloud. 

In most cases, signal sampling or mathematical interpretation of signal data is the 
most energy-intensive task for such a system shown in Fig. 6.1 To minimize the energy 
cost of the device at sensing and measuring nodes, strategies are being developed 
(Narendra et al. 2015). Thus, data converters are one of the vital elements in IoT. They 
are extensively used to interact with the surrounding world with the digital part of 
the devices. They are crucial for contemporary sensors such as audio, light, motion, 
biomedical and automotive sensors for which physically collected information is 
required to be digitized for filtering, monitoring, signal processing, and analysis 
enhancement. Such kinds of data converters play a critical role in understanding the 
sensed data. 

In this chapter, we demonstrate the role of data converters in IoT, especially 
in the healthcare sector, and also describe the current challenges. This chapter is 
structured as follows: Sect. 6.2 illustrates the various data converter architectures 
and fundamentals. Section 6.3 introduces the trends and benchmarking summary. 
This section illustrates the role of specific data converters in healthcare IoT. It also 
gives a brief about current challenges and future directions for data converters in IoT. 

Data Converter Overview 

Converter Architectures 

While there are many different data converter architectures available, the Successive 
Approximation Register (SAR) ADC, Delta-Sigma (Δ-Σ) ADC, Flash ADC, and 
Pipelined ADC are the most popular ones. This section also illustrates various Digital-
to-Analog (DAC) topologies. 

Successive Approximation Register Analog-To-Digital Converter 

The fundamental blocks of a SAR A/D converter are a track-and-hold (T&H) or 
sample-and-hold (S&H) circuit, a comparator, digitally controlled logic and registers, 
and a digital-to-analog block as shown in Fig. 6.2. The first SAR ADC algorithm 
implementation has been traced back to 1940 at the Bell Labs (Goodall July 1947). 
McCreary and Gray created the charge redistribution (CR), which is the SAR ADC 
used today, in 1975 at the University of California, Berkeley (McCreary and Gray 
Dec 1975). The SAR A/D converter working principle is based on a “binary search 
algorithm.” The conversion takes place throughout multiple clock cycles. The first 
step of the conversion is to sample the input voltage. The S&H function is integrated 
with the DAC in most of the SAR architectures. In the second step, the comparator 
block compares the sampled value and the output voltage of the DAC to determine
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Fig. 6.2 SAR analog-to-digital converter block 

the current bit. The conversion starts on each bit from the MSB-LSB by taking one 
bit at a time. At last, the difference between the input voltage and DAC voltages 
goes toward zero showing the completion of the conversion process. Therefore, N 
conversion steps are required for an N-bit ADC. The internal clock frequency must 
be at least N-fold than the sampling frequency if the SAR ADC is managed by 
synchronous logic. When medium–high conversion rates (about hundreds of MS/s) 
are needed, asynchronous logic is preferred because it does not require the same 
high-speed clock, hence reducing power consumption (Harpe et al. 2011). 

Sigma Delta ADC (ΣΔ ADC) 

In some applications, such as audio, instrumentation, telecommunication, healthcare, 
and factory automation and control, the resolution required by the ADC in the signal 
acquisition chain can reach up to 32 bits. In these cases, the speed of the converter is 
usually from tens of Hz to a few mega samples per second (MSPs) (Ahmad 2010). ΣΔ 
converters are best suited for these kinds of applications in terms of resolution and 
sampling rates. Theoretically, an ΣΔ ADC uses digital filtering, noise-shaping, and 
oversampling to reduce the quantization noise that exists in the signal bandwidth. 
The act of sampling the incoming signal more than twice its bandwidth from the 
Nyquist limit at a rate is known as oversampling. The sampling frequency increases 
as the noise level in the band of the signal decrease since the overall noise power 
must remain constant. The signal can be effectively converted by first converting it at
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Fig. 6.3 Sigma delta analog-to-digital converter block 

a high sampling rate, filtering it with a low-pass filter (LPF), and then decimating the 
received signal to change the sample rate back to the Nyquist criterion. Figure 6.3 
depicts the structure of the sigma-delta converter. The modulator is made up of an 
integrator that is driven by the resultant of the input signal and the DAC output. The 
integrator’s output is converted by an ADC before being reconverted into an analog 
signal by the DAC. The DAC and ADC can both be one-bit converters. A significant 
advantage of this type of ADC is that the data stream coming from the modulator is 
filtered by a digital filter. As a result, it is possible to achieve high roll-off while also 
having more design flexibility in the filter. ΣΔ ADC is the suitable choice for high 
resolution (larger than 12 bits) at a low-medium sampling frequency (tens of Hz to 
hundreds of kHz). 

Pipelined ADC 

The pipelined A/D converter has been introduced as a best-suited architecture 
for sampling rates from 106 to 109 samples per second. This ADC is working 
with a higher sampling rate for initial 10–12 bits and later bits are sampled with 
slower rates. Such resolutions and sample rates cover a broad array of applica-
tions, including digital radios, Televisions (HDTV), modems, high-speed Ethernet, 
biomedical imaging, digital communications, and surveillance systems. However, 
pipelined ADCs using a hybrid approach have progressed significantly in this decade 
in terms of data sample rate, precision, high speed of operation, and low energy 
consumption per conversion. In many applications, the data latency of pipelined 
ADCs is not a matter of concern (Pelgrom 2016). In Fig. 6.4, the physical world 
signal Vin first goes through a sample and hold block, the flash converter block in 
stage one quantizes the sampled signal, and the output is then supplied to a digital-
to-analog block, where the DAC output is subtracted from the sampled signal. The 
desired component then gathers this “residue” and feeds it to stage 2. This built-up
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Fig. 6.4 Pipelined analog-to-digital converter block 

residue is supplied into the digital error correction logic after the entire bit frame 
of a given sample has been time-aligned with the help of a register bank using shift 
registers. A stage can begin to process the next sample it receives from the sampled-
and-held output embedded inside the individual stage once it has finished processing 
the previous sample, deciding the bits, and sending the residue to the following step. 
The high throughput is a result of the pipelining process. 

Flash ADCs 

The conversion function is simply carried out by the Flash ADC, as described in 
Fig. 6.5, by comparing the real-world analog signal with reference values of the 
resistive network of each quantization interval. The comparison gives logic high for 
larger non-inverting input and logic low for the high value of inverting reference input. 
In an n-bit flash architecture, there are 2n regions separating the converter’s full-scale
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Fig. 6.5 Flash analog-to-digital converter block 

range and 2n-1 transition points. As a result, 2n-1comparators are required to perform 
the comparisons. All the comparators are activated in parallel and synchronized by 
a clock signal, thus the output code is generated in one clock cycle. One input of the 
comparator receives the signal to convert while the other terminal is connected to a 
reference voltage generated by a resistive divider. The outputs of the comparators 
form an encoder that can be translated into a digital word. Flash ADCs are mostly 
employed for high-speed (GHz) converter applications like radio, ultra-wide-band, 
and Wifi since the conversion time is equivalent to a clock period. 

However, they are limited by various issues when the resolution becomes larger 
than 8 bits. As bits increase, the number of comparators also increases exponentially. 
Area and power consumption are, thus, doubled for each additional bit. Moreover, 
the resistance value of the unit resistance of the resistive divider is reduced to a very 
low value. For this reason, the output impedance of the reference voltage driving 
the divider needs to have a very low value in all the frequencies of operation. In a 
few words, this architecture is a good choice for high-speed (larger than hundreds of 
MHz) applications and low resolutions (lower than 8 bits).
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Digital-to-Analog Converter (DAC) 

A device called a DAC converts a digitized value into an equivalent analog output 
signal. A digital signal is represented by a digital binary code, which is an arrangement 
of bits 0 and 1. Various architecture exists in the literature have illustrated in the 
following Table 6.1. Each architecture has its design and performance benefits. 

Table 6.1 Typical DAC summary 

DAC type Pros Cons 

Resistor string* • This network contains 2N 

resistors in series 
• This DAC architecture is 
simple and guaranteed to be 
monotonic 

• For high resolution, resistors 
requirement is high hence 
increased area 

• Due to resistors mismatch 
linearity errors occurs 

• Parasitic capacitance limits the 
converter’s speed since 2N 

resistors are parallelly 
connected to achieve higher 
resolution 

Binary weighted resistor 
ladder* 

• Fast conversion due to N 
resistors in DAC 

• Each resistor in this network is 
a multiple of 2 with each 
descending bit 

• As resistor mismatch occurs in 
process corner analysis, 
difficulties with variable 
resistor values arise for 
increased resolution 

R-2R ladder* • A modified version of the 
binary-weighted resistor 
ladder with 2N + 2 resistors 

• Precisely build as only two 
resistance values R,2R 
required 

• Stray capacitance’s negative 
effects are eliminated by 
constant node voltage 

• Slower conversion rate 
• The use of Op-AMP in 
structure restricts the 
bandwidth 

• Occurrence of linearity errors 

Current steering* • Useful in a high-bandwidth 
requirement 

• Without Op-AMP 
performance improve 

• No. of current sources leads to 
a large glitch in the output 

• High power requirement 
• Converter’s speed limit by 
large parasitics 

Charge scaling** • Ease of implementation with 
capacitors like R-2R, 
binary-weighted 

• Performance efficiency in 
terms of speed, and precision 
as technology scaling 

• Op-Amp based architecture 
• Capacitors lead to leakages 
hence accuracy loss occurs 
after a few milliseconds

(continued)
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Table 6.1 (continued)

DAC type Pros Cons

Oversampling** • To increase SNR and 
resolution (ENOB) 

• The data sample rate is much 
higher compared to the 
Nyquist sample rate 

• Setup and hold time issues 
• Higher power consumption 
• High  cost  

Charge redistribution** • Lower complexity 
• Reduced switching energy and 
area 

• Accuracy affected by sampled 
noise 

• Nonlinearity due to mismatch 

Two capacitor** • Reduce the effect of mismatch 
• Noise shaping improves the 
linearity 

• Takes multiple clock cycles to 
generate a new sample 

Switched capacitor** • Achieve high resolution and 
high speed 

• Higher dynamic energy 
consumption 

Resistive DAC structure →*, Capacitive DAC Structure →** 

Summary 

In this chapter, various data converter architectures like a flash, SAR, Sigma delta, 
and Pipelined structure have been discussed as they are playing a crucial role in major 
IoT applications. Table 6.2 summarizes all existing converters with their design trade-
offs like sampling speed, resolution, latency, accuracy, conversion time, chip area, 
power, cost, etc.

Figure-of-Merits 

This section first addresses the various definitions, and requirement and presents 
state-of-the-art IoT nodes. The selection of the A/D converters for a specific circuit 
is based on the requirements and application of that design. For purposes of recording, 
visualizing, and analyzing data, the analog outputs of piezoelectric sensors, motion 
sensors, temperature, and displacement sensors, and more are converted to produce 
digital data. Important parameters are power, precision, latency, resolution, and 
speed. The data converter’s accuracy can be specified by ENOB which can be 
calculated from the equation of SNDR (Murmann 2021). 

SN  D  R  = 6.02 ∗ EN  OB  + 1.76[dB] (6.1) 

The converter’s speed can be illustrated by sampling frequency (fs) and the 
signal bandwidth (BW). For a Nyquist converter, the sampling frequency is twice 
the BW. But in the case of Oversampling, BW is much lower than the sampling 
frequency. In summary, accuracy speed, and power can be represented in terms 
of figure-of-merits (FOMs) and these FOMs can be calculated with the help of
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Fig. 6.6 Walden figure-of-merit versus speed 

Eqs. (6.1)–(6.3). Figure 6.6 shows the Walden figure-of-merit (FOMw) and Fig. 6.7 
describes Schreier’s figure-of-merit (FOMs) depiction of more than two decades. 
These envelopes shown with dotted lines reveal the clear path for designers and 
show the scope of work. 

Fig. 6.7 Schreier figure-of-merit versus speed
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FO  MW  = P 

fs,Nyquist  · 2EN  O  B  
[J/Conversion − step] (6.2) 

FO  MS  = SN  D  R  + 10 · log 
( 

fs,Nyquist  

2P 

) 
[dB] (6.3) 

where P: Power consumed by ADC, ENOB: Effective number of bits (Measure of 
accuracy), fs,Nyq : Clock frequency at which the ADC collects and converts I/P data, 
SNDR: Signal-to-noise distortion ratio. 

Present State-of-Art 

Murmann nicely summarizes the trends in energy costs for data converters based 
on available data. (Murmann 2021). Figure 6.7 reveals that for low-frequency data 
converters, the Schreier figure-of-merit trend increased from 162 to 184 dB in the last 
two decades. Recent research efforts in the field of information converter architec-
tures are depicted in Fig. 6.8 alongside typical Internet of Things (IoT) application 
areas. This depiction also makes it clear that SAR, which is what the majority of 
these applications employ, is the best data converter having high power efficiency. In 
the later section, various analog-to-digital converter designs for potential healthcare 
applications are presented. 

Fig. 6.8 Data converter power efficiency (energy) versus SNDR (Murmann 2021)
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Fig. 6.9 ADC power efficiency improvement over the years (Murmann 2021)

ADC power efficiency improvement over the years is shown in Fig. 6.9. It clearly 
states that the current research is going on to make the IoT edge node energy efficient. 
In the overall review, Fig. 6.10 illustrates the energy reduction for converters based 
on oversampling as well as the Nyquist criteria. Similar to the design, the converter 
architecture with accuracy has shown in Fig. 6.11 with the trendline of the present 
state-of-art. 

Data Converters for IoT 

Data converters are found in the sensor interface and wireless receiver. Due to energy 
consumption limitations, these nodes are optimized for power by compromising 
accuracy, and speed. There are a variety of applications with varying frequency ranges 
and resolutions that required different converter architectures as mentioned in Table 
6.2. Table 6.3 shows the numerous biomedical signals from the perspective of the 
internet of healthcare things (IoHT). IoT-enabled devices have altered the landscape 
of the healthcare industry’s use of remote monitoring, releasing the perspective to 
keep patients healthy and granting clinicians the right to provide the best care. Patient 
consultations with doctors are now much simpler and more effective. In addition 
to reducing hospital costs and lengths of stay, remote health monitoring improves 
treatment outcomes. Undoubtedly, IoT is revolutionizing the healthcare business by 
redefining the area occupied by devices and human interaction in the delivery of 
healthcare solutions. In addition, it has healthcare requirements that assist patients, 
families, friends, relatives, medical practitioners, hospitals, physicians, and insurers.
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Fig. 6.10 Energy versus Trends 

Fig. 6.11 Energy vsrsus Accuracy

Motivation 

IoT is a part of routine life and exists in a variety of applications such as 
smart grids/houses/cities/retail/wearable, health care monitoring of plants/humans/
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Table 6.3 IoT for healthcare 

Signal Frequency range Data 
converters 

Application Remarks 

Electrogastrogram 
(EGG) (Huang et al. 
2008) 

DC-1 Hz Sigma delta Motility 
disorder 
monitoring 

– Requires 32-bit 
resolution 

– Requires low 
sampling rate 

Respiratory rate 
(Huang et al. 2008) 

0.1–10 Hz Sigma delta Heart 
monitoring 

– Requires 10-bit 
resolution 

Electroretinogram 
(ERG) (Huang et al. 
2008) 

DC-50 Hz SAR, sigma 
delta 

Eye 
monitoring 

– Sampling rate 
1 kHz  

Blood Pressure (BP) 
(Huang et al. 2008) 

DC-60 Hz SAR Blood 
pressure 
monitoring 

– Requires 8-bit 
resolution 

Electrooculogram 
(EOG) (López et al. 
2020) 

DC-100 Hz SAR, sigma 
delta 

Eye 
monitoring 

– Requires 
16–24-bit 
resolution 

Electroencephalogram 
(EEG) (Huang et al. 
2008) 

DC-150 Hz Sigma delta Brain 
monitoring 

– Requires 12-bit 
resolution 

Electrocardiogram 
(ECG) (Huang et al. 
2008) 

0.01-250 Hz Sigma delta Heart 
monitoring 

– Requires 16-bit 
resolution 

Electroneurogram 
(ENG) (Huang et al. 
2008) 

250 Hz–6 kHz SAR Brain 
monitoring 

– Requires 10-bit 
resolution 

Electromyogram 
(EMG) (Huang et al. 
2008) 

20 Hz–1 kHz SAR Muscles 
monitoring 

– Requires 12-bit 
resolution 

Phonocardiogram 
(PCG) (Huang et al. 
2008) 

20 Hz–20 kHz Sigma delta Heart 
monitoring 

– Requires more 
than 16-bit 
resolution 

Photoplethysmogram 
(PPG) (Sanadhya and 
Sharma 2022) 

0.5–5 Hz Sigma delta Heart rate 
monitoring 

– Requires up to 
the 22-bit 
resolution 

Positron emission 
tomography (PET) 
(Chen et al. 2022 Jan 
11) 

>40 MHz Fully 
differential 
SAR 

Medical 
imaging 

– Requires 
10–12-bit 
resolution 

– Low noise as 
well as power to 
enhance the 
dynamic range 
and reduce heat 
dissipation

(continued)
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Table 6.3 (continued)

Signal Frequency range Data
converters

Application Remarks

Magnetic resonance 
imaging (MRI) 
(Patyuchenko 2019) 

12.8–298.2 MHz Low power 
multichannel 
pipeline 

Medical 
imaging 

– Requires 16-bit 
resolution 

– Oversampling  
the MR signal to  
achieve 
enhanced image 

– Increases SNR 
as well as 
eliminates 
aliasing artifacts 

Ultrasonography (Chen 
et al. 2022 Jan 11) 

1–18 MHz SAR, 
pipelined 

Medical 
imaging 

– Requires high 
ENOB, high 
speed, and low 
THD (total 
harmonic 
distortion) 

Computed tomography 
(CT) (Patyuchenko 
2019) 

0.4–20 Hz Sigma delta Medical 
imaging 

– Requires 24-bit 
resolution 

Digital radiography 
(X-ray) (Patyuchenko 
2019) 

60–100 MHz SAR, 
pipelined 

Medical 
imaging 

– Requires 
14–18-bit 
resolution 

– SNR  level  
70–100 dB 

– Multiple ADCs 
with this 
sampling rate

animals/agronomics, embedded industrial automation, motion/activity monitoring, 
and environment monitoring. In most scenarios like the Internet of healthcare things 
(IoHT), these IoT nodes such as wireless frontends and sensor interfaces are inac-
cessible, and operating renewal is not advisable. Table 6.3 shows the suitable data 
converter architecture according to the IoT healthcare application. Again we see the 
SAR ADC is the most suitable guy as it is covering maximum biomedical application 
areas. 

This forces the IoT architecture to have a long battery life with less maintenance. 
Energy-efficient IoT architecture blocks enable the long autonomous operation and 
reduce the size of the battery or harvester used to give energy to the IoT edge node, 
making their incorporation into large-scale healthcare monitoring systems easier. 
Although the signals sensed in the real world are required to be transformed to the 
domain with digital information. Thus, Analog-to-Digital converters (ADCs) and 
Digital-to-Analog converters (DACs) form a requisite component in IoT devices.
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Growth and Marketplace 

Human lives are improving with the widespread use of cutting-edge digital tech-
nology like the Internet of Things (IoT). Recently, the pandemic has shown the 
demand for more digitally advanced IoT-based devices. International Data Corpo-
ration (IDC) forecasts that by 2025, there will be approximately 42 billion of these 
devices in use, capable of producing around 80 ZB (zettabytes) of data. The market 
segmentation of data converters is based on type, industry vertical, and geography. 
ADCs and DACs are the two broad categories of converters available in the market. 
The market is divided into aviation and security, industrial automotive, commu-
nications, electronics, healthcare instrumentations, etc. by industry vertical sector. 
The market for data converters is geographically dominated by North America in 
2020, with a 37.5% market share. Because of the rise of the telecommunications, 
consumer electronics, and automotive industries, North America currently dominates 
the market. As a result, the Asia-Pacific area has a lot of room to grow in this sector. 

From 2021 to 2026, the data converter market is expected to achieve 5.1 billion 
dollars, increasing at a CAGR (Compound Annual Growth Rate) of more than 5%. 
The market has grown due to the increasing usage of modern automatic acquisition 
systems and the demand for high-precision images in scientific and healthcare appli-
cations. According to IDC (International Data Corporation), the global IoT industry 
revenue would be around US$1.1 trillion between 2021 and 2025. The number of 
IoT connections is estimated to rise at a 17% CAGR from 7 billion in 2017 to 25 
billion in 2025. Cars will be the fastest-growing application (30% of the M2M share 
by 2023) situation in recent IoT referred to M2M (mobile to mobile) connections 
category connected home applications (50% CAGR of the M2M share by 2023). 

ADC/DAC Requirement for IoT 

Sensors and industrial applications as addressed in the section, power requirement in 
IoT devices, IoT networks have made rapid progress in terms of system performance 
over the last two decades. As a result, Table 6.4 shows the power consumption of 
several healthcare IoT devices and applications that are currently available.

To achieve extremely energy-efficient operations, data converters with a resolution 
of lesser than 10 bits are extensively employed in AFE circuits. Greater resolution 
(≥10 bits) and ultra-low-power consumption are two conditions that must be met by 
these converters before they can be employed in high-end battery-powered devices. 
Higher sampling speed, Lower power consumption, lower supply voltage, and higher 
resolution are becoming more important to data converter designs as the channel 
length of the transistor shrinks (Technology scaling).
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Table 6.4 Power consumption requirements for healthcare IoT (IoHT) (Sharma et al. 2021) 

Application Performance 

Power consumption ADC/DAC Energy source 

Heart monitoring <10 µW 0.8–1.2 KSPS, Sigma 
delta ADC 

Battery with more than 
10 years of lifespan 

Body area monitoring <140 µW 1 KSPS, 12-bit ADC Battery 

Hearing aid 100–2 k µW 10–15 KSPS, 10–12 
bit ADC 

Rechargeable battery 
with one week lifetime 

Eye monitoring 250 mW 10 KSPS, 4 bit DAC Inductive power 

Brain monitoring 1–10 mW 100 KSPS, 8–10 bit 
ADC 

Inductive power

Challenges and Future Directions 

Research into the design and development of various data converters is still ongoing, 
according to a literature review (Ahmad 2010; Preeti Pannu and Devendra Kumar 
Sharma 2021; Preeti Pannu and Devendra Kumar Sharma Dec. 2020; Pannu et al. 
2020; Mouha 2021; Chung and Chiang 2019; Blaauw, et al. 2014; Kenington and 
Astier March 2000; Fateh, et al. 2015; Newswire and research report “Automotive 
IoT Market”, 2020; Razavi 1995; Bashir et al. 2016; Sheingold 1986; Toledo et al. 
March 2021; Sisinni et al. 2018; Robertson 2015). Ultra-low energy data converter 
designs for the best speed and accuracy in the low to moderately high-frequency range 
are some research gaps that need to be filled. Most data converter implementations 
concentrate on improving key metrics. Precision is one of the fundamental elements 
requisite by plenty of IoT applications to predict and forecast the desired value. Real-
time application requirements are incompatible with the capabilities of any converter 
circuit. As a result, a high-resolution figure-of-merit must be established for such 
applications. 

Rapid advancements in IoT technology are forcing designers to create new 
designs. Signal-to-noise-distortion ratio, sampling rate, resolution, power consump-
tion, ENOB, and spurious-free dynamic range (SFDR) are all important design char-
acteristics. Although data converters are used in many different industries, integrating 
them into system-on-chips (SoCs) and field-programmable gate arrays (FPGAs) is a 
challenging task. It takes a lot of skill to implement FPGAs and SoCs in smart IoT 
devices. These factors attract professionals who are likely to contribute. 

Infrastructure, agriculture, utilities, home automation, healthcare, automotive, 
industrial, and other applications are all possible with IoT devices. The entire spec-
trum of potential applications has not been considered. As more applications are 
addressed, the market for IoT devices will explode. There will be a lot of fresh ideas 
in this field, and a lot of them will originate from businesses without a history or 
track record in creating high-tech tools and machinery. 

A single system on a chip (SoC) will be used to implement many of these new IoT 
innovations, which will present challenges in terms of providing the highest level
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of integration and chip area reduction. There may be room for customization and 
differentiation in high-performance analog and mixed-signal blocks. To benefit from 
both power and chip area savings, the majority of IoT SoC designs are implemented 
with technology scaling. However, due to transistor mismatch and leakage, there 
are significant challenges in this domain. This chapter illustrated various converter 
architectures for healthcare IoT, we can expect these topologies to continue pushing 
energy efficiency trends. 
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Chapter 7 
IoT-Based Efficient and Complete 
Management on Street Parking 

Ranjeeta Yadav and Sachin Yadav 

Introduction 

Conventional parking system focuses mainly on quantity. It assumes that more is 
always better, and it can’t ever be too much. The real problem isn’t the inadequate 
supply of parking spaces, it is the inefficient management. This inefficient manage-
ment causes non-drivers to subsidise parking expenses, limit choices for transport 
and reduce the availability of housing. 

Following are the effects of the conventional parking system.

• As per the study of PMC or Pune Municipal Corporation, Pune has over 25,00,000 
documented vehicles, excluding the estimated addition of two lakh vehicles every 
year, but parking space for 1,800 vehicles only. Every metropolitan city like 
Mumbai, Delhi, Chennai and Bangalore has the same scenario these days.

• It’s been reported by INRIX that normally a driver in the UK wastes about 44 h 
annually looking for a vacant parking slot and contributes approximately £23.3 
billion to the nation. As per this report, London was declared the worst city for 
parking with 67 h/year spent by drivers looking for a parking space, equating to 
12 min/journey. Also, on being analysed by Admiral, it was noted that 64% of 
drivers felt stressed while parking, while 71% stated parking spaces were scarce.

• Each UK driver spends about $6.7 billion and wastes approximately 17 h searching 
for parking slots.

• Searching for vacant parking slots costs Americans around $73 Billion annually.
• Every year German drivers spend about e4.4 billion and waste around 44 h looking 

for vacant parking slots.
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• Germany has the greatest number of parking tickets annually, summing up to 
e380 million.

• 30% of the traffic is created while searching for parking slots. 

Despite the emerging trends of smart cities, the parking systems have observed 
no monumental progress in removing the stress of drivers or even reducing the time 
and efforts wasted by them on a day-to-day basis. Drivers waste massive amounts 
of time looking for a vacant parking slot, although only around 80% of spots are 
occupied on average. Finding a vacant parking slot has now become our beloved 
game of musical chairs. 

IoT (Internet of Things) is the solution to the haphazard system of the traditional 
parking system. The term “Internet of Things” was first coined in 1985 by Peter T. 
Lewis. 

The main terms in IoT are—“internet” and “things”. IoT is an interconnection 
of devices over the internet. Numerous devices collect data from different positions 
and communicate to units involved in managing, acquiring, organising and analysing 
the data. The first-ever IoT device came in 1982 when Carnegie Mellon University 
modified a Coke machine to report to inventory and update if the newly loaded drink 
was cold. 

The world population is 7.25 billion currently and the internet users are over 3 
billion. By 2017, the count of IoT devices had reached 8.4 billion. By 2030, the 
number of IoT devices is estimated to be about 50 billion, thus creating an enormous 
network of interconnected devices connecting every device, from kitchen appliances 
to smartphones. For good or bad, IoT devices have already outnumbered humans, 
and the trend is expected to explore further. The environment of IoT comprises three 
components—Device, Network and Application—also called the DNA of IoT. 

Device + Controller, Sensor, and Actuator + Internet = IoT 
= Internet of Things 

The main principle of IoT is called “3As of IoT” where the as stand for—Always, 
Anywhere and Anytime. IoT works with its 4 fundamental components.

• Sensors—collect data from surroundings. Collected data can be as simple as 
temperature or as complex as video. A device may have many sensors. Examples 
include GPS, camera, microphone, temperature sensors, etc. It can also convert 
physical data into electrical impulses. If two devices are connected, then actuators 
are used.

• Connectivity—Next, the collected data is transmitted to the cloud. The sensors can 
be connected to the cloud using various mediums like Wi-Fi, satellite networks, 
Bluetooth, WANs, etc.

• Data processing—When the acquired data reaches the cloud, the software process 
the acquired data. This can be as simple as checking temperature readings or as 
complex as identifying objects.
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• User interface—Next, information is made available to users. This can be done 
by notifying them using texts or emails. 

In an IoT network, one device may have both sensors and actuators, or both 
processors and actuators, or both sensors and processors or everything individually. 
As users, we are already utilising and enjoying the benefits and comforts provided by 
IoT devices. We preheat ovens on our way home, lock our doors remotely, track fitness 
on our Fitbits and book ourselves an Uber all with IoT. IoT can enhance efficiency, 
safety and decision-making for organisations. It can also speed up medical care, 
allow predictive maintenance, enhance customer care services and provide many 
other advantages. 

In 2016 global expenditure on IoT exceeded $700 billion. It has been estimated 
that in the next five years, approximately $6 Trillion will be spent on IoT. However, 
IoT is not all about expenditure. Barcelona saves approximately $37 million annu-
ally, all contributing to smart lighting and other IoT initiatives of the city which 
have generated 47,000 new occupations. With 34% of IoT developers using AWS, 
Amazon Web Services reign the IoT market. Microsoft Azure is utilised by 23% of 
IoT developers, while only 20% of them use GCP or Google Cloud Platform. The 
networking protocols used by IoT devices are TCP (54%), Wi-Fi (48%) and Ethernet 
(41%). 

Cisco had predicted that by 2019 IoT devices would produce data of more than 
500 zettabytes annually. A ZB or a zettabyte is equal to a billion TB or a billion 
terabytes or a trillion GB or a trillion gigabytes. Simply saying, 1 Zettabyte has a 
value of 1021. Another way to better understand a zettabyte is equivalent to 250 
billion DVDs, HD video of 36 million years, or the volume of the Great Wall of 
China if you let an 11 oz cup of coffee represent a gigabyte of data. The common 
examples of IoT in our day-to-day lives are Voice assistants (Siri, Alexa), smart cars 
(Tesla), Wearable fitness trackers (Fitbits), etc. 

The introduction of vehicles to the transportation sphere led to tremendous devel-
opments, including more movement of commodities and freedom in travel, along with 
the expansion of diverse economic spheres. Moreover, vehicles also have increased 
noticeable problems that steadily have progressed to the point where immediate 
action is required i.e. paid attention to. Emissions, environmental deterioration and 
noise are examples of such difficulties. Not only this, as more cars are introduced 
on the roads, more people and animals are vulnerable to injury, increasing traffic 
accidents. Vehicles also have contributed to the monetary problems related to traffic 
bottlenecks, which now are common almost in every city. Vehicles gradually have 
become a concern for city planners, particularly along the lines of guaranteeing the 
increasing flood of automobiles can be handled, both by highway development and 
sufficient parking spaces. 

It is estimated that car drivers spend around 100 h per year hunting for parking 
slots. In India, there are about 640K paid parking spaces. Due to the lack of proper 
urban planning, people voluntarily park their vehicles on the road, thus magnifying 
the chances of their vehicles getting towed for illegal parking. Illegal parking leads 
to the reduced speed of traffic, which further leads to delays and congestion, and
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in some scenarios, even accidents. Searching for a vacant parking slot also adds to 
traffic generation and congestion. Approximately 40% of the roads are obstructed by 
parked cars on a typical working day. Indian cities are heavily congested and hence 
considered some of the worst options for living. These problems can be addressed 
if the drivers have information regarding the parking spaces’ availability at their 
expected destination or any nearby place. Parking facilities are critical assets that 
form a major part of smart cities. Conventional parking system focuses mainly on 
quantity. Along with the advent of IoT, the making of a clever city is now achievable. 

One of the major problems that smart or clever cities associate with is traffic 
control structures and vehicle parking facilities. In contemporary cities looking for 
free parking, the slot is usually hard for drivers and tends to end up tougher with an 
ever-growing wide variety of private drivers. 

This issue could be viewed as a chance for clever cities to implement changes for 
improving the operation of parking assets of theirs, resulting in decreased searching 
time, congestion in traffic and street injuries. Institute displays growth in the number 
of progressive ideas associated with parking systems. In an IoT network, one device 
may have both sensors and actuators, or both processors and actuators, or both 
sensors and processors or everything individually. In 2016 global expenditure on 
IoT exceeded $700 billion. 

Things with proprietary communication devices were the forerunners of the IoT 
or the internet of things. Remote computers connected to the internet can track, 
control and monitor devices. IoT increases Internet usage that provides network 
communication for objects and devices, or “Objects”. We can say that IoT or the 
Internet of Things is a crisscross of various hardware devices, buildings, automobiles 
and other items—ultrasonic sensors, electronics, embedded along with software and 
network connectivity which makes it possible for these items to collect and exchange 
data. The two most important words in IoT are—“internet” and “things”. The net 
connects a massive global network of connected servers, mobile phones, laptops and 
tablets using international connectivity programs and protocols. The Internet enables 
you to send, receive or communicate information. 

The concept of building a smart city comes with the advent of IoT. Clever parking 
can be thought of as an application of the Internet of Things, a 1999 technology. 
The Internet of Things (IoT) is a concept in which a collection of things/objects 
connected via wireless and wired connections interact to generate new services or 
applications. One of the main issues related to clever cities is car management systems 
and car parking infrastructure. The intelligent parking system can be customised to 
incorporate both human and technological advancements to make more proper use of 
limited resources such as space, fuel and time. According to Babic et al., by ensuring 
that every available parking space is efficiently utilised, towns may benefit from 
easier, faster and denser car parking. 

The intelligent parking technology is anticipated to aid city administration in 
reducing traffic and lowering parking management costs, among other things. Nowa-
days, in cities finding any free parking slot is always tough for drivers and is increas-
ingly becoming tough with the ever-growing number of individual vehicle drivers.
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The circumstances might be viewed as a chance for clever cities to enhance the effi-
ciency of their parking spaces, resulting in shorter looking times, reduced congestion 
and fewer road fatalities. Parking and traffic congestion problems can be avoided if 
vehicles are notified ahead of time about the availability of parking spots in and 
around the region. Engineers may now construct new Internet of Things systems 
with recent advancements in low-cost, low-power embedded systems. Various urban 
cities have chosen to integrate various internet of things-based programs into cities 
along with city monitoring purposes because of developments in sensory technology. 

Here intelligent parking systems work in two modes i.e. online and offline; In 
offline mode, it acts as a conventional parking system just with a slight difference 
and that is it displays the number of empty and engaged slots on the LCD display at 
the entrance, in online mode, there is an addition i.e. it sends this information to the 
customer via the internet so the customer can know beforehand about parking lots. 

Literature Review 

Jirge et al. (2020) presented a smart parking solution that works on IoT. It improves the 
parking lot connectivity as well as the whole parking management architecture. The 
most important thing is that it is easily applicable in malls, hospitals, etc. This model 
covers and solves all the parking problems like labour cost, time consumption, etc. It 
is a green solution with no harm to the environment saving our time and energy. This 
system reduces mental and physical manpower, providing easy paths to park vehicles 
while saving time and energy. Having reasonable cost and a simple user interface 
makes it simple and affordable to use. This IoT system (Priyadarshini et al. 2021c) is  
extremely easy to use, install and maintain. Wireless sensor networks connect most 
of the sensors in the searched area. These sensors are also active during use so we can 
live track our vehicle, vanishing our worry about the security of our asset. Along with 
this, their sensor network consists of PIR and ultrasonic sensors which can detect 
incoming light and can easily sense the presence of a human or vehicle in the nearby 
area. These sensors send valuable information to the controllers and enhance the 
control system, thus reducing the light energy consumption in the parking space and 
ensuring the safety of the driver as well as the vehicle. The organised parking system 
that follows with the pattern of parallel parking also makes people easily detect their 
assets with little mind-boggling. 

Chaya Kumari et al. (2019) presented a solution and a plan for the problem of 
traffic congestion and air pollution. Most of the traffic jams and congestion is either 
due to less parking space or due to the use of the available ones in a very unsystematic 
manner. Traffic management requires much manpower (Sachan et al. 2021b) along 
with wastage of energy, fuel and time. They planned to give drivers a very easy-to-use 
and convenient plan so they could relieve themselves from the traffic stress. They 
used UV and IR sensors along with CCTV and Wi-Fi modules for the functioning 
of their model. This made their system very user-friendly, with no complications for 
users to understand. Just a few simple steps, which include
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1. Searching for the availability of nearby parking lots 
2. Browsing through those spaces and selecting which is easily accessible or 

preferred by them 
3. Choose the time span of the parking to be used and then simply confirm your 

occupancy once the vehicle is parked. 

This is an intelligent parking system that uses ISPA to detect vehicle number 
plates. Image processing is also done to make identification inexpensive and efficient. 
It uses mathematical computations to calculate the parking space measurements so 
that there is no problem in parking and the driver can know about the availability 
of the space and can easily choose the space which he wants to use. This solution 
presents a promising future for the unsystematic parking system, thereby increasing 
our living standards. 

Moutaouakkil et al. (2019) studied the traffic systems in Casablanca and provided 
a solution to all the environmental, economic, safety issues which make the manual 
parking systems inefficient and costly to use. They took various measures into consid-
eration like land scarcity and ineffective parking pricing. They intended to decrease 
the time taken to locate the parking spot, reduce the harm being done to the envi-
ronment and improve the parking cum driving experience. They researched various 
factors affecting the problems of parking space (Singh et al. 2021) and designed their 
solution, keeping the factors of volume and usage as priority. They studied various 
areas along with different types of users like commuters, frequent visitors and inter-
mittent visitors. It helped in reducing the time spent locating available space. The 
solution they designed depended on the area as per its pricing policies. So, it differed 
from area to area. The parking dimension, as well as management, were the key 
features on which this solution focused to provide better services to its user. For the 
parking pricing policy, they took three things into consideration—parking durations, 
location and pricing. The pricing policy they made intended to influence drivers’ deci-
sion to have less amount to pay, and thus, solve traffic problems without spending 
anything in advancing the infrastructure or installation. Their solution solved the 
problem by quick rotation of parking spots and then combining strategic pricing 
to make it effective and affordable at reasonable price. This system of pricing is 
zone aware and traffic aware. With this case study in Casablanca, they provided a 
solution that is well experimented with and takes practical and useful issues into 
consideration, along with solving it in a better and more efficient way. 

In September 2016, Shen et al. (2016) presented an intelligent management system 
for parking along with the pricing model so as to reduce driver’s expenditure. Along 
with solving the problem of parking space and the number of resources that are 
wasted in manual work, this system also focused on cutting the extra cost that is paid 
in the present models. It used RTR (real-time reservations) and STR (share-time 
reservations) so that driver was free to book a parking space for the same time or for 
any time in the future. This system used MILP (Mixed-integer linear programming) 
to reduce the monetary costs for the drivers and efficient use of parking resources. 
It mainly focused on using the following to make the parking experience effortless 
and hassle-free.
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1. Utilisation of maximum parking resources 
2. Focus on an increment of parking revenue 
3. Lowering the expense of drivers along with systematic spot search. 

It gave the users the freedom to choose the spot according to their liking. The very 
thing that makes this different from all the previous models was how it allowed the 
drivers to reserve parking space (Priyadarshini et al. 2021b) for the future (flexible 
reservation) along with the real-time pricing model. The main elements of this whole 
model are sensors, pricing engine, data centre, a smart allocation centre and virtual 
message sign. Different pricing models for RTR and STR are fair for the drivers and 
the parking owners. It also proposes static as well as dynamic reservation that helps 
in maximising profit. Experiments show that it cuts the expenditure of parkers by 
28%, increases utilisation by 21% and revenue by 16%, therefore, proving to be an 
effective solution to all the parking problems along with the reduction in expense of 
the driver. 

We can easily see all the traffic problems which exist around us (Rastogi et al. 
2018), the congestion of traffic and the shortage of parking spaces, mainly because 
they are not properly utilised. For the better utilisation of parking spaces, a lot of 
money, manpower and energy resources get wasted every day. Drivers are forced 
to spend more money to ensure parking space along with vehicle safety. In the 
year 2017 Chang et al. (2019) observed the problems in the parking systems in this 
technologically advanced time. They aimed to improve parking service quality and 
thus presented the SPA (Smart parking allocation) algorithm. This algorithm ensured 
that the users enjoyed the maximum benefits of a quality parking system. It could also 
predict a driver’s behaviour and estimate parking traffic from the previous parking 
records. The main goal of SPA was to forecast the time taken by every vehicle from 
its past parking activities. SPA’s three policies: 

1. WF-SPA: Worst-fit 
2. BF-SPA: Best-fit 
3. PBF-SPA: Parking behaviour forecast to allocate the available spaces to the 

vehicles. 

This idea achieved the following 

1. Prediction of parking length for every vehicle 
2. Excellent quality service 
3. Improved utilisation of parking slots. 

WF-SPA functioned by finding the space which had the longest idle period and 
further scheduling it to selected vehicles. BF-SPA functioned by finding the space 
which had the most appropriate time length. PBF-SPA (Parking behaviour forecast 
policy) predicted the future traffic based on its previous usage. It could easily forecast 
the time taken in parking for each vehicle in the coming days based on its past records 
and easily meet the user demand by scheduling vacant parking spaces. SPA can 
change how the traffic system works, usually with less investment and more energy 
conservation.
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Usanavasin et al. (2018) proposed a program that preferred to benefit from another 
lifting program and included a new beat-up technology. This program assisted with 
the management and improvement of parking. The user could find information about 
the parking space, the number of parking spaces and all other details of the parking lot. 
It also had the feature of online payment, which gave the user ease of use by providing 
them an opportunity to pay online in app mode. The system used a computer to keep 
a record of the vehicle number plate in the parking lot. The user would receive a 
notification on his/her smartphone, thus building the confidence of the user in the 
whole parking experience and simultaneously enhancing security. The system would 
check the vehicle’s number plate (Devaraj et al. 2010) and use it to notify the driver 
where his vehicle is parked in this for safety purposes. They proposed an algorithm 
that described the performance of an ultrasonic sensor in the detection of a vehicle 
in a parking slot. Parking slots in this system were defined as 

1 = available 
0 = not available 
Initially, when the vehicle would be detected, the status of the slot would be 

checked by calculating the car’s range. The camera would take a photo and the 
condition would be updated. Later, the range would be checked again. If the vehicle 
wouldn’t be detected in the slot, the status would be changed for the next vehicle. 
When a user would want to use the app, he/she would have to register in the app which 
would require a username, password, mobile number and vehicle number plate. The 
app would provide functions in terms of job requirements and app design. The user 
would be able to see the availability of a parking slot and then choose a specific 
parking space as per his/her liking. The system would send a real-time notification 
to the smartphone registered with the vehicle. The timer would start to time the user 
in the parking lot when he/she would enter the parking lot. Upon exiting the parking 
lot, they would receive a notification containing the time the car spent in the parking 
lot. This paper proposed an intelligent parking IoT system that could provide more 
than just access to private information but also help the driver find available parking 
space to reduce traffic congestion in the parking lot. 

Ahmed et al. (2019) proposed a design that included four segments and their 
result modified the combination of every segment. Every module was designed to 
perform its functions, but they were all interconnected to one another to conclude the 
complete process. The modules were—Main Server, Parking Centre Server, location 
and Android/iOS app. When an ultrasonic sensor would detect a vehicle, the camera 
would click a picture of the vehicle. Using the Google Cloud Vision Application 
interface, the processing of the image would be done to withdraw the text. The 
extracted text would help find the vehicle registration plate content. With the use 
of the Parking Centre Server updated data could be accessed. The Parking Centre 
server would store the information in the Parking Centre Server directory and the 
vehicle details would be refined along with the parking details. After tying the details 
to the parking centre figures, they would be forwarded to the main server, which 
would primarily store the details provided by the customer and Arduino/sensors. 
In addition, it would receive updated details from the Parking Centre Server. The
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customer could communicate with the server via the Android/iOS app. The user 
could effortlessly find his/her preferred parking space. The API would automatically 
suggest available parking space and its cost and access method. The ISPS system 
used cameras and ultrasonic sensors to aid detect parking areas and inappropriate 
parking. The suggested construction of the parking acquisition system will reduce 
search time for vacant spaces because all parking centre information will be stored on 
a large server and the driver would already have the directions to his/her pre-booked 
parking spot. The system would help the user search for parking spaces, giving 
preference to the user’s desired parking space. The suggested system observed high 
power efficiency, complete automation and cost efficiency. The system could reduce 
congestion, human effort and most importantly the amount of carbon in the air. 

The study by Harris and Karthi (2016) was not done in a conventional way. They 
did not evaluate the performance of parking services, did not provide any modelling 
system statistics and did not monitor the waiting time for each operating vehicle. They 
used ultrasonic sensors (a device that detects and respond to input from a physical 
location), Arduino Uno (ATmega328P based microcontroller), Arduino Ethernet 
(ATmega328-based microcontroller board) and Amazon Relational Database Service 
(web service that makes it simple to set up, work with and measure the database of 
cloud relationships). The launch part was done in the cloud-based environment and 
on an Android device. The type of drivers who wanted to make a reservation could be 
categorised as users. Parking and reservation activities would be done on the mobile 
app. The user would specify his/her desired parking location on the mobile app and 
the request would be sent to Amazon RDS to get parking status. Then the parking 
lot map would show the free parking spaces in the area and if the user would like to 
proceed with an online reservation, he/she would have to sign in and make an online 
payment. Once the payment would be made (Chang et al. 2019), the position of the 
designated area would reserve using LED lights in the parking lot. Finally, when the 
vehicle would enter the parking lot, the user would be verified using the OTP he/she 
received at the time of sign-in. This function focused on the parking system with pre-
booking to overcome waiting in the queue, and so, with this prototype, the average 
waiting time for parking was reduced. Smart parking with a booking system (Azad 
et al. 2021) increased revenue for service providers, provided a diversified service for 
users with different needs and eliminated traffic congestion. Future upgrades could 
use GPS to locate and navigate parking spaces on the mobile app. 

Vijayan et al. (2019) proposed the creation of a single-handed representation of 
slots in the parking lot. The initial phase of this smart parking plan is the discovery 
of a parking space. Here, they only used images recorded by the surveillance camera 
installed in the parking lot to detect vacant slot detection. 

To locate every parking slot, a special number was given to every parking slot. 
The camcorder was used to capture all slot numbers in one frame. In contrast with 
the previous system (Priyadarshini et al. 2021a), there was no requirement for extra 
care to fix the camera. The only thing here needed was to make sure that the recorded 
image must have all the slot numbers visible. When the cars were parked in the lot, 
the corresponding slot number would hide the image. Now the only thing that needed 
to be done was to identify the available numbers. This could be done using Optical
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Character Recognition (OCR) method for processing digital images. The camera 
would be placed in a special corner to monitor all parking lots and space numbers 
in one frame. There was a second and fifth delay in taking pictures with the camera. 
After that, the image was saved to continue working. The captured image would be 
processed to improve image quality. Image classification is a key method used in 
a system based on character recognition. The OCR-based algorithm for MATLAB 
was used to recognise numbers in the picture. These numbers were saved as vectors. 
If the car was parked, then its unique slot number would be invisible. Therefore, the 
slot number won’t be visible in the output vector. The missing slot number would be 
identified as the slot taken. The numbers present in the output vector would represent 
vacant spaces and would be passed to the user notice section. These numbers would 
be visible as blank spaces in the parking lot. The parking image is processed to obtain 
a greyscale image and then transformed into a corresponding binary image. After 
proper refining, the image will only show slot numbers. 

Alshehri et al. (2019) proposed a smart parking solution for the mega needs of the 
megacities. Their management system was built to effectively control the parking 
system and solve problems, thus contributing to the idea of smart cities. Their smart 
parking system provided reservation parking slots and displayed statistics with the 
assistance of the IoT (Internet of Things). With the assistance of sensors used to 
detect parking availability and recognition to monitor the access mechanism, all this 
was made possible. They figured that pre-booking a parking spot would help to save 
the driver’s time (Sahu et al. 2021), effort and fuel spent searching the parking lot 
in real time. Not only did their model consist of the basic features, but they also 
had an automatic number plate recognition camera for access control. There were 
sensors in each parking slot that controlled the slot state by detecting a vehicle’s 
presence. The user may use the application to reserve a parking space, cancel the 
reservation, make an online payment, edit personal data or display statistical reports. 
When he/she makes a reservation, the user will receive a note. The camera would 
catch the vehicle’s number plate upon hitting the parking slot. The gate or barrier will 
only be opened if the number plate had a registered reservation. This will regulate 
the flow of the car in the parking lot, thus making the parking space for the driver 
hassle-free. 

khan et al. (2018) and Vo et al. (2021) highlighted the fact that India is getting 
motorised day by day as people are preferring to have their own private vehicles 
rather than using public transport. Hence, the number of private vehicles is increasing 
exponentially and so is the need for a systematic parking system. To deal with this, 
they decided to digitise the process of finding a vacant parking slot. They created 
an application that would help the driver to find the nearest parking. The driver 
would register with basic details like username, number plate of the vehicle, mobile 
number and a connected wallet (PayTm, PhonePay, UPI, Amazon pay, etc.). The 
app was implemented using different search algorithms, like max–min algorithm 
or genetic algorithm (Nguyen et al. 2015). It added dynamic locating and guiding 
to the parking spaces in real time. It was basically intended to maximise time and 
distance. For sensing the vacant parking spots, they deployed sensors in each parking 
slot. When the user would request a vacant parking space, then the request would be
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passed to the nearest node. If there would be a parking space available within 30 m 
radius, then the user will be notified along with the directions and address, else the 
request would be forwarded to next node. This project totally focused on providing 
an agile and smooth parking experience to drivers. 

An integrated smart parking system was proposed by Nait-Abdesselam et al. 
(2018) and Sachan et al. (2021a) to provide a mobile application for real-time driver 
interaction with the infrastructure of the car parking in a way that minimised the 
driver’s time looking for a vacant parking spot. The main aim of their parking system 
was to distribute drivers’ available parking spaces properly along with reducing 
their time for testing. The main feature of this project was that, based on gaps in 
duration between sending and receiving a signal, it regularly checked the condition 
of the parking spots. An image was submitted to the device until the adjustment was 
identified, thereby identifying incorrectly parked vehicles (Rastogi et al. 2018). It 
lacked, however, a proper way of measuring free parking spots easily. Then, to aid the 
drivers in finding a vacant parking slot near their destination, Mejri et al. suggested a 
parking reservation system known as “ROSAP”. Reducing the on-foot distance from 
the parking slot to the destination was the key feature of this scheme. But ROSAP’s 
biggest downside was the privacy issues of drivers who were unwilling to disclose 
their destination. Since the smart parking system architecture consists of databases, 
data collection is inevitable. 

Belinova et al. (2018) and Ghanem et al. (2021) shed light on the issue of inade-
quate parking spaces faced today by many cities. They proposed the notion of sharing 
the car park with more than one organisation (Sharan Sai et al. 2018). They predicted 
that this concept could save 20–40% of the parking spaces. They witnessed the intro-
duction of a smart parking project in Uherske Hradiste, Czech Republic. There are 
around 25,000 inhabitants in this city. There are five types of parking areas in Uherske 
Hradiste that have paid parking lots. The purpose of this is to optimise the turnover of 
cars in the lot and to compel drivers who park their cars to use the allocated parking 
space for a longer time period. In paid parking district, there are about 1600 spaces. 
The emphasis of this parking management system was that smart methods should 
take advantage of existing smart technology in order to upgrade the existing parking 
system for better and more effective use. Parking spaces may, according to them, be 
divided into two types: parking spaces in isolated areas and street parking spaces. 
The model they offered consisted of 2 main components: 

1. Geographical localisation and definition of parking units and systems 
2. Localisation above the Street Net network of parking units and unit networks 

The first component concentrated on the information and geographical location 
of all the parking vehicles. The relationship between the parking vehicles and Street 
Net in the database was defined by the second component of the data model. ArcGIS 
Geodatabase was used in the physical model implementation and the last step was 
to show the required information on the app or website. The governments can exper-
iment with this model and as per the needs of each country, this system can be 
modified.
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Smart Parking System 

Motivation to use Smart Parking: 
Parking optimisation—Users find the best available spot, saving time, resources 

and effort. The parking lot fills quickly, and commercial and corporate entities can 
make good use of the available space. 

Reduced traffic—As fewer cars are required to drive around looking for an open 
parking space, traffic flow increases. 

Reduced pollution—Looking for parking consumes approximately one million 
barrels of oil per day. An optimal parking solution will significantly reduce driving 
time, lowering daily vehicle emissions and, ultimately, the global environmental 
footprint. 

Real-Time Data and Trend Insight—Over time, a smart parking solution can 
generate data that reveals user and lot correlations and trends. These trends can 
be extremely useful to lot owners in terms of determining how to adjust and 
improvements to drivers. 

In our proposed smart parking system, the user will be easily able to get to a 
vacant parking spot without wasting time and resources. The parking lot entrance 
will have an LED display displaying the total occupied and vacant parking spots in 
the parking. It will be followed by a barrier that will not open in case the parking lot 
is full, thus saving the driver from unnecessary stress. Inside the parking lot, each 
parking spot will have IR sensors for detecting the presence of a vehicle and two 
LEDs lights. The green LED at the parking spot will indicate the vacant parking spot, 
while the red LED will indicate the occupied parking spot. The IR sensors will be 
connected to the barrier the LED display at the entrance and the LED lights at their 
parking spots via the cloud. As soon as the driver enters the parking lot, he/she will 
be able to spot the vacant spots easily. This will save the driver from the hassle of 
going through each row of cars and wasting fuel and time (Fig. 7.1).

The entire workflow of the presented prototype as shown in Fig. 7.2. It elaborates 
on the working of the prototype. IR sensor transfers the results to Arduino Uno, 
which is displayed on the LCD screen as a visual output near the prototype. It uses a 
Wi-Fi module esp8266 module to transfer the data and make it visible remotely on 
the Blynk application. Further, the block diagram has been divided into two parts for 
better understanding (Fig. 7.3).

The Block diagram represented in Fig. 7.4 shows that the power supply is given 
to the IR sensor, Arduino Uno and LCD display after which the IR sensor senses the 
presence of the car and then gives it to the Arduino microcontroller which further 
displays it on the LCD display. The Arduino module is connected to Wi-Fi. Arduino 
transmits data to be displayed on the app. The smart device helps in providing internet 
connectivity. Then the data through the Wi-Fi module is shown on the Blynk app.

In the latest smart parking system, the user will be easily able to get to a vacant 
parking spot without wasting time and resources. The parking lot entrance will have 
an LED display displaying the total, occupied and vacant parking spots in the parking. 
It will be followed by a barrier that will not open in case the parking lot is full, thus
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Fig. 7.1 Flowchart of driver’s POV

saving the driver from unnecessary stress. Inside the parking lot, each parking spot 
will have IR sensors for tracking the presence of a vehicle and LED lights. The red 
light will be on when there is no parking in the provided slot. Therefore, on the screen 
on the selected slot, it will display an “N” character which is the symbol that the 
slot is totally empty. While, when any car occupies the slot, there will be two lights 
emitting is green and red which shows that the IR sensor has detected something, 
and the IR sensor transmitter and receiver are working properly. Since the light is 
glowing then on the screen, we will be seeing the “Y” sign on the selective slot. 
Hence,

• “Y” character on the screen means that the slot is occupied.
• “N” character on the screen means that the slot is empty.
• This information will be automatically updated in the Blynk app as well. And on 

the selective slot, it will show “1” to the occupied slot and “0” to the slot which 
is not occupied. Therefore, in the Blynk app:

• “1” means the slot is occupied on the app.
• “0” means the slot is not occupied yet.
• This will save the driver from the hassle of going through each row of cars and 

wasting fuel and time. In the future, if we must make a real-world app then what 
we can offer to our customers in the app so that parking can be as smooth as 
possible. These are the possible features

• Login/Signup features so that users can register themselves.
• The layout of the parking slot which will be visible to the customer through our 

app.
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Fig. 7.2 Flowchart of sensor’s working

• Video of the car parking in case of security reasons as proper surveillance will be 
installed in the parking system.

• Discount on the registered user which will attract the customers.
• A warning people about the mental illness which is caused the drivers (Fig. 7.5).

Working 

Arduino microcontroller is the main component of this system. Car Parking Slots 
Monitoring System based on IoT using Arduino, Node-MCU ESP8266 wi-fi module. 
There are two floors in the parking lot. There are five slots on each floor. Each parking 
spot has one infrared sensor. As a result, we have a total of ten infrared sensors. Each 
sensor is used to sense whether a vehicle is present in the spot. Arduino is connected 
to these infrared sensors. When a car is parked in the slot, the Arduino transmits a 
signal to the Node-MCU ESP8266 Wi-fi module, which then sends it to the Blynk



7 IoT-Based Efficient and Complete Management on Street Parking 145

Fig. 7.3 Block diagram—smart parking system

Fig. 7.4 Block diagram showing parking monitoring and sensing

app. The Node-MCU ESP8266 wi-fi module allows us to monitor parking spaces 
from anywhere in the world. The real-time data are displayed on the app. 

All the pins are carefully labelled. Never power the Node-MCU ESP8266 Wi-Fi 
module with the Arduino’s 5 V. If you use the Arduino’s 5-V power supply to power 
this module, it will keep resetting. The user can access the data on the Blynk app on 
their smartphone (Fig. 7.6).
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Fig. 7.5 Smart parking 
model

Fig. 7.6 Flow chart of smart 
parking system 

Results 

The turning on the message of the prototype is shown in Fig. 7.7. After 3 s of 
displaying the message Smart Parking System, it starts to find the Wi-Fi network 
using the esp8266 module. During the time while the Wi-Fi connection is established 
the LCD screen shows a message of connecting as shown in Fig. 7.4 (Figs. 7.8 and 
7.9).
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Fig. 7.7 Turning on LCD  
message 

Fig. 7.8 Connecting to 
WI-FI 

Fig. 7.9 Display on LCD 
SCREEN when ALL slots 
are occupied 

This system will show “Y” on every slot, then it means that it has been fully used 
and the Blynk app will also throw a message stating that the slots are full and cannot 
be used further. 

In case, we tend to make it real then we will not use the Blynk app because it 
has its restrictions. Therefore, we will provide and make an application by ourselves 
that can provide SIGNUP and SIGNOUT features and the feature we want to give to 
our people. In case there are not enough slots filled then we will see “N” on the slot 
number and “Y” on the slots where the parking has been occupied. Module ESP 8266 
plays a crucial role in the connection between the device and hardware. First, you
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Fig. 7.10 All slots are not 
full

must rename your Hotspot as provided by the Blynk app and changes the password 
as well so that the hardware can be connected to the software easily. After that only 
we must run the Blynk app, and it will automatically fetch data through ESP 8266 
and update the slot’s details of being used or not. Remember, it is very crucial to 
restart the system if it shows an error that is unpredictable. In this way, we can reduce 
the time to find parking for a particular diver (Figs. 7.10 and 7.11). 

Conclusion 

The desire for a well-organised and hassle-free parking system has been the dream 
of every driver. With today’s technologically advancing world, this dream is coming 
true. The drastic boom in the IoT domain has brought technology to each aspect 
of our life. From an air conditioner at home to even our cars, IoT is everywhere.
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Fig. 7.11 All slots are 
occupied

Thus, with the implementation of IoT in parking lots, the lives of drivers are going 
to become a lot easier. From reduced time and fuel wastage to keeping the stress of 
finding a vacant parking spot at bay, this smart parking system will make the parking 
experience smooth. 

The smart parking system’s demand is growing exponentially. Users can now 
include real-time access to the parking space. The current system in the world does 
not contain parking reservations and checking parking availability. The previous 
technology was a vision-based monitoring system that calculated the number of 
incoming and exiting vehicles to estimate the number of parking spaces available in 
the region, which took a long time and effort. The upcoming technology includes 
a sensor-based system that uses ultrasonic sound waves to detect vehicle detection 
and then two-line parking using the concept of more than one parking vehicle. The 
result of this smart car parking program aims to connect the parking lot to the rest of 
the world to save time and money for the user effectively. This system reduces the 
fuel consumption of a car used in car searches.
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Future Scope 

Smart houses have always been a pipe dream. Over the last few years, some work has 
been made toward making the goal of a smart city an actuality. Cloud technology and 
the IoT have opened new possibilities for smart cities. Smart parking has long been 
at the heart of smart city development. The technology delivers process and parking 
information in real time. This increases efficiency by saving consumers time when 
looking for a parking spot. It contributes to the alleviation of the growing problem 
of traffic congestion. Users will be able to book a parking spot from a remote GPS 
position in the future, and a license plate scanner will be deployed. 
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Chapter 8 
UM5 of Rabat to Deep Space: Ultra-Wide 
Band and High Gain Only-Metal 
Fabry–Perot Antenna for Interplanetary 
CubeSats in IoT Infrastructure 

Fouad Omari, Boutaina Benhmimou, Niamat Hussain, Rachid Ahl Laamara, 
Sandeep Kumar Arora, Josep M. Guerrero, and Mohamed El Bakkali 

Introduction 

Small spacecrafts and CubeSats have become emerging tools to explore space tech-
nology and then to perform inexpensively related science (Bakkali 2020; Popescu 
2017). CubeSats are frequently used and have become more ambitious due to their 
low costs, short development time, simplicity, and, most importantly, low power 
consumption as compared with other conventional satellites. However, going from
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LEO to GEO orbits and due to the amount of data transmitted to Earth (from Kbits to 
Mbits), the CubeSat’s communication systems are preferred to be improved as high 
as possible in order to fully support science and make these missions more accessible 
for space partners (Rivera and Boyle 2013; EU  2012). The CubeSat’s communica-
tion subsystem is crucial, as it provides transmission with earth stations and hence 
a high-data-rate communication subsystem is required in order to transfer high-
resolution images and perform other tasks scheduled by the CubeSat mission. More-
over, CubeSats require antenna systems with specific characteristics to realize various 
functions such as telemetry, tracking, earth observation, global positioning system 
(GPS), global satellite navigation systems, and inter-satellite cross-link communica-
tions (Bakkali 2020; Rodríguez-Osorio and Ramírez 2012; Wu et al.  2014). CubeSat 
antennas can work at a wide range of frequencies and realize various tasks similar 
to conventional satellites (Rahmat-Samii et al. 2017). After the CubeSat is deployed 
into the targeted orbit, its reorientation must be applied in order to define the trans-
mission links with earth stations as per the areas of that CubeSat missions and perfor-
mances of both CubeSat antennas and ground stations on earth. Henceforth, CubeSats 
require high-performance antenna designs for establishing communication with earth 
stations and so accomplishing the CubeSat Mission (Babuscia 2020). 

However, despite various antennas designed can be placed on the CubeSat body, 
the design and implementation of CubeSat Subsystems present strict limitations of 
weight and dimensions (Bakkali 2020; Jiang et al. 2017). Antenna performances will 
be, therefore, affected by closely adjacent antennas and hence limits the effective-
ness of multiple-antenna designs for one CubeSat mission. From another hand, the 
use of very high-frequency (VHF) ultrahigh-frequency (UHF) monopole and dipole 
antennas used on CubeSats is incapable to meet capabilities of high-data-rate trans-
mission and so long lifetime CubeSat mission despite their length of hundreds of 
millimeters and the need of deployment operation after the CubeSat lunch. Particu-
larly, mainly taking into consideration both gain, size, and stiffness, planar antennas 
present the best choice and more especially at high working frequencies (Bakkali 
et al. 2021). 

Moreover, Single-feed planar antennas have been widely used because of their low 
profiles, lightweight, and simplicity in design. However, their inherent drawbacks 
of narrow impedance, low-temperature stability, and low gain limit their suitability 
for use on small spacecrafts and CubeSats. To transact with these challenges, this 
research work introduces a new small spacecraft antenna approach based on the use 
of Fabry–Perot configurations for interplanetary CubeSats. 

The proposed Fabry–Perot antenna approach falls under the endeavors of the 
Mohammed Five university of Rabat in order to target emerging space technologies 
and furthermore open doors to understanding how the universe works. These features 
are targeted due to its rank as the oldest Moroccan university and first research 
organization established after achieving independence from France (Mohammed 
Five University of Rabat). In this antenna approach, both strips of the proposed 
Fabry–Perot are slotted using two arrays of square cells and are optimized in order 
to obtain the highest gain possible with suitability for interplanetary CubeSats. In
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addition to that, the impedance bandwidths are preferred to be ultra-wide as much 
as possible. 

This paper is summarized through the following sections: Geometrical analysis of 
approach is presented in detail in Sect. 8.2. The achieved performances are introduced 
and discussed in Sect. 8.3. Section 8.4 concludes the proposed study. 

Antenna Design Geometrical Description 

The proposed Fabry–Perot antenna is designed using ANSYS HFSS for use on 6U 
CubeSat configurations at Ku-band. It is lightweight and is developed without the use 
of any dielectric material; refer Figs. 8.1, 8.2, and 8.3. It consists, therefore, of only 
metal high gain Fabry–Perot antenna structure optimized using a quasi-Newtonian 
method which is a part of HFSS packages (ANSYS HFSS simulator). The source 
antenna is a 50Ω probe excited circular patch ring antenna. It has a physical size of 
23 × 23 mm2 and is made of copper. The excitation probe is shifted by 1.5 mm from 
the antenna center in order to achieve the highest gain possible with good impedance 
matching around an operating frequency of 13.40 GHz. The aim of the presented 
study is to open doors for use of only metal Fabry–Perot antennas on deep Space 
environments where the temperature is too high and antenna peak gain should be as 
high as possible. Henceforth, the proposed Fabry Perot is optimized using QNM in 
order to achieve a peak gain bigger than 15.0 dBi with high return loss and total size 
suitable for 6U CubeSats. 

The Fabry–Perot strips have a total size of 154 × 154 mm2, are separated by an 
air gap distance of 1.2 mm, and are placed at a distance of 26 mm above the source 
antenna. They are made also of copper metal and are welded with the CubeSat chassis 
using four metallic screws of Aluminum. 

In terms of geometry, weight, size, cost, stiffness, and power consumption, the 
proposed metallic Fabry–Perot antenna is very suitable for use in Deep Space 
CubeSats.

Fig. 8.1 3D HFSS model of 
the proposed antenna system

Constructed 
Fabry Perot 

ScrewMetallic Reflector 
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Source Antenna 

Coaxial Probe 

(a) Source antenna: Side view 

. 
11.5 mm 

Excitation 
Port 

(B) Source Antenna: Top 

Fig. 8.2 Geometry of proposed source antenna 

Fig. 8.3 Geometry of 
developed Fabry Perot

(a) Sub-Fabry Perot 

4 mm 

4 mm 
154 mm 

154 mm 

(b) Upon Fabry Perot 

154 mm 

154 mm 

2mm 

2 mm  

Results and Discussion 

As it is mentioned above, the constructed only metal Fabry–Perot antenna is designed 
and optimized for operation at Ku-band. Figures 8.4 and 8.5 show both the reflection 
coefficient and VSWR of the source antenna alone and the optimized configuration 
of the Perot antenna. It is observed that the first one gives a low reflection coefficient 
(high return loss) and VSWR close to one around our targeted working frequency 
of 13.40 GHz. It presents ultra-wide impedance bandwidth ranging from 13.05 to 
14.70 GHz with a high return loss of about 32.41 dB at 13.48 GHz. The second one,
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Fig. 8.4 Reflection coefficient of proposed antenna configurations versus frequency

Fabry–Perot configuration, gives similar results of |S11| and VSWR coefficients with 
bandwidth enhancement around the same operating frequency. 

The metallic Fabry–Perot antenna highlights, therefore, an ultra-wide band with 
a good reflection coefficient for use by Deep Space CubeSats. These results can be 
translated to a low electric power being forwarded back to the excitation port and 
hence the maximum quantity of excitation power being radiated outside the CubeSat 
body. 

2D radiation pattern and 3D gain plots of the source antenna alone and 2D gain 
plots of both metallic antenna structures are given in Fig. 8.6. It is shown that the 
source antenna alone achieves a high gain of about 9.2 dBi with unidirectional radi-
ation pattern and wide beamwidth angle at 13.40 GHz. This very small metallic 
antenna configuration is, hence, very suitable for all CubeSat configurations although 
it gives away much space on the CubeSat body for solar panels and other satellite 
devices.

Due to the long distances introduced by deep space missions, higher results of gain 
are preferred because they limit requirements of deep space earth station antennas 
for earth-deep Space CubeSat links and hence the cost of the overall space mission. 
Figure 8.7 proves the effectiveness of implementing Fabry–Perot structures above 
the proposed metallic source antenna on the peak gain at our resonant frequency of 
13.4 GHz.
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Fig. 8.5 VSWR coefficient of proposed metallic antenna configurations versus frequency

We show that they increase the peak gain by about 6.5 dBi at the same operating 
frequency and using the same excitation power used by the source antenna alone 
and hence increase the suitability of the proposed metallic antenna configuration for 
Deep Space missions. 

This means that both Fabry–Perot strips get excited through electromagnetic 
coupling with the source antenna and then increase radiated power in the z-direction 
outside the CubeSat. By adding the Fabry–Perot strips, the final metallic antenna 
design becomes suitable for Deep Space CubeSat missions with the use of a suit-
able earth station in the transmission chain. To complement our study, in Tables 8.1, 
8.2, and 8.3, our antenna is compared to similar CubeSat antenna designs in terms of 
frequency bands, materials, stiffness, weight, cost, and suitability for both uplink and 
downlink transmissions using CubeSats. It is found that our antenna design presents 
the lowest volume, and lowest cost, and achieves the best gain for deep space satellite 
missions using CubeSats.

Through this study, it is proved that low power consumption, lightweight, low 
cost, and simple configuration of metallic Fabry–Perot antenna can overtake gain of 
15.50 dBi with ultra-wide impedance bandwidth at Ku-band. Henceforth going from 
LEO CubeSat missions to interplanetary uses can be easily obtained using metallic 
Fabry–Perot antennas (Omari et al. 2022; Benhmimou et al. 2022).
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(a) E-field and H-field of proposed source antenna 

(b) 3D Gain of proposed metallic source antenna 
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Fig. 8.6 2D radiation pattern and 3D gain plots of proposed source antenna alone at 13.4 GHz

Conclusions 

A high gain Only-Metal Fabry–Perot antenna is proposed for deep orbit CubeSat 
missions in this research work. The presented study shows that both the source 
antenna and the Fabry–Perot configurations achieve peak gains higher than 9.0 dBi 
at Ku-band and hence both antennas can be used for CubeSat missions that require
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Fig. 8.7 Peak gain of proposed metallic antennas at Ku-band (13.4 GHz)

a lifetime bigger than 100 years. In addition to that, both antenna configurations 
present ultra-wide bandwidths around an operating frequency of 13.4 GHz with a 
gain enhancement of about 6.50 dBi using the constructed Fabry–Perot. The proposed 
Fabry–Perot antenna, which is lightweight and low cost, can be, therefore, used for 
deep space communications using 6U CubeSat configurations. 

Consequently, the achieved results prove that the combination between Fabry– 
Perot structures and only metal antennas offers very high antenna peak gains and 
wide impedance bandwidth with advantages of low profile, low power consumption, 
and low-cost antenna configurations for deep orbit CubeSat missions.
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Table 8.2 Brief comparison with literature works based on Roger RT 5880 Material 

Reference Frequency Materials Approach Return 
loss 
(dB) 

Gain 
(dBi) 

CubeSat Stiffness Weight 

Sumathi 
et al. 
(2021) 

C-band 
(6.85 GHz) 

Roger RT 
Duroid 
5880 

LCAM + 
multi 
layers 

~33.0 ~8.0 × Very low Medium 

Qin et al. 
(2015) 

X-band 
(10.0 GHz) 

Roger RT 
Duroid 
5880 

2 layers 
PRS + 
FP 

~40.0 ~14.0 3U and 
6U 
CubeSats 

Low Medium 

Our work Ku-band 
(13.4 GHz) 

No 
dielectric 

FP ~20.0 15.5 3U and 
6U 

High Low 

Table 8.3 Brief comparison with literature works based on FR4 Material 

Reference Frequency Materials Approach Return 
loss 
(dB) 

Gain CubeSat Stiffness Weight 

Chen and 
Zhang 
(2019) 

X-band 
(10.5 GHz) 

FR4 AMC + 
CPCM + FP 

~17.0 ~8.0 
dBi 

All 
structures 

Medium Medium 

Naik and 
Vijaya Sri 
(2018) 

X-band 
(13.67 GHz) 

FR4 Parasitic 
elements 

~40.0 ~8.0 
dBi 

× High Low 

Cheng 
and Dong 
(2020) 

C-band 
(5.0 GHz) 

FR4 PRS + FP ~22.0 14.8 
dBic 

6U Medium High 

Yang 
et al. 
(2020) 

C-band 
(5.1 GHz) 

Liquid 
metal + 
FR4 + 
PMMA 

Liquid–metal 
PRS + FP 

~18.0 ~8.5 
dBi 

All 
structures 

Medium High 

Our work Ku-band 
(13.4 GHz) 

No 
dielectric 

FP ~20.0 15.5 
dBi 

3U and 
6U 

High Low
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Chapter 9 
A Shared Patch MIMO Antenna 
for NB-IoT Applications 

Sneha, Praveen Kumar Malik, and Ahmed Alkhayyat 

Introduction 

In the Present era of digitization where everybody has to become an IT incumbent in 
some manner. For the last few decades, somehow, we are all depending on Technology 
and it plays an important role in our everyday life. This combination of devices and 
wireless network connectivity forms the Internet of Things. Narrow Band Internet 
of Things technology is one of the latest advancements and most useful technology 
of IoT. NB-IoT provides a wide range of wireless network services that can help to 
improve IoT Services. It is a low-power, wide-area technology that consumes very 
little power in data communication. The bandwidth is a requirement for wireless 
communication systems with high data rates (Sneha et al. 2022). The indoor wireless 
connectivity degrades due to multipath fading and this can be resolved using MIMO 
technology (Kumar et al. 2019; Sundar et al. 2020; Zhuo et al. 2020). As the MIMO 
technology helps in improving the signal quality, this technology is widely used in 
designing the indoor antenna these days. Initially, the planar monopole antenna was 
proposed for ultra-wideband application, with the orthogonal polarization which is 
achieved by designing the multiple patches which are arranged orthogonal to each 
other (Ren et al. 2014; Kiem et al. 2014; Huang et al. 2015; Tripathi et al. 2015; Tao  
and Feng 2016). But the problem with these antennae is, that the size of the antenna 
is increased as the same antenna is placed sometimes. As the patch is placed nearby 
to each other, some isolation techniques are required to improve the isolation of the 
antenna (Shin et al. 2020). Similarly, the fractal antenna provides a good bandwidth 
at a very low frequency as it resembles with large resonant length helps in decreasing
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the size of the antenna (Elijah and Mokayef 2020; Schnabel et al. 2013; Metz et al.  
2001). In this article, we have proposed the Fractal patch MIMO antenna which can 
be utilized in NB-IoT applications. The proposed antenna is designed on an FR4 
substrate of εr = 4.4, and excitation is provided using a lumped port. It is designed to 
cover the B1(2100), B3(1800), and B5 (800) bands of NB-IoT. The designed antenna 
is of dimension 20 mm × 10 mm. It is resonating at 2 GHz and provides a good 
bandwidth of 135%. The antenna is designed and simulated using HFSS. 

Antenna Design and Analysis 

The patch design steps which is used to evolve the fractal patch are shown in Fig. 9.1 
in steps. The slant line is at 45° and the fractal shape is iterated in three steps in the 
last steps the fractal line is shaped into a polygon with five sides. The patch antenna 
is fed by two microstrip line which is placed orthogonally which helps in reducing 
the size of the antenna as compared with a conventional MIMO antenna. The mutual 
coupling between the port and patch is improved by increasing the distance between 
antenna ports. The substrate provides mechanical support to the patch antenna. here 
we used Flame retardant FR4 material which has a dielectric constant εr = 4.4 and 
substrate thickness is 1.6 mm, the patch antenna is designed on top of the substrate 
size of 20 × 10 mm2, and the ground is designed on the other side or considered as the 
bottom of the substrate with the defected ground concept that helps in increasing the 
effective size of the grounds. The patch antenna is excited with a lumped port through 
the two microstrip feed line placed complementary to each other as mentioned in 
Fig. 9.2. 

We aim to design a planar antenna for NB-IoT Applications. To achieve the 
required resonating frequency of the antenna we need to increase its resonating 
length in a very small dimension antenna so, we have the fractal technology and 
improve the signal quality reception we have used multiple input multiple output 
technology (Kaur and Malik 2021; Malik et al. 2020, 2022; Rahim and Malik 2021). 
The ground is designed in such a way that it helps in improving the isolation between 
two ports and improves mutual coupling. The antenna sideline is designed in three 
iterations in fractal design with skew angle zero and slat angle forty-five, so the fractal

Fig. 9.1 Design steps involved in the patch design
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Fig. 9.2 The dimension of the patch antenna

unit in the polygon has the size of 0.268 mm, after the third steps mention in the 
figure,1 the five-side polygon is designed as a radiator. For our NB-IoT application, 
the B1(2100), B3(1800), and B5 (800) bands are covered using this design. The 
radiator patch behaved as a shared patch between two feed lines of length. 

Result and Findings 

Here in the result section, To study the effect of the designed prototype we have 
studied its various parameter which is analyzed after stimulation of the designed 
antenna in HFSS. The reflection coefficient, S11 parameter is mentioned in Fig. 9.3 
of the final designed antenna the antenna is resonating at 2.05 GHz and has an 
impedance bandwidth of 2 GHz. The values of through power are extracted from the 
voltage standing wave ratio (VSWR) according to the equation given below. This 
deduces that reflected power is only 10% from the radiating patch. The VSWR of 
the antenna is mentioned in Fig. 9.4.

Gain is one of the basic parameters of an antenna that measures the power deliv-
ering capability of the radiator from the transmitter side to the target. Gain depicts 
the maximum intensity of radiation caused by the radiating element when compared 
with the lossless isotropic antenna which is provided with the same amount of power. 
An antenna with a gain of 2 implies that the effective power delivered is twice when 
compared to an isotropic radiator, As the dimension of the antenna is very less so, the 
antenna gain is very less at low frequency and shows 2.15 dBi of gain around 4 GHz. 
The 2 D radiation pattern also mentioned the co polarization and cross-polarization 
of the antenna and it is mentioned in Fig. 9.5. A parametric study is also performed on
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Fig. 9.3 Reflection coefficient of final designed antenna resonating at 2.09 GHz 

Fig. 9.4 The simulated VSWR of the final prototype

the design concerning the feed length and feed width just to find the exact matching 
of port with feedline and antenna so that the efficiency of the antenna improves 
by reducing the reflection loss. Figure 9.6 shows the parametric study in which the 
width of feed (wf) is varing from 0.5 to 5 mm. As shown in figure the resonance 
is shifted from left to right with the increment in feed width. Figure 9.7 shows the 
variation in the reflection coefficient with respect to the length of feed. Table 9.1 is a 
brief comparison of our final antenna with the previously designed antenna by other 
authors which is published.
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Fig. 9.5 2D Radiation pattern of the antenna in Phi plane (a) and Theta plane (b) of the antenna 

Fig. 9.6 Reflection coefficient variation with respect to the width of feed (wf)

Conclusion 

In this work, a noble compact two-port fractal antenna is designed for narrowband 
IoT applications. The patch is common between two feeds and the microstrip feed 
lines in orthogonal polarizations. The shared patch MIMO antenna is very small in 
size as compared to the conventional patch MIMO antenna in which two antenna is 
designed on a substrate. The antenna has bandwidth of 2 GHz covering 3 bands of 
NB-IoT, B1(2100), B3(1800), and B5 (800). The designed antenna is of dimension 
20 mm × 10 mm. It is resonating at 2 GHz and provides a good bandwidth of 135%. 
The final fractal design is achieved in four iteration stages of the line and its slant 
line is at 45° angles. The designed antenna is fed by two complimentary placed 
microstrip lines and it is designed and simulated using HFSS. The DGS concept is
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Fig. 9.7 Reflection coefficient variation with respect to length of feed (yg) 

Table 9.1 Comparison of the final designed antenna with another available antenna for IoT 
technology 

References Antenna 
technology 

Material of 
substrate 

Operating 
frequency 

Application Size (mm3) 

Giay and 
Alam (2018) 

Antenna with 
array 

FV 2.4 GHz IoT 55 × 40 × 1.56 

Pandey and 
Nair (2020) 

Patch with 
DGS 

FR4 871 MHz LoRa 55 × 67 × 1.6 

Sonawane 
et al. (2020) 

Flexible 
printed antenna 

Polyimide 868 MHz IoT 23.9 × 23.5 × 
0.19 

Ta et al. 
(2017) 

Rectangular 
patch with slot 

FR4 915 MHz 
2.45 GHz 

IoT 56 × 40 × 3.2 

Mushtaq et al. 
(2020) 

Patch antenna FR4 433 MHz IoT 210 × 164 × 1.6 

Duong Thi 
Thanh et al. 
(2017) 

MPA with the 
stepped feed 
line 

Taconic 5 and  
10 GHz 

IoT 2.70 × 3.74 × 
5.36RF-35 

ul-Haq and 
Kozieł (2017) 

UCA & UIT 
design 

FR-4 868 MHz IoT 34 × 80 × 0.8 

Trinh et al. 
(2017) 

Folded antenna Copper 
(PEC) 

868 MHz IoT 28 × 10 × 5 

Lizzi and 
Ferrero 
(2015) 

Ring-based 
slotted 
structure 

FR-4 915 MHz 
2.45 GHz 

IoT 25 × 60 × 1 

Mung et al. 
(2019) 

Foldable and 
non-foldable 
structure 

FR4 2.4 GHz 
ISM 

IoT 56 × 60 × 3.2 

Proposed 
antenna 

Fractal design 
with MIMO 

FR4 2.1 GHz NB-IoT 10 × 20 × 1.6
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used to improve the resonance and isolation in two-port antennae. The bandwidth 
and gain of the antenna can be further improved with other substrate materials and 
by introducing the metamaterial concept. 
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Chapter 10 
Development of Laser Beam Cutting 
Edge Technology and Iot Based Race Car 
Lapse Time Computational System 

B. Thiyaneswaran, E. Ganasri, A. H. Hariharasudan, S. Kumarganesh, 
K. Martin Sagayam, Hien Dang, and Ahmed Alkhayyat 

Introduction 

The objective of racing contest is to determine the winner of the race. The participant 
who completes the race with pre-determined number of lapses in a shortest time will 
be announced the winner of the race. Racing was originated during 1920–1930s in 
Europe in order to entertain people. The basic set of rules for formula 10.1 racing 
was formed by FIA standardized racing in 1946. Other than the world championship 
series, many other non-championship races were also held after 1983. Every race 
has 4 drivers where they can switch the drivers if it is a long race and along with 
this the support staff of each team will also be present who plays the vital role in the 
team’s success. 

Each formula one racing has its unique characteristics. It depends on iconic tracks 
or it may be street circuits, it has different pre-determined set of lapses, it may have 
any specific distance. The number of lapses will be decided according to the length
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of the racing circuit. At present Rx transmitter and receiver are used for calculating 
the lapse time in a race which high cost for fabrication, it can be used for multi car 
racing but in single car racing this project can be used where it has an advantage over 
the pre-existing system. One major advantage of using embedded systems is, it can 
be connected to the internet and can transfer data to various devices via internet all 
over the data. 

In this research the lapse count, race starting time, race ending time, time taken 
for each lapse and their starting and ending time can be calculated using embedded 
systems and can be uploaded to the cloud via internet. Thus, the devices can commu-
nicate over the internet and it is known as the internet of things. As mentioned before 
time is a very important factor in racing and it should be sensed accurately. For 
sensing time, here we use LiDAR (light detection and ranging) sensor and it is also 
known as laser sensing. 

At present, the race car lapse calculation techniques will have 2 sensors in it. One 
in the car and the other on the track. The exact position of the vehicle is estimated 
using the Global positioning system (GPS). Unique sensors on the vehicle enables a 
signal back again each time the when the vehicle crosses the start-finish line. There 
is a special type of sensors which is embedded on the track of the racing on the 
start-finish line which in turn signal computes to reset the duration timing of the 
lapse and increments the lapse count by 1. This is how the lapse and lap times are 
measured for a car. 

Every car running on the track would have similar sensors on board. This gives the 
relative position of the cars. On track, sensors estimate the lap times. But this is cost 
prohibitive and for individual race car lapse calculations, investing large amounts is 
unnecessary. This ideology is different from the others as it uses a distance calculating 
sensor to calculate the lapse and it is also precise. Also, the fabrication cost is low for 
this project. LiDAR is a sensing technology which uses air as medium which helps 
in the fast collection of data and it has high accuracy. 

The values are not influenced by the amount of light present, it gives exact value 
even in presence of dark and bright light. If you are trying to detect something moving 
quickly, the fast update rate will allow you to detect those targets as well. This system 
along with the instant display it also has the added advantage of updating the collected 
data to the cloud. The data can be updated instantly to the cloud and people from 
various places can view the data without any huge delay time. Thus, using LiDAR 
and embedded technology in racing is efficient. 

Literature Review 

A vehicle identification framework based on light detection and ranging sensor was 
proposed by Jian et al. (2022). This shows that the system has good stability under 
simple working conditions and it is cost efficient. Zhang et al. (2020) have proposed 
method that the vehicle speed is a key variable for detection and validation. LiDAR 
technologies have significant potential in quick detection of fast-moving objects. It
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proposes a tracking framework from roadside LiDAR to detect and track vehicles 
with the aim of accurate vehicle speed estimation. Deng et al. (2021) have proposed a 
paper that deals with path planning and vehicle control of racing car and realizing the 
safe driving of the car using LiDAR technology. The result of the actual experiment 
shows that the thesis can quickly detect the target of the racing car. 

Chaari and Al-Rahimi (2021) have proposed a paper that deals with the idea of 
wirelessly charging internet of things (IOT) devices. It gives the solution to power up 
sensors and devices wirelessly via radio frequency (RF) energy. The breathing level 
monitoring process used the embedded system proposed by Thiyaneswaran et al. 
(2020a). The way of receiving data may useful for developing proposed system. 
Changyoung et al. (2020) have proposed that wireless power transmission can be 
achieved through various method but it is important to focus on power transmission 
distance and efficiency. This paper deals with multi antenna design which focus on 
the efficiency of power transmission. 

The automatic observation and manipulation of automated vehicle tracking system 
with time-lapse was proposed by Dong et al. (2018). It works on the safety of vehicles 
and lapse calculation in racing. Kenneth et al. (2018) have proposed a paper that 
studies about the feasibility of time-lapse ground penetrating radar in deep excavation 
works and it helps to identify differences which are usually not notable by naked eye 
but by signal processed image. Park et al. (2018) have proposed a paper which deals 
with the problem that the fast-moving object cannot be calculated in time series as 
a solution to it taking pictures in time-lapse concept has been a great advantage. It 
periodically captures images of specific point over an extended period and replays it 
quickly (Thiyaneswaran et al. 2020b). 

Vo et al. (2021) have proposed that autonomous vehicle has widely developed 
with radars, camera, and LiDAR technology in recent days, however, accuracy of 
measuring data is important when concerned about the safety of riders. Q-learning 
based gaussian mixture model can achieve a promising solution for lidar fault 
tolerant. The accuracy, false acceptance rate and other metric parameters are elab-
orated for testing out the system by Thiyaneswaran et al. (2023) and Kumarganesh 
et al. (2016). Sachan et al. (2021a) have stated that determining the distance between 
objects their shape and size in practical aspects with accuracy in current technologies 
is one of the challenging tasks. To overcome this LiDAR system uses the principle 
of measuring the time of flight of an optical signal to calculate the distance between 
the sensor and the object in an effective manner. 

Ghanem et al. (2021) have stated that the advancement of autonomous driving and 
vehicular ad-hoc networks it is important to have vehicle to vehicle communication 
in an effective manner. Sharing traffic information collected by sensor with each 
improves driving safety, in this paper to increase the performance LiDAR technology 
is used in v2v communication. Sachan et al. (2021b) have stated that most of the 
existing vehicle detection models are single-modal based either LiDAR or camera. 
In this paper to increase the performance of vehicle detection multi-modal-based 
LiDAR-camera fusion is used. This multi-modal system works only in the presence 
of day light and only Lidar works in the absence of day light.
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Azad et al. (2021) have proposed that autonomous driving has become remarkable 
in industry and private uses. Using a greater number of LiDAR’s in order to reduce 
the blind spot of the LiDAR is cost effective. So, based on the kinetic behavior 
of the vehicle, dynamic analysis was performed and the angle of LiDAR detection 
changes with the rotation of the steering wheel. Priyadarshini et al. (2021b) have  
proposed that the autonomous driving vehicles have been commercialized so it is 
important to promote more efficient and safer autonomous driving technologies. 
LiDAR technologies is one of the most effective sensors in lane detection of roads 
and road curbs. To reduce the trade of between time consumption and object detection 
LiDAR technologies can be used. 

Priyadarshini et al. (2021c) have proposed that LiDAR is one of the important 
technologies used in autonomous vehicle. Thus, as a critical sensor lidar needs to 
work in terrible weather condition such as rain, fog, snow, etc. using popular near-
infrared (NIR) ToF LiDAR it shows that the sensor gives accurate results in extreme 
weather conditions also. Singh et al. (2021) have proposed that the fault detection 
algorithm in LiDAR sensor used in autonomous driving vehicle. Here an automotive 
LiDAR sensor is used to calculate the deviation between the actual distance and the 
ideal plane representing the target. 

The lane information is an essential part of high-resolution traffic data was 
proposed by Sahu et al. (2021). Usage of high-density on board LiDAR cannot 
be used to process low-density road side data. Using ground recognition and lane 
marking point extraction low-density data can also be measured in autonomous 
driving. Zubaca et al. (2021) have proposed the system that state the capabilities 
of the algorithm can be applied to any race track, regardless of their curves, shape 
of the track, gate position, width, etc. It also has the advantage of low computational 
effort, which enables fast tuning during racing events. 

Liniger and Lygeros (2019) have stated three different aims of racing are proposed 
to avoid collision accidents. In the first game the collision avoidance constraints are 
only followed by the follower. In the second game both the players are conscious 
about the collision constraints. The third game is designed to promote blocking. This 
research shows that the presented games can have different racing behaviors and 
generate interesting racing situations. Huang (2022) has proposed this paper which 
shows about the LiDAR-based simultaneous localization and mapping (LiDAR-
SLAM) uses the sensor to build the map of the surrounding environment by observing 
the environmental features. Localization with high accuracy and practicability is a 
complex and hot issue in recent years. 

Proposed Method 

This project is applicable when one car is raced individually and its lapse count need 
to be calculated. It can also be used to calculate the speed of the racing car. This system 
has an advantage over other systems in terms of accuracy and fast detection of objects 
as we use LiDAR technology. The data which is acquired from the racing can also be
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displayed instantly and it can be updated in the cloud instantly for people to access and 
view the data from various places. LiDAR technology has an advantage over other 
pre-existing techniques like manual calculation of lapse in racing, ultrasonic sensors, 
fully automatic timing (FAT), Radio frequency identification (RFID), IR transmitter 
and receiver. The race car lapse cutting-edge calculation using laser beam is more 
efficient than the other technologies. Laser lights are not like other types of light 
forms such as flashlights. The beam stays focused and it will not spread out. Thus, 
laser beams are very narrow, bright and can travel for very long distances. The laser’s 
light waves travel together with their peaks all lined up, or in phase. 

Block Diagram 

The developed system block diagram is shown in Fig. 10.1. The microcontroller 
used for this project is Arduino UNO board which is an open-source platform 
used for building embedded projects by Thiyaneswaran et al. (2022). It has Inte-
grated Development Environment (IDE) along with a physical programmable circuit 
(Priyadarshini et al. 2021a). The sensor used for tracking the car is LiDAR (Light 
Detection and Ranging) sensor. It measures the time difference between the trans-
mitted and reflected pulse and with this time difference the distance which is in 
between the obstacle and the sensing sensor can be calculated. LiDAR is one of the 
important components in this project because it emits a laser beam which has less 
expansion with travel distance. The sensor transmits and receives laser pulse in nano 
seconds of time so a very large amount of data can be fetched in a very short period 
of time which is one of the major benefits of using this sensor in racing. 

Ds = c × T 
2 

(10.1) 

Ds is the distance between sensor and object 
c is the speed of light in vacuum 
T is the measured time between emitting and receiving the signal.

The LiDAR sensor is a famous sensing method which enables the user to know the 
exact distance of the object which is present in the surface of the earth. The LiDAR 
follows a basic principle in which it emits the laser light into the environment at an 
obstacle on the surface of the earth and calculates the time duration it takes to return 
to the receiver part of the LiDAR sensor. The distance can be calculated using the 
Eq. (10.1). The working of the sensor depends on the speed at which the light travels 
which is about 186,000 miles per second, the process of measuring the exact distance 
through LiDAR seems to be unbelievably fast than any other existing technologies. 

The operating range of the LiDAR sensor is 0.1–12 m. It needs a supply voltage 
of minimum 5 V. The frame rate of this sensor is 10–1000 Hz. This sensor can be 
used in obstacle detection, obstacle avoidance, assisted landing, terrain following,
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Fig. 10.1 Block diagram of developed system

vehicle position sensing, etc. It is compact in size and it is light weight. An LCD 
display is used to display the output in this project, if this is furnished in real entity 
then TFT display or any other large display can be used. The data is also uploaded to 
the google cloud so that people from various places can access the data with systems. 

The lidar sensor starts working and gets the input, when the car cuts the laser 
beam the lapse count gets incremented this will continue until it reaches the total 
number of lapses required to complete the race. Once when this is completed, the 
LCD displays as the race is completed. Initially two push button switches are used 
in order to get the total number lapse count needed to complete the race. 

The flow chart of the system developed system in Fig. 10.2 which one control 
switch when turned on, the other switch starts taking input and each time it is pressed, 
the lapse count value gets incremented. Once when we have done with giving the 
total number of lapse count, now turn off the Control switch. Now the microcontroller 
will have the total number of lapse count needed to complete the race by the car.

Simulation of Proposed System 

The simulation system of proposed system is shown in Fig. 10.3. It shows the circuit 
diagram of the system which gives the simplified representation of the components 
of an electrical circuit. It also shows the relative position of all the elements and their 
connections to one another. Arduino UNO is the central unit of the circuit which is 
the microcontroller used in this system. A LiDAR sensor is connected to the system 
which is used to measure the distance of the car from the sensor. An LCD display 
along with the I2C module is also interfaced to the microcontroller board (Arduino 
UNO). Two switches are used to get the input from the user and a 9 v batter is used  
as the power supply for the system.
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Fig. 10.2 Flow chart of the system

Results and Discussion 

The developed system is tested in the practical environment before releasing the 
system into the market to ensure error free working of the system. 

The hardware of the system shown in Fig. 10.4 has two switches for getting the 
final lapse count that is needed to end the race. The switches the connected with 
the resistor for regulating the power supply. The Arduino UNO board is used as a 
microcontroller and a LCD display is connected with the I2C module. I2C module is 
used to establish communication between two or more IC’s. This display overcomes
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Fig. 10.3 Simulation of developed system

Fig. 10.4 Hardware 
implementation of the 
system 

the drawback of LCD 16 × 2 parallel LCD display in which you will waste about 8 
pins on your Arduino for the display for the display to get working. 

The display progress of the developed system is shown in Fig. 10.5. Initially the 
system initiates the user to give the total lapse count as shown in Fig. 10.5a. The 
user starts entering the lapse count by pressing the push button switch. After the 
user enters the count, it gets incremented and the total lapse count is displayed for 
reference. The test system shows the entered values as 7 as shown in Fig. 10.5b. When 
the car starts moving the system starts calculating the lapse count. Every time a lapse
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Fig. 10.5 Display of progress of developed system 

is completed it is displayed on the LCD along with the duration of that lapse. Once 
the lapse count gets incremented and reaches the final count the race gets completed. 
Figure 10.5c shows the display of 7th race lapse. Now the race completion status is 
displayed on the LCD display. Figure 10.5d shows the race finished status in LCD 
display. Once the system is restarted this procedure takes place again from the start. 

Figure 10.6 shows the data of the race which is acquired using race car lapse 
cutting edge using laser beam. These data are uploaded to cloud preferably google 
sheets for ease of access. It contains the date and time at which the race took place, 
the race lapse count, its starting and finishing time, and the duration of each lapse is 
also uploaded instantly.

Each trail is set with a specific lapse count. The graph is plotted between time in 
minutes and lapse count. Figure 10.7 represents the lapse count and time taken for 
each lapse in three different trails.

Table 10.1 shows the comparison between manual calculation, ultrasonic sensor, 
and LiDAR sensor. Through which we can conclude that LiDAR technology has an 
benefit over the other two methods in means of time delay, accuracy, and maximum 
distance coverage. This data is instantly uploaded to the cloud without any huge time 
delay and a link will be created by which the people even not in the racing region 
can view these race details precisely.

Using ultrasonic sensor in racing lapse calculation is not an effective idea. As 
the ultrasonic sensor works on the principle of emitting sound waves at a very high 
frequency in which one cannot hear it and receives them back. The time gap in 
between transmitting and receiving the signal is used to compute the distance between 
the sensor and the object. Here since it is a sound wave there will be a time delay in 
order to overcome this LiDAR sensors are used where it emits laser beam to calculate 
the distance between sensor and the object in nanoseconds of time delay. 

Another method used in vehicle tracking is IR ID chip which acts as the key of 
IR sensor as it has the car identification number. Every IR sensor is fitted in the car
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Fig. 10.6 Output in google spread sheet

lapse 1 lapse 2 lapse 3 lapse 4 lapse 5 
Eleanor 3 2.5 3.5 4.5 2.2 
Beretta 2.5 4.4 1.8 2.8 
AC Cobra 1 2 3 5 6  
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Fig. 10.7 Sample timeline and table of results

Table 10.1 Comparison 
between manual, ultrasonic 
and LiDAR lapse technology 

Manual 
calculation 

Ultrasonic 
sensor 

LiDAR 
technology 

Max distance 
coverage 

Not accurate 4 m 12 m 

Time delay More than a 
second 

20–50 ms 1–10 ns
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Table 10.2 Comparison between IR transmitter and LiDAR technology in lapse calculation 

Lapse count Lap time using IR 
transmitter (min) 

Time delay (s) Lap time found using 
LiDAR technology 
(min) 

Time delay (ns) 

1 2:30.18 0.1 2:30.17 0.1 

2 3:42.11 0.2 3:42.09 0.2 

3 4:11.23 0.2 4:11.21 0.2 

4 5:21.33 0.1 5:21.32 0.1 

5 6:18.09 0.2 06:18.07 0.1 

6 7:37.17 0.1 07:37.16 0.1 

and it is embedded with one IR ID chip which has the identification number of the 
vehicle. It also has a RF transmitter fitted to the car and it frequently transmits the 
RF signal toward its moving direction through the antenna. The receiver which is 
fitted in the control unit at specific point in the race track accepts the signal which is 
transmitted by the transmitter and sends the data to the system present in the nearby 
control room for getting the full details such as lapse count, lapse time, etc. 

This system has an advantage when it comes to multiple car tracking but while 
single car is raced this system will not be accurate and cannot sense fast-moving 
vehicles. In LiDAR technology only have nano seconds of delay time. Table 10.2 
shows the comparison between the IR transmitter and LiDAR technology in lapse 
calculation for racing. To be noted that the LiDAR technology gives the time delay in 
nanoseconds whereas the lapse time calculated using the IR transmitter and receiver 
has the time delay in seconds difference. 

Table 10.3 shows the comparison between the recent technologies and LiDAR 
technologies and why LiDAR technologies has an advantage over the other two 
technologies. An RFID tag is a microchip which is attached to the car to track the 
position of the vehicle. The tag picks the signal from an RFID reader and scanner 
and then returns the signal, usually with some additional information such as start 
and finish time of the racing vehicle. The main disadvantage of this system is it 
cannot track the fast-moving vehicle like race cars. From the given information it is 
known that the LiDAR technology has more advantages over the other technologies 
for detecting fast-moving objects like a racing car with less amount of time delay.

Figure 10.8 represents the comparison between the different technologies that 
is used in lapse calculation for racing. The time delay, the minimum time that the 
object should be present in the sensor range so that the sensor can track its present and 
accuracy of the object are represented in the chart given below. The Radio Frequency 
Identification (RFID) is the advanced technologies that use wireless transformation 
of data between the tag or car and a reader or device to automatically trach or identify 
the physical location of each object. The system’s transmission range is restricted to 
a few meters from the reader and the tag should be in a clear line of sight.

Table 10.4 shows the sample set of values obtained while using this system. The 
date at which the event occurred, time, lapse count, start time of each lapse, end time
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Table 10.3 Comparison between recent technologies and LiDAR technology 

Features Radio frequency 
identification (RFID) 

IR transmitter and 
receiver 

LiDAR technology 

Reader range (m) 0–2 0–5 0–12 

Integration Difficult Difficult Easy 

Memory storage No Yes Yes 

IOT enabling No Yes Yes 

Response Identification Identification + 
positioning 

Identification + 
positioning + speed 

Cost of fabrication Expensive Expensive Affordable

0 
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8

time delay minimum time required to sense 
object 

accuracy 

manual calculation ultrasonic sensor IR transmitter LiDAR technology 

Fig. 10.8 Comparison between different technologies available in lapse calculation

Table 10.4 Information that was obtained with this system 

S.no Date Time Lap count Start time End time Lap time Total lap time 

1 17/10/2002 15:33:08 1 00:0.00 00:5.87 00:5.87 00:5.87 

2 17/10/2002 15:33:16 2 00:5.87 00:13.84 00:7.97 00:1.84 

3 17/10/2002 15:33:22 3 00:13.84 00:20.05 00:6.21 00:20.05 

4 17/10/2002 15:33:33 4 00:20.05 00:30.30 00:10.26 00:30.30 

5 17/10/2002 15:33:46 5 00:30.30 00:42.99 00:12.69 00:42.98 

6 17/10/2002 15:42:14 6 00:42.99 09:12.39 08:0.40 09:12.38 

of each lapse, duration of each lapse, and the total race time was calculated with this 
system. 

This system was tested against the fully automatic timing (FAT) system to check 
its accuracy and efficiency. Fully automatic timing (FAT) is a famous type of racing
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Table 10.5 Accuracy of the 
system when compared 
against FAT 

Lapse count FAT LiDAR technology 

1 00:5.11 00:5.11 

2 00:6.45 00:6.45 

3 00:4.98 00:4.97 

4 00:5.21 00:5.21 

5 00:6.11 00:6.10 

6 00:5.55 00:5.55 

7 00:6.32 00:6.31 

timing system that helps to get the race results that are accurate to 0.01 of a second. 
This system needs a start signal, running time, and capture device to be digitally 
synchronized to ensure accuracy. This system is designed in such a way that it is 
activated automatically by a initiation signal, rather than manual initiation. In this 
the start signal is generated by the start sensor which is integrated with a gun which is 
used to start the race. The finish time must also be recorded electronically to remove 
any human error. The finish signal is generated by the ribbon or string. The sample 
readings that have been acquired in this system is shown in Table 10.5. The readings 
in the table shows that LiDAR technology can be accurate and it does not need any 
external activation system for initiation like FAT. 

The common issue of difficulty in lapse calculation is directed in this paper in an 
efficient manner. This system enables uninterrupted monitoring and storing of race-
related information. This data is displayed through LCD display for instant viewing. 
It is cost friendly, efficient, and accurate in terms of time measurements. 

Conclusion 

The proposed system was developed and hardware configuration was implemented. 
The laser beam-based LiDAR was suitably utilized in the developed system. The 
ATMEGA328 controller was used to access the LiDAR technology. The perfect 
triggering was performed to activate the LiDAR when racing element crossed the 
beam. The race car lapse cutting edge using laser beam had fabricated and tested. 
The results of this system were accurate and even nano seconds of differences can 
be calculated and this was compared with the precision model which is the fully 
automatic timing (FAT) system. There are no huge differences which states that the 
system is accurate. The data was also uploaded to cloud using internet of things (IOT). 
LiDAR technology has many advantages in racing sector where fast-moving objects 
can be detected effectively. The developed system can able to track the maximum of 
12 M track width with maximum 10 ns computation.
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Chapter 11 
IoT-Based Solar-Assisted Low-Cost 
Ceramic Water Purification in Rainwater 
Harvesting System 

Ramesh Chandra Panda and Md. Safikul Islam 

Introduction 

Water scarcity is a well-known issue around the world. According to the 2016 
World Economic Forum, the greatest global threat for the next ten years is water 
scarcity (ahead of climate change, the food crisis, people migration, weapons of 
mass destruction, etc.). In areas where rain falls frequently, rainwater collecting and 
strong rainwater for conversion into drinking water aid to reduce drinking water 
scarcity. People in developing countries have been known to have trouble finding 
safe drinking water, especially during the summer. A natural IoT-based system for 
collecting and storing rainfall that turns it into drinking water has been presented as a 
solution to this problem. Water management is one of the Sustainable Development 
Goals (SDG). One of the water crisis management approaches is to build the ability 
to store rainwater and convert it to drinking water. Water quality is determined by its 
physical, chemical, and biological qualities. Each of these three sorts of character-
istics has its own set of standards for water quality. Physical entities are color, odor, 
turbidity, temperature, and conductivity while the chemical parameters for water 
quality assessment are pH, acidity, alkalinity, hardness, solid harmful chemicals, 
chlorides, sulfates, iron, nitrates, heavy metals, and pesticides. One of the factors 
of water quality is temperature. If rainwater is gathered and stored for future use, it 
is supposed to be one of the sources of potable water (free of chemical pollution). 
This invention is based on the use of temperature to increase the quality of collected
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rainwater. In this process, the required components are (i) solar heater as per the 
capacity (ii) PVC pipe as per the capacity (iii) temperature-controlled solenoid valve 
with appropriate capacity (iv) storage as per the capacity (v) ceramic material to filter 
the water inside the PVC pipe. 

Major Traditional Rainwater Harvesting Systems in India 

Any approach intended to address the challenge of water scarcity in India must 
include water conservation as a crucial component. The government of India has 
started investigating ways to resuscitate the nation’s historic water collection systems 
because rainfall patterns are changing practically every year (Pal 2016). Given that 
most of these techniques are straightforward and environmentally friendly, they are 
not only very useful for the individuals who rely on them but also beneficial for the 
environment.

• Direct raindrop harvesting took place. They gathered water from rooftops, stored it 
in tanks constructed in their courtyards, and then used it. They gathered rainwater 
from open community lands and kept it in man-made wells.

• When it rained during the monsoon season, they harvested monsoon runoff by 
collecting water from overflowing streams and storing it in various types of water 
bodies.

• The flooded rivers were used to capture water. 

Talab 

These are reservoirs (Centre for Science and Environment no date) where rainwater 
is collected and stored for use in drinking and domestic purposes. They could be man-
made, like the lakes in Udaipur, or they could be natural, like the Pokhariyan ponds 
near Tikamgarh in the Bundelkhand region. Small lakes are referred to as Talais, 
medium-sized lakes as Bandhis, and larger lakes as Sagars or Samands. Talais have 
an area of less than five bighas. 

Taanka 

This is a primitive method of collecting rainwater that was first used in Rajasthan’s 
Thar desert. Rainwater from roofs, courtyards, or intentionally created catchments 
runs into a cylindrical, paved subterranean pit called a Taanka. The water in a Taanka 
can be fully filled once, and it can provide a household of 5–6 people for the whole of 
the dry season. Taankas, a crucial component of water security in these desert areas, 
can spare families from the daily hardship of obtaining water from far-off sources. 

Johads 

Small earthen check dams called Johads are one of the earliest methods of ground-
water conservation and recharge. They collect and store rainwater. Excavated earth 
is used to make a storage pit, which is then utilized to build a wall on the fourth side,
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in a location with three sides that are naturally elevated. There are instances when 
numerous Johads are joined by deep channels, with a single outlet leading into a 
nearby river or stream. This guards against structural damage to the water pits, also 
known as Pemghara in Odisha and Madaka in Karnataka. 

Kund 

A kund is a circular subterranean well in the center of a jug-shaped catchment area that 
gently slopes in that direction. Rainwater collection for drinking is its main objective. 
Western Rajasthan and Gujarat’s drier regions are covered in Kunds. Although many 
contemporary Kunds have been built simply out of cement, historically these well-pits 
were covered in hygienic lime and ash. 

Baoli 

The characteristic features of these magnificent stepwells include lovely arches, 
carved designs, and perhaps rooms on the sides. Groundwater is collected from the 
bottom while rainwater is collected from above of the well. Baolis are frequently 
employed as a clue as to their purpose by their locations. Baolis were primarily 
utilized in villages for social gatherings and daily-use purposes. It was common 
practice to stop in Baolis along trade routes to rest. Water was directed into the fields 
via drainage systems in stepwells that were only utilized for agriculture. 

Eri 

One of the earliest water management systems in India is the Eri (tank) system used 
in Tamil Nadu. Eris, which are still frequently employed in the state, serve as flood-
controlling mechanisms, stop soil erosion and runoff waste during the time of heavy 
rains, and help rehydrate the groundwater. Eris can either be a system Eri, which 
receives its water through canals that redirect river water, or a non-system Eri, which 
receives its water only from rainfall. The tanks are connected to make it possible 
to reach the farthest village and to maintain a steady water level in the event of an 
oversupply. Without the Eri method, paddy farming in Tamil Nadu would not have 
been viable because it allows for the full utilization of river water for irrigation. 

Nadi 

Nadis are village ponds that collect rainfall from surrounding natural catchment 
regions and are located close to Jodhpur in Rajasthan. The site of a Nadi is selected 
after careful consideration of its catchment and runoff characteristics since the loca-
tion of a Nadi has a significant impact on its storage capacity. Nadis rapidly silted 
because they frequently acquired heavy deposits of sand from the irregular, torrential 
rainfall that provided their water source. In order to stop siltation, an area nonprofit 
organization called the Mewar Krishak Vikas Samiti (MKVS) has been pushing 
afforestation of the drainage basin and installing systems like spillways and silt traps 
on old Nadis.
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Zabo 

The Zabo method, which means “impounding run-off,” integrates water conservation 
with farming, forestry, and animal care. Zabo, commonly referred to as the Ruza 
method, is a practiced in Nagaland. Rainwater from forested hilltops is collected via 
canals, and the runoff water is then deposited in pond-like structures built on the 
terraced slopes. Before eventually wandering into rice fields at the base of the hill, 
the channels also pass-through cattle yards where they gather the manure and urine 
of the animals. The fish are raised in ponds made on the paddy field, and medicinal 
plants are also encouraged to flourish there. 

Recent Rainwater Harvesting System 

It is made up of a collection region (the roof), conveyance (guttering, downspouts, 
pipework, and first flush), filtration, storage, and distribution. Rainwater is moved 
from the roof to the storage container using guttering. Guttering typically attaches to 
the structure or bamboo hut beneath the roof and collects rainwater as it drips from 
the roof. 

Primary flushing system: The roof of a structure or another collection location 
will gather debris, dirt, dust, and animal droppings. This undesired material will be 
washed into the tank when the first rains come. 

Filtration setup: When rainwater enters a tank, the sand-charcoal-stone filter 
is frequently employed to filter the water. Silt and other suspended solids can be 
removed from the water using dividers and settling tanks. 

Storage system: Both natural and artificial storage devices (tanks) can be used 
to recharge underground water aquifers. They can come in a variety of shapes and 
sizes and be fashioned of a variety of locally accessible materials. Consequently, 
their price fluctuates. Two different types of rainwater storage systems could exist: 
a straightforward rooftop system and one powered by geothermal energy. 

Advantages of Harvesting Rainwater

• Enhancement of ground water quality
• An increase in water levels in dry bore wells and wells with wells.
• Reducing the consequences of the drought
• An ideal response to water issues in regions with insufficient water resources 5.
• A decrease in soil erosion as a result of less surface runoff
• Offers soft, low-mineral water of excellent quality.
• Lowers the expense of pumping ground water.
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Necessity for Purification of Rainwater 

Fresh water can only be obtained naturally through rain. In general, 5–20% of total 
precipitation is used to replenish ground aquifers. Only a small portion of the precip-
itation from surface runoff may be stored in topsoil. Without substantial input to the 
aquifer system, a significant amount of rainwater eventually makes its way to lakes, 
ponds, etc. through streams. 

Rainwater may be contaminated with one or more of the following substances, 
making it dangerous to drink without first purifying it.

• as raindrops travel to the earth’s surface, they pick up dust, dangerous chemicals, 
smoke, and other airborne pollutants.

• When it reaches the earth’s surface, it becomes mixed with dead insects, sand, 
algae, twigs, and other debris.

• E. coli, microbes, and other potentially life-threatening germs proliferate in the 
contaminated water.

• Rainwater from specific older roof types may have dissolved asbestos, a fibrous-
silic material that is a carcinogen (a substance that may become a leading cause 
of cancers). 

Methods of Purification for Harvested Rainwater 

A private company named “Chaitanya” dealing with rain harvest products revealed a 
couple of methods of purification for harvested rainwater (Converting Rainwater into 
Potable Drinking Water—Methods and Benefits 2018). According to the company, 
the ideal approach to use rainwater for drinking purposes is to set up a system at home 
for collecting it and filtering it before using it. The following are a few equipment and 
naturally based techniques for turning rainfall into drinkable water reserves: 

Equipment Based Method 

Before rainfall enters the conveyance system, the water from the catchment regions 
must pass-through the first flush devices to remove visible and big contaminants 
including leaves, twigs, bird droppings, and sand, among others (distribution pipes). 
The gutter screens can be fitted alongside first flush devices at the catchment area’s 
outside edges. As a result, the conveyance system’s obstruction will be lessened, 
lowering the cost of maintenance. To keep pollutants confined to the bottom of the 
water storage tanks, filters are required. A screen filter, a paper filter, and a carbon 
or charcoal filter are examples of filtration systems. 

Naturally Based Methods 

Although filters are excellent in removing obtrusively large contaminants from rain-
water harvesting, they cannot get rid of all contaminants. Filtration techniques that
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result in the elimination of soluble contaminants are necessary for high-quality 
drinking water. 

Chlorine treatment: Mostly, chlorination is the primary method of disinfection 
in the public water system. Cholera, typhoid, dysentery, and hepatitis are just a 
few of the waterborne illnesses that chlorine is good in curing. However, caution 
must be exercised because chlorine is very reactive and can mix with a variety of 
different organic substances that are found in nature, potentially leading to dangerous 
combinations that could be damaging to human health. 

Using Ultra Violet (UV) lights: The genetic makeup of water can be disrupted by 
ultraviolet radiation, which prevents microorganism cells from reproducing. Water 
must go through the filtration system before being exposed to UV rays for treatment. 

Using membrane filtration: Membrane filtration is another option to traditional 
filtration techniques. Reverse osmosis (RO), microfiltration, ultrafiltration, and 
nanofiltration are a few examples of membrane technologies that operate under pres-
sure. Reverse osmosis, when compared to other membrane technologies, is the most 
popular. Radium, natural organics, pesticides, cysts, germs, and viruses, as well as 
other tiny particles like 0.001 microns in size, are all things they can get rid of. 
However, because a significant amount of water is drained out during the process of 
eliminating pollution, RO systems waste water. Despite being small and best suited 
for domestic use, RO systems are still available. 

Distillation: The easiest way to purify water is Distillation method. In order to 
evaporate the pollutants from the water, it is first heated to a boil. The cleaned water 
that condenses is then collected in containers. Evaporation causes the loss of 5–10% 
of the water. Except for volatile organic compounds (VOCs), the distillation process 
may almost eliminate all contaminants from water. VOC removal may be aided by 
the use of carbon filters in a distillation system. 

Recognized Research on IoT-Based Rain Water Harvesting 

There have been found few recent research on IoT-based rainwater harvesting, 
drawing the development in the concerned field. In 2018, Vinoj and Gavaskar (2018) 
proposed a smart centralized rainwater harvesting solution that included more sensors 
(rainwater sensor, ultrasonic sensor), as well as Arduino (microcontroller), to save the 
rainwater process. After one year of this study, another study (Gannoju et al. 2019) 
looked into the role of IoT in addressing climate change and improving energy effi-
ciency. In comparison to other survey articles, the authors of this research examine 
IoT architecture and technical aspects. In the very next year, a couple of studies have 
been found in employing smart approaches for harvesting rainwater. The first study 
looked at how to effectively monitor rainwater and evaluate information using IoT 
in order to design rainwater harvesting systems for catchment areas (Chandrika Kota 
et al. 2020). The second study has tried to find not only the way of water harvesting 
but also the improving the quality of harvested water with the help of IoT-based 
smart technology (Ranjan et al. 2020). The present study has applied solar energy
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during the purification of harvested water, which is identical to the study of Chan-
drika Kota et al. (2020) who used a solar panel to charge the battery through charging 
the controller. But, any of the aforesaid studies have not used ceramic pot for filtering 
the water. This study has invented this inexpensive purification of harvested water 
through IoT-based solar-assisted medium. 

Working Principle 

The most pressing issue confronting the twenty-first century is acute water scarcity. 
The best way to deal with the water crisis is to use it properly by collecting rain-
water and consuming it effectively and responsibly. Rooftops, land surfaces, and 
rock catchments are all options for collecting rainwater. Rainwater harvesting is a 
sustainable method with no negative consequences, which is one of its most impor-
tant features. Individual places only require a small amount of water; hence a large 
quantity of water is not required. Local water harvesting systems, on the other hand, 
are often small and thus ineffective. Effective options for cleaner and less expensive 
rainwater harvesting systems will be of the highest relevance in areas affected hard 
by clean water shortages due to geographical regions, socio-economic values, and 
industrial waste per unit. 

The study on IoT-based solar-assisted ceramic-based water purification for natural 
rainwater harvesting primarily intends to offer cleaner and drinkable water for 
practically every household, as well as on a large scale when needed. 

The idea behind IoT-based rooftop rainwater harvesting is to collect and store 
rainfall in a tank that is ideally located on the roof and let it flow to a directed thin 
glass tank using gravity (Fig. 11.1). Rainwater accumulated in the glass tank will be 
covered at an angle by a slanted glass layer. After reaching a sufficient temperature, 
the sun’s rays fall on the stored water via the glass surface, killing the majority 
of the hazardous germs. When the water inside the glass tank reaches a particular 
temperature, the droplets form on the inner surface of the slanted glass layer and begin 
to evaporate. This water droplet will be gathered through a tube that will be put just 
beneath the thin glass layer and will lead to an IoT sensor-equipped outlet valve that 
will collect the evaporated water. The water will be passed via a temperature sensor 
with a digital display before being filtered. The initial phase in the process is filtering, 
which should remove roughly 60% of the dangerous bacteria and other organisms. 
The evaporated water collected in a secondary tank is permitted to run through a 
ceramic vessel for secondary filtration, which removes any remaining dangerous 
organisms and pollutants.

Ceramic water filters are a traditional water filtration technology. This process, 
developed by Henry Doulton in 1827, involves passing water through a porous 
ceramic media to remove bacteria, parasites, and other microorganisms. It’s a low-
cost, versatile water filtration system that may be placed in homes or used as a 
supplementary transportable filtering device. Ceramic filters on the pot allow the 
stored water to travel via a network of small pores measuring roughly half a micron
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Fig. 11.1 Fundamentals of rainwater harvesting system

in diameter. As the water travels through these pores, the contaminants are trapped, 
making the water safe to drink and useful for a variety of other reasons. Bacteria, 
sediments, and turbidity are all removed from the water using ceramic pots. The 
water obtained from the second step of filtering through the ceramic pot can be used 
for a variety of reasons, including domestic use, gardening, sanitation, and cleaning. 

Flowchart of Harvesting Water 

A flow chart of the rainwater harvesting system has been portrayed for a better 
understanding of innovation (Fig. 11.2).

Steps

i. The collected rainwater is stored in the Primary Storage (Sintex). 
ii. The collected rainwater is transferred to a glass container by the principle of 

gravity. 
iii. Adjust the lid of the glass container slanted at a certain angle (say 30°). 
iv. As the sun rays fall on the glass container, the water droplets formed by evap-

oration shall be collected through a glass tube fitted beneath the slanted lid of 
the glass container. 

v. These vaporized water droplets are allowed to pass-through an IoT sensors 
outlet valve that is adjusted at certain specifications. If not, the IoT specifica-
tions should be adjusted again. 

vi. Once Specifications are at par, the stored evaporated water droplets are trans-
ferred to third storage with an attached temperature-controlled solenoid valve. 
This allows for measuring the temperature adequately.



11 IoT-Based Solar-Assisted Low-Cost Ceramic Water Purification … 197

Fig. 11.2 Detailed flow chart of harvesting water with the application of IoT

vii. Once the adequate temperature is reached killing around 60% of waterborne 
pathogens, it is passed through a porous ceramic-coated PVC pipe. 

viii. This second stage of filtration ensures to kill remaining harmful bacteria and 
any other chemicals, pathogens making it efficient for drinking purposes. 

ix. The filtered water shall be used for testing its chemical properties like alkaline 
value, pH value, chlorides, sulfates, nitrate, iron, pesticides, etc. 

Policy for Educational Institutions Against Rain Water 
Harvesting System 

Surplus monsoon runoff that flows into the sea must be preserved and recharged 
in order to augment rapidly depleting groundwater reserves. The Central Ground 
Water Board (CGWB), a constituent office of India’s Ministry of Water Resources, 
is the National Supreme Authority charged with gathering empirical contributions 
for the management, research, surveillance, analysis, enhancement, and regulation of 
the country’s groundwater resources. The Central Ground Water Authority (CGWA) 
was established on 14th January 1997, according to an order of the Hon’ble Supreme 
Court of India, under sub-Section (3) of Section 3 of the Environment (Protection) 
Act, 1986, to regulate groundwater management and development in the country. It
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was designed to regulate and govern the management and development of ground-
water in the country. The Authority is involved in several operations connected to 
groundwater development control in order to guarantee its long-term viability. The 
following powers have been given to the Authority:

• Exercise powers under Section 5 of the Environment (Protection) Act, 1986 to 
issue instructions and take appropriate measures in relation to all subjects referred 
to in sub-Section 3 of the said Act.

• To rely on the penal provisions of Sections 15 to 21 of the aforementioned Act.
• To govern and regulate the country’s groundwater development and management, 

as well as to provide effective regulatory directions. 

The Authority supervises groundwater development through advice, instructions, 
notices, and other means as and when a specific scenario develops. The Authority 
has been issuing No Objection Certificates (NOC) to enterprises, infrastructure, and 
mining projects seeking to remove groundwater. The Authority has established rules 
for issuing NOCs for groundwater withdrawals, which have been updated from time 
to time.1 

In recognized areas of NCT Delhi, sections of Haryana, and Uttar Pradesh, the 
CGWA has issued orders to Group Housing Societies, Institutions/Schools, Hotels, 
Industrial facilities, and farmhouses to install rooftop rainwater harvesting systems 
as a regulatory action. 

The Central Ground Water Board has issued Directions to all Residential Group 
Housing Societies/Institutions/Schools/Hotels/Industrial Establishments falling in 
the over-exploited and critical areas (except in water-logged areas) in the country to 
adopt Roof Top Rain Water Harvesting Systems in their premises via Public Notice 
dated 8.10.2009. 

Directions were sent through a letter dated 8.8.2006 to Chief Secretaries in 12 
states and administrations in two union territories with over-exploited blocks to take 
the appropriate actions to encourage artificial recharge to groundwater/rainwater 
collection. 

Because water is a state concern, state governments/UTs must establish legislation 
for groundwater development and regulation. The Union Government, on the other 
hand, has distributed a Model Bill to the States and Union Territories for them to 
implement appropriate legislation for groundwater development management and 
control. The bill was first circulated in 1970, and it was re-circulated for enactment 
in 1992, 1996, and 2005. 

State governments are making some efforts to improve rainwater collecting effi-
ciency and artificial groundwater replenishment. The Central Government supports 
state governments’ efforts by providing technical and financial help through a variety 
of initiatives and programs. Rainwater harvesting has been made compulsory in 
several states and union territories by establishing legislation, establishing laws and

1 http://cgwb.gov.in/CGWA/Documents/Approved%20Guidelines%20for%20evaluation%20of% 
20proposals.pdf. 

http://cgwb.gov.in/CGWA/Documents/Approved%20Guidelines%20for%20evaluation%20of%20proposals.pdf
http://cgwb.gov.in/CGWA/Documents/Approved%20Guidelines%20for%20evaluation%20of%20proposals.pdf
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regulations, including provisions in building bye-laws, or through relevant govern-
ment directives. Rainwater harvesting has been implemented in the states of Andhra 
Pradesh, Gujarat, Haryana, Himachal Pradesh, Kerala, Madhya Pradesh, Maha-
rashtra, and Tamil Nadu. Ranchi Regional Development Authority, Bombay Munic-
ipal Corporation, Pimpri-Chinchwad Municipal Corporation, Municipal Corpora-
tion of Ludhiana, Improvement Trust, Jalandhar, Jaipur Municipal Corporation, and 
Mussoorie Dehradun Development Authority, to name a few, have made signifi-
cant progress in rainwater harvesting development. Furthermore, the Union Terri-
tories of Delhi, Daman & Diu, and Puducherry have made rainwater harvesting 
system installation obligatory in their development bye-laws. Andaman and Nicobar, 
Lakshadweep, and Karnataka have all taken steps in this direction. The Orissa govern-
ment is actively considering the creation of comprehensive water laws. As and when 
necessary, the Law will take the required steps to make rooftop rainwater collecting 
mandatory. 

Interventions from Government Nodal Agencies 

Recently2 The University Grants Commission also issued a circular instructing 
all affiliated colleges and institutions to install Rain Water Harvesting Structures 
(RWHS) on their campuses as part of the National Water Mission’s ‘Catch the Rain’ 
campaign, which aims to conserve water, reduce waste, and ensure more equitable 
distribution both across and within states. The National Water Mission’s ‘Catch the 
Rain’ program was launched to encourage states and stakeholders to prepare rain-
water harvesting infrastructure before the monsoon season begins, with a focus on 
gathering rain as it falls, where it falls. Apart from rainwater harvesting structures, 
educational institutions must also organize activities such as moves to build water 
harvesting pits, rooftop RWHS, check dams, and other water harvesting structures; 
removal of obstructions in the channels that bring water to them from catchments, 
and so forth. 

Even the National Assessment and Accreditation Council (NAAC) guidebook for 
self-study reports of institutions emphasizes Institutional Values and Social Respon-
sibilities under its assessment Criterion VII. It examines and grades institutions based 
on their sensitivity to topics such as climate change and environmental issues. Further-
more, if the institute follows environmentally friendly practices and takes the appro-
priate steps, such as energy-saving, rainwater harvesting, garbage recycling, and so 
forth.

2 https://www.ugc.ac.in/pdfnews/8615255_Catch-the-Rain.pdf. 

https://www.ugc.ac.in/pdfnews/8615255_Catch-the-Rain.pdf
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Conclusions 

Traditional harvesting systems for collecting rainwater are the initial effort for rain-
water harvesting in response to use the water for irrigation and daily necessities but, 
it is not drinkable in this form. As the drinkable surface water is becoming scarce on 
daily basis, there is felt a cost-effective innovation to purify the harvested rainwater. 
A smart technology-based rainwater harvesting system is not applicable everywhere 
in the country due to its high-priced nature. There is a clear distinction between 
rural and urban areas in terms of affordability. Therefore, this low-cost rainwater 
harvesting system and purification of the harvested water can be accessed anywhere 
in the world irrespective of region. This system will eliminate the use of artificial 
energy (thermal) by replacing solar energy and will increase the level of groundwater 
in order to reduce the scarcity of water during a crisis. This invention will certainly 
benefit especially the poor population residing in the rural areas. 
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Chapter 12
Leveraging Blockchain Technology
in Industry 4.0 and Industrial Internet
of Things (IIoT) Scenarios

Shraiyash Pandey, Abhik Kumar De, Shrishti Choudhary, Bharat Bhushan,
and Surbhi Bhatia

Introduction

Blockchain is a highly trending topic, especially in the Information Technology
sectors and the business world. The concept of Blockchain came into the spotlight
with the launch of Bitcoin (Nakamoto 2008) in 2008. Bitcoin is a digital currency
that is established as a peer-to-peer payment network. It allows individuals or big
companies to pay one another without an external medium such as a central bank.
This eliminates the problem known as double-spending (Zhang and Lee 2019). In
layman’s terms ‘Blockchain’, or chain of blocks, is a system that strictly prevents
intruders from changing, hacking, or cheating recorded information. A system that
takes privacy into its own hands. Blockchain can be referred to as a set of multiple
nodes connected in a way that forms a chain of networks. In this, each node is used to
verify information via the public key attached to its data in the node. In other words,
an individual or group with a public or private key can access the data being shared
from one end to another. However, there is the use of a private deciphering key used
to decipher the message. The concept behind these keys was found back in 1976 by
Diffie and Hellman (Gan et al. 2013). These two individuals achieved a milestone
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in asymmetric cryptography. With the help of this asymmetric cryptography, two
individuals or a group can share data over a public network and establish a secure
connection. After the connection has been successfully established, the individuals
or the group can send and retrieve data. Both private and public keys are interrelated,
whichmeans they are used together as a combo through the help of an algorithm. This
algorithm sets an exclusive bond between the pair of keys. In terms of confidentiality,
public keys are allowed to be shared amongst others, while private keys are not and
must be kept secret.

A central bank has access to a lot of data, too much is not an issue, however,
some find this situation very upsetting. These individuals want more transparency
and enhanced security without the use of a central bank as an external medium to
share data or money. Blockchain solves this issue since it has no external medium
for individuals and companies to deal with. As well as provides instant traceability,
increased speed and efficiency, as well as enhanced security which all parties require.
Blockchain technology protects data in a structural form with extreme security. The
foundation is built upon the concept of cryptography, consensus, and decentralization
(Saxena et al. 2021; Bonneau et al. 2015). All these concepts provide verifiability
in transactions. In most DLT’s, the structural form of that data is represented in
blocks. These blocks are all connected using a cryptographic chain. No intruder can
tamper with data if the blocks are stored in such a form. Consensus mechanism
handles the validity of all transactions which ensures if a transaction is valid or not.
Decentralization is enabled using blockchain technology for all members within a
network.

Miners play a crucial role in blockchain technology. By analyzing cryptographic
puzzles and then solving them as well as attaining agreement, the miners validate
the data in a network (Bonneau et al. 2015). Such procedure results in the security
of blockchain. A transaction is documented each time a miner deciphers any puzzle.
Several Bitcoins are earned after a puzzle is solved. This is known as the reward
approach where miners have the incentive to solve puzzles. Now, a miner with a
greater number of resources can solve the puzzle at a faster pace compared to a
miner with a fewer number of resources (Bhushan et al. 2021). Whenever a new
miner arrives, it is provided with access to a blockchain for the first time, however,
the miner has access to the whole blockchain. That includes everything from the
genesis to the biggest block. Supporting the valid blockchain, the genesis is the first
block created that is strongly embedded into the client software. Since miners are
assigned the task to solve puzzles, also referred to as proof-of-work (PoW) (Tang
et al. 2017; Wang et al. 2019), a new block is initiated and created from where it is
then added into the pre-existing blockchain, only then will the new transaction be
valid. The major contributions of this work can be enumerated below.

. This paper highlights the evolution of the industrial revolution from the first to
the fourth industrial revolution and all the nine pillars that structure Industry 4.0.

. This paper presents the Overview of Blockchain that consists of its predefined
structure, the working of multiple chains of blocks, and all sorts of characteristics
acquired in Blockchain.
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. This paper presents the evolution of technology over such a long period of time that
led to the 4th industrial revolution where such technologies including Blockchain
that plays a major role in Industry 4.0.

. This paper highlights sectors such as Robotics and Artificial Intelligence, Cyber-
security, IoT, Cloud database, and Virtual Reality which are various smart tools
and kits subcategorized from overall drivers and enablers in Industry 4.0.

The remainder of this paper is organized as follows. Section 12.2 explains the
evolution that has taken place in terms of industrial revolution and innovation of new
and enhanced technologies. As well as providing an overview of Industry 4.0 and the
nine pillars of it. Section 12.3 presents the overview of the blockchain that consists of
the different types of blockchain, the working of blockchain and its characteristics.
Section 12.4 analyzes the different sectors of Industry 4.0 that are subcategorized
from overall drivers in Industry 4.0. Section 12.5 presents the recent advancements
in Blockchain and Industry 4.0. Finally, the paper concludes itself in Sect. 12.6
highlighting the major open research directions and future discussion.

Industry 4.0

Klaus Schwab, Founder of the World Economic Forum, is the reason Industry
4.0 became so popularized back in 2015. Rapid change in industries, technology,
processes and societal patternswas conceptualized by Industry 4.0 due to the increase
in smart automation and interconnectivity in the twenty-first century (Chen et al.
2018).

The innovation of new technologies, especially in areas such as Cloud Computing
and analytics, AI and Machine Learning, and Internet of Things (IoT) has led to a
massive transformation in the world of industry over the past decade. All these
technologies are shown in Fig. 12.1. To represent the fourth revolution in the industry,
we call it Industry 4.0 (Dallasega et al. 2018). It showcases the extent of recurrence
in manufacturing which is so compelling.

Fig. 12.1 Industry 4.0
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Fig. 12.2 Industrial
revolution

Enhancing the third revolution which includes automation and the adoption of
computers with the help of new autonomous systems leads to the fourth industrial
revolution. The fourth industrial revolution consists of all innovations from the third,
as well as the new enhancements that revolve around the industry. The evolution of
the industry is portrayed in Fig. 12.2.

To allow for better decision-making, the smart factories of the twenty-first century
are equipped with robotics, advanced sensors, and new embedded software. When
operational data from ERP, customer service, and supply chain is combined with
data from production operations, a higher value is generated to create a higher level
of insight and visibility from previous industrial revolution.

To improve the quality and productivity, the use of high-tech IoT devices is imple-
mented in smart factories. The manufacturing errors are reduced, and money is saved
along with time by replacing manual inspection with AI-powered investment. To
monitor manufacturing processes from anywhere, a smartphone can be connected to
the cloud by a quality control personnel, yet all of it is done with minimal invest-
ment. Errors usually found at later stages of development, can be very difficult to
repair and more expensive, however, manufacturers can detect them immediately
with the help of algorithms of machine learning. A new level of responsiveness and
efficiency is offered to customers with the help of these digital technologies that
have led to self-optimization of process improvements, increased automation, and
predictive maintenance.

To improve maintenance management and the overall performance of regular
machines, they need to be converted to self-learning and self-aware machines with
the help of industry 4.0. To construct a smart manufacturing platform is the aim of
Industry 4.0.
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Nine Pillars of Industry 4.0

Big Data and Analytics

To support real-time decision-making, the compressive evaluation and collection of
data fromvarious enterprises and customermanagement aswell as sources of produc-
tion equipment will likely become standard. Big Data Consists of four dimensions:
Value of Data, Velocity of generation of new data and analysis, Variety of Data, and
Volume of Data according to forester’s definition (Erboz 2017). To identify threats
that occurred earlier in the previous industry, we keep track of previous data analysis
as well to help forecast any new issues or any solutions that helped to solve any of
those issues.

Autonomous Robots

A time will come soon when robots work safely side by side and interact with one
another, as well as learn from each other. Day by day, robots are becoming more
flexible and autonomous. In places where human workers are restricted to work,
robots are used to precisely perform tasks and autonomous production methods.
Features like versatility, safety, and performing the task precisely within a given
time are strictly of an autonomous robot (Erboz 2017).

Simulation

To replicate the actual world in a virtual reality model, simulations are to be used in
certain operations that can be used to grip any real-time data. In the virtual model,
it consists of humans, machines, and products. For the simulation of ergonomic
or consumption aspects of the production facility, virtual commissioning can be
used (Erboz 2017). Reduction of failures in the start-up phase is caused by using
simulations of the processes of production. It can also shorten the time and change
it. With the help of simulations, decision-making can be enhanced easily.

System Integration

There are two major mechanisms which are used in the industrial organization: self-
optimization, and Horizontal and Vertical System Integration (Sethi et al. 2020).
There are three dimensions of integration that outline the paradigm of Industry 4.0.
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Cooperation along standardized processes and automation of communication are the
results of automation and integration of manufacturing processes.

The Industrial Internet of Things

Industrial Internet of Things (IIoT) is the system of IoT that collects data from every
sensor in every single production device (Sethi et al. 2020). To connect machines
to other machines for data management, IIoT is implemented. It allows productivity
and optimization to make smart factories. IIoT distinguishes the past offering inter-
connected devices and sensors that run along the maintenance and production to the
fourth industrial revolution. Continuously sending data for processing and devices
connected to a central server, IIoT enables automation on an unpredictable scale.

Cyber Security and Cyber Physical Systems (CPS)

The odds of data breaches go up since Industry 4.0 relies so heavily on data transfers.
Therefore, protecting these systems against cyber threats is very important. Perpetra-
tors can take advantage of systems for intellectual property, IP leakage, production
sabotage or even industrial espionage (Sethi et al. 2020). Cyber security protects
against any attacks or malicious data code injection as well as controlled physical
access to the system.

To revolutionize howcompanies share information and automate processes, cyber-
physical systems combine digital networks and physical components. The cost of an
expanded attack and surface that requires bothOT and IT defenses iswhat comeswith
the smart factory’s combination of physical and virtual systems that make real-time
and interoperability capability possible. To have a successful Industry 4.0 journey,
the organization has to carefully consider the security implications as a result.

Cloud Computing

To store, manage and process data, Cloud Computing uses a set of remote servers.
Manufacturing businesses can bring their own knowledge and intelligence to all sales
situations and introduce a faster development process for products.
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Additive Manufacturing

3D printing is best known for additive manufacturing. To make small batches of
products that are customized according to the customer’s needs is the perfect use
of 3D printing. Faster prototyping of products is enabled by the significant price
reduction of 3D printers and digital scanners. Allowing more complex parts to be
made in less time, 3D printing is used in production by many large companies.

Cutting the resource waste and producing less waste is what additive manufac-
turing is best known for. To test, produce, and make any changes without a lot of
trouble, 3D printing is best since its cost, and prototyping are lower. It’s a benefit
compared to traditionalmanufacturing processes that are not able tomeet the require-
ment of multiple production steps or handle complex designs. As a result, it increases
both the time required to assemble and create the different parts, and labor and
material costs.

Augmented Reality (AR)

The way information is used, accessed, and exchanged is revolutionized by
Augmented Reality (AR). Information that broadens users’ perception is what’s
known as augmented reality. Allowing others to interact with information, this tech-
nologymaximizes the perspective experience (Sethi et al. 2020). AR has the potential
to actively contribute to the transformation of industrial production processes and the
overall success of it. It becomesmoremeaningful when data is providedwith context.
Therefore, AR comes into place which can be implemented in many ways. Selecting
parts based on requirements, and streaming repair instructions as applications, the
AR tech holds the potential to increase human efficiency. A perfect example of it can
be delivering food in remote places such as Africa.

Blockchain

Implementation of the Merkle Tree and cryptographic hash function was done by
Stuart and W. Scott to store certified documents in a single block (Zhou et al. 2019).
However, blockchain technology was brought into the spotlight after the launch of
Bitcoin, a digital currency that is established as a peer-to-peer payment network
(Banerjee et al. 2019; Vishakha et al. 2021; Bhushan and Sharma 2020; Jogunola
et al. 2019). After Bitcoin became a very successful digital currency in the market
for cryptocurrencies, it motivated other industries to make use of Blockchain as
well. Two terms are used in the keyword, “block” and “chain”. The term “block”
defines the collection of data that includes different sets of transactions and related
information. Whereas the term “chain” represents the link between different sets of



208 S. Pandey et al.

blocks using cryptographic hash code. All the links help the blockchain technology
become more secure.

Structure of Blockchain

The three main components of Blockchain – Block header, List of transactions,
and Miners—are discussed in the subsections below. A complete structure of a
Blockchain or a chain of blocks is shown in Fig. 12.3.

Block Header

The block header consists of three components: hash code of the previous block, to
create a block mining statistic are used, Markle Tree. The hash code of the previous
block is supposed to link with the current block to the previous one. Mining statistics
(Qin et al. 2018): used to create the block Markle tree.

Fig. 12.3 Chain of blocks
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List of Transactions

Transaction size and block size is the dependency of the list of transaction. Using
asymmetric cryptography (Plos et al. 2013), the process of authentication and autho-
rization of the transactions are to be completed. A transaction cannot be removed
once it has been included in the chain of blocks (Abuturab 2014). Each block consists
of a hash of the previous block from which a chain of blocks is formed. A compu-
tational hash generated using the mining procedure determines if the block is to be
accepted into the chain (Chenaghlu et al. 2016). The hash checks its validity and its
proof of work. All blocks succeeding to a block that has been modified will have to
be recomputed. An extremely secure hashing technique that includes several hash
pointers helps ensure the modifiability of any blocks previously.

Miners

A list of transactions that are in line to be added are the ones that miners try to mine
blocks on their own with. Once a block has been mined, then for verification it is
broadcasted to all the other nodes in the network (Calders and Goethals 2007). The
block that records the highest consensus will be the one to be accepted and join the
chain of blocks in order. While other blocks are labeled as orphan blocks. Some
transactions are thrown in for further mining process because they have already been
added. Though only added, most of them have yet to be considered.

Working of Blockchain

To initiate a transaction, a private key cryptography-based signature is used at a
specific node considering that digital assets are transferred betweenpeers in a network
as a data structure (Baliga 2017). Gossip pool is used to generate transactions in the
network. Whereas an unconfirmed pool is used to store such transactions. From a
concept of war, most generals prefer to retreat, however, somemay prefer to attack. In
this concept, an agreement is found, otherwise, a major failure is more likely to take
place if most generals are not ready to attack but a few of them are ready. This kind
of agreement is defined as consensus. It’s difficult to reach a consensus agreement
since the network is mostly disturbed. It’s not possible to use an existing central node
and verify the disturbed nodes for identical ledgers. However, it’s possible using a
protocol. The protocol ensures the consistency of all the nodes present in the network.
With the use of the consensus mechanism of Blockchain, it’s easy to eliminate the
problems of Byzantine generals and double-spending. The working of blockchain is
shown in Fig. 12.4.
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Fig. 12.4 Working of Blockchain

Overview of Characteristics

Four different characters are involved in the implementation and blueprint of
Blockchain. All these characteristics are enhanced to an extent to create a working
system that consists of a chain of blocks. The characteristics are discussed in the
subsections below.

Auditability

To respectively validate and record all transactions, a digital timestamp and a digital
distributed ledger are used. Previous records are easily traced and audited if any
node in the network has been accessed. For instance, take Bitcoin for example, all
transactions can be iteratively traced which makes it easier for the data state to be
transparent and auditable. Though, if the money has tumbled upon various accounts,
it’s very difficult to trace its origin.

Persistency

Assuming there are 20 blocks in a block of chains (Blockchain), the last block in the
chain, 20th block, holds the information used to create a new block, and includes the
previous block’s hash (Baliga 2017). Thus, all blocks are linked together. With this
process, the current transaction is connected to the previous one. A block’s hash is
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changed if any transaction is updated. In fact, all the previous blocksmust be changed
if any information has been updated. To add more, other users in the network must
confirm after a new generation of a block by a miner. Of course, modifying the
information of previous transactions to confirm the generation of a new block by the
users, it requires a lot of work.

Decentralization

Trust, fail-over, lift resilience, availability, and fail-over are all required in a conven-
tional centralized system to validate transactions. Although, by creating a central-
ized peer-to-peer Blockchain architecture, a better solution can be found. However,
a transaction can be conducted by two peers in the Blockchain network without the
help of a central agency. Through this process, using consensus procedures we can
reduce the trust (Azaria et al. 2016).

Anonymity

A user having multiple random generated addresses can interact with a Blockchain
network to avoid highlighting its identity. User’s private information is not recorded
or monitored by a central authority. Transactions between members and their identi-
ties should remain anonymous (Kurtulmus and Daniel 2018). However, anonymity
cannot be achieved through just this. The mechanism must also not prevent from
verifying the transaction.

Types of Blockchains

There are three different types of blockchains. Private blockchains, public
blockchains, and Consortium blockchains. In public blockchains, an anonymous
participant is allowed to enter the public blockchain network, whereas in private
blockchains, identification is used to confirm if the individual is part of the private
blockchain or not. A Consortium blockchain network consists of a preselected set of
points or nodes by a preselected number of stakeholders to implement a consensus
process. All types of blockchains are discussed in the subsections below as well as
shown in Table 12.1.

Public Blockchain

In a public blockchain (Vukolic´ 2015), there is an open-source environment where
transactions can be verified and checked by anyone that’s included in the Blockchain
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Table 12.1 Types of Blockchain

Comparison parameters Public/Permissionless Private/Permissioned Consortium

Governance type Public Single node Set of nodes

Throughput Slow Fast Fast

Nodes’s identity
disclosure

Not revealed Revealed Revealed

Energy efficiency No Yes Yes

Protocol PoW, PoS, PoET PBFT, PoA,
Tendermint

Permission Without permission With permission

Example Bitcoin, Ethereum,
Ripple

Multichain,
Hyperledger

Attack (Double
Spending)

Yes Difficult Yes

Transaction validation Any node can be miner List of
authorized node

Scalability High Low/Medium Low/Medium

Infrastructure Decentralized Decentralized Distributed

Censorship/Regulation No Yes Yes

network. Anyone is allowed access to participate and use this open-source environ-
ment. In simple terms, without a set of restrictions applied to anyone, they all are
allowed to participate in this permission-less blockchain network. A few examples
of public blockchains are well-known cryptocurrencies such as Ethereum, Litecoin,
and Bitcoin.

Private Blockchain

Private Blockchain (Vukolic´ 2017) is the second type of blockchain, also referred to
as permissioned blockchain, which provides a closed network where participants are
picked as well as their roles in the network. This kind of blockchain is used for private
commercial use or by industries. A blockchain where restrictions are set to who can
access blockchain data is known as Private Blockchain. Such users are permitted to
access specific data. In other words, a node being a user in the network is strictly
restricted from accessing data. A few examples of private blockchains are Monax,
Oracle Blockchain Platform, Bankchain, Database management, Multichain, etc.

Consortium Blockchain

The third and last type of blockchain is calledConsortiumBlockchain (Li et al. 2017),
also referred to as Hybrid Blockchain. From the word hybrid, one may assume it’s a
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mixture of Private and Public Blockchains, which is correct, however, not entirely. In
this blockchain, the number of participants is defined as having control over the read
and write data. Usually implemented by firms or groups of organizations. In fact,
to carry out tasks, they work in a restricted environment where they have restricted
access to data. A few examples of this blockchain are Hyperledger and R3CEV.

Drivers

Some of the very familiar drivers are supply chains, smart factories, smart solutions,
and smart products (Leng et al. 2021). To develop blockchain technology many new
enablers have been employed to provide specific services, especially in industrial
sectors. Robotics and Artificial Intelligence, Cybersecurity, IoT, Cloud database, and
Virtual Reality are various smart tools and kits that have been subcategorized from
overall drivers and enablers. All cryptocurrencies are used to comprehend specific
future needs; it is all embraced by blockchain (Biswal and Bhushan 2019; Lu 2018).
Blockchain has developed dramatically over the past few years. This blockchain
technology has validated the block and collected data by forming a chain of infor-
mation. To serve as a registry for buildings, vehicles and houses, the public sector
is seeking to implement blockchain. Blockchains can be very useful in the public
sector since they can improve back-office functions, facilitate voting, and reduce
fraud (Sajid et al. 2021). Its focus, however, comes on transactions in businesses,
decision making and data management.

Data can become amajor asset without the requirement of an external agent which
helps to createmore trust and a special bond between the customers and stakeholders.
If a supply chain placed on the blockchain is particularly different, then all stake-
holders can achieve consensus (Bhushan et al. 2022a). To establish a coordination
process amongst various factories, one must make use of the mechanisms available.
Overall, blockchain technology improves efficiency and accountability in the supply
chain. The requirement and need for Blockchain have grown rapidly in automotive
sectors over the past years. The supply chain will be populated in many countries
and industries over the next few years (Bhushan et al. 2022b).

Recent Advancements

Qu et al. (2021) proposed jointly using blockchain and federated learning on
comprehensive data-driven cognitive computing to solve the “data island” problem.
Blockchain provides support towards attacks and incentivemechanisms. Lahbib et al.
(2021) proposed the use of requester sensitive attributes and policies for shared access
control to ensure strong privacy. Since the verification process remains public and
transparent, a privacy layer is added for encapsulating sensitive attributes. Bhatt
et al. (2021) highlighted the importance of identifying recent technological trends
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and breakthroughs in the field of blockchain as well as studying the patent publica-
tion trends. Garrocho et al. (2021) proposed a blockchain based technology on access
control architecture that is directly deployed onto edge devices positioned close to
other devices that require access control. When carried out at a practice in a mining
environment, the architecture showed severe enhanced performance.

Shukla et al. (2021) suggested a six-layered architecture that forecasts CNC tool
wear detection using a technique based on AdaBoost and random forest models and
soft-voted prediction model. Wu et al. (2021) suggested that to enable scalable and
secure infrastructures, the converging of edge computing paradigms and blockchain
should be implemented. Moschou et al. (2020) came up with a novel method-
ology that was useful to blockchain practitioners for designing future solutions via
measuring the performance of such two transactional processors presented, evalu-
ated, and deployed in the Hyperledger Sawtooth environment. Cheng and Shaoqin
(2020) suggested the combination of IoT, Radio Frequency Identification (RFID)
technology and blockchain technology to integrate a blockchain based lightweight
password security authentication mechanism of the smart factory RFID system.

Kuperberg (2020) proposed a novel that suggested using a tree based of context
chains, an architecture for blockchain consensus and ledger can be created. Hasan
et al. (2022) showcased an IoT model based on blockchain that is capable of moni-
toring price hikes and corruption from Industry 4.0 perspective that includes produc-
tion and packaging of products and their subsequent purchase by wholesalers and
retailers. Bodkhe et al. (2020) presented a review that consisted of blockchain related
solutions in various applications of Industry 4.0. Hossain et al. (2020) suggested
a stable operation of smart grids of SCADA systems that analyzed the scope of
blockchain application in the system’s data acquisition. Feld et al. (2014) focused on
collecting network distribution, size of the network, and number of clients to reduce
novel insights related to P2P network that focuses especially on the distribution of
network amongst other systems.

Fujimura et al. (2015) proposed in terms of the development of management
system that is decentralized for an application of blockchain technology which illus-
trated the results of trial implementation.AnishDev et al. (2014) proposed an idea that
would result in faster mining by mining bitcoin on non-customer hardware. The use
of both illegal and legal mining networks and the usage of computing elements gave
such results. Zyskind et al. (2015) suggested the implementation of protocols that
transform blockchain into a control manager by passing the requirement of reliability
on a third party. Zhang and Wen (2015) (Begam et al. 2020) proposed to observe the
paid data on IoTwith the help of P2P trade and transaction of small property in an IoT
based E-business model and redesign E-business models with the use of blockchain
principles and smart contracts. Barkatullah and Hanke (2015) (Thanh et al. 2020)
analyzed that Coin Terra’s first-generation Bitcoin mining processor’s implementa-
tion and architecture were used as a precursor in designing a much more complete
miningmachine called Terraminer IV. Decker andWattenhofer (2013) (Nguyen et al.
2020) analyzed that through network and ledger replicas, it was possible to propagate
transactions in Bitcoin and interpret multi-hop broadcast’s use as well.
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Di Battista et al. (2015) (Jha et al. 2019) suggested when and how the Bitcoin’s
flow mixes well with other flows for high level analysis in a transaction graph.
Giaglis (2015) (Sharma et al. 2019) analyzed the concept of smart money and its
various potential uses highlighting M2Mmoney and smart contracts to Money-over-
IP. Lee et al. (2014) (Sharma et al. 2020a) suggested that to achieve productivity
and transparency, transform the manufacturing sector in the fourth industrial revo-
lution using Blockchain and Big Data and analyzed how to manage big data using
smart predictive informatics tools. Kong et al. (2021) (Dansana et al. 2020) suggested
exploiting a Blockchain with the help of proof-of-stake consensus to achieve amech-
anism that verifies the immutable and aggregation dissemination of performance
records. Allian et al. (2021) (Malik et al. 2021) proposed that a trustworthy interop-
erability requires a set of essential requirements in the fourth industrial revolution.
Faz-Mendoza et al. (2020) (Sharma et al. 2020b) proposed a study that constructs
a bibliometric and conceptual result of quantified production in Knowledge Intel-
ligence and Management and identifies the main authors and such research areas.
King et al. (2020) (Dansana et al. 2021) highlighted current literature regarding the
fourth Industrial revolution when considered from a business model perspective. A
review was conducted to explore current research at the intersection of the research
domains of Industry 4.0 and the Business model. The major advances in blockchain
based Industry 4.0 applications are summarized in Table 12.2.

Table 12.2 Major blockchain based Industry 4.0 advancements

Reference Year Major contribution

Qu et al. (2021) 2021 Solved “data island” problem using
blockchain and data-driven cognitive
computing

Lahbib et al. (2021) 2021 To ensure strong privacy introduced the use
of requester sensitive attributes and policies
for shared access control

Bhatt et al. (2021) 2021 Identified recent technological trends and
breakthroughs in the field of blockchain

Garrocho et al. (2021) 2021 Proposed a blockchain based technology on
the access control architecture

Shukla et al. (2021) 2021 Suggested a six-layered architecture using a
novel ensemble technique

Wu et al. (2021) 2021 Proposed an idea to enable scalable and
secure infrastructures, the converging of
edge computing paradigms and blockchain
should be implemented

Moschou et al. (2020) 2020 Proposed a novel methodology that was
useful to blockchain practitioners for
designing future solutions

(continued)
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Table 12.2 (continued)

Reference Year Major contribution

Cheng and Shaoqin (2020) 2020 Suggested the combination of IoT, Radio
Frequency Identification (RFID)
technology and blockchain technology to
integrate a blockchain based lightweight
password

Kuperberg (2020) 2020 Suggested using a tree based of context
chains to create an architecture for
blockchain consensus and ledger

Hasan et al. (2022) 2022 Showcased a IoT model based on
blockchain that is capable of monitoring
price hikes and corruption from Industry 4.0

Bodkhe et al. (2020) 2020 Presented a review that consisted of
blockchain related solutions in various
applications of Industry 4.0

Hossain et al. (2020) 2020 Suggested for a stable operation of smart
grids of SCADA systems that analyzed the
scope of blockchain application

Feld et al. (2014) 2014 Focused on collecting network distribution,
size of the network, and number of clients
to reduce novel insights related to P2P
network

Fujimura et al. (2015) 2015 Proposed in terms of the development of a
management system that is decentralized
for an application of blockchain technology

Anish Dev et al. (2014) 2014 Proposed an idea that would result in faster
mining by mining bitcoin on non-customer
hardware

Zyskind et al. (2015) 2015 Suggested implementation of protocols that
transform blockchain into a control
manager

Zhang and Wen (2015) (Begam et al.
2020)

2015 Proposed to observe the paid data on IoT
with the help of P2P trade and transaction
of a small property in IoT

Barkatullah and Hanke (2015) (Thanh
et al. 2020)

2015 Analyzed that Coin Terra’s first-generation
Bitcoin mining processor’s implementation
and architecture were used as a precursor

Decker and Wattenhofer (2013) (Nguyen
et al. 2020)

2013 Analyzed that through network and ledger
replicas, it was possible to propagate
transactions in Bitcoin

Di Battista et al. (2015) (Jha et al. 2019) 2015 Suggested when and how the Bitcoin’s flow
mixes well with other flows for high level
analysis in a transaction graph

Giaglis (2015) (Sharma et al. 2019) 2015 Analyzed the concept of smart money and
its various potential uses highlighting M2M
money and smart contracts

(continued)
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Table 12.2 (continued)

Reference Year Major contribution

Lee et al. (2014) (Sharma et al. 2020a) 2014 Suggested that to achieve productivity and
transparency, transform the manufacturing
sector in the fourth industrial revolution
using Blockchain and Big Data

Kong et al. (2021) (Dansana et al. 2020) 2021 Suggested exploiting a Blockchain with the
help of proof-of-stake consensus to achieve
a profitable mechanism

Allian et al. (2021) (Malik et al. 2021) 2021 Proposed that a trustworthy interoperability
requires a set of essential requirements in
the fourth industrial revolution

Faz-Mendoza et al. (2020) (Sharma et al.
2020b)

2020 Proposed a study that constructs a
bibliometric and conceptual result of
quantified production in Knowledge
Intelligence and Management

King et al. (2020) (Dansana et al. 2021) 2020 Highlighted current literature regarding the
fourth Industrial revolution when
considered from a business model
perspective

Conclusion and Future Research Directions

In conclusion, since the launch of Bitcoin to today’s date, the concept and use of
Blockchain have only evolved along with the industrial revolution in Industry. A
system that implements the concepts of keys introduced to us by Diffie and Hellman
provides a tool to strictly prevent intruders from changing, hacking and cheating
recorded information is essential. However, it is not only essential but important
to evaluate every time another revolution in the industry occurs. The security of
such companies like Bitcoin is still standing only because of the barrier created
by Blockchain to stop an illegal or unusual activity from occurring. An algorithm
that consists of public and private keys to implement Blockchain cannot be easily
encountered by intruders. However, it may not be possible with such a revolution in
the industry. Especially with changes from the third industrial revolution to the fourth
comes with many new technologies and methods. The Blockchain or chain of blocks
is attributed with different components that all work together to output a functional
system helped to block intruders. Though these components can be enhanced or
replaced as another industrial revolution takes place with the introduction of more
enhanced and capable technologies. Role of Industry 4.0 is not only to give it a
new name every often, but to initialize a checkpoint that points to another industrial
revolution that brings many new technologies. The role of such technologies comes
into place enhancing previous barriers or introducing new barriers that are much
more efficient and secure than previous approaches.

Transparency of Blockchain deployment and runtime, Security of smart contracts,
and Reliability of BaaS infrastructure are the three different aspects that the research
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can be extended towards in the future. Firstly, a new service paradigm is needed
for NutBaas that helps in the transparency of blockchain to reduce the damage
of NutBaaS platform to the decentralization of blockchain. Therefore, increasing
the transparency of blockchain runtime and deployment via new service paradigm.
Secondly, the Reliability of BaaS infrastructure, to seek more versatile and detailed
evaluation for BaaS infrastructure. Therefore, the service users or service providers
can take corresponding preventive measures or optimize the relevant components.
Finally, regarding the security of smart contracts, conducting research on smart
contracts’ performance that includes the reduction of gas consumption of contracts,
and existing machine learning models will be beneficial.

Future research can be done on both methodological and theoretical aspects. The
digitalization process of society and organizations which are triggered by blockchain
would show a result in a change to management practice that B&M disciplines
naturally face the challenge of a particular question that arises. To whether the logic
of an existing theory is still applicable in the new context a theory was proposed
about B&M.
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Chapter 13 
Decentralized Blockchain Technology 
for the Development of IoT-Based Smart 
City Applications 

Shashank Kumar, Pratik Jadon, Lakshya Sharma, Bharat Bhushan, 
and Ahmed J. Obaid 

Introduction 

For the past few years, blockchain has been surfacing in the headline as one of 
the most prominent technologies used for gathering data that draw the attention 
of several researchers and industries (Casino et al. 2019). Cryptocurrency is the 
first implementation of blockchain which is called Blockchain 1.0. Its successor 
emerged with the idea of a smart contract which is considered as a block of code 
that is defined, then executed, and then recorded in the distributed ledger and was 
called Blockchain 2.0. It was then succeeded by new Blockchain technology called 
Blockchain3.0 (Sunny et al. 2022). Blockchain 3.0 resolved around sectors like health 
care, financial, privacy, and security of important data and financial transactions (Li 
et al. 2022).
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Data is continuously generated by all smart applications from heterogeneous 
sources. Still, recent technologies present for databases do not have the potential 
to handle, store and secure huge amounts of data (Liu et al. 2021). Devices such as 
sensors, smartphones, vehicles, etc. that are connected through the internet possess 
privacy risks and security issues (Jiang et al. 2019). Upcoming technologies have 
found a way for various opportunities for extra value creation, but progress regarding 
smart cities is still troubled by numerous challenges. Smart cities facing difficulty 
should improve the quality of life of their people by improving privacy protection, 
data sharing, data security, efficient decision-making, and good-quality services. 

The most attractive part of using blockchain technology is that it provides privacy 
(Du et al. 2023). Blockchain periodically self-audits its network’s digital value 
(between every 10 min approx) of its ecosystem through which it coordinates tran-
sition, one set of this transition is known as a block and this process leads to having 
two properties: transparency and impossible to corrupt (Bhutta et al. 2021). In the 
blockchain, the user’s identity is kept safe as it’s hidden through a powerful cipher, 
as one has to link 5 difficult-to-link public addresses to individual users to access its 
identity (Ahmad et al. 2022). Blockchain is nowadays already considered a powerful 
technology. It organizes its interaction in a way by which it vastly improves its reli-
ability as well as also greatly eliminates the business and political risks regarding 
the handling of processes by central entities, thus lowering the requirement of trust. 
Blockchain is a network that creates a platform that can simultaneously run many 
different applications from many different companies, allowing seamless and effec-
tive dialogue and creating examining trails by which everyone verifies that all the 
processes are being processed correctly. 

Markets of blockchain in health sectors are expected to be around 500 million 
dollars in 2022 (Sinha et al. 2022). Blockchain is used by the health sector for 
maintaining the audit of the material used in pharmaceutical products. Blockchain 
ensures the privacy of the record of patients during the development of their medical 
history of patients. It also helps in the development of important medicine. For the past 
few years, HIT (Health Information Technology) is the point of attraction of various 
studies (Pavel et al. 2013). Researchers have developed a variety of technologies like 
HMIS (Health management information system), EHR (electronic health record), 
HIoT (Health IoT) which is a segment of HIT and EMR (electronic medical record) 
(Bahalul Haque et al. 2022). Blockchain is used in the Internet of Things (IoT) by 
integrating different technologies. Developers are using blockchain for healthcare 
with the support of IoT and devices which can be carried easily by patients to keep 
the records of patients’ sensitive data. This helps doctors to keep real-time records 
of patients who are at high risk. These wearable devices have various sensors like 
pulse sensors, blood pressure sensors, oxygen level sensors, etc. (Barvik et al. 2022; 
Goyal et al. 2020; Swain et al. 2022). The purpose of this paper is to discuss and 
explore the potential of blockchain in the development, and enhancement of various 
sectors in smart cities. It also discusses the development of blockchain technologies 
by integrating with IoT (Sadawi et al. 2021). The major contributions of this work 
can be enumerated as below.
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. This paper presents the workings of blockchain and types of blockchain.

. This paper directed blockchain-enabled healthcare applications.

. This paper presents recent research onthe implementation of blockchain in smart 
cities.

. This paper also presented future advances of blockchain for smart cities. 

The remainder of this paper is organized as follows. Section 13.2 presents an 
overview of the blockchain and the working of blockchain. Section 13.3 elaborates on 
the application of blockchain in various sectors of healthcare. Section 13.4 highlights 
the recent advances of blockchain. Finally, the paper concludes itself in Sect. 13.5 
highlighting the major open research directions and future discussions. 

Overview of Blockchain 

The history, working, types of blockchain and application of blockchain in healthcare 
and transactions are discussed in the subsections below. 

What is Blockchain? 

Blockchain is a peer-to-peer network and decentralized that is made of nodes that 
stores data. Decentralization, anonymization, and persistence are the main character-
istics of blockchain. Bitcoin is the first implementation of blockchain in 2008. It can 
be defined as a distributed ledger that logs data. Blockchain runs on a peer-to-peer 
network of computers (Lv et al. 2002). By using blockchain interaction of entities 
can be done without the central party. Each node in the network stores the data. It 
is a technology that is mainly used for protecting the sensitive data of a system. It 
is a collection of nodes that are interlinked to each other and nodes keep a record 
of past and recent changes. As it keeps a record of changes it allows collaboration 
between networks. These features protect the data from any hacking attempts. Due 
to the distributed ledger, it is impossible to delete entries which are accepted into 
the blockchain. Each User in the network has their own private key. Records in 
the blockchain are shielded by cryptography encryption. If anyone tries to alter the 
record or data, the signature will become invalid and the related network is going to 
be aware of the situation that one of the signatures is no longer valid (Anusha et al. 
2022; Soni and Bhushan 2019). Due to these features blockchain gains so much 
attention in various sectors for data transmission or handling.
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Types of Blockchain 

Blockchain technology is used in exchanges of sensitive information and for safe 
transactions by a secured and safe network. Two technologies i.e. Blockchain and 
distributed ledger are being used parallel to each other for cryptocurrency. Experts 
divided Blockchain technology into four categories namely public, private, hybrid, 
and consortium blockchain (Das and Ammari 2009). Figure 13.1 presents the 
different types of blockchains. 

Private Blockchain 

Private blockchain is the one of blockchain technology which is restrictive and not 
so open, these types of blockchain also have features to access. In this blockchain, 
transaction permission is given under the control of the system administrator. Private 
blockchain develops things with advantages such as High efficiency, quicker trans-
action of data, improved scalability, and improved data privacy. Blockchain of this 
type works only on systems and networks that are closed. These blockchains have 
proper authorization, accessibility, security, and permissions. These blockchains are 
for voting on the management of supply chain, finding and handling digital identity, 
and so on. Various popular examples of this private blockchain type are like Hyper-
ledger projects, Corda etc. These blockchains run with secured nodes which need 
authorization, thus no one apart from the one having the authorization to access it 
is able to access information like information of transactions between two different 
nodes (Buterin 2014).

Fig. 13.1 Types of blockchain 
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Public Blockchain 

Public blockchain is one of the biggest types of Blockchain, which is a decentralized 
as well as an open network and transactions access is available to everyone in this 
type of network of Blockchain technology. This blockchain technology is based on 
validation, the person which is validated is given a transaction reward, and further-
more, in this type, there are two types of models being used that are Proof-of-stake 
and Proof-of-work. It is the type of blockchain that is even a non-restrictive and 
ledger system that is distributed and anyone can be authorized if having access and 
can get the data or any part of the blockchain. However, these security protocols can 
be risky. A few examples of this type are Bitcoin, Ethereum, and Litecoin (Du et al. 
2023). 

Hybrid Blockchain 

Hybrid Blockchain is a type of blockchain technology that is a combination of both 
private blockchain and public blockchain (Wu et al. 2017). This type of blockchain 
is required for improved and more access to the data. This blockchain deals with 
both centralized, as well as decentralized network systems, and it, is not open, but it 
still has various features in it like features of security as well as transparency. This 
type of blockchain considers maximum customization as most beneficial with both 
private permission-based network systems as well as permission-less public-based 
systems. These blockchains are flexible thus all new users can easily join it like a 
private blockchain and this blockchain has enabled us in improving the transparency 
and security of the network of blockchain. 

Consortium Blockchain 

Consortium Blockchains are a sub-part of Blockchain technology. These networks 
possess access controls and consist of present nodes. In this network, it has lesser 
nodes in comparison to other blockchain types such as public blockchain but as a 
result, it is far more scalable and secure in itself than others (Bai et al. 2022). 

Working of Blockchain 

Blockchain is a decentralized and peer-to-peer network without using any third 
parties to manage it. For instance, Bitcoin introduced a peer-to-peer (P2P) finan-
cial value transfer system in which no bank or other financial institution is required 
to share a financial data transaction with another institution or user on the Bitcoin 
blockchain network (Haleem et al. 2021). Such an agreement is within the shape 
of verifiable mathematical evidence; the provision of this agreement mechanism
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permits friends of a P2P community to transact with each other without necessarily 
trusting one another. Sometimes that is known as the trustless assets of blockchain. 
This lack of trust also means that a party interested in doing business with another 
blockchain entity does not necessarily know its true identity. This allows users of 
public blockchains the transaction of virtual currencies like bitcoin, Ethereum, etc. 
By hashing each block/node record or data is kept secure. This is mostly due to the 
fact that the mathematical hash function always generates hash codes of the same 
length for each block, regardless of the size of the data. Therefore, trying to alter a 
block of data would result in a brand-new hash value. Blockchain decentralizes the 
block which stores the record/data. This digital store of value enables peer-to-peer 
transactions over the Internet without the involvement of third parties (Saxena et al. 
2021). A Blockchain network is a decentralized system made up of dispersed nodes 
(computers) that examine and confirm the legitimacy of any brand-new transactions 
to be made. The mining method is used to achieve this combined agreement using a 
number of consensus models. Each of the nodes is trying to attach the recent transac-
tion that has worked hard to solve the intricate computational problem and is entitled 
to compensation for their efforts (Bhushan et al. 2021). Figure 13.2 presents the 
working steps of blockchain. 

The management of health data, which might be enhanced by the capacity for 
disparate system integration and for enhancing the accuracy and privacy of EHR, 
it had to be given priority in the effort to change healthcare. EMR and EHR are 
two different things, they have different meanings (Adere 2022). An EMR basically 
contain the treatment, medical and operational history of the individual. On another 
side, EMR basically contain the patients overall medical report, dataset from the 
doctors related to the patients and it puts more effort on the patients care and how 
recovery of the patients can be done. According to the mapping study, blockchain 
technology helps manage EHRs. To handle authorization, permissions, and data 
exchange across healthcare stakeholders describe MedRec, an EHR-related imple-
mentation that suggests a decentralized method. The Ethereum platform is used 
by MedRec to give patients information about who have the permission to access 
the medical and health records of the patients. FHIRChain, a second programme 
that incorporates EHR, is available (Dubovitskaya et al. 2017; Jiang et al. 2018). 
Its healthcare record management-focused platform is based on blockchain for

Fig. 13.2 Working steps of blockchain 
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exchanging health data that is developed using Ethereum. Patients can get solutions 
from FHIRChain that satisfy the ONC’s standards. 

Blockchain-Enabled HIoT Systems—A Case Study 
from a Smart City Perspective 

Different types of applications of blockchain in healthcare like proper data handling 
of the patient’s data, and integrating blockchain technology with IoT. Figure 13.3 
presents a blockchain-enabled application in healthcare. The blockchain-enabled 
application in healthcare is discussed in the subsection below. 

Storing Medical Data of Patients 

After the completion of clinical study, huge amounts of data are generated. Healthcare 
uses the blockchain to check the validity of data and to store data. Blockchain has the 
framework for the cryptography of data that is shared and stored (Tulkinbekov and 
Kim 2021). All the details like the name of the patient, admission date, birth date, 
and all the treatment given to the patients are stored in the EHR format (Tulkinbekov 
and Kim 2021).

Fig. 13.3 Blockchain enabled HIoT systems 
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Examine the Effect of Procedure 

Researchers analyse the effect of a particular treatment done on a large number of 
people after some period of time. Blockchain helps healthcare companies to collect 
real-time data for delivering the accurate prescription of medicine (Garcia and Klein-
schmidt Jun 2020). They can take the procedure and the right amount to take a partic-
ular medicine. This real-time data also helps in alerting the patients during any type 
of emergency. 

Alert During a Clinical Trial 

During clinical time if any data that does not match the objective of the clinical trial 
or any false data that comes up during the trial will be addressed with the help of 
blockchain. This helps in increasing the accuracy of the results of a clinical trial 
(Seshadri et al. 2020). 

Transparency, Safety, and Privacy 

High levels of transparency and privacy are one of the main features of blockchain 
(Guidi et al. 2021). Precision diagnosis can be possible because of the safety provided 
by blockchain during an exchange of health data (Casey et al. 2018). It creates an 
ecosystem where health organization keeps in touch with each other and exchanges 
data with each other. 

Hospitals Annual Financial Report 

Doing clinical trials, research, and development requires lots of money, so it is 
necessary to maintain the financial update and it should be accurate. Researchers 
have developed technology using blockchain that can streamline the annual financial 
report (Casey et al. 2018).
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Monitoring of Patient 

Access control, data sharing, and monitoring an audit trail of medical activities are all 
possible with the use of blockchain technology (Hao 2022). Doctors can see the real-
time data of patients, especially high-risk patients. Doctors can react immediately if 
any emergency comes (Muniasamy and Tabassam 2019). 

Recognizing the Fake Records 

Blockchain technology will give greater clarity and identify forgeries tenors and 
content of data. It offers more secure access to patients past medical records. 
Blockchain technologies first made it possible for common people to see what 
happened in clinical trials (Chen et al. 2020). 

Research and Development 

Blockchain can provide sensitive and valuable data. By exchanging affected person 
information, Blockchains might also additionally mobilize new and innovative 
studies initiatives (Hur 2011). Further, the trade of affected person findings in extra 
intensity will catalyze new and innovative studies. 

Reduce the Transaction Cost 

Blockchain networks reduce data conversion time and cost. In a Blockchain network 
issues and errors are resolved quickly and effectively with the confirmation of 
medical certificates. Blockchain network guarantees transaction guarantee and secu-
rity. Blockchain is a dispersed network figuring innovation that permits putting away 
exchange history and every hub in this network processes checks and records every 
information input (Tai et al. 2017; Schmidt and Wagner 2019). 

Blockchain-Based Solutions for IoT and Smart City 
Applications 

Zhang et al. (2016) proposed a fully protected system for healthcare which is based 
on PSN. There are two protocols here. The first one is an improved and upgraded 
version of the system that is present in the IEEE 802.15.16 authenticated system. The
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second one is a protocol that uses blockchain technology for the transaction of data 
between nodes. Rahman et al. (2018) proposed an in-home management framework 
therapy that supports lower latency, anonymous and secure. It is sharing scenarios 
by utilizing nodes of IoT and the decentralized MEC paradigm built on blockchain 
technology. Ferraro et al. (2018) presented a set of delay differential equations to 
characterize the dynamical behavior of the Tangle, a directed acyclic network created 
for the cryptocurrency IOTA and inspired by the Internet of Things. The application of 
DLTs as a method for dynamic deposit pricing is proposed in the second section. Guo 
et al. (2018) analysed a method which is based on signature characterizes with various 
authorities to ensure the authenticity of EHR which is integrated with blockchain. 
A patient writes information without revealing its identity and another information 
accepts that it is attested. Wang et al. (2018) presented a framework based on the 
artificial systems + computational experiments + parallel execution (ACP) method 
for parallel healthcare systems (PHSs) in order to increase the precision of diagnosis 
and the efficacy of therapy. 

Xie et al. (2019) proposed a comprehensive review of the literature on the applica-
tion of blockchain technology in smart cities. Sharma et al. (2019) proposed an algo-
rithm for blockchain selection nodes that are decentralized. They presented a model 
based on the platform of Ethereum that gathered the data mined from Litecoin pool. 
Ismail et al. (2019) analysed a lightweight architecture that reduces the computa-
tional and communication overhead compared to the Bitcoin network for healthcare 
data management by dividing the network participants into different clusters and 
maintaining one copy of the ledger per cluster. 

Abou Jaoude and George Saade (2019) proposed a systematic literature review 
on blockchain technology and trace its growing popularity in relation to cryptocur-
rencies and similar technologies such as Bitcoin. The purpose of this white paper is 
to establish the current state of blockchain technology in the literature and to identify 
key research areas and applications where blockchain offers valuable solutions. Li 
et al. (2020) proposed the framework of ChainSDI that works with the blockchain 
technique. It computes the resources to manage secure data sharing and computing 
on sensitive patient data. They basically execute the programmable ChainSDI appli-
cation to help home-based healthcare. Omar et al. (Begam et al. 2020) analysed 
blockchain technology with the use of smart contracts to computerize the GPO 
contract process. Yazdinejad et al. (Thanh et al. 2020) represented decentralized 
authentication of data of patients. It also proposed a detailed comparison between the 
model without blockchain and the model with blockchain to show the effectiveness 
of the model. 

(Nguyen et al. 2020) proposed the analysis of blockchain technology that can be 
used in different smart cities. the features of blockchain that could be considered in 
the development of smart cities. (Jha et al. 2019) highlight a responsive management 
system based on blockchain technology for the management of the power overall load 
of the industrial, residential and commercial places. (Sharma et al. 2019) explore the 
critical role of blockchain technology in smart city waste management. Blockchain 
technology can provide traceability, immutability, transparency, and auditability in a 
decentralized, trustworthy and secure way. (Sharma et al. 2020a) propose four forms
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of smart contracts: user authentication, access authorization, fraud detection, and 
access blocking. (Dansana et al. 2020) endorse blockchain-primarily based totally 
energy trading (B-ET) surroundings and layout clever contracts to make certain that 
transactions are carried out in a stable and straightforward manner. 

(Malik et al. 2021) proposed a decentralized system for patient-centric healthcare 
management with a blockchain-based EHR using JavaScript-based smart contracts. 
To ensure the security of the proposed model a working prototype based on Hyper-
ledger Fabric and Composer technologies has also been implemented. (Sharma 
et al. 2020b) presented a scope of blockchain technology related to incorpo-
rating blockchain in various sectors of society. Awareness about the application of 
blockchain technology in cities. (Dansana et al. 2021) analysed a healthcare system 
that has private, secure and reliable data sharing and exchange between users. To 
provide secure sharing of data they proposed a dynamic framework with LDP (Local 
Differential Privacy). 

(Cunha et al. 2022) presented an overview of blockchain technology in health-
care. The business analytics of blockchain. It discusses the application of blockchains 
like EMRs, drugs supply chains etc. (Alzahrani et al. 2022) proposed a framework 
that recognizes the factors that help in securing the exchange of user data using 
blockchain technology. It has basically three factors: security, health care system, 
and blockchain. (Ming et al. Dec. 2022) presented a platform based on blockchain 
technology to secure patients’ sensitive data. They propose a new data-processing 
framework that combines distributed and edge servers with a blockchain to facilitate 
frequent data processing. (Bawany et al. 2022) proposed a patient-centric mathemat-
ical data model and a healthcare digital twin system based on Blockchain. To collect 
the patient-sensitive data they proposed the mathematical data model. 

Future Research Direction 

This block bestows the recent advances of the blockchain which are perceived from 
the review paper. Infrastructure is a major part of smart cities along with the data 
of the people living in it which is being transmitted from multiple CPSs to the 
security operations center (SOC) through the internet, this gives rise to a huge threat 
to security. Smart cities need to build robust mechanisms to tackle this, a few of the 
advances are mentioned below. 

Blockchain-As-A-Service (BaaS) 

Blockchain architecture provides the addition of a BC layer to the general smart city 
architecture layer. In blockchain-enabled CPSs IoT-enabled, smart devices are inte-
grated. The blockchain-enabled architecture of smart cities can be classified into four 
different layers and it supports robust security mechanisms. Out of these four layers
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Sensing layer, Application layer, physical layer and blockchain layer the blockchain 
layer shows a huge importance as it offers Blockchain as a service (BaaS). 

Non-Fungible Tokens (NFTs) 

One of the most popular crypto-tokens uses the guidelines of the ERC-721 standards 
on developing (NFTS) by utilizing smart contracts on the Ethereum blockchain. NFTs 
appear for the ownership of digital or physical assets such as virtual collectibles, 
physical property or negative assets. It is believed that these tokens can be utilized to 
access, identify and authenticate assets in a smart city’s infrastructure where devices 
and users can be identified by a public key and transact uniquely only via identified 
tokens. 

Conclusion 

Blockchain technology can help in multiple ways in the development of smart cities 
and healthcare facilities because of the properties like decentralization and inherent 
encryption. It promotes the monetization of health information, improves interop-
erability among healthcare organizations, and aids in the fight against counterfeit 
medicines. Precision diagnosis will be possible because of the safety guaranteed by 
blockchain during an exchange of health records and test data. It creates an ecosystem 
where health organizations keep in touch with each other and exchange data with 
each other. Blockchain technology integrated with IoT devices to keep track of real-
time data of crucial patients. It also increases the security of patients’EMR. This 
includes proper management of the transaction of data. Records in the blockchain 
are shielded by cryptography encryption. If anyone tries to alter the record or data; 
the signature will no longer be valid and the peer network will immediately become 
aware of the situation (Table 13.1).
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Table 13.1 The major advances in blockchain-based applications in healthcare 

References Year Major Contribution 

Zhang et al. (2016) 2016 Secured system for PSN-based healthcare 

Rahman et al. (2018) 2018 Home therapy management system with 
low-latency, secure, anonymous 

Ferraro et al. (2018) 2018 Set of delay differential equations to 
characterize the dynamical behavior of the 
Tangle 

Guo et al. (2018) 2018 Analysed attribute-based signature method 
for the authenticity of EHRs 

Wang et al. (2018) 2018 Framework for (PHS) with ACP method to 
increase diagnosis precision 

Xie et al. (2019) 2019 Comprehensive review of the information on 
the blockchain technology application in 
smart cities 

Sharma et al. (2019) 2019 Framework for novel algorithm miner node 
selection for decentralized network 
architectures of blockchain-based 

Ismail et al. (2019) 2019 Analysed a lightweight architecture that 
reduces the computational and 
communication overhead compared to the 
Bitcoin network for healthcare data 
management 

Abou Jaoude and George Saade (2019) 2019 Systematic literature review of blockchain 
technology and traces its growing popularity 
in relation to cryptocurrencies and similar 
technologies such as Bitcoin 

Li et al. (2020) 2020 Framework of ChainSDI that works with the 
blockchain technique 

(Begam et al. 2020) 2021 Analysed blockchain technology with the use 
of smart contracts to computerize the GPO 
contract process 

(Thanh et al. 2020) 2020 Represented decentralized authentication of 
data. It also proposed a detailed comparison 
between the model with and without 
blockchain to show their effectiveness 

(Nguyen et al. 2020) 2020 Analysis of blockchain technology that can 
be used in different smart cities 

(Jha et al. 2019) 2020 Responsive management technique based on 
blockchain technology for the management 
of the power overall load 

(Sharma et al. 2019) 2021 Explored various features of blockchain 
technology can provide as well as critical 
roles in smart cities that can be achieved via 
blockchain

(continued)
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Table 13.1 (continued)

References Year Major Contribution

(Sharma et al. 2020a) 2021 Gave four different forms for smart contracts: 
Accessing by the user, fraud detection, 
authorization, and access blocking 

(Dansana et al. 2020) 2021 Blockchain energy trading (B-ET) 
surroundings and layout of clever contracts to 
make those transactions are carried out in a 
stable and straightforward manner 

(Malik et al. 2021) 2021 Blockchain-based EHR Decentralized 
healthcare management system using 
JavaScript-based smart contracts 

(Sharma et al. 2020b) 2021 Presented the scope of blockchain in various 
sectors of society 

(Dansana et al. 2021) 2022 LDP framework for a private, secure and 
reliable data sharing system for users 

Cunha et al. (2022) 2022 Overview and business analytics of 
blockchain in healthcare 

Alzahrani et al. (2022) 2022 Recognize the factors that help in securing 
the exchange of user data 

Ming et al. (2022) 2022 Platform to secure patient-sensitive data 
using blockchain technology 

Bawany et al. (2022) 2022 Patient-centric data model and a healthcare 
digital twin system 
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Chapter 14 
Nullifying the Prevalent Threats in IoT 
Based Applications and Smart Cities 
Using Blockchain Technology 

Lokesh Yadav, Milan Mitra, Akash Kumar, Bharat Bhushan, 
and Mustafa A. Al-Asadi 

Introduction 

The revolutionary population expansion in urban areas has been witnessed in the past 
few decades. Only 45% of the population is living in rural areas which will further 
reduce to 30% in the next 3 decades and 25% of the population would shift to urban 
cities (Department of Economic and Social Affairs 2014). This eruptive population 
growth would make it impossible for current methods to deal with economic, social, 
educational and other sorts of problems. To cope up with these inescapable prob-
lems, officials and chairpersons are moreover interested in implementing the smart 
cum sustainable methods to tackle both tangible and intangible (various sources 
of capital) assets (Bibri and Krogstie 2017). Thus, the idea of a smart city comes 
into play. A Smart city is a combination of various systems designed to deal with 
problems mentioned above by evolving and adapting to the changes and needs of 
the environment and other sorts of commodities with the help of data analysis thus 
reducing human involvement. Decentralization, transparency, privacy, security, and 
this interconnection are the main features of blockchain which could be tools to 
manage, develop, maintain and run smart cities. The elimination of mediators i.e. 
decentralization is the main objective of achieving sustainability (Makrushin and 
Dashchenko 2016). 

While considering the security aspect, the major enhancement in IoT and wireless 
transmission has made it simple and easy for a range of devices to get interconnected

L. Yadav (B) · M. Mitra · A. Kumar · B. Bhushan 
School of Engineering and Technology, Sharda University, Greater Noida, India 
e-mail: lokeshyadav4703@gmail.com 

B. Bhushan 
e-mail: bharat.bhushan@sharda.ac.in 

M. A. Al-Asadi 
Department of Computer Engineering, Selçuk University, Konyo, Turkey 
e-mail: masadi@lisansustu.selcuk.edu.tr 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
D. K. Sharma et al. (eds.), Low Power Architectures for IoT Applications, Springer Tracts 
in Electrical and Electronics Engineering, https://doi.org/10.1007/978-981-99-0639-0_14 

241

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0639-0_14&domain=pdf
mailto:lokeshyadav4703@gmail.com
mailto:bharat.bhushan@sharda.ac.in
mailto:masadi@lisansustu.selcuk.edu.tr
https://doi.org/10.1007/978-981-99-0639-0_14


242 L. Yadav et al.

and even share data from distinct locations. However, the data which is open may 
contain sensitive information like financial, personal and other private information 
thus increasing the chances of security attacks and hence they must be able to repel 
these deadly attacks. As shown by Kaspersky Labs, smart terminals like self-service 
machines, bicycle rental terminals and information kiosks have many security gaps 
(Bhushan et al. 2020). Cybercriminals could target these devices and can further get 
access to the private and financial information of any user. It is important to note 
that the old security mechanism has failed to make the city’s critical infrastructure 
smart. Thus, alternative and new solutions should be developed which provide data 
privacy, confidentiality and integrity which is based on the data type i.e. public or 
private. This article conceptualizes a security framework based on blockchain which 
would let the communication between entities of smart city to communicate without 
compromising the cost of privacy and security. 

Due to variegated types of resources constrained in devices smart cities are vulner-
able to many data security attacks. Therefore, identification of these kinds of impor-
tant threats and their further leading consequences need to be identified to design 
a relevant solution. Numerous studies and research have been carried out in this 
area like Computer Emergency Response Teams (CERT) which provides graphical 
information about potential risks, Open Web Application Security Project (OWASP) 
mobilize common security attacks, G-Cloud which shows a collection of Cloud 
Computer Service Provider (CCSP) needs (OWASP Foundation 2013; Goyal et al. 
2021; HMGovernment 2011). Major threats to smart cities are as follows- Integrity 
threats-this includes manipulation and alteration of critical data and information 
through unauthorized means. Authenticity threats—Access of resources and critical 
information by unauthorized means. Availability threats—Upholding of resources by 
unauthorized means. Accountability threats—Refusal of acceptance or transmission 
of messages by co-related entities. Confidentiality threats—Disclosure of critical 
information by unauthorized access (Biswas and Muthukkumarasamy 2016). The 
main contributions of this work are enumerated below. 

• This paper presents the dimensions of smart cities, security framework and major 
cyberattacks launched in the realm of smart cities. 

• This paper explores the working of blockchain, its type, its consensus protocols 
and motivation for its widespread deployment in smart cities. 

• This paper presents the major recent advancements dedicated towards blockchain 
enabled secure smart cities. 

• This paper also presents future advancements in securing smart cities with or 
without blockchain. 

The remainder of this article is organized as follows: Sect. 14.2 presents an 
overview of the smart city dimension of smart cities, the security of the frameworks 
and layers involved in it. Section 14.3 highlights major cyberattacks on smart cities. 
Section 14.4 elaborates on the workings of blockchain, its types, its consensus proto-
cols, and the motivation for its widespread deployment in smart cities. Section 14.5 
highlights the recent advances in securing smart cities with blockchain. Finally, the
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paper concludes itself in Sect. 14.6, highlighting the major open research directions 
and future discussion. 

Overview of Smart City 

Smart city includes various reliable frameworks and designs with the top most priority 
of user convenience according to primary needs compromising security, privacy, 
all shorts of solution to Urban problems along with secure transactions and other 
data monitoring features. The main reason for bringing up the smart city concept 
is to provide the most reliable and quality efficient development of infrastructure 
with the utilization of fore technologies like IoT and Machine Learning (ML) with 
Artificial Intelligence in order to develop a user-friendly ecosystem that provides 
interaction and deployment of digital services and devices interaction to uplift the 
quality of living of peoples. This integration provides a secure network that does not 
compromise security; moreover, as we further proceed with automation, the above-
mentioned components should hold cyber security as one of the primary components 
(Alnahari and Ariaratnam 2022). 

Smart Cities Dimensions 

The four major pillars involved in the planning of smart cities are economic, social, 
physical, and institutional infrastructures. The main motive for the dimensions of 
smart cities is to support the above-mentioned pillars (Silva et al. 2018). 

Smart Economy 

Apostol et al.  (2020) researched about smart economy projects and talked about 
strategies and suggestions that motivates creative vision along with scientific 
research, leading-edge technology, and the idea of sustainable development with 
regard to the environment. Zahi et al. (2016) described a smart economy as creative, 
full of statistics figures and data with the determination of competition and trans-
mission technologies about the economy and its resources. Kumar (Bhushan and 
Sahoo 2017) studied smart economies and addressed the understanding of economies 
based on research in all factors, including heritage, industry, business, development, 
construction planning, and science. The smart economy has various forms in smart 
cities, along with different features, challenges, and remedies.
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Smart Governance 

Silva et al. (2018) explored the different dimensions of smart cities and their chal-
lenges and further showed that the governance of smart cities collaborated with 
offerings to various services, including public and social services, managing deci-
sions along with governance with full transparency. The author defines governance 
as cooperation between institutions of administration and citizens. Also, maximum 
gain in the aspects of greater dependability, planning, and productiveness of services 
could be achieved with governance by a combination of public, and civil governing 
systems. Addressing governance with technology is critical because it makes sure 
to represent every service of the city via high-tech solutions. On the basis of a study 
on smart city features, he classifies different methods for expanding smart cities’ 
creative potential (Silva et al. 2018). Nilssen focuses mostly on collective gover-
nance to upgrade creative transformation (Nilssen 2019). Collective governance can 
be achieved directly through e-governance. E-governance can be intensified by arti-
ficial intelligence (AI) and 5G technology. Collaborative governance with the help 
of information based on cloud services aids in the contribution, involvement, and 
splitting of information (Ismagilova et al. 2019). 

Smart Living 

The important components for smart living observed by the OECD which is a Better-
Life Initiative framework called are the evolution and maintenance of natural, prof-
itable, human capitals. Medical management can be achieved completely by actual 
time tracking of the requirements of care, and urgent sustenance activated by the ICT 
(Ismagilova et al. 2019; Mehta et al. 2022; Nižetić et al.  2020). Another important 
factor for smart living is the upshot of the smart economy. ICT is considered as a 
helping guide in smart living via automatic connectivity network-enabled living space 
processing, and merging security systems (Ande et al. 2020; Bhowmik et al. 2022). 
Author states that smart homes consist of applications that are linked to smart assis-
tance and these applications grab individual information about their users even then 
no harm is done to any security system or privacy. Elahi et al. (2019) did research on 
the lucidity of products available in smart cities and labeled that provisions for smart 
applications along with setting standards are important to discover the probability of 
risks connected with these products. 

Smart Mobility 

Smart mobility centralizes majorly on the foundation of infrastructure and transport 
networks. The author discusses common issues such as overcrowding, long chain 
queues and hindrances which led to delays (Appio et al. 2019). They put forward 
the idea that the system should divert attention from the operation of private vehicles 
and come up with interrelated alternatives for people to relieve their travel schedule.
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Actual real-time data on roads and time travelers’ analysis is compiled using IoT 
(Silva et al. 2018). With the help of IoT, there is a linking of information in automobile 
means of transport and IOV helps in the functioning of traffic safety to reach smart 
mobility (Ismagilova et al. 2019). The universal operation of IoT and IOV maximizes 
the effectiveness needed to attain smart mobility. It also came up with a superior 
transport system (Porru et al. 2020). For the sanction of smart mobility, there is a 
need to allow technologies like AI, IoT, big data, and blockchain along with their 
developments and answers (Paiva et al. 2021). 

Smart People 

The main role in smart cities development is played by two important elements-
social capital and human capital. The potentiality and skill of an individual or a 
mass are defined as Human Capital on the other side Social Capital points towards 
the caliber and numeral amount of relation linking in between social organizations. 
There is a high requirement for efficient human and social capital for fruitfulness 
and creativity in building smart cities. Human capital can only be developed by 
implementing the role of higher education in schools and universities. To become 
a wiser and smarter individual, one needs knowledge and understanding, which 
can only be gained through high educational institutes (Ismagilova et al. 2019). 
Smart applications such as AI and big data help to lift up the learning and teaching 
proficiency to upgrade a better grip on knowledge gaining (Radu 2020). 

Security Framework 

A data security framework is a defined approach to making data processing free from 
data security risks and data protection threats. Security frameworks in four different 
layers are discussed below. 

Physical Layer 

Devices used in the smart city come with sensors and actuators which accumulate 
and send data further to higher or upper levels. A few of such devices Acer Fitbit 
and Nest thermostat are more likely to have cyberattacks because of poor encryption 
and maybe access control structures. And then, there are no standards available for 
smart devices which can share and integrate data which is generated by the smart 
devices to bring forth cross functionality (Topal et al. 2020).
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Communication Layer 

Different types of communication mechanisms are used by smart city networks. For 
ex-Ethernet, Bluetooth, 4G and 3G to pass information between various systems. 
This layer must be integrated with blockchain protocols to bring forth the security 
and privacy of data (Arsh et al. 2021). 

Database Layer 

One after another, a decentralized database stores records, known as distributed 
ledger. Unique cryptographic signatures and timestamps are included in each record 
in the ledger. Any authorized user may verify and audit the ledger’s whole transaction 
history. Distributed ledgers can be either permissionless as well as permissioned. 
The main advantages of a permissionless ledger are transparency and censorship 
resistance. However, compared to the private ledger, the public ledger takes a longer 
time to attain agreement and requires more maintenance of complex records. In 
addition, anonymous attackers may target public ledgers. Thus, to provide security, 
scalability, and speed in real-time applications like traffic systems in a smart city, it 
is advised to use private ledgers (Yu et al. 2018). 

Interface Layer 

This layer contains several intelligent applications that work together to make effec-
tive decisions. For instance, to turn on the air conditioner a few minutes before you 
arrive home, a smartphone application can deliver location to a smart home system. 
Although, vulnerabilities and bugs in one application might provide anonymous 
attackers access to dependent operations. So, the app should be carefully integrated 
(Hussain et al. 2018). 

Attacks in IoT Enabled Smart City Applications 

Nowadays, Cyber Attacks in smart cities are very common and exponentially 
increasing day by day. There are several types of cyberattacks, some of them are 
listed below in this section. 

Data and Identity Theft 

Unsecured smart city data facilitates vile behavior with an abundance of targeted 
sensitive data that can ultimately be used for suspicious transactions. An identity
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thief that obtains a victim’s credit or debit card or national insurance number may 
use it to make transactions or create accounts in the victim’s name. Financial gain is 
the main purpose of the attack, a poll also revealed that a big majority of respondents 
place the greatest importance on their passwords. It may also be performed with an 
account that almost all people don’t mind giving out like email (Burnes et al. 2020). 

Distributed Denial-of-Service Attack (DDoS) 

DDoS issue addressed in this study is that one or more devices transmit unusually 
enormous amounts of data in order to overwhelm a network. DDoS assaults are 
effective because they use several computer servers to attack web traffic. Personal 
computers that were potentially compromised are made up of networks which allows 
the attacker to manage them remotely. Once a botnet is created, delivering remote 
commands to each bot the attacker may conduct the attack (Khalaf et al. 2019). 

Permanent Denial of Service (PDoS) 

PDoS, also known colloquially as Phlashing, in this necessitating hardware replace-
ment or reinstallation is required as this attack causes significant damage to the 
device (Bhushan and Sahoo 2017). An attacker bricks a device or damages firmware 
during such an attack, leaving the device or an entire network inoperable. Because 
the attacks are permanent, the attackers also couldn’t demand a monetary payment 
to terminate the attack, but this generates problems for the victim. 

Device Hijacking 

The attacker controls the device or hijacks it by seizing control over everything. 
Because the attacker does not affect the basic functions of the device, these attacks can 
be more difficult to detect. Hackers may use browser security holes to induce victims 
to download their malware, commonly known as hijackware (Flynn et al. 2020). 
Various cyberattacks rely on some form of kidnapping, as well as other kidnappings 
such as B. Criminals hijacking planes or hijacking invulnerable transport vehicles. 

Man-In-The-Middle (MITM) 

In order to eavesdrop or impersonate one of the participants, the perpetrator puts 
themselves together into a dialogue between a user and a software. MITM is about
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the certain data flowing between endpoints and the furtiveness and rectitude of the 
data itself (Al-shareeda et al. 2020). This attack is based on multiple parameters, 
including the attacker’s location within the network, the nature of the conversation 
channel, and enactment techniques. Then, based on our taxonomy of pose techniques, 
we provide electrocution instructions for each MITM class. 

Eclipse Attack 

Controlling a victim’s local Internet connection is part of the eclipse. To begin, 
the attacker obscures the merchant’s view of the blockchain. Seemingly legitimate 
transaction H including payment for a good is sent to the merchant, and then a 
defective transaction F to the miners is transmitted which shifts the cash elsewhere. 
The attacker floods the network with rogue nodes and communicates with infected 
nodes (Liu et al. 2020). 

Sybil Attack 

Sybil’s attack attacks the entire network, trying to affect the network by flooding it by 
including a large number of nodes with fictitious IDs. In this, Sybil nodes are closely 
connected with other Sybil nodes. The ability to interact with authentic nodes is not 
strong in a Sybil attack. There are a limited number of social connections between 
Sybil and honest nodes. The main goal is to wield popular options or reputation 
(Bhushan and Sahoo 2020). For example, in an online voting system, SA-1 can 
illegally impersonate many identities to act as a regular user and vote on partisan 
options. 

Double Spending 

The double-spend is a basic Bitcoin assault attack. In this, an attacker makes a 
transaction that moves money to a business’s address. After the transaction is shown in 
the most recent block, the attacker gets ownership of the purchased goods. After that 
the attacker immediately releases two blocks, the first of which contains a transaction 
that sends the money to a second address owned by himself (Begum et al. 2020).
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Race Attack 

The attacker sends an unusual exchange to a victim while concurrently sending 
another transaction to the network. This gives the merchant the impression thinking 
his transaction might be the first, but the attacker never submits it to the blockchain 
network. First, the user logs out and requests a transaction through the user’s wallet 
(Aggarwal and Kumar 2021). This unjustifiable transaction takes place in a pool 
of unjustifiable transactions, from which a miner selects his transactions, solves a 
complex numerical problem through the POW consensus, obtains a unique hash 
output, and sends it to Add blocks to the blockchain. Blocks are added only if other 
miners verify these hashes. 

51% Attack 

51% attack is a smart blockchain attack in which fifty percent of the total of the 
network’s mining hash rate is dominated by a team of hackers, and these ruling parties 
have the power to modify the blockchain by owning 51% of the whole network’s 
nodes (Ye et al. 2018). This attack begins by privately accomplishing a chain of blocks 
that is completely separate from any version of the chain. Later, the decoupled chains 
are granted to the network and built as real chains. This allows for double-spending 
attacks. 

Blockchain Enabled Smart Cities 

Smart cities offer various unique benefits including privacy, reliability, better scala-
bility, efficiency and fault tolerance. Blockchain integrated Smart city provides more 
resistance to threats. Thus, integration of blockchain on all the available smart devices 
would create a web that would provide better reliable and secure communication. 

Motivation for Deployment of Blockchain in IoT Based Smart 
Cities 

Currently, popularity is gained by smart city projects, and many nations and cities 
such as Manchester, Amsterdam, Madrid, Singapore, Barcelona, etc. are actively 
planning and making strategies to convert normal cities into smart cities (Xie et al. 
2019). Also, a variety of smart city testbeds were developed to evaluate and simulate 
the proposed solutions for smart cities (Lanza et al. 2015). Some of them are listed 
below:
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• SmartSantander is a well known testbed in which RFID tag labels/2000 popular 
QR codes, 200 GPRS modules, and 2000 IoT devices are successfully deployed 
in Santander, Spain (Latre et al. 2016). Additionally, eight use cases are imple-
mented, including free parking, traffic monitoring, augmented reality, mobile 
perimeter monitoring, perimeter monitoring, outdoor parking management and 
participatory sensing. 

• A new smart city testbed called City of Things is in Antwerp, Belgium (https:// 
www.ibm.com/in-en/topics/what-is-blockchain#:~:text=Blockchain%20defi 
ned%3A%20Blockchain%20is%20a,patents%2C%20copyrights%2C%20bran 
ding). It arranges validation of advanced experiments of smart cities at the two 
users along with the technology level. 

• NYUAD is developed by Abu Dhabi Center for Cyber Security (CCS-AD), a 
smart city test bed that aims to give a realistic and real-time environment of a 
smart city (Biswas and Muthukkumarasamy 2016). These environments further 
can be used by researchers or developers to study and rate the models they provide. 

Blockchain Technology Overview 

Blockchain ledger which is shared and records transactions, tracks assets (tangible 
and intangible), agreements, and contracts (Qiu et al. 2018). Originally developed to 
guide cryptocurrency transactions, but can also be used in all short-term transactions 
except the mediator. The major convenience of the blockchain is that to give up 
the hash power of the network, 51% of the system must be compromised. Hence, 
concluding the impracticality of succeeding in an attack over the blockchain network. 
Whenever any transaction happens over a blockchain network it is categorized as 
a block containing proof of work, record of transactions, number of the block, and 
also previous block’s number to each and every entity involved in this network. The 
block gets cross checked by the entities and when 50% plus of them approve the 
transaction then it becomes successful and hence gets included in the current chain. 

Types of Blockchain 

The four major categories of blockchains are described in subsections below. 

Public Blockchain 

Public blockchains do not need any permissions and further allow any random person 
to join, they are also 100% decentralized. In these types of blockchain access rights, 
node creation rights, as well as validation rights are the same for every node. Till 
date, all sorts of transactions including mining and exchange of cryptocurrencies are 
done over the public blockchain. By computing hard cryptographic equations the

https://www.ibm.com/in-en/topics/what-is-blockchain#:~:text=Blockchain%20defined%3A%20Blockchain%20is%20a,patents%2C%20copyrights%2C%20branding
https://www.ibm.com/in-en/topics/what-is-blockchain#:~:text=Blockchain%20defined%3A%20Blockchain%20is%20a,patents%2C%20copyrights%2C%20branding
https://www.ibm.com/in-en/topics/what-is-blockchain#:~:text=Blockchain%20defined%3A%20Blockchain%20is%20a,patents%2C%20copyrights%2C%20branding
https://www.ibm.com/in-en/topics/what-is-blockchain#:~:text=Blockchain%20defined%3A%20Blockchain%20is%20a,patents%2C%20copyrights%2C%20branding
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nodes over the public blockchain mine crypto over most familiar coins like Bitcoin, 
In exchange these nodes are rewarded with small amounts of cryptocurrencies, where 
they act as bank tellers who get the reward for transaction formulation. 

Private Blockchains 

Private blockchains also known to be managed blockchains are called so because a 
single organization controls them and they also require specific permissions. A node 
to be part of the blockchain is totally determined by the central authority, and the 
functional rights may not be necessarily same for each and every node. Since public 
access is restricted over managed blockchains they are not fully decentralized. Many 
B2B digital currency exchanges like ripple are examples of private blockchains. 
Private and public blockchain have their own disadvantages—private blockchains 
are more likely to be scams whereas public blockchains are time taking for the 
validation of any new data. 

Consortium Blockchains 

Consortium blockchains are similar in terms of requiring permissions like private 
blockchains. They also differ from private blockchains as they are in control by 
a group of organizations, rather than any individual entity. Thus, making it more 
decentralized and further increasing the security. The involvement of a number of 
groups makes it challenging to operate since every group may not have all the required 
infrastructure as well as technology required to implement blockchain and also it 
creates a trust risk. 

Working of Blockchain 

In recent years, we may have recorded that many companies around the world have 
integrated blockchain technology in late new years. But how does it work? Is it 
one major change or a simple extension? Blockchain progress is just beginning and 
has revolutionary potential in the future. So let’s start debunking this technology. 
Figure 14.1 shows the Process of transaction in a blockchain.

Blockchain is a solution of three main technologies: A Peer-to-Peer network 
with shared ledger, Cryptographic keys, and a computing device that stores network 
transactions and records. 

Cryptography keys consist of two keys—a public key and a private key. These 
keys make every transaction between two parties successful. Everyone carries the 
above-mentioned two keys for creating a secure digital identity reference. This aspect 
of Blockchain is the most critical secured identity. In the cryptocurrency world, this 
identification is known as a “virtual signature” and is used to authorize and manage 
transactions. Digital signatures are integrated in peer-to-peer networks. Various
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Fig. 14.1 Process of transaction in a blockchain

people assist as high-level advisors create agreements on transactions using digital 
signatures. Once they authorize the transaction, the numerical checks prove it and the 
transaction is acknowledged and protected between two parties associated with the 
network. In short, blockchain users practice cryptographic keys to conduct various 
kinds of digital communications over peer-to-peer networks. In summary, blockchain 
users use cryptographic keys to conduct various kinds of digital intercommunication 
over peer-to-peer networks. 

Whenever a blockchain is included in a new blockchain transaction or a new block 
needs to be added to the blockchain, typically multiple nodes in the same blockchain 
implementation are required to run algorithms for evaluation, testing, and processing. 
Blockchain block history: A new block of a blockchain transaction is added to the 
ledger and a new block of all-inclusive data is combined with the blockchain once 
most nodes have authenticated the history and signature of the block. Blocks will be 
rejected for addition to the blockchain if consensus is not reached. This dispersed 
consensus model allows the blockchain to act as a distributed ledger without the need 
for a central authority or unified authorization to approve the blockchain transactions 
as shown in Fig. 14.1. Blockchain transactions are therefore very secure. 

Consensus Protocols 

The blockchain consensus protocol can be found in several definitive goals, such as 
achieving consensus, working together, collaboration, equal rights of all nodes, and 
compulsory participation of all nodes in the consensus process. Different types of 
Consensus protocols are described in further sections below.
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PoS (Proof of Stake) 

In this, the stake that is held determines which node is selected to build each new 
block, not the computational power. The major difference between PoW and PoS is 
that the simple way to find the solution is to find out the stake amount instead of 
adjusting the nonce several times. Hence, we can say that PoS uses energy efficiently. 
Similarly to PoW, this is also called as probabilistic-finality consensus protocol. 

DPoS (Delegated Proof of Stake) 

DPoS works on the basic principle of letting the nodes holding a stake vote on the 
choice of block validators. With this type of voting, stakeholders get the right to create 
blocks for the representatives they support and not create blocks themselves, thus 
reducing consumption power to 0. In comparison to PoS and PoW, this consensus 
protocol is low-cost and provides high efficiency. 

PoW (Proof of Work) 

Bitcoin and Ethereum have adopted PoW etc. In each consensus round, PoW selects 
a node and builds a different block using competition for computational power. The 
nodes which take part in the competition have to decode the cryptographic puzzle. 
Permission to create new blocks is only given to all nodes that tackle the puzzle first. 
Solving a PoW puzzle is very complex. A Higher level of computational power is 
required by the nodes to auto-adjust the value to find the right answer. 

Ripple 

Ripple is an open source based payment protocol[i]. In this, with the help of tracking 
or validating nodes clients initiate the transactions which are then broadcasted in the 
entire network, node validation performs the consensus process, and each node has 
a list of trusted nodes known as the Unique Node List (UNL). Votes for transactions 
are awarded to delegates backed by UNL nodes. 

PoI (Point of Importance) 

In PoS, the users who have more coins have higher chances that they will mine the 
next block. Similarly in PoW, to increase the computational power, parallel AISCs 
(application specific integrated circuits) chips are deployed by the miners. Whereas in 
PoI to overcome these limitations, the users which have a high number of transactions 
and the users who have high net stakes are rewarded. In this, an important value is 
assigned to every node. The node with the higher important value has higher priority
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to mine the next block even if the stake value of that node is lower than the other 
nodes. 

PoET (Proof of Elapsed Time) 

PoET is an improvement over the PoW protocol where the selection of the mining 
node depends on the node which has the lowest waiting time. The same can be 
achieved by assigning a random timer value to each node. The earliest node (whose 
timer runs out earliest) generates a signed certificate which allows the node that in 
the current iteration this node will be the block leader. 

PoC (Proof of Capacity) 

The mechanism of PoC is such that based on the availability of the free memory 
capacity of HDD (external) a minor node is chosen. More possible solutions to 
nonce problems can be stored in the node which has a large capacity, before the 
beginning of the mining. The overall complexity and the difficulties in managing the 
nodes in PoW can be improved with the help of PoC. 

PoB (Proof of Burn) 

In PoB protocol, to access the mining rights to the authorized source the virtual 
cryptocurrency is burned by the nodes. This is quite similar to the PoW but the 
difference is that the assets in PoB are in terms of cryptocurrency. Whereas in PoW, 
the assets are in terms of the computing power of nodes. Here the burning coins 
shows us the node’s commitment to be honest in the entire network as to gain the 
mining rights it has burned the original coins. 

PoP (Proof of Proof) 

To protect Sybil and attacks in blockchain a modification in PoS is made which 
is known as PoP. In standard PoS a recently developed mechanism is introduced, 
which states that after every successful transaction, every node in the entire network 
should get incentives. This reward policy is an incentive based which depends on 
the quality of work, amount of work and chain performance. The nodes can use the 
earned rewards as stakes to mine the new blocks.
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FRChain (Fault Resilient Chain) 

These types of algorithms are highly used in case of permissioned blockchains. This 
algorithm tries its best to make the network irrepressible from failures. These are 
scalable. It replaces faulty or malicious nodes with the good nodes after crashes with 
high efficiency. The security is provided to the network with the help of collective 
signing which is based on routing of oral messages over multicast trees. After a root 
is selected, validation and block propagation is conducted in the blockchain. 

Recent Advancements in Blockchain Assisted IoT and Smart 
City Applications 

Liang et al. (2018) proposed a framework of security that integrates smart devices 
with blockchain technology to make smart cities a secure communication platform. 
Noh and Kwon (2019) presented a use case where Blockchain promises to balance 
security and privacy. Montes et al. (2019) discussed how the integration of healthcare 
and smart cities will use information and technology in healthcare and medical prac-
tice around the world. Al-Abbasi and El-Medany (2019) examined potential secu-
rity issues in integrating blockchain technology into smart city infrastructure and 
provided blockchain-based solutions ensuring the security and resilience of smart 
cities. Yetis and Sahingoz (2019) intended to look into the institutional and technical 
frameworks for the adoption of safe urban living using blockchain technology. In 
this project, Majdoubi et al. (2020) focused on the Supply-He-Chain Operational 
Oriented Document of Understanding (DOU) contract, which serves as a framework 
for interaction between consumers of services and their suppliers. 

Begam et al. (2020) examined the architecture of blockchain technology plat-
forms, the security stability and vulnerability of the technology, and how it addresses 
the critical areas of information security integrity, availability, and confidentiality. 
Thanh et al. (2020) proposed an allocated node structure for blockchain systems and 
attempted to set up an authentication system for IoT devices using the blocks stored 
in these nodes. Nguyen et al. (2020) proposed measures to comply with the require-
ments of major data protection laws and regulations, in particular the European 
Union’s General Data Protection Regulation. Finally, he proposed a Proof of Repu-
tation (PoR) consensus scheme based on a multidimensional trust model. Jha et al. 
(2019) proposed a consensus-based decentralized blockchain solution to address e-
FIR data integrity and registration errors related to police stations in a constitutional 
database as a key component of smart city environments. 

Sharma et al. (2019) offered an innovative and efficient security protection archi-
tecture that uses digital video on the Blockchain network to conceal sensitive infor-
mation. It has been demonstrated that the suggested framework could safeguard 
digital video content with high accuracy and efficiency. Sharma et al. (2020a) estab-
lished a secure communication platform in smart cities. The purpose of this article is
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to combine blockchain and IoT. This will be done by creating a secure decentralized 
architecture. Dansana et al. (2020) proposed the Temporal Pattern Attention-Based 
LSTM (TPA-LSTM) natural gas performance prediction illustrative to enable the 
system to detect changes in natural gas supply capacity. Malik et al. (2021) studied 
a case for how the creation and growth of smart cities will alter both the way that 
cities are created today and how people live in future. Smart cities have grown to be 
an inevitable fashion of world development. 

Sharma et al. 2020b) proposed a way to combine IoT and blockchain along the 
Consensus Algorithm Framework (BCIoT-CAF) to address the problem and ensure 
riskless data exchange in smart cities. Dansana et al. (2021) used a machine learning 
(ML) method in our proposed consensus protocol to accomplish effective leader 
election, and a novel dynamic block construction mechanism was created as a result. 
Each transaction’s hash value is initially generated using the Merkle hash tree (Table 
14.1). 

Future Research Directions 

On the basis of the review of this paper, few research could be carried out on smart 
city, a few similar concepts are mentioned below. Sharma et al. (2020b) came up

Table 14.1 Summary of recent advancements 

Reference Year Major Contribution 

Liang et al. (2018) 2016 Proposed security framework that integrates 
smart devices with blockchain 

Noh and Kwon (2019) 2018 Presents a use case where Blockchain 
promises to balance security and privacy 

Montes et al. (2019) 2018 Discussed how the integration of healthcare 
and smart cities will use information and 
technology in healthcare 

Al-Abbasi and El-Medany (2019) 2018 Examined potential security issues in 
integrating blockchain technology into smart 
city infrastructure and provided 
blockchain-based solutions 

Yetis and Sahingoz (2019) 2019 Intended to look into the institutional and 
technical frameworks for the adoption of safe 
urban living 

Majdoubi et al. (2020) 2019 Focused on the Supply-He-Chain Operational 
Oriented Document of Understanding (DOU) 
contract 

Begam et al. (2020) 2019 Examined the architecture of blockchain 
technology platforms, the security stability 
and vulnerability of the technology

(continued)
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Table 14.1 (continued)

Reference Year Major Contribution

Thanh et al. (2020) 2019 Proposed an allocated node structure for 
blockchain systems and attempted to set up an 
authentication system 

Nguyen et al. (2020) 2020 Proposed measures to comply with the 
requirements of major data protection laws 
and regulations 

Jha et al. (2019) 2020 Proposed a consensus-based decentralized 
blockchain solution to address e-FIR data 
integrity and registration errors related to 
police stations 

Sharma et al. (2019) 2020 Offered innovative and efficient security 
protection architecture that uses digital video 

Sharma et al. (2020a) 2020 Established a secure communication platform 
in smart cities. The purpose of this article is to 
combine blockchain and IoT 

Dansana et al. (2020) 2020 Proposed the Temporal Pattern 
Attention-Based LSTM (TPA-LSTM) natural 
gas performance prediction illustrative 

Malik et al. (2021) 2021 Studied a case for how the creation and growth 
of smart cities will alter both the way cities are 
created today 

Sharma et al. (2020b) 2021 Proposed a way to combine IoT and 
blockchain along the Consensus Algorithm 
Framework (BCIoT-CAF) to address the 
problem and ensure riskless data exchange 

Dansana et al. (2021) 2022 Proposed consensus protocol to accomplish 
effective leader election

with few tools and techniques in order to evaluate smart cities on the basis of their 
management sustainability and smartness to operate. Sharma et al. (2020b) conducted 
a comparison of different tools and further pointed out the lackings and strengths. 
According to these authors, better development of smart cities assessment tools could 
be the main focus of further research and also the assessing the measures which would 
increase their performance. IoT is a leading tech used to apply smart cities in various 
dimensions. Scientists such as Sharma et al. (2020b) noted his use of IoT in areas 
such as transportation, waste management, healthcare and power transmission. 

What is still lacking, however, is the integration of IoT across multiple dimensions 
and the further use of blockchain technology and AI to improve multiple dimensions 
of smart cities. This kind of research could help to eliminate the problems of cyber 
threats and security issues in smart cities. Dansana et al. (2021), highlighted that 
available risk assessment and management approaches are not comprehensive. Avail-
able tools do not appropriately consider non-technology-associated uncertainty. His 
research emphasized assessing technology-associated uncertainty without looking at



258 L. Yadav et al.

non-technology-associated risks. In addition, it is important to consider all aspects 
and their interrelationships, as these aspects are not practically separate in reality. 
Therefore, in-depth research into the risk landscape, proprietary assessment method-
ologies, and non-technology and technology-based risk management are critical. 
Such approaches can leverage AI technology and blockchain to predict and iden-
tify triggers to resolve manual disruptions, semi-autonomous, or autonomous. Since 
smart cities are bottom-up businesses, they adopt the enterprise architecture approach 
proposed by Helfert and Singh et al. can be considered for further analysis. Such 
advances will help advance a burgeoning program risk management pathway that 
can be deployed in a variety of smart city domains by taking a few precautions. 

Conclusion 

In this paper, we propose a security framework that uses blockchain technology to 
ensure reliable intercommunication between smart cities and ensure their security. 
Along with various unique benefits including privacy, reliability, better scalability, 
efficiency and fault tolerance. Blockchain integrated Smart city provides more resis-
tance to threats. Thus, integration of blockchain on all the available smart devices 
would create a web which would provide better reliable and secure communication. 
Further work on this technology aims at designing the system model, authenticating 
its operability, and testing. 
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