


The book analyzes the use of smart medical devices that use artificial intel-
ligence and machine learning to analyze medical images, detect diseases, and 
assist in diagnosis. It further focuses on real-world applications of artificial 
intelligence and machine learning in smart electronic devices, demonstrating 
how these technologies are being used in various industries, such as health-
care, automotive, finance, and consumer electronics.

Features:

	•	 Explores how cloud and edge computing work together to enhance 
the capabilities and performance of smart devices, enabling a seamless 
user experience and facilitating the growth of the Internet of Things 
ecosystem.

	•	 Discusses the use of smart devices within a smart home system, explor-
ing the seamless connectivity, interoperability, and centralized control.

	•	 Explains the advancements in smart traffic management and smart 
parking systems, which leverage cutting-edge technologies to address 
the growing challenges of urban mobility.

	•	 Surveys the growing importance of smart energy management and the 
integration of renewable energy sources in the pursuit of a sustainable 
and eco-friendly energy landscape.

	•	 Covers the dynamic relationship between the adoption of smart 
devices and artificial intelligence technologies and the diverse regula-
tory frameworks governing these innovations.

It is primarily written for senior undergraduates, graduate students, and 
academic researchers in the fields including electrical engineering, electron-
ics and communications engineering, computer science and engineering, and 
biomedical engineering.

Smart Electronic Devices



https://taylorandfrancis.com


Smart Electronic 
Devices

Artificial Intelligence, Machine 
Learning, and the Future

Edited by 

Yogesh Kumar Verma
Manoj Singh Adhikari

Varun Mishra
Suman Lata Tripathi
Manoj Kumar Shukla



Designed cover image: Getty Images

First edition published 2026
by CRC Press
2385 NW Executive Center Drive, Suite 320, Boca Raton FL 33431

and by CRC Press
4 Park Square, Milton Park, Abingdon, Oxon, OX14 4RN

CRC Press is an imprint of Taylor & Francis Group, LLC

© 2026 selection and editorial matter, Yogesh Kumar Verma, Manoj Singh Adhikari, 
Varun Mishra, Suman Lata Tripathi and Manoj Kumar Shukla; individual chapters, the 
contributors

Reasonable efforts have been made to publish reliable data and information, but the 
author and publisher cannot assume responsibility for the validity of all materials or 
the consequences of their use. The authors and publishers have attempted to trace the 
copyright holders of all material reproduced in this publication and apologize to copy-
right holders if permission to publish in this form has not been obtained. If any copy-
right material has not been acknowledged please write and let us know so we may 
rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, 
reproduced, transmitted, or utilized in any form by any electronic, mechanical, or other 
means, now known or hereafter invented, including photocopying, microfilming, and 
recording, or in any information storage or retrieval system, without written permission 
from the publishers.

For permission to photocopy or use material electronically from this work, access ​
www.​copyright.​com or contact the Copyright Clearance Center, Inc. (CCC), 222 
Rosewood Drive, Danvers, MA 01923, 978-750-8400. For works that are not available 
on CCC please contact mpkbookspermissions@tandf.co.uk

Trademark notice: Product or corporate names may be trademarks or registered trade-
marks and are used only for identification and explanation without intent to infringe.

ISBN: 978-1-032-85406-9 (hbk)
ISBN: 978-1-041-07988-0 (pbk)
ISBN: 978-1-003-64317-3 (ebk)

DOI: 10.1201/9781003643173

Typeset in Sabon
by SPi Technologies India Pvt Ltd (Straive)

https://www.copyright.com
https://www.copyright.com
http://dx.doi.org/10.1201/9781003643173


v

Contents

List of Contributors	 viii
Editors	 xii
Preface	 xiv

	 1	AI for smart agriculture	 1
RAJU PATEL, SACHIN GUPTA, BALRAJ SINGH  
AND SHAILENDRA KUMAR TRIPATHI

	 2	IoT empower: Your one-stop device manager	 19
SHANKY SAXENA AND GURMUKH SINGH

	 3	AI and IoT integration for smart agriculture	 30
MANOJ SINGH ADHIKARI, ARUNAVA MAJUMDER, MANOJ SINDHWANI  
AND SHIPPU SACHDEVA

	 4	Hardware prototype of RIW algorithm on FPGA and 
P-SoC platform: A trade-off between resource and time 
constraint	 45
SUDIP GHOSH AND SUMAN LATA TRIPATHI

	 5	Framework for UAV-based wireless power harvesting	 75
TANISHK SINGHAL, MANOJ KUMAR SHUKLA, HARPREET SINGH BEDI AND  
YOGESH KUMAR VERMA

	 6	Smart healthcare devices	 88
CHANDRAPPA S, GURU PRASAD M S, NAVEEN KUMAR H N, PRAVEEN GUJJAR J,  
AMITH K JAIN AND ADITYA PAI H

	 7	Envisioning tomorrow: Exploring the future of smart 
electronic devices: AI, ML	 105
SUMAN RANI AND JAIBIR SINGH



vi  Contents

	 8	Exploring deep learning methods for detecting heart  
abnormalities by analyzing heart sound	 133
SANDHYA AVASTHI, TANUSHREE SANWAL, SUMAN LATA TRIPATHI  
AND KADAMBRI AGARWAL

	 9	Advancements in wearable devices and machine learning  
for disease identification and management:  
A comprehensive survey	 149
VINAY ANAND, HIMANSHU SHARMA AND KRISHAN ARORA

	10	Blockchain and machine learning based user 
authentication for healthcare system	 166
SHALLU SHARMA, BALRAJ SINGH AND HARWANT SINGH ARRI

	11	Smart text extraction system for bank cheque images 
using DWT and dynamic thresholding	 176
NEHA THAKUR, DEEPIKA GHAI, SUNPREET KAUR NANDA, SANDEEP KUMAR 
AND MANDEEP KAUR

	12	Vehicle accident detection and smart notification systems	 200
ARCHANA KANWAR

	13	HEMT biosensors integrated with AI and ML  
for IoT devices	 218
YOGESH KUMAR VERMA

	14	Beamforming and its significance	 224
SHAHID HAMID AND SHAKTI RAJ CHOPRA

	15	Exploring the evolution of Artificial Intelligence methods:  
Tracing the path from traditional to contemporary  
approaches	 238
M. NAGABHUSHANA RAO, S. K. HIMABINDU, K. ARUNA KUMARI,  
M. NAGALAKSHMI AND A. LEELA SRAVANTHI

	16	Sustainable computing, greener design for computer  
server systems and softwares	 252
KADAMBRI AGARWAL, SANDHYA AVASTHI, ADITYA AND AMAN PANDEY



Contents  vii

	17	IoMT: The key to affordable and accessible healthcare  
for all	 276
LAVPREET KAUR, PAVAN THIMMAVAJJALA, SIMARPREET KAUR AND INDU BALA

	18	Next-generation cybersecurity system in integration with 
Artificial Intelligence and blockchain	 293
RAJESH SINGH, ANITA GEHLOT, SHAIK VASEEM AKRAM, RAVINDRA SHARMA 
AND PRAVEEN KUMAR MALIK

Index	 300



viii

Contributors

Manoj Singh Adhikari
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India

Kadambri Agarwal
Department of CSE
ABES Engineering College
Ghaziabad, India

Vinay Anand
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India

Shaik Vaseem Akram
Department of ECE, School of 

Engineering
SR University
Warangal, India

Krishan Arora
Lovely Professional University
Punjab, India

Harwant Singh Arri
Department of Computer Science 

and Engineering
Lovely Professional University
Phagwara, India

Sandhya Avasthi
Department of Computer Science 

and Engineering
ABES Engineering College
Ghaziabad, India

Aditya
Department of Computer Science 

and Engineering
ABES Engineering College
Ghaziabad, India

Indu Bala
School of Electronics and Electrical 

Engineering
Lovely Professional University
Punjab, India

Harpreet Singh Bedi
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India

Shakti Raj Chopra
School of Electrical and Electronics 

Engineering
Lovely Professional University
Phagwara, India

Deepika Ghai
School of Electronics and Electrical 

Engineering



Contributors  ix

Lovely Professional University
Phagwara, India

Sudip Ghosh
School of VLSI Technology
Indian Institute of Engineering 

Science and Technology (IIEST)
Howrah, India

Sachin Gupta
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India

Aditya Pai H
MIT – School of Computing, MIT 

Art
Design and Technology University
Pune, India

Shahid Hamid
Physics Wallah
Uttar Pradesh, India

S. K. HimaBindu
Department of Electronics and 

Communication Engineering
Marri Laxman Reddy Institute of 

Technology and Management
Hyderabad, India

Anita Gehlot
Uttaranchal Institute of Technology
Uttaranchal University
Dehradun, India

Praveen Gujjar J
Faculty of Management Studies
JAIN (Deemed-to-be University)
Bengaluru, India

Amith K Jain
Department of Electronics and 

Communication Engineering
S D M Institute of Technology
Ujire, India

Sandeep Kumar
School of Computer Science and 

Artificial Intelligence
SR University
Warangal, India

K. Aruna Kumari
Department of CSE
SRKR Engineering College
Bhimavaram, India

Mandeep Kaur
Department of Computer Science 

and Engineering
Chitkara University Institute of 

Engineering and Technology
Chitkara University
Punjab, India

Lavpreet Kaur
Journalism and Mass 

Communication Department
Punjabi University
Patiala, India

Simarpreet Kaur
Baba Banda Singh Bahadar 

Engineering College
Fatehgarh Sahib, India

Archana Kanwar
Department of Applied Engineering
Chitkara University
Rajpura, India

Arunava Majumder
Department of Mathematics
Lovely Professional University
Phagwara, India

Praveen Kumar Malik
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India



x  Contributors

Varun Mishra
Department of Electronics and 

Communication Engineering
Madhav Institute of Technology 

and Science (Deemed University)
Gwalior, India

Sunpreet Kaur Nanda
Department of Electronics and 

Telecommunication Engineering
P. R. Pote Patil College of 

Engineering and Management
Amravati, India

Naveen Kumar H N
Department of Electronics and 

Communication Engineering
Vidyavardhaka College of 

Engineering
Mysuru, India

M. Nagalakshmi
Department of Information 

Technology
Marri Laxman Reddy Institute of 

Technology and Management
Hyderabad, India

Raju Patel
School of Electronics Engineering
Vellore Institute of Technology
Chennai, India

Aman Pandey
Department of Computer Science 

and Engineering
ABES Engineering College
Ghaziabad, India

Suman Rani
Assistant Professor, Electronics & 

Communication Engineering
Lovely Professional University
Punjab, India

M. Nagabhushana Rao
Department of Computer Science 

and Engineering
Marri Laxman Reddy Institute of 

Technology and Management
Hyderabad, India

Shanky Saxena
School of Electronics & Electrical 

Engineering
Lovely Professional University
Phagwara, India

Balraj Singh
School of Engineering and 

Technology
Babasaheb Bhimrao Ambedkar 

University
Lucknow, India

Department of Computer Science 
and Engineering

Lovely Professional University
Phagwara, Punjab

Gurmukh Singh
School of Computer Applications
Lovely Professional University
Phagwara, India

Manoj Sindhwani
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India

Shippu Sachdeva
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India

Tanishk Singhal
School of Electronics and Electrical 

Engineering
Lovely Professional University
Phagwara, India



Contributors  xi

Manoj Kumar Shukla
Robotics and Automation
Symbiosis Institute of Technology 

Symbiosis International (Deemed 
University)

Pune, India

Chandrappa S
Department of Computer Science 

and Engineering
Nagarjuna College of Engineering 

and Technology
Bengaluru, India

Guru Prasad M S
Department of Computer Science 

and Engineering
Graphic Era (Deemed to be 

University)
Dehradun, India

Jaibir Singh
Computer Science & Engineering
Lovely Professional University
Punjab, India

Tanushree Sanwal
Department of Management
KIET Group of Institution
Delhi-NCR, India

A. Leela Sravanthi
Department of Information 

Technology
Marri Laxman Reddy Institute of 

Technology and Management
Hyderabad, India

Himanshu Sharma
Department of Electrical 

Engineering
G.H. Raisoni Skilltech University
Nagpur, India

Shallu Sharma
Department of Computer 

Applications
Lovely Professional University
Phagwara, Punjab

Ravindra Sharma
Swami Rama Himalayan University
Dehradun, India

Rajesh Singh
Uttaranchal Institute of Technology
Uttaranchal University
Dehradun, India

Shailendra Kumar Tripathi
Department of Physics and Material 

Science
Jaypee University
Anoopshahr, India

Suman Lata Tripathi
Department of Electronics and 

Telecommunication Engineering
Symbiosis Institute of Technology 

(SIT), Symbiosis International 
(Deemed University)

Pune, India

Neha Thakur
Durham College
Oshawa, Canada

Pavan Thimmavajjala
Economic Policy Analyst
Nikore Associates
Hyderabad, India

Yogesh Kumar Verma
School of Electronics and Electrical 

Engineering
Lovely Professional University
Jalandhar, India



xii

Editors

Yogesh Kumar Verma is working as Associate Professor in the School 
of Electronics & Electrical Engineering, Lovely Professional University, 
Phagwara, Punjab, India. He received his B.Tech. from Sharda Group of 
Institutions, Mathura, UP, India, in the year 2009. He received his M.Tech. 
degree in Digital Systems from Madan Mohan Malaviya Engineering 
College, Gorakhpur, UP, India, in 2012. He received his Ph.D. degree from 
Motilal Nehru National Institute of Technology, Allahabad, Prayagraj, UP, 
India, in 2020. His research interests are simulation and modeling of semi-
conductor devices. He had published more than 25 research papers in SCI 
indexed journals. He has seven years of teaching experience. He has super-
vised 2 Ph.D. Thesis in Microelectronics and VLSI design.

Manoj Singh Adhikari is working as an Assistant Professor in the School of 
Electronics & Electrical Engineering, Lovely Professional University, 
Phagwara, Punjab, India. He received his M.Tech. degree in Digital Signal 
Processing Engineering from the G. B. Pant Institute of Engineering and 
Technology (formerly known as G. B. Pant Engineering College), Pauri 
Garhwal, India, in 2013. He received his Ph.D. degree (Specialization – Solid 
State Devices) from the G. B. Pant Institute of Engineering and Technology 
(formerly known as G. B. Pant Engineering College), Pauri Garhwal, India, 
in 2019. His research interests are the simulation and modeling of power 
semiconductor devices. He has six years of teaching experience. He is serv-
ing as a reviewer for IEEE Transactions on Electron Devices, AEU – 
International Journal of Electronics and Communications, Measurement 
Science and Technology in international science journals.

Varun Mishra has completed his Ph.D. in the area of microelectronics and 
VLSI from MNNIT, Allahabad. He did his M.Tech in VLSI Design at 
Uttarakhand Technical University, Dehradun, and his B.Tech in Electronics 
and Communication Engineering at Graphic Era University, Dehradun. He 
is associated with Graphic Era (Deemed to be University) as an Assistant 
Professor with more than two years of experience in academics. He has 



Editors  xiii

published more than 15 research papers in SCI-indexed journals and more 
than 10 research papers in international conference proceedings. His area of 
expertise includes modeling and simulation of novel semiconductor devices 
such as Tunnel FETs, Negative Capacitance FETs, HEMTs, etc., and 
low-power VLSI circuit design.

Suman Lata Tripathi is working as a Professor at Department of Electronics 
and Communication Engineering, Symbiosis Institute of Technology (SIT), 
Symbiosis International (Deemed University) more than 23 years of experi-
ence in academics and research. She has completed her Ph.D. in the area of 
microelectronics and VLSI Design from MNNIT, Allahabad. She completed 
her remote post-doc from Nottingham Trent University, London, UK, in the 
year 2022–2023. She has published more than 164 research papers in inter-
national science journals, conference proceedings, and e-books. She has also 
published 20 Indian patents and 4 copyrights. She has been listed in the 
world’s top 2% of scientists published by Stanford University for the year 
2024. Her area of expertise includes microelectronics device modeling and 
characterization, low-power VLSI circuit design, VLSI design of testing, and 
advanced FET design for IoT, Embedded System Design, reconfigurable 
architecture with FPGAs, and biomedical applications.

Manoj Kumar Shukla is currently working as an Assistant Professor in the 
School of Electronics and Electrical Engineering at Symbiosis Institute of 
Technology (SIT), Symbiosis International (Deemed University), Pune. He 
completed his M.Tech and Ph.D. in Electrical Engineering from NIT, 
Hamirpur (Himachal Pradesh), India. He has 7 years of teaching and 
research experience. His research interests include control systems, frac-
tional calculus, robotics, automation, artificial intelligence, sensor technol-
ogy, etc. He has published several research papers in reputed international 
journals and conferences.



xiv

Preface

Artificial intelligence (AI) and machine learning (ML) are critical technolo-
gies in the development of smart devices. Smart devices can use AI and ML 
algorithms to learn and recognize individual users’ preferences and habits, 
allowing them to personalize the user experience. AI and ML algorithms can 
help smart devices predict when maintenance is required and notify users 
before a failure occurs. This can reduce downtime and prevent expensive 
repairs. AI and ML are used in smart speakers to recognize and respond to 
voice commands accurately. The more the device is used, the better it can 
understand the user’s speech patterns and language. AI and ML algorithms 
can analyze usage patterns and optimize the device’s power consumption to 
reduce energy consumption. Smart devices can use AI and ML algorithms 
to automate routine tasks, such as setting the thermostat or turning on 
lights, based on the user’s habits and preferences. AI and ML can help smart 
devices detect unusual activity and alert users of potential security threats. 
Overall, AI and ML play a critical role in making smart devices more intui-
tive, efficient, and secure. As these technologies continue to advance, we can 
expect smart devices to become even more capable and user-friendly.

The aim of incorporating AI and ML in smart devices is to create intelli-
gent devices that can adapt and learn from their environment, provide per-
sonalized experiences to users, and automate routine tasks to improve 
efficiency. The scope of AI and ML in smart devices is vast and can be seen 
in various applications, including voice assistants like Siri, Alexa, and 
Google Assistant use natural language processing (NLP) and machine learn-
ing algorithms to understand and respond to users’ voice commands. Smart 
homes use AI and ML to automate routine tasks, such as turning on/off 
lights, adjusting thermostats, and controlling home appliances based on user 
behavior. Wearable devices like smartwatches and fitness trackers use AI and 
ML to track users’ physical activity, monitor their health, and provide per-
sonalized recommendations based on their habits. Autonomous vehicles use 
AI and ML to analyze sensor data from cameras and other sources to navi-
gate and make decisions on the road. AI and ML are used in industrial 
automation to optimize processes, reduce waste, and increase productivity. 
Overall, the integration of AI and ML in smart devices enables devices to 
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become more intelligent and intuitive, providing users with a better and 
more personalized experience.

The future scope of smart electronic devices using artificial intelligence 
and machine learning is immense. With advancements in technology, these 
devices are becoming more sophisticated and capable of performing com-
plex tasks. Here are some potential future developments in this field: Smart 
electronic devices are likely to become more interconnected, with the ability 
to communicate and share data seamlessly. This could lead to more efficient 
and effective systems. With AI and ML, smart devices will be able to learn 
from their surroundings and make autonomous decisions. This could result 
in more accurate and timely responses to changes in the environment. Smart 
devices will be able to recognize individual users and adapt their behavior 
accordingly. This could lead to more personalized experiences for users. 
With smart energy management systems, smart devices will be able to opti-
mize their energy consumption based on usage patterns and other factors. 
This could lead to significant energy savings. Smart healthcare devices using 
AI and ML will be able to analyze vast amounts of data to diagnose and 
treat diseases. This could lead to more accurate and personalized healthcare. 
Smart agriculture devices using AI and ML will be able to monitor crops, 
soil, and weather conditions to optimize yields and reduce waste. This could 
lead to more sustainable farming practices. Smart electronic devices in 
robotics will be able to perform more complex tasks, such as surgical proce-
dures and autonomous vehicles. This could lead to significant advancements 
in these fields. Overall, the future of smart electronic devices using AI and 
ML is bright. These devices are likely to become more integrated, auto-
mated, personalized, and energy-efficient. They will also have expanded 
applications in healthcare, agriculture, and robotics.
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Chapter 1

AI for smart agriculture

Raju Patel, Sachin Gupta, Balraj Singh and Shailendra 
Kumar Tripathi

1.1 � INTRODUCTION

In the modern era, the smart farming is one of the best alternatives to improve 
the scenario of agriculture sector in terms of productivity, management, and 
improvement of quality of the crop [1–4]. From the beginning to harvest-
ing, the crop has certain kinds of situations in form of data to understand 
the nature and make decisions to improve the production of a crop [5, 6]. 
The integration of Internet of Things (IoT), Artificial Intelligence (AI), and 
Machine learning tools helps to capture the data. Moreover, based on trends 
of the data, certain decisions can be taken by the machine to manage the 
overall field. It has been observed that the IoT helps to access the data from 
certain remote locations to main node for processing and computing pro-
cesses [7–9]. The Machine learning tools contain certain kinds of algorithms 
to classify and predict the trends. It unbundles very important and delicate 
trends of crops to sustain the progress [10–14]. The machine learning algo-
rithms have state-of-the-art methodologies to predict the trends. One of the 
main advantages of these techniques is to process the data in real time [15, 
16]. The implementation of these tools helps to originate certain kinds of 
applications for the stakeholders in terms of time and money [17, 18]. These 
tools help the users from local to global levels, in which the geo-tagging is 
one of the marvelous tools. It provides efficient management of fields. The 
crops are very sensitive to spatiotemporal changes due to which they can 
be affect by certain diseases and fungal infections [19, 20]. The AI-based 
tools can have the ability to monitor the inch-to-inch progress of a crop to 
feed the nutrition’s and fertilizer. As per the need of the hour, the precision 
and accuracy can be attained by the machine learning tools. As per research 
data, every year million tons of resources are wasted due to lack of knowl-
edge fault analysis [21–26]. The IoT, and machine learning tools are the best 
alternatives to improve the agriculture sector. In upcoming years, the experi-
mental results of crops will improve the profits in local and global markets 
[27–30]. The IoT and AI will also assist for policies of agriculture reforms. 
Various countries are investing in these technologies to improve in the yield 
management [31, 32]. These cutting-edge technologies have versatility to 
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make agriculture sector smarter and profitable. Figure 1.1 represents the 
latest trends in agriculture sector. Different kinds of sensors are available, 
which can process the collected chunk of data-based information to give 
on-the-spot decisions to certain kinds of actuators. The integration of these 
technologies may improve the decision taking capability in terms of feeding 
water, management of temperature, and humidity. Overall, the IoT, AI, and 
ML are very advanced levels of tools which are helpful in transforming the 
agriculture sector for betterment of humankind [33–36].

1.2 � CROP MONITORING AND DISEASE DETECTION

Precision and smart farming require crop monitoring and disease detection. 
Early crop disease detection and timely crop health monitoring can have a 
major impact on yield. It reduces the need for heavy pesticides. Crop moni-
toring and disease detection use a variety of technologies:

Sensors: Temperature, humidity, and soil moisture sensors all offer useful 
information for tracking environmental conditions. These sensors aid 
in ensuring that crops are grown in ideal conditions of humidity and 
temperature, as well as the proper amount of water.

Satellite imagery: Satellites take high-resolution pictures of fields, enabling 
extensive crop health monitoring. The data from satellite images can 
reveal changes in plant development that may be due to disease or 
nutrient deficiency. The smart agriculture AI model is depicted in 
Figure 1.2.

Thermal imaging drones, multi-spectral drones, and unmanned aerial 
vehicles can provide comprehensive information about crop health and 

Figure 1.1  Latest trends of agriculture using AI and IoT.
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abnormalities. Analysis of aerial photos and data can help find the prob-
lems in the field. Machine learning and AI systems have been trained to 
analyze the data from a wide range of sources, which includes IoT sensors, 
drones, and satellite photography, to find the pattern related to both good 
and ill harvests.

By using sensor data, machine learning algorithms are able to identify 
flaws and give an alert. The Normalized Difference Vegetation Index (NDVI) 
and spectral imaging measure how much light plants reflect at various wave-
lengths. Stress or illness can change a plant’s spectral signature. Imaging and 
leaf analysis technologies enable the collection of high-resolution images of 
individual leaves, which can then be analyzed to gain a comprehensive 
understanding of the plant’s overall health. Real-time temperature, humid-
ity, and precipitation data can be integrated into disease prediction models, 
and weather data can be used to detect the conditions that contribute to 
disease epidemics. Ground-based sensors monitor the microclimate that is 
closest to crops to provide information on specific conditions in the area. 
The sensors are frequently used with meteorological data to assess the risk 
of illness.

Efficient crop monitoring and early disease diagnosis are essential for 
minimizing crop losses and maintaining sustainable methods of farming. 
With these tools and methods, farmers can now make data-driven deci-
sions, make the most of their resources, and protect their crops from 
diseases and pests.

Figure 1.2  Smart AI-based agriculture.
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1.3 � WEATHER FORECASTING AND RISK MITIGATION

In contemporary agriculture, weather speculation and risk alleviation are 
crucial features, assisting cultivators in the allocation of resources, making 
well-informed decisions, and adjusting to weather patterns. Figure 1.3 illus-
trates the parts of the smart agricultural model. Here is a brief summary of 
how the weather prediction is used in agriculture and how it plays a role in 
avoiding risks.

1.3.1 � Accurate weather prediction in agriculture

By directing farmers’ decisions regarding sowing, watering, reaping, and 
pest management, meteorological forecasts play a vital role. With access to 
up-to-date data, they may boost the quantity of produce, mitigate probable 
dangers, and work in a more efficient manner. Meteorological forecasts have 
become immensely detailed, providing precise data that is tailored to each 
cultivator’s field. Accurate data on temperature, humidity, and precipitation 

Figure 1.3  Component parts of the model used for smart agriculture.
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for specific locations is procured through microclimate forecasting. For the 
entirety of the cultivation period, predictions aid farmers in working out 
strategies, including the selection of suitable crops and irrigation meth-
ods in the long term. Farmers may effectively revise their plan of action 
by closely monitoring variable conditions and employing real-time weather 
information.

1.3.2 � Factors for reduction in agriculture

Farmers should consider drought mitigation to ensure that they can promptly 
implement water-saving measures, such as efficient irrigation techniques, 
when early warnings of an approaching drought are released. This will help 
minimize crop stress and wastage.

Farmers can take the necessary steps for probable flooding occurrences by 
using flood risk evaluations based on weather predictions. Implementing 
raised beds or altering planting schedules can be accomplished to prepare 
for potential flooding incidents. Weather predictions can benefit treatments 
for illnesses and pests. Forecasts can also point to favorable circumstances 
for the spread of infections, illnesses, or infestations. Farmers who imple-
ment early intervention strategies or take preventive action can reduce their 
reliance on chemical administration.

It is the duty of the farmer to make sure that the crops are provided with 
the right amount of moisture. This involves using cutting-edge technologies 
that are connected to weather forecasts. Excess irrigation is protected, which 
preserves water resources. Farmers can reduce the adverse effects of frost by 
covering crops beforehand and using frost protection equipment.

Forecasts during times of extreme heat help farmers in decision-making 
regarding irrigation schedules and whether to provide shade to crops that 
are vulnerable to damage caused by the heat. Conditions: We refer to this 
method as “extreme temperature management.”

To be able to protect from hail, meteorological radar devices are crucial 
because they offer warnings in advance of oncoming hailstorms. The impact 
of the hailstorm can be minimized by using protective measures like utilizing 
netting.

Insurance policies related to weather are quite significant. Farmers can be 
compensated when they suffer losses due to adverse weather conditions. 
Market analysis is affected by the way weather impacts the agriculture 
pricing.

By adjusting their planting and harvesting schedules in line with price 
expectations, farmers may maximize their profits. Precision agricultural 
systems employ weather data to maximize resource usage. Applications of 
variable rate technology (VRT) can be modified in response to anticipated 
weather. By limiting environmental impact and protecting resources, accu-
rate weather forecasts, risk mitigation, and environmental conservation all 
contribute to ecologically responsible agricultural practices.
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1.4 � LIVESTOCK MONITORING

Keeping an eye on the well-being, contentment, and conduct of livestock 
raised on farms or ranches is an essential part of modern agriculture. A 
close eye is necessary to prevent disease outbreaks, maintain the welfare 
of livestock, and increase productivity. Figure 1.4 displays the most recent 
advancements in smart farming innovation. four points. There are many 
tools and methods used in livestock monitoring, including.

Sheep and cattle, for instance, are equipped with wearable sensors that 
are affixed to them in order to collect data on their movements, body tem-
peratures, and activity levels. Information collected by wearable sensors can 
be utilized to deduce specific aspects of an animal’s behavior and well-being. 
GPS and radio-frequency identification (RFID) tags are used to track ani-
mals’ activities and locations. They are particularly useful in regulating 
grazing patterns and preventing animal theft.

Remote monitoring cameras use live video feeds from cameras positioned 
strategically in barns, pastures, and feeding areas to enable farmers to keep 
a close eye on the behavior and health of their livestock.

It is beneficial for the steps involved in foaling or calving. Animal facilities 
are equipped with IoT sensors for environment tracking. These sensors 

Figure 1.4  Smart farming trends.
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detect factors like moisture content, humidity, temperature, and air quality. 
IoT sensors improve animals’ well-being and cleanliness.

Wearable sensor data is analyzed utilizing AI and machine learning 
addresses to assess cow’s behavior. The goal of these sensors is to find any 
unusual behavior patterns. The abnormal activities of animals may be an 
indication of a disease or physical distress. Sensors and AI-enabled devices 
can be used to track and assess vital statistics and healthcare data.

Variations in body temperature or heart rate might indicate a disease or 
injury. Feeding systems with sensors for nutrition and feeding management 
make sure that animals receive the correct amount of food. The eating 
habits of animals might provide details regarding their specific nutritional 
requirements.

Cows are equipped with sensors to enhance the quantity and quality of 
milk they produce. These sensors provide information to identify health 
issues and adjust feeding and milking schedules. Livestock movements, 
births, and deaths could be monitored by using RFID tagging and tracking 
devices, and this enables more accurate stock management. Livestock moni-
toring systems that use health data and pest and disease detection tools can 
facilitate the identification of disease outbreaks at early stages. Spread of 
infections can be prevented by taking quick actions.

Environmental monitoring systems can assess the condition of a livestock 
region using variables such as dust levels and gas concentrations. This ben-
efits both farmworkers and animals. Keeping track of livestock is crucial for 
maintaining animal welfare and also for improving farm efficiency and pro-
ductivity. It aids farmers in reducing disease outbreaks, optimizing breeding 
and feeding programs, and promptly identifying and resolving issues.

1.5 � BENEFITS OF AI AND IOT INTEGRATION

The convergence of IoT with AI provides numerous advantages across 
diverse sectors such as manufacturing, healthcare, agriculture, and smart 
cities. Figure depicts an IoT-enabled smart agricultural cycle. There are five 
points. The primary benefits of integrating AI and the IoT are as follows: 
Data-driven decision-making is the use of AI to analyze the large volumes of 
real-time data collected by IoT sensors and transform it into practical and 
useful insights. Businesses can utilize this tool to make educated decisions 
that optimize operational efficiency and facilitate data-driven decision-
making. This automation leads to increased productivity and a decrease in 
breakdowns, resulting in improved efficiency. AI-driven agricultural auto-
mation enhances irrigation and improves resource utilization. Figure 1.5 
is a cycle of smart farming that is based on the IoT. Improved Security and 
Safety: IoT sensors and AI-powered systems can enhance public safety in 
smart cities through the implementation of real-time surveillance, predictive 
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policing, and video analytics. AI has the capability to take appropriate 
action in industrial settings.

Environmental sustainability: Sustainable practices can also be imple-
mented through AI and IoT technologies. For instance, by optimiz-
ing energy usage, carbon emissions are reduced. Smart irrigation 
in agriculture minimizes the impact on the environment and wastes 
less water.

Cost savings: Through process and resource optimization, IoT and AI 
can lower operational costs. For example, predictive maintenance can 
save maintenance costs and budget on medical equipment used in 
healthcare.

More output quality and productivity are ensured by AI-driven quality con-
trol systems, which can identify defects immediately. Machine uptime and 
productivity in manufacturing are increased by predictive maintenance.

Resource optimization: AI can assist in optimizing these resources, low-
ering waste and expenses. IoT sensors can track resource usage, such 
as energy and water consumption. IoT-based smart energy-efficient 
platform for crop monitoring is shown in Figure 1.6. AI can improve 
inventory optimization and demand forecasting in supply chain 
management, saving waste and increasing effectiveness.

Healthcare and patient monitoring: Personalized treatment plans and 
remote patient monitoring are made possible by IoT sensors and AI 
systems, which enhance healthcare outcomes and lower readmission 

Figure 1.5  IoT smart farming cycle framework.
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rates to hospitals. Wearable technology can monitor health indicators 
and give early alerts for medical problems.

Supply chain visibility: AI analytics and IoT tracking systems offer end-
to-end supply chain visibility, assisting businesses in locating bottle-
necks and optimizing logistics. Real-time tracking lowers the chance 
of product loss or theft while increasing transparency.

Predictive analytics: AI can foresee illness outbreaks, traffic jams, equip-
ment failures, and more, enabling businesses to take preventive action. 
Demand forecasting and inventory management are aided by predic-
tive analytics.

Customization and personalization: AI and IoT facilitate customized user 
experiences in e-commerce, smart homes, and content recommenda-
tions. Crop and resource management in agriculture can be custom-
ized to regions of a field with precision agriculture.

Scalability: Because IoT and AI solutions are so scalable, they can be used 
for both large industrial operations and small farms or smart homes.

Competitive advantage: Businesses that use IoT and AI to their advantage 
are able to provide data-driven, creative, and effective solutions.

Public services and smart cities: AI and IoT are used in smart city applica-
tions  to improve waste collection, traffic management, and emergency 
response times, which raises people’s quality of life in general.

Figure 1.6  Smart energy-efficient platform for crop monitoring.
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Health and Well-Being: Telemedicine, telehealth, and remote patient 
monitoring are made easier and more accessible in the healthcare 
industry by IoT and AI.

Real-time Monitoring: IoT sensors enable real-time monitoring, which 
enables businesses to react quickly to emergencies and changing 
conditions.

Speedier Problem Resolution: AI and IoT technologies have the ability 
to automatically identify problems and notify the appropriate parties, 
which speeds up the process of solving problems.

1.6 � INCREASED CROP YIELDS

A key objective of agriculture is raising crop yields in order to satisfy the 
rising demand for food on a worldwide scale. To increase crop productivity, 
farmers and other agricultural professionals can use a variety of tactics and 
procedures. Process of precision agriculture is shown in Figure 1.7. The fol-
lowing are some essential elements and techniques for raising crop yields:

Better crop selection: You can greatly increase yields by choosing high-
yielding crop varieties that are compatible with the local soil, climate, 
and pest situation. Modern methods of crop breeding, such as genetic 
modification, have produced crops with higher yields.

Soil management: Crop growth depends on the health of the soil. 
Determining pH levels and nutrient deficits can be achieved through 
soil testing and analysis. Plant nutrient availability can be increased by 
applying the appropriate number of fertilizers and soil conditioners in 
accordance with the findings of soil tests.

Precision agriculture: Accurate planting, fertilization, and irrigation are 
made possible by the application of precision farming techniques, such 
as VRT and GPS-guided equipment. By doing this, resource waste is 
reduced, and crop yields are increased.

Optimized irrigation: Soil moisture sensors and drip irrigation are two 
efficient strategies that ensure crops receive the appropriate amount of 
water at the right time. Both excessive and insufficient irrigation can 
lead to decreased crop production.

Effective treatment of both diseases and pests depends on early diagnosis. 
Effective methods of lowering disease rates include integrated pest manage-
ment (IPM) techniques, including biological control, resistant crop variet-
ies, and sparing use of pesticides. The life cycles of pests and illnesses can 
be efficiently disrupted by implementing crop rotation and improving crop 
diversity.

Effective weed control is necessary to keep weeds from outcompeting 
crops for resources. There are several ways to do this, including mulching, 
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mechanical cultivation, and the use of herbicides. Reduce the detrimental 
impact of weeds through the use of cover crops and crop rotation. To guar-
antee that every plant receives the proper quantity of sunshine, moisture, 
and nutrients, plants must be spaced optimally. Crop output can be decreased 
by both overcrowding and underplanting.

Seasonal planning: Increasing agricultural output requires making the 
most of crop production and harvesting. If farmers have access to 
optimal growth conditions and seasonal patterns, they should arrange 
their planting schedules accordingly. Utilizing Cover Crops: Planting 
cover crops in the soil during periods of low agricultural output 
improves the soil’s structure, lowers erosion, and increases the amount 
of organic matter in the soil. Agricultural production will rise in the 
next years with the application of these tactics. Providing fertilizers at 
right time and with right amounts can ensure crops receive the nutri-
ents for optimum development of crops. In this case, soil testing and 

Figure 1.7  Process of precision agriculture.
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the use of nutrient management strategies could be beneficial. Climate-
resilient crops are chosen specifically to be resistant to drought or other 
adverse impacts of climate change. Using this strategy the agricultural 
productivity will remain unaffected regardless of challenges faced by 
changing climate.

Pollination management: Pollinators are essential for crops whose yields 
rely on them.

Post-harvest management: To minimize post-harvest losses, crops must 
be handled, stored, and transported properly.

Farmers should be educated and trained in modern technology and advanced 
farming techniques, which result in good crop yields. Landowners can make 
data-based decisions and improve their operations by using modern tech-
nologies like AI, the IoT, and precision farming. By promoting environmen-
tally conscious and sustainable agriculture through constant monitoring 
and method improvement, farmers can boost crop yields.

1.7 � RESOURCE EFFICIENCY

Resource optimization is the process of utilizing resources more wisely 
in order to increase production and reduce waste. This idea significantly 
impacts several areas, including energy, industry, agriculture, and environ-
mental management. Resource optimization saves costs, lessens environ-
mental impact, and enhances resource use.

To achieve resource efficiency, the following policies and practices should be:

Efficient Distribution of Resources: The efficient use of natural resources, 
such as raw materials, energy, land, and water, is necessary for resource 
efficiency. Minimizing waste and losses at every stage of a resource’s 
life cycle is crucial.

Adopting the circular economy approach offers a ray of hope: By promot-
ing conserving assets through effective reuse, recycling, and refurbishment, 
this approach drastically reduces waste and diminishes our dependency on 
resources.

Energy efficiency, which reduces energy consumption through the use of 
energy-efficient devices and methods, is an essential part of resource effi-
ciency. It’s important to stress the impact of modernizing lighting systems, 
along with utilizing energy-efficient appliances and streamlining industrial 
procedures, in achieving energy efficiency.

In order to preserve water resources, water conservation entails using 
water-saving techniques in all facets of life, including everyday tasks, indus-
trial operations, and agricultural practices. Water recycling, rainwater 
collecting, and drip irrigation are common techniques.
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To reduce material waste, material efficiency is essential in the manufactur-
ing and construction sectors. This may be achieved by lowering material 
waste in the production process and producing durable, easily recyclable 
products. The goal of the clean manufacturing concept is the elimination of 
waste from the fabrication processes. It is pivotal to decrease excess inventory, 
streamline procedures, and increase yield to achieve the proposed results.

Precision agriculture minimizes waste generation and adverse effects 
on  the environment, while precise sowing, irrigation, and fertilization 
approaches maximize resource utilization. Precision agriculture will use 
more inputs in accordance with certain requirements. It is possible to reduce 
greenhouse gases remarkably by shifting from fossil fuels like hydrocarbons 
to renewable energy sources like solar power, wind energy, and hydroelec-
tricity. The process of extracting valuable materials and chemicals from 
waste streams in order to increase resource efficiency is known as resource 
recovery. Two cases of resource recovery are recycling metals and turning 
organic waste into compost or biogas. Using long-lasting, limiting packag-
ing, and adopting a zero-waste mentality are some of the strategies to cut 
waste. By following these steps, the amount of garbage that ends up in 
landfills can be reduced, and resources can be protected.

Electric cars and various low-emission industrial processes are a few 
examples of eco-friendly technologies. Whose idea is it to reduce environ-
mental harm and resource waste?

1.8 � REDUCED ENVIRONMENTAL IMPACT

Preventing environmental harm is an important objective in numerous 
sectors, including energy, transportation, production, and agriculture. These 
sectors need to lessen the damage they cause to the environment and natural 
resources.

Sustainable practices

Agriculture: Sustainable farming techniques protect soil, lessen water pol-
lution, and maintain habitats. These techniques include crop rotation, 
organic farming, and agroforestry. High-quality agriculture reduces 
harm to the environment while improving resource efficiency.

Energy: Switching from fossil fuels to renewable energy sources like wind, 
solar, and hydropower can reduce air pollution and greenhouse gas 
emissions. Enhancing transportation, commercial, and building energy 
efficiency reduces energy use and associated environmental impact.

Waste management: Recycling, composting, and conscious consumerism 
all help reduce waste and conserve resources by keeping less rubbish in 
landfills. Under Extended Producer Responsibility (EPR), manufactur-
ers are held responsible for product disposal.
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Industry: Acquiring clean technologies and green environment industries 
can reduce pollution in the environment.

Sustainable transportation: Carbon gases and pollution can be decreased 
by advertising electric vehicles, bicycles, and public transportation uses.

Water conversation: Water scarcity can be reduced by developing rainwa-
ter storage management and introducing pit holes.

Eco-friendly products and production: RRR should be followed: reduce, 
reuse, and recycle. By following this, the environment will be in safe 
hands.

Awareness regarding environmental education: Industries can advertise 
regarding environmental education and be responsible toward it.

Rules and regulations: Public authorities will ensure that the public 
follows rules and regulations to protect them from hazardous gases 
and pollution.

Carbon management: Carbon offsetting and reducing carbon emissions 
through reforestation and renewable energy initiatives are vital for 
mitigating climate change.

Resource management: Sustainable practices in forestry and fisheries 
ensure the long-term availability of these valuable resources while 
protecting ecosystems.

Collaboration: Addressing global environmental challenges requires 
cooperation among nations and stakeholders. International agree-
ments and partnerships are essential for achieving shared goals. By 
implementing these strategies, we can work toward a healthier planet 
and a sustainable future for generations to come.

1.9 � CHALLENGES AND CONSIDERATIONS

To ensure a sustainable future, it’s imperative to address environmental 
challenges. Mitigating the harmful impacts of human activities on the planet 
requires focused efforts to resolve these issues.

Key environmental challenges

Climate change: The escalating buildup of greenhouse gases threatens 
global stability. Transitioning to renewable energy, energy efficiency, 
and sustainable land use are critical steps to mitigate its impacts.

Loss of biodiversity: Declining biodiversity jeopardizes ecosystems and 
their essential services. Conservation efforts and sustainable land 
management are crucial to protect our planet’s rich variety of life.

Resource scarcity: Finite resources like minerals and fossil fuels are 
diminishing. Adopting circular economy principles, recycling, and 
responsible resource management are essential for future generations.
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Pollution of the air and water: Finite resources like minerals and fos-
sil fuels are diminishing. Adopting circular economy principles, recy-
cling, and responsible resource management are essential for future 
generations.

Waste management: Improper waste disposal harms the environment. 
Promoting recycling, reducing waste generation, and exploring waste-
to-energy options are vital for sustainable waste management.

Environmental degradation: Unsustainable land use, deforestation, 
and habitat loss threaten ecosystems. Sustainable land management 
practices and reforestation can help restore and protect our natural 
environment.

Water scarcity: Many regions face severe water shortages. Water recy-
cling, efficient wastewater treatment, and water conservation are 
essential for ensuring adequate water supplies.

Fishery depletion: Overexploitation of marine resources endangers 
marine ecosystems. Implementing sustainable fishing practices and 
robust fishery management is crucial for ocean health.

Degradation of the soil: Deteriorating soil quality impacts food produc-
tion and ecosystem health. Soil conservation and sustainable farming 
methods are essential for maintaining soil fertility.

Hazardous waste disposal: Improper disposal of hazardous waste con-
taminates land and water. Strict regulations and proper handling prac-
tices are necessary to protect human health and the environment.

Regulatory compliance: Commitment to environmental laws and stan-
dards is crucial for businesses and industries. Non-compliance can 
lead to severe financial and reputational consequences.

Environmental education and awareness: Promoting moral conduct and 
decision-making requires educating people and organizations about 
environmental challenges. The goal of sustainable development is to 
take these factors into account.

Governments, corporations, communities, and individuals must all play a 
part in the multifaceted approach needed to address these environmental 
issues. Given the interdependence of environmental and social issues, sustain-
ability initiatives should place a high priority on responsible resource man-
agement, environmental conservation, and the welfare of future generations.

1.10 � CONCLUSION

AI, ML, and IoT are the future generation technologies to upscale the revo-
lution in the agriculture field. There is still scarcity in the development of 
such applications and their implementation on the micro level. In future, 
these technologies help the nations to procure the stock of raw food for any 
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kind of situation. AI techniques are used to analyze the massive volumes of 
data produced by IoT devices in smart agriculture with machine learning 
and deep learning. AI can recognize trends, forecast outcomes, and provide 
useful information. AI, for instance, can optimize irrigation schedules, fore-
cast crop disease outbreaks, and suggest the best times to plant and harvest 
crops. So, the research communities have diverse areas to explore and create 
the opportunities for progression in the agriculture sector. The integration 
of IoT, AI, and Machine learning tools helps to capture the data. Further, 
based on trends of the data, certain decisions can be taken by the machines 
to manage the overall field. The IoT helps to access the data from certain 
remote locations to the main node for processing and computing processes. 
The Machine learning tools contain certain kinds of algorithms and meth-
ods to classify and predict the trends and sustain the progress.
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Chapter 2

IoT empower
Your one-stop device manager

Shanky Saxena and Gurmukh Singh

2.1 � INTRODUCTION

With the ability to connect a vast array of objects and systems, the Internet 
of Things (IoT) has become a disruptive force that is enabling a smarter 
and more efficient world. To achieve seamless automation and control in 
this ever-expanding IoT world, device coordination and administration are 
essential. In this centralized IoT system, a Raspberry Pi (RPi) takes on the 
central role of controlling a suite of diverse devices. In essence, this research 
contributes significantly to the evolution of IoT technologies [1–6]. By 
presenting a robust and adaptable solution for centralized device manage-
ment, it underscores the influential role of the Raspberry Pi 4 as a master 
device, poised to shape the future landscape of IoT ecosystems [6–8]. In a 
world where interconnectedness is key, our approach stands as a promis-
ing step toward a smarter, more seamlessly integrated future. To create an 
IoT Empower: Your One-Stop Device Manager using the Raspberry Pi as 
the master device, equipped with multiple sensors for enhanced and precise 
data collection, contributing to the advancement of home and industrial 
automation. This system efficiently combines cutting-edge technology with 
IoT capabilities to offer a dependable solution [9–10].

2.2 � LITERATURE REVIEW

This section gives a complete literature review for the home automation 
system given in Table 2.1 below.

2.3 � RESEARCH METHODOLOGY

Methodology for Building a Centralized IoT Hub using the Raspberry Pi 
4: The development of a Centralized IoT Hub with the Raspberry Pi as the 
master device revolves around a series of key components and processes, 
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Table 2.1  Literature survey and gaps for home automation system

Paper title Authors name Year Methodology Limitations

A smart TV viewing 
and web access 
interface based 
on video indexing 
techniques.

IEEE Link

H. Kuwano, Y. 
Taniguchi, K. 
Minami, M. 
Morimoto, 
and H. 
Kojima by. 
(n.d.)

2002 The functionality of this project, Joy TV, is to enhance the TV viewing 
experience by automatically detecting scene changes, music, and 
superimposed texts in live TV broadcasts in real time. It then uses 
these indexes to enable users to browse and retrieve TV content more 
efficiently. Additionally, Joy TV offers a novel method for web access 
through TV, linking TV content to web pages using image features, all 
without the need for manually created electronic program guides (EPG).

It faces accuracy, compatibility, 
resource, and privacy challenges. 
Superimposed text recognition 
and web linking effectiveness 
vary.

Memory access 
scheduling for a 
smart TV.

IEEE Link

2016 The functionality of this project is to design a specialized memory access 
scheduler tailored for the demanding computational and memory 
requirements of smart TV System-on-Chip (SoC) devices. This 
scheduler optimizes memory utilization for various real-time graphics 
and user-responsive tasks, ensuring high memory throughput and 
priority handling, even under heavy memory traffic conditions. Through 
innovative future prediction and priority management techniques, the 
project significantly enhances memory performance, achieving up to 
98% of the ideal upper bound throughput for smart TVs.

It faces challenges in scenarios 
with exceptionally intense 
memory traffic or unforeseen 
system demands.

Smart TV interaction 
system using face 
and hand gesture 
recognition.

IEEE Link

Sang-Heon Lee, 
Myoung-
Kyu Sohn, 
Dong-Ju Kim, 
Byungmin 
Kim, and 
Hyunduk 
Kim

2013 The functionality of this project is to create a system for smart TV 
interaction by recognizing human faces and natural hand gestures. It 
enables viewer authentication through face recognition and control of 
smart TV functions, such as adjusting volume and changing channels, 
through hand gesture recognition. Additionally, the system allows for 
personalized services like recommending favorite channels or providing 
parental guidance based on face recognition. The project demonstrates 
high accuracy in both face and hand gesture recognition, making it 
effective for enhancing the smart TV user experience.

The limitations include distance 
sensitivity, lighting variations, 
potential false detections, 
and privacy concerns with 
face recognition for viewer 
authentication.

https://ieeexplore.ieee.org/document/1013993
https://ieeexplore.ieee.org/document/7005479
https://ieeexplore.ieee.org/document/6486845


Paper title Authors name Year Methodology Limitations

When smart devices 
are stupid: negative 
experiences using 
home smart devices

IEEE Link

Weijia He, Jesse 
Martinez, 
Roshni Padhi, 
and Lefan 
Zhang

2019 The functionality of this project is to investigate and understand the negative 
experiences that users encounter with household smart devices, including 
issues related to power outages, network failures, false alarms, and user 
programming concerns. Through an online survey-based study, the project 
aims to identify these challenges and proposes a research agenda focused 
on enhancing the transparency and usability of smart devices to provide a 
safer and more user-friendly experience for device owners.

Limitations include a small 
sample size, self-reported data, 
potential response bias, and 
specificity to certain devices and 
demographics.

SEED smart pixel 
devices

IEEE Link

A. L. Lentine 
(n.d.)

1993 The functionality of this project revolves around the development and 
utilization of optoelectronic processing devices known as “smart 
pixels.” These smart pixels, particularly the quantum well self electro-
optic device (SEED), are designed to perform a range of advanced 
functions beyond basic logic gates. They integrate quantum wells within 
p-i-n diode structures to enable both light detection and modulation. 
These devices, including transistor-diode SEEDs like the field effect 
transistor SEED (FET-SEED), aim to enhance functionality, reduce optical 
energy requirements, and achieve complex digital and analog operations, 
thereby advancing optoelectronic processing capabilities.

Limitations include complexity, 
sensitivity, compatibility, energy 
consumption, integration 
challenges, speed constraints, 
cost, and limited commercial 
availability.

Smart pixel devices 
and free-space 
digital optics 
applications

IEEE Link

A. A. Sawchuk 1995 The functionality of this project involves the integration of optics and 
electronics in Free-Space Digital Optics (FSDO) systems. These systems 
use smart pixel nodes with optical detectors and modulators to create 
high-capacity, parallel interconnections. They employ fixed optical 
components to establish intricate 3-D interconnection topologies, 
enhancing data bandwidth, spatial density, and information spatial 
channel density. FSDO is especially effective for applications requiring 
high data capacity, spatial channel density, and parallel data transfer, 
such as communication switching, photonic space switching, parallel 
computing, and optical neural systems.

Challenges include complex 
integration, varying error 
correction efficiency, 
compatibility with data 
formats, size constraints, cost 
considerations, scalability 
issues, and potential real-world 
interference.

A Responsive Web 
Design Approach 
to Enhancing the 
User Web Browsing 
Experience on 
Smart TVs

IEEE Link

E. Perakakis 
and Ghinea

The functionality of this project is to enhance the user experience of 
viewing websites on smart TV devices by implementing responsive web 
design techniques. This approach aims to optimize website layouts and 
interactions for larger screens, improving usability and task completion 
times without the need for creating separate TV-specific websites or 
apps.

It encounters issues with browser 
support, remote control input, 
and performance. Content 
adaptation, standardization, 
testing, and accessibility 
are crucial for an effective 
TV-responsive website.

https://ieeexplore.ieee.org/document/8844630
https://ieeexplore.ieee.org/document/379365
https://ieeexplore.ieee.org/document/484697
https://ieeexplore.ieee.org/document/7994709
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with a primary focus on the master device itself, rather than slave devices, 
as shown in Figure 2.1.

	 1.	Light-dependent resistor (LDR) for bulb control: The LDR, also 
referred to as a photoresistor, continuously monitors ambient light lev-
els. The Raspberry Pi periodically reads LDR values through analog or 
digital interfaces. When the light level crosses a predefined threshold 
(e.g., transitioning from daylight to darkness), the Raspberry Pi trig-
gers a command to control indoor lighting, either by activating a relay 
or interfacing with a smart lighting control system. Conversely, when 
the LDR detects ample light (e.g., daytime conditions), the Raspberry 
Pi sends a command to turn off the lighting.

	 2.	Servo motor for door control: The servo motor is connected to the 
Raspberry Pi through an ESP32. The Raspberry Pi receives commands 
from the user interface or predefined automation rules. For instance, 
when the user issues a command such as “Open Door,” the Raspberry 
Pi transmits instructions to the ESP32, which, in turn, communicates 
with the servo motor to rotate and open the door to the desired angle. 
Similarly, a command like “Close Door” prompts the Raspberry Pi to 
relay instructions to the servo motor to close the door.

	 3.	Ultrasonic sensor for water tank level monitoring: The ultrasonic sen-
sor is responsible for measuring the distance to the water’s surface in a 
tank. Periodically, the Raspberry Pi 4 activates the ultrasonic sensor to 
emit an ultrasonic pulse. The time taken for the pulse to bounce back 
is used to calculate the distance to the water surface. This distance 
measurement is then translated into a water level reading, which can 

Figure 2.1  Block diagram.
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be displayed on the user interface or used to trigger predefined actions 
based on specified thresholds.

	 4.	Users can interact with the system through the user interface to issue 
commands for controlling the door or checking sensor statuses. The 
system maintains a comprehensive log of sensor data, which proves 
valuable for historical analysis and troubleshooting. In summary, the 
Raspberry Pi 4 serves as the core intelligence of the Centralized IoT 
Hub, coordinating the functioning of multiple sensors and devices, 
responding to user inputs, and ensuring the seamless integration of 
these components to create a smart and automated environment as 
shown in Figures 2.2–2.4.

2.4 � DISCUSSION

The implementation of the centralized IoT hub using the Raspberry Pi as 
the master device yielded promising results. Throughout our project, we suc-
cessfully integrated multiple sensors and devices into a cohesive ecosystem, 
allowing for efficient centralized control. Taking Raspberry Pi to the next 
level, making Raspberry Pi multipurpose use at the same time. The output 
images of Master device (Raspberry Pi) and the Salce Device (IoT devices: 
Servo Motor, Ultra Sonic, LED) are shown from Figures 2.5–2.10.

Figure 2.2  Data flow diagram.
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Figure 2.3  Master device (Rpi) circuit diagram.
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These positive outcomes underscore the immense potential of the 
Raspberry Pi as a master device in shaping the future of IoT ecosystems 
[11, 12] and its exceptional capacity to deliver effective centralized device 
management.

2.5 � CONCLUSION

In summary, the creation of a centralized IoT hub utilizing the Raspberry Pi 
as the master device marks a significant milestone in the realm of IoT tech-
nologies. Our project successfully showcased the hub’s ability to effectively 
oversee and govern a diverse array of IoT devices, establishing a seamless and 
interconnected ecosystem that can even double as a smart TV and personal 
computer. The incorporation of sensors like the servo motor for door con-
trol and the ultrasonic sensor for water tank level monitoring underscored 
the adaptability and reliability of our system. The servo motor flawlessly 
managed door operations, elevating security and convenience, while the 

Figure 2.4  Slave device ESP32 circuit diagram (example IoT device).



26  Smart Electronic Devices

Figure 2.5  Blynk app controlling and showing data.
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Figure 2.6  Water tank level (ultra sonic).

Figure 2.7  Door open and close control (servo motor).
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Figure 2.8  Blub on and off control (LED).

Figure 2.9  Watch movies and videos from Amazon Prime and YouTube.

Figure 2.10  Monitor device usage.
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ultrasonic sensor delivered precise data for water management. Additionally, 
we harnessed the Raspberry Pi for entertainment purposes, enabling users to 
watch movies and videos from platforms such as Amazon Prime Video and 
YouTube, taking their Raspberry Pi experience to the next level.
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Chapter 3

AI and IoT integration 
for smart agriculture

Manoj Singh Adhikari, Arunava Majumder, 
Manoj Sindhwani and Shippu Sachdeva

3.1 � INTRODUCTION

The need for efficient and sustainable agricultural practices has led to the 
concept of smart agriculture. This fact has motivated research in many dif-
ferent areas and, particularly, the possibility of complementing Internet of 
Things (IoT) with artificial intelligence (AI), which makes this combination 
potentially more interesting [1–4]. AI- and IoT-based technologies have also 
enabled farmers to collect, and analyze data, which can be used in tak-
ing smarter decisions [5–7]. The present study contributes to the current 
research field by exploring AI and IoT interactions on precision agriculture 
(smart farming) uses, in which we discussed benefits, challenges, along with 
future implications – sustainability issues or better yield production [8–10]. 
The incorporation of AI and IoT in agriculture field has extended the hori-
zon toward a smarter solution to address contemporary farming struggles 
prevailing [11–14]. Smart agriculture refers to the use of advanced data and 
technology within this business, which can help maximize a few elements: 
resource efficiency in agricultural production or practices. Additionally, 
precision farming manages environmental sustainability. Apart from that, 
animal monitoring and control are other features, along with smart crop 
management are essential tools for a stronger yield ratio by estimating pro-
ductivity measures through automated techniques. Along with automation, 
real-time monitoring, and data-driven decision-making, AI and IoT integra-
tion in agriculture add-on cultivation as well as the total efficiency [15–21]. 
Humidity, temperature, and soil moisture are all useful environmental con-
ditions to which IoT sensors can provide depth. These sensors aid in ensur-
ing that crops are grown in ideal conditions of humidity and temperature, 
as well as the proper amount of water.

The latest trends in AI, ML, and IoT are shown in Figure 3.1. Precision 
agriculture, sometimes referred to as smart agriculture, is a cutting-edge 
farming method that uses technology to improve every step of the farming 
process. Its objectives are to increase yields, reduce resource waste, and 
enhance the sustainability and quality of agricultural output.

http://dx.doi.org/10.1201/9781003643173-3
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IoT in smart agriculture: To collect data in real time from the agricultural 
environment, IoT devices like sensors, drones, and cameras are essen-
tial. They collect information about crop health, weather patterns, 
livestock welfare, and soil condition. All that data can be received and 
analyzed by a central system through the internet for making decisions 
[22–26].

AI in smart agriculture: AI – Machine Learning and Deep learning – is 
used to analyze the large volumes of data generated by various IoT 
devices. This AI can identify patterns, predict future scenarios, and 
help you with useful insights. Irrigation schedules can be optimized, 
crop disease outbreaks anticipated, and the most suitable time for 
planting and harvesting crops recommended using AI [27–35].

3.2 � MAIN ADVANTAGES

The devices collect information about the health of crops, weather patterns, 
and even whether livestock are distressed, or soil is in poor condition. The 
data is then sent through the internet to a central system, which processes it 
and makes decisions based on this analysis.

Improved resource management: An IoT integration allows farmers to 
optimize water, fertilizer, and pesticide consumption, thereby reducing 
their wastage and consequent damage to the environment.

Figure 3.1  Latest trends in AI, ML, and IoT.
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Enhanced productivity: Smart agriculture systems will firstly be able to 
detect and solve some of the problems (related to disease or nutrient 
shortages) in early stages, which will lead to better availability for 
their livestock as well as crop-raising bottom lines.

Saves money: Smart Agriculture leads to the automation of procedures 
hence reducing the labor costs.

Environmental sustainability: Precision agriculture helps in sustainable 
farming by minimizing harmful environmental impacts and promoting 
proper use of resources.

3.3 � DIFFICULTIES

Data security and privacy: Agriculture is drowning in data, so keeping 
that valuable and sensitive info secure.

Education and training: Data generated using these state-of-the-art sys-
tems is only as good as the farmers’ abilities to use it correctly.

Future prospects: AI and IoT in the arena where Smart agriculture, a part 
are not limited to it, as this field is still growing into its space.

As technology progresses, we should expect even more advanced solutions 
with self-governing farm machinery, better detection of pests and disease 
control methods, as well as increased connectivity between every segment of 
agriculture.

3.4 � AI AND IoT IN AGRICULTURE

The traditional concept of agricultural approach is undergoing a sea change 
with the application of IoT and AI. The convergence of these new techno-
logical solutions, or “AgTech,” provides answers to questions the agriculture 
industry is facing as a result.

Due to issues that include global food production needing to more than 
double in order to feed our growing world population, optimize resource 
consumption, and maintain ongoing sustainability. Figure 3.2 presents the 
method used in precision farming. This also gives a peek into how AI and 
IoT are applied in agriculture:

AI in agriculture: AI is a broad term covering various technologies, includ-
ing machine learning and deep learning, which allow machines to per-
form tasks that typically necessitate human intelligence. In agriculture, 
AI is used to process vast amounts of data and make predictions based 
on trends and other insights.

IoT network: An IoT network is a group of connected devices and sensors 
that communicate over the internet to share information or act upon 
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it. They are used in agriculture to collect field data live and provide 
details about soil content, the status of crops, etc.

AI and IoT elements for agriculture: Sensors and Devices IoT sensors to 
monitor soil moisture, temperature, humidity, and the growth of crops.

Data connectivity: This is the transmission of data from the IoT devices 
to a central system where it can be analyzed, and a decision taken.

AI algorithms help to find patterns, anomalies, and trends in the collected 
data, which is known as Data Analysis.

Automation-engineered AI systems can automate livestock rearing, exter-
mination of organisms that are pests to the crops, and watering.

Decision support: AI offers real-time advanced decision support to help 
farmers decide on where and how much of their resources (labor, 
fertilizer) can be used for more productivity at lesser risks.

AI and IoT’s advantages for agriculture: These technologies provide the 
ability to manage resources significantly more accurately by reduc-
ing wastage while increasing crop yield. Farmers could monitor their 
fields from a distance, receiving alerts if the system detected potential 

Figure 3.2  Method used in precision farming.



34  Smart Electronic Devices

problems such as outbreaks of disease or unseasonably cold weather. 
Through saving water, minimizing the usage of chemicals, and nega-
tively affecting less on environment AI and IoT have made sustainable 
agriculture possible to a new extent. Farmers will increase productiv-
ity and thus profitability by using data to guide their decisions.

AI and IoT’s difficulties for agriculture: It can often be expensive for some 
farmers to implement AI and IoT systems. Privacy of farm data is par-
amount. Farmers and other agricultural professionals may need train-
ing to use the technologies properly for field monitoring, crop yield 
prediction, and mean examination of sensor data from these tools. 
Technological development in agriculture, specifically the use of AI 
and IoT, are, as expected, always growing segments. 1 – Autonomous 
agricultural machinery: more efficient as the need for human manage-
ment of field-based systems is eliminated; 2 – Crop and pest monitor-
ing system: better accuracy as pests are identified swiftly by drones 
rather than a foot patrol, and much can be done through biotechnolo-
gies to control them. AI and IoT are very well tackling these global 
issues as food security and climate change.

3.5 � IoT SENSORS AND DATA COLLECTION

Sensors in the IoT touch on a fundamental data collection challenge that 
plagues agriculture, and many other business domains, which are physical 
as well as environmental parameters. These sensors are meant to harvest 
real-time data, which is sent via the internet or other communication medi-
ums for later analysis and decision-making. Figure 3.3 module is responsible 

Figure 3.3  Data collection module.
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for data collection. In terms of IoT sensors and data collection in agricul-
ture, the following are highlights:

IoT sensor used in agriculture:

Soil moisture sensors: These can be used to detect the level of soil mois-
ture, which assists farmers in knowing when to apply water and how 
much they require. They are repositioned at different depths, to see the 
soil moisture levels of each root level.

Weather sensors: Such devices store the data about temperature, humid-
ity, and other meteorological characteristics around them. Knowledge 
decisions for planting, harvest, and control. Crop Health Sensors: 
These sensors assess canopy density, leaf temperature, and chlorophyll 
content to monitor crop health. They help the early diagnosis of plant 
diseases, nutritional deficiencies, and stress.

Livestock monitoring sensors: IoT devices can attach to your live-
stock and monitor its location, health, and behavior via Livestock 
Monitoring Sensors. They can provide details on animal movement, 
body temperature, and even detect stress signals.

Asset tracking sensors: These sensors also improve asset management 
and act as an anti-theft by tracking the location and states of vehicles, 
farm equipment, or anything else in this role.

3.6 � DATA COLLECTION PROCESS

IoT sensors record data, every moment as per the variable they are measur-
ing. Soil moisture sensor tracks how much moisture is present in the soil 
regularly. In Figure 3.4 the data interpretation module is demonstrated.

Data transmission: The collected data is sent to a central DBMS system 
for processing and storage. To achieve this, there is a wide variety of 
communication concepts, from cellular networks and Wi-Fi to low-
power wide area networks (LPWAN), that can be used.

Data aggregation: The data collected by different sensors is organized 
and aggregated in a central system. This step refers to collecting and 
storing data from multiple sensors in order to create a large dataset.

Data analysis: Using AI and machine learning algorithms, the data is 
then processed in aggregate form to identify patterns, trends, or 
anomalies. For instance, if soil moisture drops very much, that might 
be an indication of the need for irrigation – something an AI system 
can pick up on.

Visualization and reporting: Analyzed data are usually reported to the 
farmers or stakeholders using reports, user-friendly interfaces for bet-
ter decision-making. This data can be accessed by farmers through 
mobile apps and web applications.
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3.7 � BENEFITS OF IOT SENSORS AND DATA 
COLLECTION IN AGRICULTURE

Precision farming: IoT sensors provide accurate resource management, 
reducing waste and increasing production efficiently.

Real-time monitoring: Farmers are able to monitor the status and iden-
tify any issues that may arise quickly.

Resource optimization: Better decision-making because of data, meaning 
less use of resources (fertilizer and water) from an economical point.

Early problem detection: Replace the previous, non-functional example: 
By equipping a home with sensors, it can detect diseases or pests and 
other problems at their nascence to allow preventive action.

3.8 � AI IN AGRICULTURE

Opposite of agricultural diversity, AI is empowering the modern agriculture 
sector through data-driven solutions for myriad opportunities and chal-
lenges. AI is playing a significant role in agriculture. AgTech, also known 
as AI in agriculture, provides advanced solutions for crop management 
and various farming activities. Figure 3.5 demonstrates the smart precision 
agriculture model. A brief on AI in agriculture is given below:

Precision agriculture and crop management: They can predict crop yields, 
disease outbreaks, and suggest planting and harvesting times based on 
the analysis of past/current data such as weather conditions, soil char-
acteristics/ratios, or even plant health. Finding the most competitive 

Figure 3.4  Data interpretation module.
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crop can be a fine gauge, and AI systems that are so driven to control 
irrigation by evaluating moisture data in soil or weather readings help 
reduce wastewater while bringing hope for resource sustainability. AI 
can detect weeds and pests with high accuracy, so pesticide use that 
harms the environment is minimized. Figure 3.6 illustrates the applica-
tion module of the proposed model.

Livestock monitoring: AI cameras and sensors operate by gathering 
knowledge from that database on animal habits, thermal input, and 
the exact surroundings of wildlife for a large number of times each 
day. Detecting diseases and stress early on will contribute to improving 
animal welfare, thereby increasing production output.

Supply chain administration: Robots powered by AI and systems have the 
ability to collect and organize crops efficiently. This leads to savings 
on labor expenses and improved quality checks. AI assists in devising 
transportation routes, keeping an eye on inventory, and reducing food 
wastage by anticipating demands as well as supply chain needs.

Detection of disease and pests: AI-based software, which recognizes 
images, helps in identifying diseases, pests, and lack of nutrients in 
crops at an early stage. With the help of drones, we can enhance crops 
and connect to IoT devices. So, reducing the crop loss. AI drones 
monitor the crops in a large area.

Figure 3.5  Proposed model of smart precision agriculture.
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Data analysis: As the technology changes, the farming is managed by 
AI. AI is helpful for farming operations. It is useful for the farmers to 
make data-driven decisions. With support of AI, it analyzes market 
trends and data to determine which crops, grow easily and the suitable 
time for planting.

Sustainability: The new AI technology pays attention to environmental 
sustainability in agriculture. This technology improves the resource 
use, reduces the requirement for chemicals, and declines destructive 
impacts. It inspires agriculturalists to implement sustainable practices.

Challenges: Nowadays, the data collection is in a huge amount, so it cre-
ates a key challenge in managing it. The private farming data remains 
secure. But for the poor farmers, the technology costs can be an obsta-
cle. For the effective operation and understanding of data, farmers 
must develop the necessary skills.

Future outcomes: Now farming has become easier with the new tools and 
technology, with trends including improved disease, self-driving farming 
equipment, pest detection, and increased connectivity among compo-
nents of the agricultural. With the use of AI, we can solve global issues 
like climate change, food security, and sustainable farming methods.

3.9 � APPLICATIONS IN SMART AGRICULTURE

Precision agriculture, sometimes referred to as smart agriculture, uses tech-
nology to optimize several farming processes, such as resource management, 
livestock monitoring, and crop management. It makes use of a variety of 
applications to boost productivity and sustainability. Figure 3.7 shows the 

Figure 3.6  Application module of the proposed model.
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AI and IoT for smart farming management system. The following are some 
crucial smart agriculture applications:

Accurate farming: Variable Rate Technology (VRT) applies inputs like 
water, pesticides, and fertilizers exactly where they are needed by using 
data from sensors and GPS. This raises crop yields while cutting waste.

Sensors based on IoT: IoT soil sensors track temperature, moisture con-
tent, and nutrient levels to help with fertilization and irrigation schedule 
selections. Weather sensors help with crop management and weather 
forecasting by providing real-time data on temperature, humidity, 
wind, and precipitation. These sensors monitor the condition of plants 
by finding diseases and shortfalls of nutrients. They do this by gauging 
leaf temperature, the thickness of foliage, and levels of chlorophyll.

Water directive: In smart agriculture, managing water is very important. 
It consists of fundamentals like weather conditions, crop type, and soil 
moisture to assist in managing water resources better.

Crop management: AI is very supportive for prediction of pest attacks 
and crop illnesses. It gives an immediate response.

Food outlining: Various tools are used for tracking food items. The inter-
esting tools as blockchain and IoT, are used to track food quality. It 
provides help to enhance food safety standards.

Smart irrigation: These setups reduce power costs and water loss by 
changing the way water is provided using current details. With IoT-
based drip irrigation strategies, we can adjust water use based on soil 
moisture levels, improving water efficiency.

Figure 3.7  AI and IoT for smart farming management system.
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Unmanned aerial vehicles: AI-based software is used for the crop and 
pest control. Crop diseases are easily found out with new technology. 
Autonomous drones provide the solution by minimizing weeds, so the 
requirement for herbicides is reduced.

Farm monitoring: Different types of farm management apps now exist. 
So, now the farming planning becomes easier. It provides useful infor-
mation about crop and livestock performance.

Field software: Latest tools available in the market provide help to farm-
ers for farming. It helps the farmer to provide correct information 
about the routine of the financial management of plants and animals.

Supply control: AI robots are working perfectly in the supply manage-
ment system. So, with the help of this technology, harvesting and dis-
persing crops efficiently. Now, labor costs reduce and the quality of the 
product increases. AI helps the supply chain work in a smooth way.

Environmental preservation: In environmental preservation, AI plays an 
important role. It enables farmers to use capital effectively. Less use of 
harmful chemicals. So, reducing the damage to ecosystem.

Market analysis: AI is also playing a good role in market analysis. It 
is helpful for farmers to look at market news trends. Trends may be 
when the crops should be grown or when is the best time to sell to get 
the maximum benefit.

3.10 � PRECISION AGRICULTURE

Precision agriculture is also called intelligent farming. It is a good method 
that serves the use of technology and information. It is also used to esti-
mate how to recover diverse agricultural actions. The main goal of preci-
sion agriculture is to boost harvests. It also cuts resource wastage and 
improves farm performance efficiency. To get all these, so the need for 
fertilizers, water, labor, and pesticides. The important components of pre-
cision agriculture include:

Data collection: The collection of data is important. For that, sensors and 
IoT devices are used. It is worked in real time to send the data and 
analyze it. IoT devices are used to find out the soil properties, tempera-
ture, and humidity. So, all these data are easily analyzed and necessary 
action will be taken for the further farming.

Data administration: Software is used for gathering all the data. All data 
is kept in one main system. It’s like a personal assistant for making 
decisions. Further, it is used for analyzing in a very simple manner.

Variable rate technology: It is important for farming. VRT customizes the 
usage of inputs. So, the amounts of pesticides, fertilizers, and water are 
provided in an appropriate way to the fields.
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Seeding and planting: The crop’s growth is important in terms of the right 
seeding. It is related to depths and gaps so that we can get the uniform 
growth of all plants.

Sustainability: Environmental sustainability is important for modern 
farming. The awareness about less resource consumption is important 
to maintain sustainability. We can perform less environmental harm 
via farming practices. AI tools provide the support for environmental 
sustainability.

Exactness irrigation: Water conservation is very important for land 
farming. So, the need for good irrigation systems. AI-based irrigation 
systems work accurately. It automatically provides the needed water 
amount and saves the wastage of water.

Control bugs: As the data is sensed via the sensor, the data is processed 
with the help of AI. So, rapidly identify the bug and control it. The 
modern ML technique is helpful to maintain the accuracy for crop 
farming. GPS trackers keep an eye on livestock. These devices keep 
track of location and use data to boost productivity. Aerial surveil-
lance robots are used in farming to distribute pesticides and fertilizers 
as per the requirement. They are also used for crop analysis.

3.11 � CONCLUSION

Modern farming has long made use of AI and IoT for eco-friendly farm-
ing. The agricultural revolution is a bipartisan movement that has spread 
methods of high-yield farming across an array of different crops and has 
been one of the greatest contributors to human suffering prevention in all 
eras. In today’s life, IoT technologies are used, which will cover and keep 
under control entire agricultural ecosystems to provide us with goods of the 
highest quality. AI- and IoT-based technologies have also enabled farmers 
to collect and analyze data, which can be used in taking smarter decisions.

Farmers have used AI and IoT alongside other advanced computer sci-
ence methods for a long time. Lately, however, there has been an emphasis 
on finding the best ways to apply these modern technologies. Agriculture 
has been vital for food production for humans for many centuries. Its most 
notable achievement is its popularization of efficient methods for different 
crops. Modern IoT technology is now emerging that allows for the obser-
vation of agricultural ecosystems, ensuring high-quality goods are pro-
duced. However, adopting agricultural practices like deploying and 
managing IoT and AI devices, administering and sharing data, ensuring 
interoperability, analysis, and storage of huge amounts of data provides 
significant challenges to achieve SSA. As such, the identification of architec-
tural components that could help in building smart, sustainable agricul-
tural platforms is crucial.
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Chapter 4

Hardware prototype of 
RIW algorithm on FPGA 
and P-SoC platform
A trade-off between resource and time 
constraint

Sudip Ghosh and Suman Lata Tripathi

4.1 � INTRODUCTION

Reversible Image Watermarking (RIW) [1], meets the purpose of copyright 
protection [2] and authentication. It can also be categorized as robust, semi-
fragile, or fragile, visible/invisible [3]. Again, it can be blind [4] as well as 
non-blind, depending on whether the extraction mechanism requires the 
cover image or not. The watermark embedding and decoding could be done 
in spatial domain or in transform domain, where transforms like Fourier-
Mellin [5], DCT [6], Discrete Fast Walsh-Hadamard Transform (DFWHT) 
[7], and Discrete Wavelet Transform (DWT) [8] are widely used.

Reversible Watermarking (RW) [9–11] is one type that finds potential 
application in recent times on telemedicine and tele-surgery for its high secu-
rity. RW is lossless. Essential requirements of RW on digital images are to 
meet low imperceptibility at high capacity, blind decoding, and less-complex 
operations for real-time implementation.

Various RW techniques in the literature that include Difference Expansion 
(DE) [9], Histogram Bin Shifting [12], Wavelet Transform [8], Prediction 
Error Expansion (PEE) [13], Reversible Contrast Mapping (RCM) [10], 
Integer DCT [14], Improved Rhombus Interpolation (IRI) using DE [11], etc.

PEE- and RCM-based RIW offer improved performance than DE. RCM 
involves non-complex computational operations and offers better percep-
tual quality, robustness against cropping, and high embedding capacity. 
Furthermore, RCM, due to its mathematical simplicity, can be easily mapped 
into hardware and is considered in this work.

The rest of the chapter is organized as follows: Next section describes the 
related works. Then the next section briefly introduces the mathematical 
preliminaries of RCM, followed by RCM-based RIW embedding and decod-
ing algorithm. After that section, describes the embedding algorithm. Next, 
the proposed decoding algorithm is described. The experimental results 
and the analysis are presented after that. Finally, chapter concludes with the 
scope of future work.

http://dx.doi.org/10.1201/9781003643173-4
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4.2 � RELATED WORKS

VLSI realization could be done on Field Programmable Gate Array (FPGA) 
board [15–20], Trimedia processor board [21], Graphics Processing Unit 
(GPU) [22] or Application Specific Integrated Circuit (ASIC) [23].

The hardware platforms are FPGA [23, 24], in GPU [22], in ASIC [23], 
etc. Furthermore, VLSI realization of RCM-based RIW, according to the 
research findings in the literature, was first proposed by Ghosh et al. [15] in 
which a multiplier-less FPGA-based architecture for invisible and semi-
fragile watermarking has been implemented on Xilinx Spartan 3E FPGA 
with a decoder clock frequency of 45 MHz. Maity et al. in [16, 17] devel-
oped an architecture for a modified RCM-based RIW algorithm, where [16] 
is implemented on Xilinx Virtex (xcv3200efg1156-6) FPGA and requires 
67.98 MHz for embedding. The architecture proposed in [17] has been 
implemented on Spartan 3E (XC3S1600E-4FG320) FPGA running at 98.7 
MHz. Ghosh et al. [19] proposed another FPGA, P-SoC, and Ultra-Scale 
FPGA-based architecture for invisible semi-fragile DE-RIW based on IRI. 
The implementation results for [19] have been shown in Table 4.14. In [20], 
DE-based RIW was proposed on three different architectures, namely data-
flow, pipelined, and modified-pipelined, where the last one takes 8 cycles 
for  embedding and 8 cycles for decoding. Among the three architectures 
proposed in [20], it is reported that the modified-pipelined architecture con-
sumes the least number of hardware resources. The timing cycle in [20] 
takes 8-cycles each for embedding and decoding and takes 76 number of 
adders, 140 subtractors, 45 D Flip-flops, 10 XOR gates, and 2 inverters. The 
architecture reported in this work takes only 1 adder, 1 subtractor, along 
with 4 registers, 2 multiplexers for the entire watermark embedding. The 
decoder also needs 3 adders, 1 subtractor, and 1 divider for the entire decod-
ing operation, along with 4 registers and 2 multiplexers. This shows that the 
architecture proposed in this paper presents improved results and outper-
forms the architectures proposed in [16, 17] in terms of both timing cycles 
and resources utilized.

4.3 � RCM-BASED RIW ALGORITHM

Let [0, L] be the image graylevel range (L = 255 for eight-bit graylevel 
images), and let (x,y) be a pair of pixel intensity values. The forward 
RCM transforms the pair of intensity values into the respective pair of 
values as [10]

	 = − = −x́  2x y, ý  2y x	 (4.1)
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Domain, D ⊂ [0, L] × [0, L] is considered for non-underflow and overflow, 
defined by the equations

	 ≤ − ≤ ≤ − ≤0 2x y L,0 2y x L	 (4.2)

D is rhombic and forms the diagonal of [0, L] × [0, L]. The reverse transform 
is:

	 ( )( ) ( )( ) ( )( ) ( )( )x 2 / 3 x 1 / 3 ý ,y 1 / 3 x 2 / 3 ý=  +  =  + ´ ´ 	
(4.3)

where ⌈a⌉ is the ceiling of a.
Mathematical relations shown in (4.1)–(4.3) are used in RCM-based 

reversible watermark embedding and decoding algorithm proposed by 
Coltuc et al. in [10] for which the corresponding VLSI architecture has been 
proposed in Sections 4.4 and 4.5, respectively.

4.4 � WATERMARK EMBEDDING

	STEP 1:	 Converting multiple into single assignment

	 x 2x y= −´ 	 (4.4)

	 = −ý 2y x	 (4.5)

	 =a 2x 	 (4.6)

	 x a y= −´ 	 (4.7)

	 =b 2y 	 (4.8)

	 = −ý b x 	 (4.9)

	STEP 2:	 Single assignment program code to DFG
Then we construct a graph as shown in Figures 4.1–4.6.

	STEP 3:	 Scheduling (Figure 4.7)
	STEP 4:	 Binding (Figures 4.8–4.11)
	STEP 5:	 Datapath (Figure 4.12–4.15)
	STEP 6:	 Controller (Figures 4.16–4.19)
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Figure 4.1  DFG of RCM embedding equations for Scheme 1.

Figure 4.2  �Block Schematic Representation of RCM embedding equations for 
Scheme 2.
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Figure 4.3  DFG of RCM embedding equations for Scheme 2.

Figure 4.4  �Block Schematic Representation of RCM embedding equations for 
Scheme 3.
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Figure 4.5  DFG of RCM embedding equations for Scheme 3.

Figure 4.6  DFG of RCM embedding equations for Scheme 4.
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Figure 4.7  Scheduling of RCM embedding equations for Scheme 1.

Figure 4.8  �Binding and Register Allocation of RCM embedding equations for 
Scheme 1.
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Figure 4.9  �Scheduling, Binding, and Register Allocation of RCM embedding equa-
tions for Scheme 2.
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Figure 4.10  �Scheduling, Allocation, and Binding of RCM embedding equations for 
Scheme 3.
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Figure 4.11  �Scheduling with Allocation and Binding of RCM embedding equations 
for Scheme 4.

Figure 4.12  Datapath of RCM embedding equations for Scheme 1.
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Figure 4.13  Datapath of RCM embedding equations for Scheme 2.
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Figure 4.14  Datapath of RCM embedding equations for Scheme 3.
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Figure 4.15  Datapath of RCM embedding equations for Scheme 4.
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Figure 4.16  Controller of RCM embedding equations for Scheme 1.

Figure 4.17  Controller of RCM embedding equations for Scheme 2.



Hardware prototype of RIW algorithm on FPGA and P-SoC platform  59

4.5 � REAL-TIME IMPLEMENTATION OF RCM-BASED 
DECODING

Equations for inverse RCM transform to decode the same as the forward ones 
with two additional operations: an additional division operation, specifically 
a divide-by-3 operation, followed by a ceiling function. So here, the best hard-
ware scheme, with respect to the hardware resource utilization of forward 
transform, is selected with additional adders, dividers, and ceiling functions. 
Figure 4.20 shows the inverse RCM block for decoding pixel pair (x, y). The 
division and the ceiling function modules are shown in Figure 4.21.

Figure 4.18  Controller of RCM embedding equations for Scheme 3.

Figure 4.19  Controller of RCM embedding equations for Scheme 4.
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Figure 4.20  Inverse RCM Block for decoding pixel pair (x, y).

Figure 4.21  Divide by 3 and ceiling function modules.
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4.6 � EXPERIMENTAL RESULTS, PERFORMANCE 
ANALYSIS, AND DISCUSSIONS

Here, architectures are developed considering 8 bpp gray cover image of size 
(32 × 32) to (512 × 512).

4.7 � SOFTWARE IMPLEMENTATION

OS used is MS Windows7 64-bit architecture environment with 4GB RAM 
and Intel Corei5 processor of 3.20 GHz using Matlab R2013b software 
simulation.

4.8 � HARDWARE IMPLEMENTATION

The architectures for RCM-RIW algorithm have been implemented using 
Xilinx System Generator 14.7, in which four possible schemes for hard-
ware implementation are provided. Furthermore, a comparative study has 
been made between the resource constraint implementation versus the tim-
ing constraint implementation. In Figures 4.22–4.25, the system generator 
implementation for the four different schemes has been shown. Scheme 1 
makes use of a multiplier and subtractor to perform the entire operation. 
Scheme 2 comprises a single subtractor. Scheme 3 makes use of a single 
adder, and Scheme 4 uses an adder and a subtractor to complete the entire 
operation. The schemes have been designed such that no scheme makes use 
of more than one resource of the same kind.

Figure 4.22  System Generator implementation of Scheme 1.
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Figure 4.23  System Generator implementation of Scheme 2.

Figure 4.24  System Generator implementation of Scheme 3.
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In Tables 4.1–4.12, the synthesis results of the four different schemes on 
the Spartan-3e FPGA, Zynq-7000 P-SoC and Kintex-7 ultra-scale FPGA are 
shown. It is seen from Tables 4.1–4.12, Scheme 3 has the maximum device 
utilization, followed by Scheme 2, Scheme 4, and Scheme 1, respectively.

Figure 4.25  System Generator implementation of Scheme 4.

Table 4.1  Device utilization result for synthesis of Scheme 1 on SPARTAN 3E FPGA

Resources Resource-used Total resources Utilized (%)

#Slices 11 4656 0
#Slice-Flops 19 9312 0
#4-input-LUTs 17 9312 0
#Bonded-IOBs 18 232 7
#GCLKs 1 24 4

Table 4.2  Device utilization result for synthesis of Scheme 1 on ZYNQ-7000 P-SoC

Resources Resource-used Total resources Utilized (%)

#Slice-Registers 19 35200 0
#Slice-LUTs 17 17600 0
#Fully-used LUT-FF-pairs 15 21 71
#Bonded-IOBs 51 100 51
#BUFG/BUFGCTRLs 1 32 3
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Table 4.4  Device utilization result for synthesis of Scheme 2 on SPARTAN 3E FPGA

Resources Resource-used Total resources Utilized (%)

#Slices 52 4656 1
#Slice-Flip-Flops 66 9312 0
#4-input-LUTs 25 9312 0
#Bonded-IOBs 17 232 7
#GCLKs 1 24 4

Table 4.3  �Device utilization result for synthesis of Scheme 1 on KINTEX-7 ultrascale  
FPGA

Resources Resource-used Total resources Utilized (%)

#Slice-Registers 19 407600 0
#Slice-LUTs 17 203800 0
#Fully-used LUT-FF-pairs 15 21 71
#Bonded-IOBs 51 500 10
#BUFG/BUFGCTRLs 1 32 3

Table 4.6  �Device utilization result for synthesis of Scheme 2 on KINTEX-7 ultrascale  
FPGA

Resources Resource-used Total resources Utilized (%)

#Slice-Registers 66 407600 0
#Slice-LUTs 17 203800 0
#Fully-used LUT-FF-pairs 16 67 23
#Bonded-IOBs 33 400 8
#BUFG/BUFGCTRLs 1 32 3

Table 4.5  Device utilization result for synthesis of Scheme 2 on ZYNQ-7000 P-SoC

Resources Resource-used Total resources Utilized (%)

#Slice-Registers 66 35200 0
#Slice-LUTs 17 17600 0
#Fully-used LUT-FF-pairs 16 67 23
#Bonded-IOBs 33 100 33
#BUFG/BUFGCTRLs 1 32 3
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Table 4.9  �Device utilization result for synthesis of Scheme 3 on KINTEX-7 ultrascale  
FPGA

Resources Resource-used Total resources Utilized (%)

#Slice-Registers 98 407600 0
#Slice-LUTs 50 203800 0
#Fully-used-LUT-FF-pairs 25 123 20
#Bonded-IOBs 33 400 8
#BUFG/BUFGCTRLs 1 32 3

Table 4.8  Device utilization result for synthesis of Scheme 3 on ZYNQ-7000 P-SoC

Resources Resource-used Total resources Utilized (%)

#Slice-Registers 98 35200 0
#Slice-LUTs 50 17600 0
#Fully-used-LUT-FF-pairs 25 123 20
#Bonded-IOBs 33 100 33
#BUFG/BUFGCTRLs 1 32 3

Table 4.7  Device utilization result for synthesis of Scheme 3 on SPARTAN 3E FPGA

Resources Resource-used Total resources Utilized (%)

#Slices 63 4656 1
#Slice-Flip-Flops 90 9312 0
#4-input-LUTs 59 9312 0
#Bonded-IOBs 17 232 7
#GCLKs 1 24 4

Table 4.10  Device utilization result for synthesis of Scheme 4 on SPARTAN 3E FPGA

Resources Resource-used Total resources Utilized (%)

#Slices 11 4656 0
#Slice-Flops 19 9312 0
#4-input-LUTs 17 9312 0
#Bonded-IOBs 21 232 9
#GCLKs 1 24 4
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Figures 4.26 and 4.27 show the timing analysis simulation waveforms of 
the four different proposed schemes. Scheme-1 and Scheme-4 take 2 clock 
cycles to give the desired output for a single pair of pixels, making them the 
most efficient implementations as per timing constraint analysis. Similarly, 
Scheme-2 takes 4 clock cycles to give the desired output for a single pair of 
pixels, whereas Scheme-3 appears to be the most timing inefficient imple-
mentation, taking a total of 6 clock cycles to give the desired output for a 
pair of pixels. The clock period for each of the above implementations is 10 
ns, as can be seen from Figures 4.26 and 4.27. x = 200 and y = 180 have 
been chosen. Schemes 1 and 4 give the desired outputs, i.e., x′ = 220 and y′ 
= 160, after 2 clock cycles. The timing analysis shown here has been 
performed on a Spartan 3e FPGA.

In Figure 4.28, a resource-based comparative analysis for the 4 different 
schemes has been shown. Scheme 1 uses a total of 13 different resources 
consisting of 2 Multiplexers, 1 Multiplier, 1 Subtractor, 4 Registers, 2 ROMs, 
and 3 Counters. Similarly, Scheme 2 consists of 23 different resources (6 
Multiplexers, 1 Subtractor, 8 Registers, 4 ROMs, and 4 Counters). Scheme 
3 requires the highest number of resources consisting of 10 Multiplexers, 1 
Adder, 12 Registers, 5 ROMs, and 5 Counters, giving a total of 33 different 
resources. Scheme 4 requires 13 different resources, which are the same as 
Scheme 1, the only difference lies in the fact that it requires an adder in place 
of a multiplier. The details of the number of resources required have been 
obtained from the system generator implementations, as shown in Figures 
4.22–4.25.

Table 4.12  �Device Utilization result for Synthesis of Scheme 4 on KINTEX-7 ultrascale  
FPGA

Resources Resource-Used Total Resources Utilized (%)

#Slice-Registers 19 407600 0
#Slice-LUTs 17 203800 0
#Fully-used-LUT-FF-pairs 15 21 71
#Bonded-IOBs 37 400 9
#BUFG/BUFGCTRLs 1 32 3

Table 4.11  Device Utilization result for Synthesis of Scheme 4 on ZYNQ-7000 P-SoC

Resources Resource-Used Total Resources Utilized (%)

#Slice-Registers 19 35200 0
#Slice-LUTs 17 17600 0
#Fully-used-LUT-FF-pairs 15 21 71
#Bonded-IOBs 37 100 37
#BUFG/BUFGCTRLs 1 32 3
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Latency is defined as the time taken by a module to give the desired out-
put after the application of the desired input. In Figure 4.29, the latencies of 
the four different schemes are shown. Scheme 1 and Scheme 4 have the same 
latency of 2 clock cycles, whereas Scheme 2 and Scheme 3 have latencies of 
4 and 6 clock cycles, respectively.

Figure 4.30 gives the latency versus resource trade-off for the four differ-
ent schemes. Since we desire to have a scheme requiring the least number of 
resources and having the lowest latency, Schemes 1 and 4 appear to be the 
most appropriate for the task, as shown in Figure 4.30. Scheme 2 requires 

Figure 4.26  Simulation waveform for Scheme 1 and Scheme 2.

Figure 4.27  Simulation waveform for Scheme 3 and Scheme 4.
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Figure 4.28  �Resource utilization-based comparative analysis for Scheme 1 to 
Scheme 4.

1 2 3 4

23

13 13
12

10

8

6
5 5

4 4 4 4
3 3

2 2 2 2
1

0 0 0
1 1 1

0
1 1

0 0

35
33

30

25

20

15

10

5

0 1 2 3 4 5 6 7 8
Scheme 1 2 1 1 0 4 2 3 13
Scheme 2 6 0 1 0 8 4 4 23
Scheme 3 10 0 0 1 12 5 5 33
Scheme 4 2 0 1 1 4 2 3 13

Mux Mul�plier Subtractor Adder Register ROM Counter TOTAL

Hardware Resource Types

N
u

m
b

er
o

fR
es

o
u

rc
es

u
se

d

Figure 4.29  Latency for Scheme 1 to Scheme 4.

Latency of differents chemes
7

Scheme 1

6
6

Scheme 2

Scheme 3

5

Scheme 4

4

3

2

1

0
Scheme 1 Scheme 2 Scheme 3 Scheme 4

Design Schemes

4

2 2

La
te

nc
y



Hardware prototype of RIW algorithm on FPGA and P-SoC platform  69

more latency and number of resources than Scheme 1 and 4. Scheme 3 
requires the most latency and number of resources among all the schemes. 
Figure 4.30 shows a linear nature of the graph for Scheme 1 to Scheme 4 for 
latency versus number of resources required. A generalized formula for the 
total number of clock cycles required is given as:

	 = +Totalno.of clocks required Totalno.of pixels Latency 	 (4.10)

Table 4.13 shows study of total no. of clock cycles of different schemes. 
Images of different sizes, starting with (32 × 32) to (512 × 512) are chosen 
for this analysis.

In Figure 4.31, a throughput-based comparative analysis for the various 
proposed schemes is shown. Throughput is defined as the number of bits 

Figure 4.30  Resource and latency trade-off for Scheme 1 to Scheme 4.

Table 4.13  Clock cycle requirement for various sizes of images for Scheme 1 to Scheme 4

Scheme 1 Scheme 2 Scheme 3 Scheme 4

(32 × 32) 1026 1028 1030 1026
(64 × 64) 4098 4100 4102 4098
(128 × 128) 16386 16388 16390 16386
(256 × 256) 65538 65540 65542 65538
(512 × 512) 262146 262148 262150 262146
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being processed per unit time, given in bits/sec. A generalized formula for 
throughput is given as:

	 ( ) = ∗ Throughput 8 / Latency ClockPeriod Mbits / sec
	

(4.11)

Considering the maximum clock period to be 20 ns (Since the maximum 
clock frequency supported by Spartan 3E FPGA Starter Kit is 50 MHZ), the 
throughputs for various schemes are given in Figure 4.31.

Figure 4.32 gives the gate count(area) based comparative studies for the 4 
different schemes. Some of the prerequisites that have been taken into 
account for the above analysis are given as:

	 1.	Every 1-bit D-Register consists of 5 NAND gates.
	 2.	Every 1-bit 2-to-1 Mux consists of 4 NAND gates.
	 3.	Every 1-bit Full Adder consists of 9 NAND gates.
	 4.	Every 1-bit Full Subtractor consists of 9 NAND gates.
	 5.	Every 1-bit Half Adder consists of 4 NAND gates.
	 6.	Every 8-bit Multiplier consists of 49 1-bit Full Adders and 7 1-bit Half 

Adders. Since each 1-bit Full Adder requires 9 NAND gates and each 
1-bit Half Adder requires 4 NAND gates, so total no. of NAND gates 
in each 8-bit Multiplier is given as:

	 No.of NAND gates 49 9 7 4 469.= × + × =

Figure 4.31  Throughput of Scheme 1 to Scheme 4.
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An in-depth analysis of Figure 4.28 shows that the Scheme 1 requires the 
maximum number of gates, whereas the Scheme 2 requires the minimum 
number of gates. But at the same time, the Scheme 2 is not the best imple-
mentation, as it has low throughput. The Scheme 4 has higher throughput 
as well as comparatively lower gate count than the Scheme 1, and can be 
stated as one of the most optimal solutions, taking a trade-off between the 
latency and the gate count.

4.9 � CONCLUSIONS AND SCOPE OF FUTURE WORKS

The proposed architecture for the Scheme 4 consists of 1 Adder, 1 Subtractor, 
for watermark embedding, along with 4 Registers and 2 Multiplexers. The 
decoder also needs only 3 Adders, 1 Subtractor, and 1 Divider, along with 4 
Regs and 2 Muxes. The implementation is efficient and fast. To process (512 
× 512) the embedding hardware requires 5.24 msec with latency 40 ns for a 
50 MHz clock and a throughput of 200 Mbits/sec.

This work can also be extended for hardware design of PEE-based RW on 
digital images (Table 4.14).

Figure 4.32  �Gate Count(Area) based comparative analysis of Scheme 1 to 
Scheme 4.
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Table 4.14  Comparison of hardware implementation of different watermarking techniques in the literature

Research work Watermarking type
Hardware 
platform

Data 
type

Watermarking 
domain Chip statistics

Maity and Kundu [18] Invisible Fragile FPGA Board Image Spatial Xilinx Spartan, XCS05, 85 CLB, 80 MHz
Ghosh et al. [15] Invisible Semi-Fragile FPGA Board Image RCM-RIW Xilinx Spartan 3E, decoder clk freq 45 MHz
Maity et al. [16] Invisible Semi-Fragile FPGA Board Image RCM-RIW Xilinx Virtex, xcv3200efg1156-6, 67.98 MHz 

(embedding)
Maity et al. [17] Invisible Semi-Fragile FPGA Board Image RCM-RIW Xilinx Spartan-3E, XC3S1600E-4FG320, 98.7 MHz
Ghosh et al. [19] Invisible Semi-Fragile FPGA,P-SoC, 

Ultra-Scale 
FPGA

Image (DE-IRI)-RIW Xilinx, Power (Embedding) = 7.2 Watt (Virtex-7), 
3.7 Watt (Zynq-7000), 1.4 Watt (Ultra-Scale 
FPGA).

Frequency (Embedding) = 123.4 MHz (Virtex-7), 
168.23 MHz (Zynq-7000), 204.6MHz 
(Ultrascale FPGA).

Power (Decoding) = 9.2 Watt (Virtex-7), 6.7 Watt 
(Zynq-7000), 3.4 Watt (Ultrascale FPGA).

Frequency (Decoding)= 138.1 MHz (Virtex-7), 
178.33MHz (Zynq-7000), 210.436 MHz 
(Ultrascale FPGA).

Ghosh et al. [20] Invisible Semi-Fragile FPGA Board Image DE-RIW NA
This work Invisible Semi-Fragile FPGA

Programmable 
SoC

Ultra-Scale 
FPGA

Image RCM-RIW Xilinx SPARTAN-3E FPGA, Zynq-7000 P-SoC, 
Ultra-scale Kintex-7 FPGA, 5.24 msec (for 
512 × 512), latency = 40 ns, clock = 50 MHz, 
throughput = 200 Mbps.
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Chapter 5

Framework for UAV-based 
wireless power harvesting

Tanishk Singhal, Manoj Kumar Shukla, Harpreet Singh 
Bedi and Yogesh Kumar Verma

5.1 � INTRODUCTION

It traces the evolutionary path of Unmanned Aerial Vehicles (UAVs), which 
illuminates inadequacies inherent in traditional sources of power. Since 
UAVs are increasingly ubiquitous in a wide range of applications, the need 
for sustainable and efficient power solutions increases. This chapter intro-
duces a novel framework that integrates solar power, radio frequency har-
vesting, and energy scavenging to present a comprehensive solution to the 
specific energy needs of UAVs [1]. Based on synthesis from literature review, 
methodology, and results, this chapter becomes a backdrop to the study of 
the theoretical and practical implications of UAV-based wireless power har-
vesting [2]. In that line, a transformative period would then start to consider 
where this framework can transform unmanned aerial system capabilities to 
promise sustainability, efficiency, and autonomy.

5.2 � LITERATURE REVIEW

On analyzing this, it requires looking at the current scenario of what options 
are available with power sources. The usual batteries – the same for all 
applications with reliability – make terrible choices because energy density 
as well as their weight hurt endurance and UAV ranges so considerably. 
More efficient alternatives have been sought and, in turn, brought forward 
the fuel-based systems. These have their own problems regarding environ-
mental impact and logistics [3, 4]. In UAV applications, which now range 
from surveillance to delivery services, shortcomings of these traditional 
power solutions have begun to surface more and more.

Among these challenges, wireless power harvesting technologies are a 
promising frontier. Solar power is one of the stalwart renewable energy 
sources that find application in UAVs by integrating solar panels on the sur-
face [5]. It capitalizes on sunlight to convert it into electrical power and 
extend operational windows, especially in regions with ample sunshine. The 
other route is RF harvesting. It converts ambient radio frequency signals to 

http://dx.doi.org/10.1201/9781003643173-5
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electrical energy. Although continuous power sources can be available, the 
RF harvesting devices operate at relatively low powers, requiring caution in 
addressing the trade-offs [6]. Energy scavenging is an emerging field to scav-
enge ambient environmental energy, such as vibrations or airflow, for UAV 
systems.

Relevance to UAVs: Application of wireless power harvesting technol-
ogy to UAVs gives an innovative dimension to the power dynamics of 
UAVs. Solar-powered UAVs with efficient solar panels are equipped 
to provide extended flight durations. These UAVs can, therefore, be 
used in regions where the sun shines more brightly [7]. RF harvesting, 
though having a continuous but low-power output, is an opportunity 
for on-the-go recharging that might reduce the dependency on conven-
tional batteries during flight. Energy scavenging, though in its nascent 
stages, promises to tap and capture untapped ambient energy, thereby 
augmenting the overall efficiency of energy utilization. As UAVs are 
developed with increasing complexity and evolving mission profiles, 
so will the adaptability and versatility of these wireless power harvest-
ing technologies.

5.3 � PROPOSED FRAMEWORK

Components of the framework: In this endeavor to overcome the limita-
tions of traditional sources of power for UAVs and to pursue oppor-
tunities of wireless power harvesting technologies, our proposed 
framework provides a holistic solution [8, 9]. The elements woven into 
the framework are not just simple constituents but rather synergistic 
building blocks that have been carefully designed to optimize energy 
acquisition, distribution, and utilization in the dynamic operational 
context of a UAV.

The basis of our framework is built upon advanced energy harvesting devices 
chosen based on the specific sources that can be found within a UAV’s oper-
ational environment. It includes high-efficiency solar panels for sun-rich 
areas, tuned RF harvesting antennas for continuous on-the-go recharging, 
and state-of-the-art energy scavenging modules that will scavenge ambient 
environmental energy when flight takes place. This ensures a diversified and 
efficient energy acquisition strategy through the synergy of these devices.

Communication systems: Any framework is effective only if communica-
tion is perfect. Our proposed framework is rich in robust communica-
tion systems that enable real-time data transfer between the energy 
harvesting devices, the UAV’s power management system, and ground 
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control [10]. This ensures not only the efficient monitoring of energy 
levels but also dynamic adaptation to changing environmental condi-
tions [11]. The communication capabilities of the framework allow for 
a symbiotic relationship between the UAV and its energy sources, with 
optimum performance in all scenarios.

Power management: The operational capabilities of UAVs can be extended 
efficiently if energy is utilized correctly. In this regard, advanced power 
management algorithms have been incorporated into the framework. 
These algorithms work like surgeons, optimizing the way in which 
harvested energy is distributed to different on-board systems [12]. 
It encompasses an integral component, where the vital functions are 
prioritized, with dynamic adjustment of the power distribution in 
response to the real-time demand and smart management of surplus 
energy with storage or transmission of power for a judicious utiliza-
tion of the available power. Figure 5.1 shows a proposed framework 
for energy harvesting and transmission using UAV technology.

5.4 � INTEGRATION WITH UAV SYSTEMS

What will mark the distinctive feature of our proposed framework is the 
ability to integrate seamlessly into current UAV systems. Knowing that 
UAVs come in every form and size, it is designed to be adaptive. From com-
pact surveillance drones to large cargo UAVs, components fit together with 
the aim of enhancing energy efficiency without losing any of the core func-
tionalities of the UAV. This integration is not an overlay but an enhancement 
that transforms the framework to make it a part of the UAV architecture 
[13, 14]. It would further increase the overall success and operational sus-
tainability of missions as it turns the UAV into more than a flying device but 
rather an integrated, sophisticated, self-sustaining system. Figure 5.2 shows 
energy optimization in UAV-based cellular networks and approaches.

Figure 5.1  �Proposed framework for energy harvesting and transmission using 
UAV technology.
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Figure 5.2  Energy optimization in UAV-based cellular networks and approaches.
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Adaptability and scalability: Given the continued revolution of UAV 
technology, our proposed framework is based on adaptability and 
scalability as its core elements [15]. As technology for new energy har-
vesting devices emerges, and as the types of missions of UAVs change, 
this framework can expand to accept newer technologies. Modular in 
design, its advantage lies not only in the fact that it can be scaled to 
accommodate different sizes and capabilities of UAVs ranging from 
micro-drones to high-altitude, long-endurance vehicles [16, 17]. This 
aspect goes to show how the framework will definitely keep up with 
the ever-evolving UAV technologies. We shall look at each of the sub-
parts in detail in the following sections and break down their combi-
nations, testing methods, and actual applications.

The proposed framework is better described as a dynamic set of principles 
and a kind of living blueprint that might dynamically adjust to the pacing 
of technological change. Guiding UAV technology toward future wireless 
power harvesting, these unmanned aerial systems will make it possible to 
transcend limits and redefine what is perceived as sustainable, efficient, and 
autonomous operation [18]. Join us as we work out the complex machina-
tions of this revolutionary framework to discover how it will likely change 
the future of UAV energy sustainability.

5.5 � METHODOLOGY

Simulation and testing: The journey toward the realization of the pro-
posed framework is a careful intermingling of the conceptual and 
practical validation of the proposed framework [19]. Methodologies 
on simulation and testing are the linchpins to this process, making sure 
the envisioned framework translates smoothly into a robust and adap-
tive solution for UAVs.

In simulation, we use state-of-the-art computer-aided tools to expose the 
framework to an immense variety of virtual scenarios. These simulations 
reproduce in high detail the many varied environmental conditions, mission 
profiles, and energy harvesting challenges that UAVs will be exposed to [20]. 
This iterative process enables us to adjust the algorithms that govern the 
framework so as to fine-tune them for actual applications. The simulations 
will act as a proving ground where the responses of the framework are ana-
lyzed under different parameters to give critical insights for further refine-
ment. Figure 5.3 is an illustration of UAV-enabled wireless-powered MEC.

Real-world testing follows suit by taking the framework from the digital 
world into the dynamic complexities of the real world [21]. The field tests 
deploy the UAVs carrying the framework in controlled and dynamic environ-
ments that would closely mirror the unpredictable conditions of real missions 
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[22, 23]. These tests are followed by an essential feedback loop: data gather-
ing about energy harvesting rates, power distribution efficiency, and adapt-
ability to unforeseen challenges. The framework developed and refined in this 
iterative cycle of simulation and testing grows not in isolation but with con-
tinuous dialogue with the practical demands of UAV operations.

Data collection: The methodology’s robustness lies in its commitment 
to comprehensive data collection. As the framework undergoes sim-
ulation and real-world testing, a wealth of information is gathered, 
spanning energy consumption patterns, environmental variables, com-
munication system performance, and the overall health of the UAV’s 
power management system [24].

Quantitative measures are found in terms of energy efficiency ratios, power 
transmission rates, and adaptive response times. The qualitative data is 
derived from the usage of user feedback and operational observation to 
understand the real implications of the framework in reality [25]. This 
brings together both quantitative and qualitative measures that form a com-
prehensive data set, which not only establishes the theoretical basis of the 
framework but also forms the basis for iterative optimization.

5.6 � RESULTS AND DISCUSSIONS

Performance metrics: The culmination of simulation, testing, and data 
collection yields a rich tapestry of performance metrics that quanti-
fies the framework’s efficacy. Energy efficiency emerges as a pivotal 
metric, measured in terms of the energy harvested per unit time. This 
metric serves as a litmus test for the framework’s ability to sustain 
UAV operations over extended periods. Metrics in terms of rates of 
power transmission and system reliability of communication systems 
indicate how the framework responds to dynamic conditions of opera-
tion characteristically typical of UAVs in real time. Figure 5.4 achieved 

Figure 5.3  Illustration of UAV-enabled wireless-powered MEC.



Framework for UAV-based wireless power harvesting  81

energy efficiency of the whole IoT system by the proposed scheme at 
the power splitting factor ρ = 0.5.

The granularities of such metrics allow fine distinctions between strengths 
of the framework and areas of improvement. Ratios of energy efficiency will 
then portray how efficiently the given structure can convert ambient ener-
gies into usable power, while transmission rates of power will portray how 
adaptable the framework will be to environmental changes. Instead of being 
a mere set of numbers, now these become measures for the performance of 
the framework, orienting its course toward ideal functionality. Figure 5.5: 
Achieved energy efficiency of the whole IoT system by the proposed scheme 
at the power splitting factor ρ = 0.1.

Comparison with existing solutions: To place the significance of the pro-
posed framework in perspective, a detailed comparative analysis with 
existing UAV power solutions has been carried out. Here, traditional 
battery-powered UAVs and those that exploit solar, RF, or other wire-
less power harvesting technologies have been used as references for this 

Figure 5.4  �Achieved energy efficiency of the whole IoT systems by the proposed 
scheme at the power splitting factor ρ = 0.5.
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comparative analysis [26]. Besides merely pointing out the strengths of 
the proposed framework, the objective is to situate it within the con-
text of UAV power solutions as a whole. Figure 5.6 achieved energy 
efficiency of the whole IoT system by the proposed scheme at the 
power splitting factor ρ = 0.9.

This comparative approach develops the innovations and differentiat-
ing advantages that the framework under consideration portrays. We are 
contributing toward the academic discussion as we are providing practical 
insights in industries and organizations seeking ways to uplift the capabil-
ity of their UAV fleets through this rigorous comparison: a critical bridge 
between theoretical advancement and real-world application that propels 
the proposed framework into a transformative force for UAV power solu-
tions. Figure 5.7 achieved energy efficiency of the whole IoT system by the 
proposed scheme at different power splitting factors ρ with a = 5, b = 10.

We progress from the groundwork of methodology into a deeper exami-
nation of results. With rigorous interpretation and discussion, we open the 
implications of our findings. This will guide the way forward with the 

Figure 5.5  �Achieved energy efficiency of the whole IoT systems by the proposed 
scheme at the power splitting factor ρ = 0.1.
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paradigm shift in power solutions for UAVs, as the proposed framework 
promises. With that, we begin our expedition through the nuances of the 
methodology and the impressive results that set up a transformational era 
for UAV-based wireless power harvesting. Figure 5.8 shows the comparison 
between the asymptotically optimal result and the globally optimal result.

Interpretation of data: Data interpretation is not only a statistical analy-
sis but also a very fine exploration of the underlying stories in the 
dataset. As we go through the large amount of information collected 
from simulations and real-world tests, subtle patterns and some 
unexpected correlations start to emerge [27]. The interpretation goes 
beyond numerical values, seeking to understand the context behind 
the data points and uncovering the intricate interplay of variables. It’s 
not just about what the numbers convey but how they tell the story of 
the framework’s performance under diverse conditions.

The metrics, such as energy efficiency ratios or power transmission rates, are 
statistically analyzed. We investigate how the variability of environmental 
conditions, mission profiles, and UAV configurations impacts the performance 

Figure 5.6  �Achieved energy efficiency of the whole IoT systems by the proposed 
scheme at the power splitting factor ρ = 0.9.
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of these frameworks. Synthesis of the results enables us to clearly define the 
strengths and advantages – and challenges in some operational scenarios.

5.7 � CONCLUSION

All of the above aspects have been investigated through this study, and so, a 
basis has been established for further research, which is needed to uncover 
the reasons for the use of UAVs for wireless power harvesting. The part 
includes UAV transition, key problems of traditional power sources, the 
major advantages of the newly emerging wireless power harvesting technol-
ogies, and other aspects needed for the development of an efficient nation-
wide power system.

We have observed simulations, testing, and data interpretation in the course 
of this journey, and now we know what it has for the UAV operators of the 
future. Key areas of this chapter – Positive Ethical Impacts, Related Regulatory 
Scene, and Recommendations for Future Articles – are explored to zero in on 
the overall essence of the proposed framework for the UAV industry.

Figure 5.7  �Achieved energy efficiency of the whole IoT systems by the proposed 
scheme at the different power splitting factor ρ with a = 5, b = 10.
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Chapter 6

Smart healthcare devices

Chandrappa S, Guru Prasad M S, Naveen Kumar H N, 
Praveen Gujjar J, Amith K Jain and Aditya Pai H

6.1 � EMERGING SMART HEALTHCARE SYSTEMS

Emerging smart healthcare systems present a major shift in healthcare ser-
vices, such as delivered, managed, and accessed. It is based on cutting-edge 
technologies such as artificial intelligence (AI), the Internet of Things (IoT), 
Big Data Analytics, and Wearable Devices to revolutionize patient care 
and streamline healthcare operations (Prasad et al., 2019). The technolo-
gies associated with smart healthcare are shown in Figure 6.1. The primary 
feature of this system is to monitor the patient remotely, where wearable 
sensors collect real-time health data, and the healthcare analyst will analyze 
the patient data remotely in patients’ vital signs and health parameters. The 
advantages of this are early detection of health-related issues, personalized 
care, and proper management of chronic conditions.

Due to smart healthcare systems, there is an improvement in healthcare 
operations through effective resource utilization and less administrative 
burdens. The algorithms based on AI analyze large amounts of healthcare 
data to identify meaningful patterns, trends, and correlations between the 
features that can help clinical decision-making and improve treatment prac-
tices. Healthcare providers make use of predictive analytics to fulfill patient 
needs and resource allocations. These systems additionally provide easy 
communication and collaboration with healthcare professionals, allowing 
them to share patient information and collaborate on treatment plans 
(Kirubasri et al., 2024).

The emerging smart healthcare systems help patients to take a more active 
role in managing their health and wellness. Smart health applications and 
wearable devices allow individuals to track their health metrics and access 
personalized health recommendations in real time. Patients can make use of 
telemedicine consultations with healthcare providers, virtual coaching assis-
tance, and participation in health-related virtual programs. By promoting 
patient engagement and self-management, smart healthcare systems allow 
individuals to make informed decisions about their health and well-being, 
leading to better health outcomes and improved quality of life. Emerging 

http://dx.doi.org/10.1201/9781003643173-6
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smart healthcare systems hold tremendous potential to revolutionize the 
healthcare industry by making use of advanced technologies to enhance 
patient care, improve operational efficiency, and empower individuals to 
take control of their health. By embracing innovation and adopting a 
patient-centered approach, healthcare providers can harness the benefits of 
these systems to deliver more personalized, efficient, and effective care to 
patients around the globe. Table 6.1 shows the tools, techniques, and 
applications of emerging smart healthcare systems.

6.2 � INTERNET OF THINGS FOR SMART HEALTHCARE

Healthcare delivery and management are modernized with the help of IoT 
technology. Because of its working principles, it interconnects with various 
devices and sensors; IoT enables the continuous exchange of health data and 
supports remote monitoring (Gujjar et al., 2023). The main aim of IoT in smart 
healthcare is remote patient monitoring. The real-time tracking of patients’ 
vital signs and health parameters is possible through wearable sensors and 
medical devices connected through IoT technology (Guru Prasad et al., 2023). 
This feature helps early detection of health issues, timely interventions, and 
personalized treatment plans, leading to improved patient outcomes.

Figure 6.1  Technology associated with smart healthcare.
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Table 6.1  The tools, techniques, and applications of emerging smart healthcare systems

Category Tools Techniques Applications

Wearable devices Smartwatches, fitness trackers, 
health monitoring patches

Machine learning algorithms, sensors, 
Bluetooth connectivity

Remote patient monitoring, fitness 
tracking, real-time health data 
collection

Telemedicine Telemedicine platforms, video 
conferencing tools

AI-driven chatbots, real-time video 
streaming, secure data transmission 
(Anand Kumar et al., 2023)

Virtual consultations, remote 
diagnosis, follow-up appointments

AI in healthcare AI algorithms, deep learning 
models, NLP

Predictive analytics, pattern recognition, 
voice recognition (Pai et al., 2023)

Clinical decision support, personalized 
treatment plans, disease prediction

IoT in healthcare IoT sensors, medical devices, 
smart home devices

Edge computing, RFID, wireless 
communication protocols (Patel et al., 
2023)

Remote monitoring of patients, asset 
tracking, inventory management

Mobile health apps Health tracking apps, symptom 
checkers, medication 
reminders

Cloud computing, GPS, push notifications Health data management, medication 
adherence monitoring, wellness 
coaching

Remote monitoring Remote monitoring devices, 
IoT sensors

Data analytics, machine learning, real-time 
alerts (Nagesh and Prabhu, 2017)

Monitoring chronic conditions, early 
detection of health issues

Blockchain in healthcare Blockchain platforms 
distributed ledgers

Cryptography, decentralized data storage Secure health data exchange, patient 
records management

Virtual reality (VR) VR headsets, immersive 
simulations

3D modeling, haptic feedback (Anand 
Kumar et al., 2022)

Pain management, medical training, 
therapy sessions

Augmented reality (AR) AR glasses, heads-up displays Computer vision, spatial mapping Surgical guidance, medical education, 
anatomical visualization

Robotics in healthcare Surgical robots, exoskeletons Computer vision, motion planning 
(Avinash et al., 2023)

Minimally invasive surgery, 
rehabilitation assistance, elder care
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IoT improves the easy management of chronic disease by empowering 
patients to monitor their health status and follow treatment plans. Connected 
devices allow individuals with chronic conditions such as diabetes, hyperten-
sion, or heart disease to track relevant metrics, receive medication reminders, 
and share data with their healthcare providers remotely (Chandrappa, 2015, 
2017a, 2017b, 2019, 2021, 2023a, b), as shown in Figure 6.2. This continu-
ous monitoring through the feedback process allows healthcare providers to 
intervene promptly in case of any deviations from the treatment plan, thereby 
preventing complications and improving disease management.

Improving age-old person care is also done by the IoT. Smart home devices 
attached to IoT sensors can monitor daily activities, detect falls, etc. The 
integration of this device with emergency response systems provides imme-
diate assistance in case of emergencies. Additionally, IoT-enabled telemedi-
cine solutions facilitate virtual consultations and remote healthcare services. 
The process of using the IoT for smart healthcare is shown in Figure 6.3. 

Table 6.2  Sensors and communication standards for smart health care system

Sl. No Sensors Communication standards

1 Biometric sensors Bluetooth
2 Activity trackers Wi-Fi
3 Blood glucose monitors Cellular networks
4 Pulse oximeters Zigbee
5 Respiratory sensors RFID
6 Temperature sensors Near field communication
7 Weight scales Long-range, low-power wireless protocol
8 Medication adherence sensors Constrained application protocol
9 Environmental sensors Message queuing telemetry transport

Figure 6.2  Internet of medical things.
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The data is collected through sensors and IoT devices regarding patient 
vitals, environmental conditions, etc. The collected data is transmitted 
securely to a data repository through network protocols such as Wi-Fi, 
Bluetooth, or cellular networks to a central data repository. The data is 
stored in a secure database or cloud platform to ensure data integrity and 
accessibility. Data is processed by making use of analytics tools and algo-
rithms to extract meaningful insights, detect anomalies, and predict trends.

Figure 6.3  Flowchart Internet of Things for smart healthcare system.
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6.2.1 � Sensors and communication standards

The sensors and communication standards play a crucial role in enabling 
seamless data collection, transmission, and analysis in smart healthcare 
systems.

6.3 � MACHINE LEARNING TECHNOLOGIES, 
CHALLENGES, AND OPPORTUNITIES IN SMART 
HEALTHCARE DEVICES

SHD allows enhanced investigative competencies using ML technologies. 
Nowadays, these ML technologies are progressively essential to the growth 
and functionality of SHD. This section illustrates the vital technologies, 
along with opportunities and related challenges, that ML brings to SHD. 
Deep learning (DL) is a sub-branch of ML, which includes innovative and 
advanced capabilities. DL is more powerful in handling large amounts of data 
and identifying patterns in big data, which are normally not noticeable by 
humans. In the healthcare industry, DL technologies are widely used because 
of their ability to learn from large datasets and make intelligent decisions.

6.3.1 � Predictive analytics

In healthcare, predictive analytics uses several ML algorithms to analyze 
past data and predict upcoming health events, such as predicting the prob-
ability of a patient experiencing a chronic disorder. This consists of generat-
ing methods that can estimate the probability of conditions such as heart 
diseases, diabetes, brain tumors, breast cancer, or other diseases based on 
patients’ lifestyles and other significant factors.

Table 6.3  Commonly used ML algorithms for predictive analytics

Sl. No ML algorithm Key characteristics

1 Logistic regression 	•	Simple and Interpretable
	•	Binary Classification Tasks

2 Decision trees and random forests 	•	Powerful for handling complex datasets 
with multiple variables

	•	Effective for classification and regression 
tasks

3 Gradient boosting machines (GBMs) 	•	Includes XGBoost
	•	Suitable for error minimization and 

improved prediction accuracy
4 Support vector machines (SVM) 	•	Effective for high-dimensional spaces
5 Neural networks 	•	Effective for larger datasets or more 

complex relationships
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General steps to implement predictive analytics using available ML 
algorithms are illustrated in the Figure 6.4

6.3.2 � Diagnostic algorithms

Disease detection in the early stages plays a major role in the healthcare 
system. To predict and treat the disease at the early stage, many ML models 
are used, as shown in Table 6.4. These ML models help to diagnose diseases 
by identifying patterns, which are not readily visible to the human eye, based 
on trained datasets of clinical images like MRIs and X-rays. All diagnostic 
algorithms motorized by ML have expressively enhanced the area of medical 
imaging, providing tools to diagnose diseases by detecting patterns in clinical 
images. These ML models also detect sensitivities in images, which a human 
eye will not easily discern. This leads to earlier and more accurate diagnoses.

6.3.3 � Wearable health monitors

Wearable health monitors are used to track important signs related to human 
organs like body temperature, heart rate, and blood pressure, and this sys-
tem is helpful for disease diagnosis and patient monitoring. This system is 
also useful for sleep tracking and physical activity detection in real-time. 
Wearable health monitors have progressively extended their usability into 

Figure 6.4  Steps to implement the predictive analysis.
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Table 6.4  �Commonly used ML algorithms for diagnostic, wearable health monitors, natural language processing, and personalized treatment plans  
algorithms

Sl. No
Diagnostic 
algorithms Wearable health monitors algorithms

Natural Language Processing 
(NLP) algorithms

Personalized treatment 
plans algorithms

1 Convolutional 
neural 
networks

Time series analysis models: 
Recurrent neural networks (RNNs), 
long short-term memory (LSTM) 
networks

Rule-based systems: Regular 
expressions (Regex)

Supervised learning 
algorithms: Regression 
models, support vector 
machines (SVM)

2 Transfer 
learning 
models

Classification and regression 
models: Support vector machines 
(SVM), random forests

Classical machine learning 
algorithms: Support vector machines 
(SVM), Naive Bayes classifiers

Ensemble methods: 
Random forests and 
gradient boosting machines 
(GBMs),

3 Autoencoders Signal processing models: Fourier 
transforms and wavelet transforms

Deep learning models: Convolutional 
neural networks (CNNs), deep belief 
networks (DBNs)

Deep learning algorithms: Recurrent 
neural networks (RNNs), long short-
term memory (LSTM) networks, gated 
recurrent units (GRUs), convolutional 
neural networks (CNNs)

Reinforcement learning: 
Q-learning and deep 
Q-networks (DQN)

4 U-Net Anomaly detection models: 
Autoencoders

Hybrid models: Conditional random 
fields (CRFs)

Bayesian methods: Bayesian 
networks
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an extensive range of applications. These are works on sensors that typically 
assess and quantify the patient or person’s physiology. Systems furnished 
with wearable sensors and ML abilities will monitor vital signs and other 
health parameters in real time by providing continuous health monitoring. 
These devices are used to analyze the data collected from the sensors, giving 
brief insights into a person’s health condition and detecting potential health 
problems at an early stage before they become more severe. Table 6.4 illus-
trates the ML algorithms used for Wearable Health Monitors.

6.3.4 � Natural Language Processing (NLP)

It facilitates technologies to recognize and reply to text or voice data. Most 
products and services in everyday use NLP, such as voice-based digital 
assistants on mobiles, translation applications that decipher countries’ lan-
guages, and spam identification by scanning emails. These technologies are 
used to extract meaningful patterns from structured, semi-structured, and 
unstructured data. Extracted meaningful patterns from data such as doctors’ 
descriptions, patient test results, and clinical publications, enabling patient 
supervision and supporting medical decision-making. The most important 
benefits of NLP are the ability to analyze both structured and unstructured 
data, refine patient satisfaction and understanding by detecting insights 
using sentiment analysis, reduce overheads by engaging NLP-enabled AI 
to accomplish definite tasks, and improve understanding by accompanying 
NLP analysis on appropriate data. The following Figure 6.5 illustrates the 
steps to implementing NLP in the healthcare system.

6.3.5 � Personalized treatment plans

ML algorithms enable the analysis of patient data to enhance and personal-
ize treatment plans. ML algorithms also support refining the usefulness of 
treatments and dealing with dosages to reduce side effects. In the healthcare 
system, personalized treatment plans are critical applications of ML, and 
training to adapt medical treatment based on individual patient data. The 
most commonly used ML methods used to develop personalized treatment 
plans are illustrated in Table 6.4.

6.3.6 � Challenges in smart healthcare devices

	 1.	Data privacy and security: Sensitive health data in healthcare systems 
generated by SHD raises substantial concerns. Ensuring data privacy 
and security with government regulations is critical and challenging.

	 2.	Data quality and integration: Handling large amounts of data col-
lected from various healthcare devices and combing data from vari-
ous sources is more challenging to ensure it is usable for ML, posing 
additional challenges.
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	 3.	Algorithmic bias: ML methods trained on non-representative datasets 
develop biases. This in turn leads to unequal treatment.

	 4.	Regulatory compliance: All ML-based SHD available in the market 
strictly adhere to regulatory standards. These regulatory standards are 
varying from country to country and need extensive authentication 
and testing before providing approval to use in the public domain.

	 5.	Adoption and Trust: Because of potential fears about the accuracy 
and reliability of ML-based SHD, it is difficult to advise and convince 
all healthcare professionals and patients to trust and adopt these ML-
driven technologies.

6.3.7 � Opportunities in smart healthcare devices 
leveraged by machine learning

	 1.	Enhanced diagnostic capabilities: The development of ML-driven 
technologies for smart health monitoring is playing a major role in 
the healthcare industry and creating more opportunities. ML-driven 
smart healthcare technologies expressively enrich diagnostic precision 

Figure 6.5  Steps to implement the NLP with ML in healthcare.
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and efficiency. This is helpful in the early detection and treatment of 
diseases like cancer, glaucoma, etc.

	 2.	 Improved patient outcomes: ML-driven technologies provide continu-
ous health monitoring, reminders, and medicine. It is also helpful to 
generate individual personalized treatment plans, hypothetically lead-
ing to improved health outcomes.

	 3.	Remote monitoring and care: ML-driven devices are self-driven, and 
these devices allow healthcare professionals to effectively monitor 
patients’ conditions in remote locations. This will reduce the need 
for frequent hospital visits and also provide an alert to healthcare 
professionals in case of any potential issues that arise before they 
become critical. This leads to earlier decision-making when health 
issues are detected.

	 4.	Efficiency and cost reduction: Automated ML-driven technologies 
perform all routine tasks and analyze patient conditions in real-time. 
By optimizing resource allocation, automated ML-driven technologies 
will reduce the workload on healthcare professionals and also lower 
operational costs.

	 5.	Research and development: ML and DL algorithms process vast 
amounts of data collected from smart healthcare systems quickly 
at a scale impossible for human researchers and discover important 
insights that can speed up medical research and lead to new findings 
and innovative treatments.

6.4 � MEDICAL APPLICATIONS

Patient adherence to treatment programs, vital signs, and symptoms 
can all be continuously and remotely monitored with the use of SHD. 
Telemedicine platforms that are integrated with SHD allow for remote 
consultations, monitoring, and follow-ups, which play a vital role for 
patients from rural areas. Personalized medicine is on the rise thanks to 
SHDs, which make it easier to gather vast amounts of health data from 
individual patients. This data can then be analyzed using ML and AI 
algorithms to find patterns, forecast health outcomes, and customize 
treatments to meet the specific needs of each patient. The generalized archi-
tecture of SHDs for the analysis of medical data is depicted in Figure 6.6. 
The applications of SHDs in the detection of tumors are discussed in the  
following section.

Optimized modified ResNet 18, a modified version of ResNet18 that uses 
CNN to detect tumors. The CNN parameters, such as optimization algo-
rithm, learning rate, mini-batch size, and dropout rate, are varied, and their 
impact on model performance is analyzed (El-Feshawy et al., 2023). The 
novel approach integrates the spatially constrained fish school optimization 
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algorithm with interval type-II fuzzy logic system techniques to correct erro-
neous predictions of anomalies in brain subjects using MRI (Alagarsamy 
et  al., 2020). The reported work yields accurate segmentation results for 
diverse MRI sequences and can detect tumors/anomalies of varying sizes, 
whether single or multiple occurrences.

Extracting abstract and discriminative features from X-ray images of the 
lung can aid in tumor categorization. K-Nearest Neighborhood Classifier 
and Feed-Forward Neural Network with Back Propagation are used for 
training and classification (Avinash et al., 2023). The DL model’s predicting 
accuracy is enhanced using transfer learning and data augmentation meth-
odologies (Khan et al., 2023). The reported work contributes significantly to 
the healthcare industry 5.0 by developing an IoMT-enabled intelligent sys-
tem for predicting lung cancer. In the smart healthcare sector 5.0, precise 
disease prediction is achieved through the utilization of the Google Net 
Deep Machine-Learning Model.

The human body generates several biological signals, such as electro-
physiological signals, bodily symptoms, and habitual physical activity 
(Wang et al., 2019). It may signal the presence of deadly diseases. Wearable 
health monitoring technologies can detect biological signals, leading to 
early disease detection. A biocompatible gas sensor based on butterfly 
wings detects acetone gas in breath for early diabetes diagnosis. Many flex-
ible biochemical sensors have been used recently to detect human cancer 
molecules and protein markers in real time. Using chemical treatment and 
antibody immobilization on rGO@SFP-based biosensors, pathogenic 
prostate-specific antigen (PSA) cancer markers can be detected in real-time 
with high sensitivity. Analyzing body movements regularly can identify 

Figure 6.6  �The generalized architecture of the SHDs for the medical data analy-
sis using machine learning and deep learning approaches.
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irregular gait patterns and hand tremors, which are precursors to fatal dis-
eases including Parkinson’s, Alzheimer’s, and diabetes. This can aid in early 
detection and treatment. Bio-multifunctional wearable sensors are now 
often utilized for motion detection in various applications, such as assisted 
living, rehabilitation, and monitoring. Mobile sensing can identify behav-
ioral variations in cancer-affected persons that may indicate significant dif-
ferences in their functional status, symptom load, quality of life, likelihood 
of readmission, and other unfavorable outcomes (Low, 2020). A study of 
62 cancer patients found that smartphone accelerometer data could distin-
guish between those who experienced postoperative complications, emer-
gency department visits, readmissions, reoperations, or mortality from 
those who recovered well.

A novel, cozy wearable technology that uses microwave imaging to 
securely assist women in routinely undergoing breast cancer screening, espe-
cially young, densely breasted women (Elsheakh et al., 2023). This method 
detects changes in electrical characteristics between normal and tumor-
affected breast tissue using electromagnetic microwave technology. The 
reported SHD is a conductive fabric with a low SAR value, making it safe, 
portable, and easily worn as a “Smart Bra”. Researchers at MIT developed 
an SHD based on ultrasound technology for the early detection of breast 
tumors. A flexible 3D-printed patch with openings resembling a honeycomb 
is used to make a wearable SHD. The patch fastens to a bra that has holes 
in it that let it come into contact with skin so that it may examine breast 
tissue. SHD uses sound waves to penetrate breast tissue, and as it passes 
over the breast, it creates detailed pictures that show any cysts that would 
require further examination by a breast cancer expert.

Probability maps of the tumor’s location and dimensions would be an 
important screening tool for breast cancer. A neural network model is used 
in (Borghouts et al., 2023) to generate this kind of probability map straight 
from the scattering matrix. The framework used in this study is based on a 
U-Net design with a single dense layer. Using a system of 24 antennas, it 
was possible to identify the precise size and position of the tumor in addi-
tion to determining its existence inside the breast (Moussa et al., 2022). The 
array antennas detect the presence of a tumor by varying the scattering 
signals they receive. The electric field passing through the breast phantom 
layers illuminated by the antenna array is used to detect the size and posi-
tion of the tumor. The work in (Lu et al., 2022) employs a CNN-LSTM 
framework for the location and identification of breast tumors based on 
ultrawideband backscatter data. The UWB microwave signal is a small 
pulse with high resolution and penetration depth, making it suitable for 
medical detection. The convolution layer utilizes CNN’s excellent feature 
extraction capabilities to process raw backscatter signals. The collected 
features are molded in a flattened layer before being sent into an LSTM 
network for time series processing.
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6.5 � CLOUD- AND FOG-BASED SMART HEALTHCARE 
SYSTEMS

A Cloud-based architecture typically has two layers: the Cloud layer, which 
includes cloud servers with high-performance processing and storage capa-
bilities. The core optical network provides high-bandwidth communication, 
whereas the end-user layer consists of individual devices. The generalized 
architecture of cloud- and fog-based SHDs is depicted in Figure 6.7. Fog com-
puting is a viable solution for Internet of Healthcare Things (IoHT) appli-
cations, including emergency rescue and real-time patient monitoring for 
patients with heart disease, blood pressure, and stroke, due to its fast response 
time. Fog-based healthcare IoT solutions played a significant role during the 
COVID-19 epidemic and are expected to continue to grow in the future.

Fog computing is an innovative standard for healthcare monitoring sys-
tems (Elhadad et al., 2022). Fog computing allows for faster data processing 
while lowering network congestion. The remote healthcare system employs 
body sensors that are incorporated in or ideally positioned on the patient’s 
body to monitor their health state by detecting specific signals and assisting 
them in receiving precise remedies. Due to the tremendous scalability of IoT 
systems in fog computing, new micro-fog centers could be installed to offset 
an increase in end-user traffic.

The fog computing platform has been used to propose a fine-grained 
searchable data exchange method (Mamta, 2022). The fog node aids end 
users by doing computationally demanding activities on their behalf, making 
the resulting scheme lightweight and efficient. The suggested design, which 
represents the resource-constrained IoT devices, has significantly reduced the 
storage and computational costs at the data owner’s end. The system uses fog 
assistance to generate keyword ciphertext, resulting in constant storage and 
processing costs at the patient’s end. Data is collected via resource-constrained 
IoT devices. The semantic security is demonstrated by using a generic bilinear 
group model. IoT-based smart ICU systems will monitor critical ICU patients 
in real-time, collecting parameters such as temperature, blood pressure, ECG, 

Figure 6.7  The generalized architecture of cloud and fog-based SHDs.
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SpO2, and fluid measurements from their bodies via IoT devices (Al Mudawi, 
2022). The gathered information will be stored in fog nodes, where it will be 
processed, and reports forwarded to the cloud for storage. Additionally, 
following real-time data processing, the system will alert the doctor if any 
aberrant parameters are found.

6.6 � CONCLUSION

The incorporation of evolving technologies in smart healthcare systems pro-
vides more reliable, secure, and efficient patient-centered healthcare services. 
These technologies provide real-time monitoring, predictive analytics, and 
diagnostic and personalized interventions. The IoT provides secure connec-
tivity among medical devices. Standard communication protocols over a 
network consisting of sensors and storage devices ensure secure and reli-
able data transfer. It also supports care coordination and decision-making. 
Predictive analytics and diagnostic ML technologies take control of vast 
amounts of patient data for proactive health management and early disease 
detection. Wearable health monitors allow individuals to take control of 
their health. Where NLP, extracts the meaningful insights present in unstruc-
tured or structured healthcare data. Personalized treatment plans leverage 
patient-specific information to support healthcare professionals in decision-
making and optimizing outcomes. Cloud and fog computing technologies 
afford expandable and secure structures for data storage and processing.
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Chapter 7

Envisioning tomorrow
Exploring the future of smart electronic 
devices: AI, ML

Suman Rani and Jaibir Singh

7.1 � INTRODUCTION

In the steadily developing scene of innovation means (continuous increasing 
technology), brilliant gadgets have become necessary to our regular routines, 
molding the manner in which we convey, work, and explore our general 
surroundings. This presentation makes way for a complete investigation, 
representing things to come of shrewd gadgets, diving into the expected 
developments and groundbreaking changes that lie ahead. Figure 7.1 shows 
the AI technology landscape.

Artificial Intelligence (AI) denotes the capability of machines to imitate 
human intelligence, executing tasks typically necessitating human cognitive 
abilities, such as learning, problem-solving, decision-making, and compre-
hending natural language. AI encompasses various technologies, as illustrated 
in Figure 7.1, including machine learning (ML), natural language processing, 
robotics, and computer vision. Machine learning, a subset of AI, entails train-
ing computer algorithms to recognize patterns within data and make informed 
predictions or decisions based on such patterns [1–5]. Deep learning, a spe-
cialized form of ML, employs neural networks comprising multiple layers to 
process intricate data sets, such as images or speech. Natural language pro-
cessing enables computers to comprehend, interpret, and even generate human 
language, encompassing both spoken and written forms. Computer vision 
equips computers with the capacity to scrutinize and decipher visual informa-
tion, encompassing images and videos. Figure 7.2 shows ML approaches.

Artificial Intelligence (AI) algorithms necessitate data to discern patterns 
and make predictions or decisions based on that data. Machine learning 
techniques within AI enable machines to learn patterns and make predic-
tions from data without explicit programming [6]. These methods find 
broad application across various domains, including natural language 
processing, image and speech recognition, and recommendation systems. 
Generally, the availability of more data for an AI algorithm to learn from 
enhances the accuracy of its predictions or decisions. Building AI systems 
involves employing several data-learning approaches [6, 7], as outlined 
below for the sake of completeness:

http://dx.doi.org/10.1201/9781003643173-7
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Supervised learning: This approach involves training an AI system on a 
labeled dataset, where each data point is associated with a label or tar-
get variable. The objective is to develop a model capable of accurately 
predicting the label or target variable for new data points. Supervised 
learning is commonly used in tasks such as image classification, speech 
recognition, and natural language processing [8].

Figure 7.1  AI technology landscape.
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Unsupervised learning: In unsupervised learning, an AI system is trained 
on an unlabeled dataset where no target variable is present. The goal 
of the AI system is to find patterns, relationships, and structures within 
the data. Unsupervised learning is used in the applications of cluster-
ing, anomaly detection, and dimensionality reduction [9].

Reinforcement learning: The AI system learns to take decisions based on 
the feedback from the environment. In this process, the system receives 
rewards or penalties depending on its actions and changes its behavior. 
Reinforcement learning is used commonly in gaming, robotics, and 
autonomous driving [10].

Transfer learning: Transfer learning makes use of the knowledge gained 
from a task to enhance performance on a similar related task. The sys-
tem is first pre-trained with large data and then fine-tuned with small 
data specifically to a particular task. It is thus a method that reduces 
the number of data that an AI model needs to be trained on and also 
improves the model’s accuracy and performance [11].

Deep learningreferstotheuse of deep-learning-based MLtechniques specifi-
cally for complex tasks withvery large data and relationships. Deep learning 
models comprise multiple layers of interconnected nodes capable of learning 
increasingly complex representations of data. This approach is commonly 
applied in tasks such as image and speech recognition, natural language 
processing, and computer vision [12].

7.1.1 � Background and importance

The fast headways in man-made consciousness, network, and sensor advance-
ments have moved savvy gadgets beyond simple contraptions, transforming 
them into basic colleagues. From cell phones that consistently coordinate into 
our social texture to wearable gadgets that screen our well-being, the develop-
ment of brilliant gadgets has been downright progressive. As we stand at the 
cusp of another time, it is vital to comprehend the foundation and meaning 
of savvy gadgets to anticipate the direction of their future turn of events. The 
incorporation of the Web of Things (IoT), increased reality, and AI has made a 
prolific ground for phenomenal conceivable outcomes, promising to rethink the 
manner in which we communicate with innovation and one another [13]. This 
investigation will not only explore the innovative aspects but also consider the 
cultural impact of smart devices. Issues such as security concerns, ethical con-
siderations, and the potential digital divide will be examined to provide a com-
prehensive understanding of the future landscape shaped by smart technology.

7.1.2 � Scope and goals

As we leave on the excursion of investigating the eventual fate of brilliant 
gadgets, it is fundamental to characterize the degree and targets that will 
direct our investigation into this dynamic and quickly developing domain.



108  Smart Electronic Devices

7.1.2.1 � Scope

The extent of this investigation incorporates a complex examination of 
shrewd gadgets, considering innovative, cultural, and moral perspectives. 
We will dive into different classifications of shrewd gadgets, including, 
however not restricted to, cell phones, wearables, smarthome gadgets, and 
emerging technologies like brilliant urban areas and associated vehicles. The 
investigation will traverse both existing developments and those not too far-
off, guaranteeing an exhaustive comprehension of the advancing scene [14].

7.1.2.2 � Goals

Look at Innovative Progressions: Investigate state-of-the-art advancements 
like man-made consciousness, increased reality, Internet of Things (IoT), 
and AI prepared to shape the eventual fate of intelligent gadgets.

Comprehend Client Experience: Dig into the developing client experience 
of brilliant gadgets, taking into account UI plan, client expectations, and the 
integration of gadgets into daily life. By laying out an unmistakable exten-
sion and targets, we plan to explore the intricacies representing things to 
come of savvy gadgets with accuracy and profundity, offering important 
insights into the developing scene of innovation and its effect on society.

7.1.3 � Structure of the section

To guarantee a precise and complete investigation representing things to come 
of shrewd gadgets, the part will be organized firmly, guiding the reader through 
key parts of innovative progressions, cultural ramifications, and moral con-
templations. The accompanying layouts show the design of the part.

7.1.3.1 � Presentation

A concise recap of the presentation, summing up the meaning of brilliant 
gadgets in our day-to-day routines and the need to expect their future turns 
of events.

7.1.3.2 � Development of shrewd gadgets

This part will give a verifiable outline of the development of brilliant gadgets, 
featuring key achievements and innovative progressions that have molded 
their present status.

7.1.3.3 � Technological foundations

Reasonably alludes to the major innovations that support the turn of events 
and working of smart gadgets. This part would almost certainly cover 
different angles, such as:
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Remote availability: Investigating headways in remote correspondence 
advancements like Bluetooth, Wi-Fi, and cell networks that empower 
shrewd gadgets to associate and speak with one another and with the 
web [15].

Sensors and IoT: Examining the job of sensors and the Web of Things 
(IoT) in shrewd gadgets, including how sensors gather information 
from the climate and how IoT empowers gadgets to constantly com-
municate and share data.

Implanted frameworks: Understanding the significance of inserted frame-
works in brilliant gadgets, which incorporate microcontrollers, firmware, 
and programming that control the gadget’s capabilities and activities.

Computerized reasoning and AI: Looking at the reconciliation of AI and 
AI calculations into brilliant gadgets to empower highlights like voice 
recognition, prescient analysis, and customized client experiences.

Energy productivity and power the board: Tending to the difficulties 
of force utilization in brilliant gadgets and investigating advances 
and procedures to enhance energy effectiveness and expand battery 
duration.

Security: Featuring the meaning of safety efforts and protection assur-
ances in savvy gadgets, including encryption, verification, and infor-
mation anonymization to shield client information and prevent 
unapproved access.

UIs and experience: Talk about headways in UI configuration, including 
touchscreen interfaces, voice orders, and signal acknowledgment, to 
improve client experience and ease of use of smart gadgets [16].

Distributed computing and edge registering: Investigating the job of dis-
tributed computing and edge computing in intelligent devices, includ-
ing offloading calculation to far-off servers for handling and storage, 
as well as utilizing edge processing for continuous data analysis and 
low-idleness applications. Generally speaking, this part will give an 
exhaustive outline of the innovative establishments that empower the 
turn of events and evolution f smart gadgets, molding the eventual fate 
of innovation and human interaction with the digital world.

7.1.3.4 � Classifications of brilliant

Gadgets probably covers the different sorts of savvy gadgets that are 
imagined for what’s in store. These classifications might include:

Wearable gadgets: This class includes gadgets that are worn on the body, 
for example, smartwatches, wellness trackers, augmented reality 
glasses, and well-being checking gadgets. These gadgets frequently 
gather biometric information, track actual work, and give notices and 
data directly to the client.

Home robotization gadgets: Home mechanization gadgets incorporate 
shrewd indoor regulators, brilliant lighting frameworks, savvy locks, 
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and smart appliances. These gadgets are intended to make homes more 
effective, advantageous, and secure by permitting control and comput-
erization of different household functions.

Cell phones and tablets: While currently pervasive, cell phones and tab-
lets keep on advancing with new features and abilities. These gadgets 
act as the essential connection point for getting to and controlling 
other brilliant gadgets, as well with respect to correspondence, amuse-
ment, and efficiency errands.

Brilliant home collaborators: Shrewd home partners, for example, 
Amazon Reverberation and Google Home, are voice-activated gadgets 
that utilize man-made reasoning to perform assignments, answer ques-
tions, and control other savvy gadgets in the home. They act as focal 
center points for overseeing shrewd home biological systems [17].

Associated vehicles: The classification of associated vehicles incorporates 
vehicles outfitted with web networks and coordinated intelligent elements. 
These highlights might incorporate route frameworks, infotainment 
frameworks, driver help advances, and vehicle-to-vehicle correspon-
dence for further developed well-being and efficiency. Modern and IoT 
Gadgets: Modern and IoT gadgets are utilized in different ventures and 
applications, like assembling, agribusiness, healthcare, and shrewd urban 
communities. These gadgets are furnished with sensors and networks to 
gather information, screen processes, and streamline tasks.

Savvy diversion gadgets: Brilliant amusement gadgets incorporate shrewd 
televisions, streaming media players, and gaming consoles that offer 
web networks, content streaming, voice control, and intuitive high-
lights for upgraded diversion encounters.

Medical services and clinical gadgets: This class incorporates savvy clini-
cal gadgets, for example, far-off quiet checking frameworks, intelli-
gent insulin siphons, and wearable well-being trackers. These gadgets 
assist people with dealing with their ailments, track imperative signs, 
and speak with medical services providers. These classes address the 
assorted scope of brilliant gadgets that are molding the eventual fate 
of innovation and changing different parts of day-to-day existence, 
from individual well-being and home computerization to transporta-
tion and entertainment [18].

7.1.3.5 � Societal impact and implications

It likely delves into the broader effects that the proliferation and advance-
ment of smart devices will have on society. This section may include

Computerized separation: Looking at how the rising dependence on bril-
liant gadgets might fuel existing disparities in access to innovation, as 
well as the expected ramifications for people and networks without 
satisfactory access.
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Security and observation: Examining the ramifications of omnipresent 
brilliant gadgets for protection, freedoms, and reconnaissance, includ-
ing worries about information assortment, following, and the poten-
tial for abuse by state-run administrations, partnerships, or vindictive 
entertainers [19, 20].

Moral contemplations: Tending to moral difficulties raised by shrewd gad-
gets, for example, issues connected with information proprietorship, 
assent, algorithmic predisposition, and the dependable turn of events and 
sending of AI and AI innovations. Network protection Dangers: Breaking 
down the network protection dangers presented by interconnected smart 
gadgets, remembering weaknesses in equipment, programming, and 
communication protocols, as well as the potential for cyberattacks to 
disrupt the basic framework or compromise individual information.

Influence on positions and work: Investigating how the reception of bril-
liant gadgets might prompt changes in the work market, including 
computerization of routine assignments, the creation of new position 
opportunities in innovation-related fields, and the requirement for 
reskilling and upskilling of laborers.

Well-being and prosperity: Taking into account the effect of brilliant gad-
gets on physical and psychological well-being, including issues con-
nected with screen time, computerized dependence, rest disturbance, 
and the expected advantages of well-being monitoring, and telemedi-
cine advancements.

Natural supportability: Evaluating the ecological ramifications of assem-
bling, utilizing, and discarding savvy gadgets, includes worries about 
asset exhaustion, electronic waste, energy utilization, and fossil fuel 
byproducts [21].

7.2 � CURRENT SCENE OF SAVVY GADGETS

To understand the future direction of shrewd gadgets, it is fundamental 
to first inspect the current scene. This part dives into the present status of 
brilliant gadgets, offering a detailed investigation of their pervasiveness, 
innovative highlights, and cultural effects.

7.2.1 � Overview of existing savvy gadgets

The outline of existing savvy gadgets probably gives a compact rundown of 
common innovations forming the ongoing scene. It might include:

Cell phones: These multifunctional gadgets act as the center of individual 
networks, offering highlights, for example, web perusing, correspon-
dence applications, GPS route, and plenty of other applications [22]. 
The Figure7.3 shows examples.
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Wearable innovation: From smartwatches to wellness trackers, wearable 
gadgets have become progressively famous for well-being checking, 
movement following, and getting warnings in a hurry.

Savvy home gadgets: Including brilliant indoor regulators, lighting 
frameworks, surveillance cameras, and voice-enacted partners like 
Amazon Reverberation and Google Home, these gadgets offer clients 
command over their home climate and upgrade accommodation and 
security [23].

Associated apparatuses: Apparatuses like fridges, clothes washers, and 
stoves furnished with web availability and shrewd elements empower 
remote checking and control, energy proficiency, and mechanized 
schedules.

Savvy theater setups: Shrewd televisions, streaming gadgets, and gam-
ing consoles give admittance to an immense range of computerized 
content and intuitive encounters, frequently with voice control and 
customized proposals.

Well-being and well-being contraptions: Going from savvy scales to 
pulse screens and rest trackers, these gadgets engage clients to screen 
their well-being measurements, track wellness objectives, and pursue 
informed ways of life decisions.

Associated vehicles: Vehicles furnished with route frameworks, infotain-
ment reassures, and high-level driver help highlights like versatile jour-
ney control and path keeping help are turning out to be progressively 
normal, upgrading security and comfort out and about.

Figure 7.3  Savvy gadgets.
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Modern IoT (Web of Things) Gadgets: In modern settings, IoT gadgets 
like sensors and actuators are used for observing gear execution, 
advancing cycles, and prescient support, prompting expanded profi-
ciency and cost savings. This outline features the different clusters of 
shrewd gadgets previously coordinated into day-to-day existence, lay-
ing the basis for imagining the future direction of brilliant innovation.

7.2.2 � Impact on daily life

The conversation probably spins around how shrewd gadgets are reshaping 
and improving different parts of regular day-to-day existence. This effect 
incorporates:

Comfort and effectiveness: Brilliant gadgets smooth out everyday errands 
and schedules, making them more advantageous and productive. For 
example, brilliant home gadgets mechanize lighting, temperature 
control, and security, saving time and effort for clients.

Connectedness and correspondence: Cell phones and other associated 
gadgets empower moment correspondence and networking with com-
panions, family, and partners, paying little heed of location. This cul-
tivates closer connections and works with coordinated effort in both 
individual and expert circles.

Generally, the effect of savvy gadgets on day-to-day existence is diverse, 
upgrading comfort, network, personalization, and efficiency while addition-
ally raising concerns connected with protection, security, and advanced edu-
cation [6].

7.2.3 �Trends in purchaser reception

The attention is reasonable on the advancing examples of shopper conduct 
and the reception of savvy gadgets. This outline might include:

Fast development: Featuring the quick extension of the brilliant gadget 
market, driven by expanding shopper interest for network, comfort, 
and advancement across different item classes.

The multiplication of associated gadgets: Talking about the expansion of 
associated gadgets in homes, working environments, and individual 
spaces, mirroring the developing joining of innovation into regular 
day-to-day existence.

Shift toward Shrewd home environments: Taking note of the pattern 
toward the reception of brilliant home biological systems, where inter-
connected gadgets cooperate to robotize undertakings, upgrade secu-
rity, and further develop energy effectiveness. Far-reaching Reception 
of Wearable Innovation: Perceiving the inescapable reception of 
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wearable innovation, for example, smartwatches and wellness track-
ers, for well-being checking, movement following, and getting warn-
ings in a hurry shown in Figure 7.4.

Expanding availability: Stressing the rising availability of gadgets through 
headways in remote advances like Wi-Fi, Bluetooth, and cell organiza-
tions, empowers consistent correspondence and information sharing [6].

Developing interest in IoT gadgets: Taking note of the developing interest 
in Web of Things (IoT) gadgets for different applications, including 
modern computerization, medical care, and brilliant city drives, driven 
by headways in sensor innovation and data analysis.

Interest in personalization and customization: Featuring customer interest in 
customized and adjustable encounters presented by savvy gadgets, includ-
ing customized suggestions, versatile settings, and custom-made UIs [24].

Worries about protection and security: Recognizing purchaser worries 
about protection and security gambles related to shrewd gadgets, for 
example, information breaks, unapproved access, and reconnaissance, 
impacting buying choices and reception rates.

Significance of client experience: Perceiving the significance of client 
experience and UI configuration in driving customer reception of bril-
liant gadgets, with natural connection points, consistent reconciliation, 
and solid execution being key variables. Generally, the outline of pat-
terns in purchaser reception gives understanding into the advancing 

Figure 7.4  IoT.
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inclinations, ways of behaving, and assumptions of shoppers with 
respect to shrewd gadgets, molding the future course of mechanical 
advancement and market development [25].

7.3 � INNOVATIVE ESTABLISHMENTS

7.3.1 � Man-made brainpower and AI combination

The emphasis is possible on the critical job of AI and AI in molding the 
mechanical scene of savvy gadgets shown in Figure7.5. This outline might 
include:

Improved client experience: Feature how computer-based intelligence and 
AI calculations are being incorporated into savvy gadgets to upgrade 
client experience by empowering elements, for example, voice acknowl-
edgment, regular language handling, and customized proposals.

Prescient examination: Talk about how simulated intelligence and AI 
calculations break down tremendous measures of information gath-
ered by savvy gadgets to give prescient bits of knowledge and expect 
client needs, for example, anticipating traffic designs, suggesting con-
tent, or changing energy utilization in smart homes.

Brilliant mechanization: Investigating how simulated intelligence-fueled 
robotization is changing shrewd gadgets into proactive aides that 
can computerize routine assignments, expect client inclinations, and 

Figure 7.5  Man-made brainpower and AI combination.
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improve gadget settings in view of verifiable information and constant 
data sources [26].

Setting mindfulness: Featuring how computer-based intelligence calcu-
lations empower savvy gadgets to comprehend and answer context-
oriented prompts, like client area, action, and climate, to convey more 
customized and significant collaborations and administrations.

Versatile getting the hang of: Examining the idea of versatile learning in 
shrewd gadgets, where simulated intelligence calculations ceaselessly 
learn and further develop after some time in light of client criticism 
and information inputs, prompting more precise expectations and 
customized encounters [16].

Edge registering: Investigating the joining of AI and AI calculations into 
edge-figuring gadgets, empowering continuous data processing and 
examination at the edge of the organization, which diminishes inactiv-
ity and improves responsiveness for time-sensitive applications.

Security and oddity recognition: Tending to how simulated intelligence 
and AI strategies are utilized for online protection purposes, including 
anomaly detection, danger ID, and conduct analysis to improve the 
security of smart gadgets and organizations [27].

Moral contemplations: Recognizing the moral ramifications of AI and AI 
mixed in shrewd gadgets, for example, issues connected with informa-
tion protection, algorithmic predisposition, and straightforwardness, 
and examining the significance of mindful AI improvement and send-
ing. Generally speaking, the outline gives understanding of how AI 
and AI advancements are driving development and empowering new 
capacities in intelligent gadgets, molding the eventual fate of innova-
tion and human cooperation [22, 28–31].

7.3.2 � Internet of Things (IoT) advancements

The focus is likely on the significant advancements and innovations driving 
the evolution of IoT technologies. This overview may include:

Interconnectivity and integration: Highlighting the increasing inter-
connectivity and integration of IoT devices across various domains, 
enabling seamless communication and collaboration between devices 
and systems [7].

Sensor technology: Discuss advancements in sensor technology, including 
miniaturization, increased sensitivity, and lower power consumption, 
which enable IoT devices to gather more accurate and diverse data 
from the environment.

Edge computing: Explores the integration of edge computing capabilities 
into IoT devices and enables real-time data processing and analysis at 
the network edge, with decreased latency and higher responsiveness 
for applications requiring strict timeliness [32].
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Wireless communication: This technology refers to the advancement 
of wireless communication technologies, such as 5G, Wi-Fi 6, and 
LPWANs, allowing IoT devices to communicate over longer distances 
with higher efficiency and reliability.

Energy efficiency: Discuss innovation in energy-efficient design and new 
power management techniques that significantly extend the life of IoT 
batteries, thereby making long-term, remote, or resource-constrained 
deployments feasible [17].

7.3.3 � Edge computing and its role in smart devices

This section highlights the emerging importance of edge computing in smart 
device ecosystems. Key considerations may include:

Definition of edge computing: Explain the definition of edge computing, 
which means processing data near the source rather than through only 
centralized cloud servers. In other words, it will have fewer latencies, 
reduced bandwidth, and more enhanced privacy and security shown 
in Figure 7.6.

Role in smart devices: This also depicts how edge computing enhances 
the capability of smart devices by making it possible to process and 

Figure 7.6  Edge computing.
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analyze data in real-time at the edge. This helps smart devices respond 
faster and reduces reliance on cloud connectivity [8, 33].

Privacy and security: Discuss the privacy and security advantages of edge 
computing over smart devices. Since the computation is performed 
locally, data breaches and unauthorized access become less probable 
in edge computing [18].

7.4 � AUGMENTED REALITY IN SMART DEVICES

7.4.1 � Fusion of augmented reality and smart technology

The fusion of augmented reality and smart technology is a major step forward 
with transformative potential. The fusion integrates AR capabilities into 
smart devices to enhance user experiences and enable new functionalities.

Contextual information: AR through devices enables the retrieval of real-
time contextual information relevant to your surroundings. For instance, 
capturing any landmark on a camera display can start the experience 
and initiate some overlays for histories or close points of interests [9].

7.4.2 � Applications and implications

The exploration of the applications and implications of augmented reality 
with smart devices reveals wide-ranging possibilities and their great impact. 
Here is a brief summary of that:

Enhanced user experience: AR enriches user experience by overlaying 
digital information onto the real world. It provides contextual infor-
mation, interactive features, and even immersive visuals that enhance 
one’s daily interactions [20, 34].

Real-time navigation and wayfinding: The enabled smart devices in aug-
mented reality will aid real-time navigation and wayfinding through 
superimposition of route guidance, points of interest, and relevant data 
over the surrounding user. Thus, improving the navigability indoors 
and outdoors.

Educational and training applications: AR-enhanced smart devices trans-
form education and training by providing immersive learning experiences 
with interactive 3D models, simulations, and visualizations overlaid 
onto real-world objects, enhancing understanding and retention.

Professional and industrial use cases: AR in smart devices is applied 
across various professional and industrial settings, such as mainte-
nance, repair, and operations (MRO), enhancing productivity, safety, 
and efficiency by delivering real-time information and guidance to 
workers.
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Augmented workspaces: AR-enabled smart devices convert traditional 
workspaces into augmented environments where digital tools and 
information seamlessly integrate with physical surroundings, enhanc-
ing collaboration, visualization, and decision-making in professional 
settings [35].

The implications of AR in smart devices extend to revolutionizing user 
interactions with digital content and the physical world. This technology 
also raises considerations for privacy, data security, digital literacy, and 
societal acceptance. AR opens up new avenues for communication, produc-
tivity, entertainment, and learning, while prompting discussions on ethics, 
accessibility, and user experience design [7].

7.5 � CONNECTIVITY REVOLUTION: 5G NETWORKS

7.5.1 �The advent of 5G technology

Exploring the advent of 5G technology and its transformative potential in 
shaping the future of smart devices, here’s a succinct overview:

Introduction to 5G: 5G technology marks a significant evolution from 
previous generations of wireless networks (2G, 3G, 4G), offering 
faster data speeds, lower latency, and increased network capacity in 
Figure 7.7.

Figure 7.7  5G networks.
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Enhanced data speeds: 5G networks deliver substantially faster data 
speeds compared to predecessors, facilitating seamless streaming of 
high-definition content, quicker downloads and uploads, and smoother 
online gaming and video conferencing experiences.

Low latency: A key feature of 5G is its low latency, enabling real-time 
interactions and supporting applications such as augmented reality, vir-
tual reality, and autonomous vehicles, where responsiveness is crucial.

Greater network capacity: 5G networks boast enhanced capacity to 
accommodate a large number of connected devices simultaneously, 
making them well-suited for dense urban environments, crowded 
events, and IoT deployments requiring reliable connectivity [36].

IoT and smart devices: 5G technology is expected to drive the growth 
of the IoT by facilitating real-time communication and interaction 
among a wide range of smart devices, sensors, and machines [8].

Industry applications: 5G is poised to revolutionize various industries, 
including healthcare, manufacturing, transportation, and entertain-
ment, enabling innovations such as remote surgery, smart factories, 
connected vehicles, and immersive media experiences.

Challenges and considerations: Despite the benefits, challenges such as 
infrastructure deployment, spectrum availability, security concerns, 
and regulatory considerations need to be addressed for the successful 
rollout and adoption of 5G technology.

Future outlook: Looking ahead, 5G technology is anticipated to have a 
transformative impact on society, the economy, and the technology 
landscape, ushering in an era where ultra-fast, low-latency connectiv-
ity fosters unprecedented levels of innovation and connectivity.

7.5.2 � Enhancing connectivity for smart devices

A more subtle segmentation that delves into the conceptual underpinnings 
and potential effects of using 5G networks to connect smart devices:

Bandwidth expansion: The theoretical framework of the bandwidth capac-
ity expansion in 5G networks will enable support for data flows at 
ultra-high speeds. The expansion in bandwidth makes seamless connec-
tivity possible for smart devices and supports real-time data exchange, 
high-definition multimedia streaming, and immersive experiences.

Low latency: Low latency for the 5G networks defines the reduction 
of latency when forwarding data packets and results in an instant 
response by the smart device. Thus, it will increase interaction with 
these devices and enhance users’ experiences, along with its applicabil-
ity toward enabling autonomous vehicles, and augmented reality, all 
of which at a minimum will require some amount of latency [9, 37].
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7.5.3 � Potential applications and innovations

Smart electronic devices that make use of AI and ML technologies are soon 
ready to revolutionize several industries and aspects of daily life. Here’s a 
short overview of some possible applications and innovations:

Tailored healthcare solutions: Wearable devices implanted with AI and 
ML algorithms can keep track of one’s vital signs, monitor anomalies, 
and provide personalized health suggestions. It helps people manage 
their fitness, cope with chronic diseases, and predict potential health 
issues that may arise in the body.

Key points with emphasis on autonomous transport will feature how the 
concept of autonomous transport advances by integrating AI-driven 
sensors and ML algorithms on the basis of real-time data analysis to 
navigate through intricate surrounding conditions, detect objects, and 
make fast decisions about passenger safety.

Intelligent home systems: AI can operate smart home devices. For 
example, it can change temperature, lighting conditions, and security 
systems based on user preferences and behavioral patterns. ML algo-
rithms learn the behavior of the users and optimize energy consump-
tion while enhancing comfort [10, 38].

7.6 � USER-CENTRIC DESIGN AND EXPERIENCE

7.6.1 �The importance of user experience

The user experience is the gold standard for the success of smart electronic 
devices that are integrated with AI and ML technologies. Here’s how UX 
matters in shaping up the future of these devices:

Intuitive interface: A smart electronics device has an intuitive interface 
through which its user can easily interface with AI and ML. If one has 
a well-looked UI, one shall be able to navigate such advanced func-
tionalities and can utilize them without complexity and confusion [26, 
27, 39, 40].

Personalization and adaptation: AI and ML capabilities allow smart 
devices to personalize the interaction based on user preferences, 
behavioral patterns, and contextual cues. Such a personalized expe-
rience increases user satisfaction and makes them interact with the 
device for a longer period.

Context-awareness: The AI and ML algorithms-enabled smart devices 
should behave contextually, knowing about the user’s environment, 
activities, and needs. It makes information and assistance relevant in 
real time, which increases usability and utility for the user [11].
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7.6.2 � Design principles for intuitive interaction

To ensure intuitive interaction experiences with smart electronic devices 
that incorporate AI and ML, here are some design principles that should be 
considered in Figure 7.8:

Simple: Maintain the simplicity of the UI and flow of interaction, with 
lesser cognitive load to avoid more than necessary components.

Consistency: In terms of predictable and known design elements and 
terminology with interaction patterns repeated throughout the device 
and throughout the entire ecosystem.

Informative feedback that occurs instantly through visual, audio, or even 
tactile indicators of the implications of that action for users in real-time 
interactions.

Adaptability: Design interactions that take users’ preferences, behavior 
patterns, and contextual cues into account for better and efficient 
satisfaction.

Context awareness: Utilize AI and ML algorithms to ensure interactions 
are pertinent and sensitive to the user’s context of their surroundings, 
activities, and needs.

Accessibility: All interactions need to be accessible to users with diverse 
needs and abilities. It should be integrated with features such as voice 
commands, gesture recognition, and adjustable settings.

Discoverability features and functionalities via intuitive design cues, prompts, 
or tutorials. It should encourage exploration and comprehension [12].

Figure 7.8  Intuitive interaction.
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7.6.3 � Human-centered innovation

For the purpose of smart electronic devices, especially those who have 
adopted AI and ML technologies, it becomes pertinent to have human-
centered principles in design. This goes on to define how this particular 
approach shapes the future of devices:

User empowerment: Smart electronic devices should empower users by 
enabling them to have control, autonomy, and personalization. AI and 
ML algorithms can reinforce user empowerment by recognizing pat-
terns of preference, adapting to users’ needs, and making available 
appropriate recommendations [28].

User-centric design: Design processes should be more focused on under-
standing user needs, behaviors, and pain points through methods like 
research, observation, and empathy. The smart devices will better meet 
the demands and expectations of the users when they are placed at the 
center of the design process.

Co-creation with users: Involving users in the design and development 
process through co-creation workshops, feedback sessions, and usabil-
ity testing ensures that smart devices resonate with user preferences 
and priorities. Collaborative design methodologies encourage innova-
tion that addresses real-world contexts and challenges.

Ethical issues: Human-centered innovation incorporates ethical consid-
erations about privacy, security of data, fairness, and transparency. 
Creating ethical smart devices means that it upholds the rights of its 
users, reduces biases, and is trustworthy.

Accessibility and inclusion: Smart electronic devices need to meet users 
who have varying needs and capabilities. Creating smart devices with 
an inclusive mindset means creating devices that are useful to users, 
readable, have auditory feedback, and have accessibility to assistive 
technologies that allow equitable access to users [29, 30].

7.7 � SOCIETAL IMPLICATIONS

7.7.1 � Ethical considerations in smart device development

Developing a wise electronic device with ethical considerations is crucial for 
the safe use of such technology.

Privacy protection: Most smart devices collect personal information; 
thus, there should be strong data protection. User privacy should come 
first, with clear consent for collection, as well as transparency about 
usage, storage, and sharing.

Security measures: This is very vital to prevent unauthorized access 
and data breaches. Developers should, hence, have a strong security 
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emphasis. It means having strong encryption methods, regular soft-
ware updates to patch vulnerabilities, and secure coding practices.

Transparency in functionality: Users should have a clear understand-
ing of the capabilities and limitations of smart devices. Transparency 
about data collection, usage, and device functionalities is essential for 
fostering user trust [22, 31].

7.7.2 � Privacy concerns and mitigation strategies

Significant privacy concerns in smart electronic devices arise from the fact 
that they can collect and manipulate sensitive user data. The resolution 
of these concerns requires a holistic approach. Here are essential privacy 
considerations along with corresponding mitigation strategies:

Data minimization: Developers should limit the amount of personal data 
collected to that which is necessary for device functionality. This will 
serve to minimize the possibility of violating user privacy through 
unneeded or excessive data collection.

Anonymization and pseudo-nymization: Data should be anonymized or 
pseudo-nymized to the greatest extent possible, reducing the risk of 
identification. This can be achieved by removing or encrypting person-
ally identifiable information so that users’ anonymity is protected.

User consent: Explicitcon sent from the users has to be received before 
their private information is collected. They should also be given trans-
parency about the collection process, the purpose, and the partners 
with whom their information might be shared. The users also have the 
right to be given a choice to opt out of data collection [31, 41, 42].

7.7.3 � Impact on employment and skills

Automation of jobs: It integrates AI and robotics into smart electronic 
devices; it automates repetitive jobs, replacing some human jobs.

Creation of new jobs: Even though the development and maintenance of 
smart devices lead to job displacement, new jobs are created in soft-
ware engineering, data analysis, cybersecurity, and AI [24].

Changes in the skill requirements: The mushrooming of smart electronic 
devices bring with it changes in skill requirements in programming, 
data analysis, ML, and other technical fields in order to design and 
manage such devices.

Upskilling and reskilling: Employees may need to go through upskilling 
or reskilling training to develop skills that correspond to the shift-
ing job landscape, with increased focus on digital literacy, coding, and 
other technical competencies [43] in Figure 7.9.

Integration of IoT skills: Smart devices rely on the IoT, necessitating 
expertise in sensor technology, connectivity, and data analytics, leading 
to increased demand across various sectors.
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7.8 � SUSTAINABLE SMART DEVICES

7.8.1 � Eco-friendly design practices

Energy efficiency: Design devices to consume the least amount of energy 
by utilizing efficient parts and algorithms. Power-saving features such 
as sleep mode and automatic shut-off should be incorporated.

Sustainable materials: Use sustainable materials for the construction of 
the device to reduce resource depletion and pollution. Choose mate-
rials with low carbon footprints, recycled content, and biodegrad-
ability [44].

Reduced packaging: Reduce packaging material and use materials that 
can be recycled or are biodegradable to reduce further waste genera-
tion. Design tight, lightweight, and compact packaging for reducing 
transportation-based emissions.

Modular design: This method of designing modular devices with easy 
repair and upgrade becomes very convenient and feasible; designing 
devices should be friendly and accessible in terms of their parts.

Figure 7.9  Reskilling needs.
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Recycle and end-of-life management: Design to be recycled easily; use 
materials that would allow it to be easy to dismantle and recycle. 
Environmental safety infrastructure and guidelines on not harming the 
environment must be established [45, 46].

7.8.2 � Energy-efficient technologies

This approach enhances device autonomy and reduces reliance on external 
power sources [1].

Ultra-low-power electronics: Continued advancements in semiconduc-
tor technology will lead to the development of ultra-low-power elec-
tronics. These energy-efficient components, such as microprocessors, 
sensors, and communication modules, will enable smart devices to 
perform complex tasks while consuming minimal energy, extending 
battery life, and enhancing overall efficiency.

Wireless power transfer: The proliferation of wireless power transfer 
technologies, like resonant inductive coupling and radio frequency 
(RF) energy harvesting, will facilitate seamless charging and power 
delivery to smart devices without physical connectors or cables. This 
simplifies device integration, enhances user convenience, and reduces 
energy losses associated with traditional wired charging methods [2].

Energy-aware algorithms: Future smart devices will incorporate energy-
aware algorithms to optimize software behavior and task scheduling, 
minimizing energy consumption without compromising performance. 
These algorithms will prioritize energy-intensive tasks based on user 
preferences, environmental conditions, and available power resources, 
ensuring efficient energy utilization.

Energy-efficient displays and lighting: Next-generation smart devices 
will feature energy-efficient display technologies, such as OLEDs and 
micro-LEDs, offering superior energy efficiency compared to conven-
tional LCDs. Smart lighting solutions utilizing energy-efficient LEDs 
and advanced control systems will contribute to reduced power con-
sumption in indoor and outdoor environments.

Smart energy management platforms: Integrated smart energy manage-
ment platforms will enable users to monitor, control, and optimize 
energy usage across interconnected devices and appliances within 
smart homes, buildings, and infrastructure.

7.8.3 � Contribution to sustainability goals

Smart devices are also in a position to greatly impact sustainability goals. 
This is how they can help:

Energy efficiency: The smart devices will emphasize energy efficiency. 
It will make use of the latest power management systems, energy-
efficient components, and intelligent algorithms. Thus, optimization 
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decreases the total demand for energy, helping mitigate climate 
change. Renewable Energy Integration: The future of smart devices is 
in line with increasing integration of renewable energy sources, such 
as solar, wind, and kinetic energy harvesting. Use of renewables will 
reduce dependency on fossil fuels, reduce greenhouse gas emissions, 
and encourage sustainable energy [46].

Resource conservation: Smart devices encourage resource conservation 
through responsible material use and waste reduction, such as modu-
lar design and recyclable materials, making the product last longer 
through end-of-life management and reducing environmental impact.

Transportation and urban planning: Smart devices make for smarter 
transportation systems and urban planning. The flow of traffic is 
optimized, congestion reduced, and sustainable modes of transport 
encouraged, resulting in reduced carbon emissions as well as improved 
air quality in urban areas [47].

7.9 � CHALLENGES AND OPPORTUNITIES

7.9.1 � Addressing emerging challenges

Some of the ways in which AI and ML can face challenges arising with 
smart electronic devices include:

Personalization and user experience: Algorithms of personalization, AI, 
and ML understand user behavior and preferences. They personal-
ize the functionality of devices and interfaces in order to make users’ 
experiences more intuitive and satisfying when using devices.

Predictive maintenance: AI and ML analyze sensor data that helps in 
predictive maintenance. It can be achieved even before a failure. Thus, 
downtime is prevented, and the life of the devices extended; hence, 
they become more reliable and cheaper to maintain [48].

Energy efficiency optimization: AI and ML algorithms are used to opti-
mize energy use. They adjust the settings as per real-time conditions 
and usage patterns to minimize energy waste, cut utility bills, and 
contribute toward a sustainability goal [49].

7.9.2 � Seizing opportunities for growth

The opportunities for employing AI and ML technologies in smart electron-
ics devices are countless. Among these are the following:

Product innovation: The use of AI and ML allows manufacturers to be 
innovative and come up with new products to match changing con-
sumer expectations. Trends in markets, opinions of users, and compet-
itors’ offerings are inputs for the development strategy, so this results 
in innovation and competition for the product.
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Improved user experience: AI and ML algorithms personalize the user 
experience based on user behavior and preferences. Tailoring device 
features, interfaces, and recommendations toward individual users 
increases user satisfaction and loyalty, thus providing growth through 
positive feedback and repeat purchases.

Operational efficiency: Optimization of the manufacturing process, sup-
ply chain, and inventory management through AI and ML. Automation 
of routine chores, such as forecasting demand or optimization of 
resources, helps improve operating efficiency while reducing the costs 
of operation to increase profitability [3, 50].

7.9.3 � Balancing innovation with ethical responsibility

There must be a balance between innovation and ethical responsibility in 
developing the smart electronic devices based on AI and ML technologies. 
Achieving this balance can be done as follows:

Data privacy and security: There should be robust privacy measures and 
protocols for security to protect users’ data. There should always be 
transparency in the way data is collected, processed, and stored, while 
explicit consent from users must be obtained. There need to be regular 
updates of the security features to reduce risk and vulnerabilities.

Ensures fairness and reduces bias : AI algorithms are audited and 
tested to eliminate all possible biases and discriminations within 
them. Fairness-aware learning and preprocessing of the data are also 
employed as techniques to reduce the bias levels. Diverse and repre-
sentative datasets are sought in an endeavor to improve the fairness 
levels of algorithms.

Transparency and accountability: Ensure that the AI decision-making 
process is transparent to the user to garner trust. Explain why deci-
sions were made automatically, allowing users to understand and 
appeal the decisions. Create lines of accountability, such as clear lines 
of responsibility and pathways for redress if the user is harmed.

Responsible AI development design and develop AI-enabled products 
with ethical considerations in mind. Perform thorough risk analy-
sis in identifying potential ethical problems and incorporate ethical 
guidelines and principles into the development process. Promote an 
ethos of ethical awareness and responsibility among developers and 
stakeholders [1].

User empowerment and control: Empower the user to control data access 
and interaction with smart devices. Granular options for privacy set-
tings as well as the option to delete data or anonymize them. Offer 
tools for transparency, which will be helpful for the understanding 
of the use of data, allowing users to accept data processing activities.
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7.10 � CONCLUSION

7.10.1 � Recapitulation of key insights

In conclusion, the study of smart electronic devices, AI, ML, and their future 
has been explored, providing insight into what happens when technology 
and innovation come into play. In the whole journey, the following take-
aways were highlighted:

With integration with AI and ML, it presents the possibility of transform-
ing sectors entirely. These technologies help make devices learn, adapt, 
and apply intelligence in decision-making; they improve efficiency, 
performance, and customer satisfaction levels.

Ethical considerations: Amidst the increasing integration of smart devices 
into our daily lifestyles, it is necessary for ethical considerations related 
to privacy, security, fairness, and transparency. Ethical principles at 
the design, development, and deployment phases of smart devices can 
prevent irresponsible and inequitable use of technology.

Sustainability: The environmental impact of smart electronic devices can-
not be ignored. Eco-friendly design practices, energy-efficient technolo-
gies, and responsible manufacturing processes are the basic requirements 
to minimize environmental footprint and promote sustainability.

User-centric design: The development of smart devices continues to focus 
on user experience. Personalization, customization, and intuitive inter-
faces are the essentials of user-centric design and improve usability, 
satisfaction, and adoption of smart devices.

Continuous innovation: The future of smart electronic devices is charac-
terized by continuous innovation and evolution. Emerging technolo-
gies, new use cases, and the ability to see consumer needs ahead are 
requirements for being ahead in an ever-changing landscape.

In conclusion, recapitulating the key insights in such a manner underlines 
the urgency of harnessing the transformational power of AI, ML, and smart 
electronic devices by being mindful of the ethical, environmental, and user-
centric concerns. By embracing innovation responsibly and ethically, we 
would be able to design a future where technology benefits human lives and 
contributes to a sustainable and equitable society.
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Chapter 8

Exploring deep learning methods 
for detecting heart abnormalities 
by analyzing heart sound
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Tripathi and Kadambri Agarwal

8.1 � INTRODUCTION

The heart in humans pumps blood throughout the body and beats continu-
ously. The heart sound can reveal a lot about the health of a person, which 
is produced when the heart valve closes and blood flows. Cardiovascular 
diseases (CVDs) are the primary cause of death, with an annual death toll 
of 17.9 million worldwide. CVDs categories are coronary heart disease, 
rheumatic heart disease, cerebrovascular disease, and other ailments mainly 
caused due to heart and blood vessel disorders. Such cardiac problems must 
be diagnosed early through auscultation because if left untreated for a long 
time, this could be fatal. The fact is that four out of five fatalities by heart 
attack are CVD-related [1]. Cardiac problems must be identified early with 
a highly accurate auscultation examination, since they are fatal. The fact 
that the majority of cardiovascular disorders are preventable and treatable 
should be taken into account, even though the expected number of cardiac 
patients and healthcare costs are unacceptably large. However, this necessi-
tates an early diagnosis and appropriate illness management [2]. The sudden 
severe stroke is mainly caused by a blockage that stops blood flow going to 
the brain and heart.

An electronic stethoscope produces a phonocardiogram (PCG) and digi-
tally records heart sounds (HS). The PCG image shows state of the heart and 
its functionality, helping health practitioners to diagnose and treat heart dis-
ease. Technologies like signal processing and machine learning (ML) are 
capable of processing and classifying heart signals through various signal 
features. Mainly, there are two classes of heart signal: normal and abnormal. 
HS are usually detected and interpreted via auscultation [3]. However, a phy-
sician’s mood, expertise, or other subjective aspects usually affect it. Physicians 
need years of clinical expertise to accurately diagnose. This necessitates an 
intelligent, automatic HS auscultation device. Thus, cardiac auscultation 
system accuracy should improve.

Functions such as opening, closing, diastolic tendon, systolic tendon, mus-
cle activity, and blood flow create a complicated low-frequency signal ‘HS’ on 
the blood vessel wall. A normal heart rate of 72 pulses per minute has an 
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833-millisecond cardiac cycle [4–6]. Only the first two of four HSs in a car-
diac cycle are audible. The sudden mitral and tricuspid valve closure during 
systole causes the first HS (S1). The rapid closing of the aortic and pulmonary 
valves during ventricular diastole causes S2. A heart murmur usually precedes 
pathological heart changes. Cardiovascular disease patients are more likely to 
have heart murmurs. Cardiovascular illness diagnosis depends on heart mur-
mur location during the cardiac cycle. HS signals might have heart murmurs. 
Auscultation is difficult, but signal graphs make it easy to find the murmur. 
Auscultation requires extensive training and competence, which have been 
dropping as new cardiac diagnostic technologies have become accessible. 
Auscultation involves heart sound analysis and acquisition. To record HS, a 
stethoscope must be positioned appropriately and forcibly on the patient’s 
chest. Heart sound study determines the heart’s health [6, 7].

The COVID-19 pandemic has affected the health and well-being of the 
global population in the past few years [6, 7]. After facing pandemic restric-
tions (such as social isolation and school closures) during the crisis, people 
adopted healthy lifestyle behaviors such as good hygiene, exercise, good 
diet, and regular checkups, etc. Global lockdowns and imposed restrictions 
on people are likely to be the primary reason for the deteriorating trends in 
population-level control of cardiometabolic risk factors (such as diabetes, 
obesity, dyslipidemia, and inadequate blood pressure control). Global data 
indicates an increase in excess deaths from CVD and diabetes. This further 
indicates the pandemic’s decreased surveillance of cardiovascular risk fac-
tors, behaviors, and restricted access to preventive CV services. Segmentation 
and classification challenges pose a barrier to the creation of an automated 
heart sound analysis tool. The two main tasks of segmentation are identify-
ing the S1, S2, S3, and S4 component categories and determining the limits 
of heart sound components [8]. There have been several segmentation meth-
ods described. However, the bulk of methods concentrate on component or 
border identification. Furthermore, the fact that many approaches only 
apply to typical cardiac sounds severely restricts their usefulness. This chap-
ter explores in depth the steps required to classify HS and diagnose heart 
disease. Further, various techniques for data mining and ML algorithms in 
the areas of health are examined briefly to determine the role of artificial 
intelligence in decision support systems. Also, a discussion on publicly avail-
able audio database utilization highlights the ML approaches and challenges 
which still require attention. Figure 8.1 shows the share of people with heart 
disease in India in 2020 (as per ​statistica.​com report).

This study assesses the informative value of frequently occurring heart 
sound characteristics that identify intriguing heart sound signals. The four 
main categories of classification techniques for cardiac sounds are Support 
Vector Machine, cluster-based, Hidden Markov Model, AdaBoost, and 
Artificial Neural Network (ANN). ANN is a widely used wavelet-based ML 
method for heart sound signal classification. SVM has been used more fre-
quently recently for PCG classification since it may be integrated with other 
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classification approaches to provide better results [9]. In addition to seg-
mentation, HMM is utilized to categorize diseases in phonocardiography 
records. This chapter will examine various ML algorithms and deep learn-
ing (DL) algorithms to distinguish between normal and pathological cardiac 
sounds in publicly available heart sound data sets [10].

8.1.1 � Abnormal heart sound

The atrioventricular valves, and the semilunar valves make up the majority 
of the HS. The function of regulating blood is completed by atrioventricular 
valves, also known as mitral and tricuspid valves. The semilunar valves are 
known as the aortic and pulmonary valves that control blood flow to the 
main arteries. When the atrioventricular valves close and the ventricles of 
the heart begin to contract, a low-pitched, slightly drawn-out ‘lub’ is heard. 
After that, a harsher, higher-pitched ‘dup’ is produced when the aortic and 
pulmonary valves close.

Some individuals can hear a third, low-pitched, quiet sound produced by 
the ventricular wall’s oscillations. When blood released during atrial cham-
ber contraction strikes the ventricular wall, occasionally a fourth sound that 
is typically undetectable in healthy individuals may be heard. Heart murmurs 
are caused by blood turbulence caused by partial occlusion of these valves or 
inadequate closure. The murmur may be constant in cardiac and thoracic 
blood vessel congenital defects. Murmurs can identify the diseased cardiac 
valve. Changes in cardiac sounds may suggest heart illness or muscular weak-
ness. The image of an abnormal sound signal is shown in Figure 8.2.

Figure 8.1  �Share of people with heart disease in India 2020 (As per ​statistica.​
com report).
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8.1.2 � Auscultation of the heart

Heart auscultation is a medical examination procedure that involves using a 
stethoscope to hear the sounds the heart makes. Heart auscultation requires 
excellent hearing and coordination. Doctors with hearing loss benefit from 
stethoscopes with amplifiers. The diaphragms of a stethoscope detect high-
pitched noises. Bells amplify low-pitched sounds. Use the bell with caution. 
Excessive pressure transforms the skin into a diaphragm, eliminating low-
pitched noises [11]. The precordium is examined that begins with the api-
cal impulse in the patient’s left lateral decubitus part. After assuming the 
supine position, the auscultation process completes in the lower left part 
of the sternal border, moves cephalad to each interspace, and concludes at 
the upper right sternal border [12]. Above the clavicles and left axilla, the 
clinician listens. The patient has to sit upright, bending forward position to 
listen for aortic and pulmonic diastolic murmurs to complete the process of 
auscultation of the back.

8.1.3 � Heart sound features

Heart sound signals have many characteristics that can indicate the heart 
condition. Some typical features that are examined are described here.

	 1.	S1 and S2 intensity: This is used to measure the intensity of S1 and S2 
(first and second HS) respectively. Changes in intensity could be a sign 
of issues with the heart muscle or valves.

	 2.	S1–S2 Interval: The time difference between the S1 and S2 can be 
calculated. An irregular interval could be a sign of conduction issues 
or heart rhythm problems.

	 3.	S3 and S4: The existence or absence of extra HS, such as the third 
heart sound (S3) or the fourth heart sound (S4), might shed light on 
cardiac disorders like heart failure or stiff ventricles.

	 4.	Murmurs: An aberrant sound produced by turbulent blood flow, 
murmurs can be heard in heart sound signals. Analysis of murmur 

Figure 8.2  Illustrating abnormal heart sound.
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characteristics, including timing, duration, pitch, and intensity, identi-
fies the root cause and degree of the murmur.

	 5.	Splitting: When the aortic and pulmonary valves close differently, it 
results in a short time delay between the components of the second 
heart sound (S2). Splitting can be either normal or pathological, and 
its traits are examined for any potential heart problems.

	 6.	Timing of events: To assess the whole cardiac cycle and spot irregular-
ities in timing, such as prolonged or shorter intervals, different heart 
sound components, including systolic and diastolic events, are timed 
differently.

	 7.	Frequency content: By doing a frequency domain analysis on heart 
sound data, it is possible to pinpoint the precise frequency compo-
nents that are connected to certain heart sound characteristics. This 
analysis aids in identifying certain irregularities and distinguishing 
between healthy and unhealthy HS.

8.2 � HEART SOUND AUDIO SIGNALS ANALYSIS

There are many techniques used for automated heart signal classification 
and analysis. They are thresholding methods, statistical ML, and neu-
ral network-based methods. Digital signal processing techniques, time-
frequency decomposition, and spectral analysis are being used in the study 
of HS [13]. In general, HS are non-stationary and multicomponent signals. 
The objective of heart sound analysis is to achieve a precise classifica-
tion of pathological events in the cardiac cycle. Before going into vari-
ous phases of sound analysis and classification, the experimental dataset 
should go through initial preprocessing steps. The collected data was gen-
erally recorded in noisy environments and on a large number of patients, 
so the collected data may contain a lot of noise and errors. It is the job 
of a heart sound specialist to preprocess data to obtain good-quality data 
before using it for experiments. The various steps in heart sound analysis 
are shown in Figure 8.3.

Figure 8.3  Classification process of heart sound.
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8.2.1 � Segmentation

The segmentation process splits a given audio input into smaller audio seg-
ments. Segmentation localizes heart sound signal peaks that include S1 and 
S2 of HS. In the systolic phase, the heart contracts and pushes blood to the 
heart, whereas in the diastolic phase heart relaxes to decrease the blood 
pressure. Both the systolic and diastolic phase makes up the cardiac cycle, 
and it is an imperative step in identifying the extraction of acoustic signals 
of interest in each cardiac cycle [14]. Segmentation methods are classified 
into various types as follows.

	•	 Envelope-based methods [14]
	•	 ECG or carotid pulse reference-based methods
	•	 Probabilistic models
	•	 Feature-based methods
	•	 Times-frequency-based method
	•	 Learning-based methods

In envelope-based method, the envelope of a heart sound signal is gener-
ated using the Hilbert transform. After the Hilbert transformation step, the 
magnitude of the signal gives the energy peaks to provide an envelope cor-
responding to the heart sound. ECG-based methods use external signals like 
the ECG to get time information to be used in the segmentation of different 
phases of the heart sound. ECG gives a detailed view of heart activity, which 
includes P wave, QRS complex, and T wave.

A probabilistic method, such as hidden Markov models, divides the 
states into S1, S2, diastole, and systole, emitting acoustic features. The 
training process utilizes PCG recordings, and transition probabilities repre-
sent the likelihood value of state transitions. Another probabilistic method 
is Dynamic Time Warping, where similarities between two time series sig-
nals are measured to check the heart signal variation when the heart rate 
changes [14].

8.2.2 � Feature extraction

The main objective of feature extraction is to find relevant features that 
replace high-dimensional raw signals. Any classification model works best 
when applied to selected features and is often performed on the signal after 
segmentation. Extraction of various features from cardiac signals is an essen-
tial step in the classification and detection of P, Q, R, S, and T waves. The P, 
Q, R, S, and T waves are components in ECG signals is a feature extraction 
task. With the information gathered through this wave, doctors can say a 
lot about the condition of the heart and provide better diagnosis for the dis-
ease [14, 15]. The best way to represent transient signals is in the form of a 
time-frequency representation. The sound signal is measured quantitatively 
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and qualitatively utilizing various transforms such as the Short-time Fourier 
transform and Fourier Transform. Some other methods to measure sound 
signals are Wigner–Ville Distribution (WVD), Wavelet Transform, and 
Choi–Williams Distribution. The WVD gives a joint representation of a sig-
nal in the time-frequency domain that assists in comprehending the signal 
properties.

8.3 � DEEP LEARNING IN HEART SOUND 
CLASSIFICATION

DL is efficient in image recognition, voice recognition, and natural language 
processing tasks and has proven to be successful in different applications. 
DL model imitates human brain functions using artificial neural networks. 
Popular DL models are CNN, Recurrent Neural Networks (RNN), long 
short-term memory (LSTM), and other hybrid methods [15, 16]. CNN can 
provide a visual representation of sound signals through an audio spectro-
gram, that can be used in feature extraction. RNN models such as LSTMs 
and GRUs are effective in finding temporal patterns from HS and can handle 
long-term dependencies as well.

8.3.1 � Heart sound classification using CNN

CNN stands for Convolution Neural Network, a specialized model for 
image data classification. The central part of any CNN is a convolution 
network based on linear operations instead of general matrix operations 
(multiplication) in several layers (two or more). If the given input is a vector, 
the output (y) is calculated using a discrete convolution operation given by 
the expression (Equation (8.1)).

	
( ) ( ) ( ) ( ) ( )

∞

=−∞

= × = −∑
m

y n x n w n x m w n m

	

(8.1)

Here ‘× ’ denotes a convolution operation, and w is a convolution kernel 
used to apply to a one-dimensional CNN model. If the input given is two-
dimensional (2D), x and w both are 2D matrices. Now, output ‘y’ can be 
computed by the expression as shown in Equation (8.2).

	
( ) ( ) ( ) ( ) ( )= × = − −∑∑

m n

Y i, j X i, j w i, j X m,n w i m, j n

	

(8.2)

The convolution operations can be performed using methods such as sparse 
interactions, equivalent representations, and parameter sharing.
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8.3.2 � Heart sound classification using RNN

RNN can leverage temporal information in sequential data and can detect 
states or abnormalities in HS [17, 18]. Two RNN architectures, such as 
gated recurrent units (GRU) and LSTM, deliver good performance in vari-
ous applications. Past research has shown that segmentation can detect 
events that can further be used in developing a bi-directional GRU Recurrent 
Neural Network. GRU-RNN uses a spectrogram and envelope feature to 
complete the detection task. However, envelope features do not capture 
intrinsic information of heart cycles.

LSTM is an RNN-based model capable of training long-term dependen-
cies. In general, LSTM has four layers, including an input layer, two hidden 
layers, and one output layer. The LSTM model changes the memory cell 
unit architecture to add more storage for a longer period. The function of 
gates for input, output, and forget is to control how data is moved within 
the cell [19].

In heart sound analysis using RNN models, the input is given in the form 
of a one-dimensional (1D) signal ( ) ( )= …1 Tx t x , ,x . The current time ‘t’, cal-
culates the value th  utilizing the previous state value −t 1h  and input tx . The 
output value is projected using the softmax function as per the classification 
label. The expression to represent the calculation is given in Equation (8.3).

	 ( ) ( )−= + + = +t t t 1 t th H U.x W.h b y softmax V.h c
	

(8.3)

Here, U, V, and W are matrices, Hidden layer ‘H’, bias vector b, and c. The 
vanishing gradient problem in RNN can be avoided using gated RNN, 
working on the concept of paths through time. The standard limitation in 
the RNN model is that it needs previous state information to work. A bidi-
rectional RNN model can also be used in heart sound classification, that 
works in both forward and backward directions.

8.3.3 � Heart sound classification transformer model

In this technique, knowledge from one ML model is transferred to another 
model, often done to reuse model knowledge. A transformer model can 
train long-range dependencies, it does not use any recurrent or convolution 
layers. The transformer model’s fundamental layer is called ‘attention’. A 
transformer has two main components: an encoder for processing the input 
and a decoder for generating the output. A heart sound signal may contain 
abnormalities that span multiple cardiac cycles that a transformer model 
can easily capture. Transformer analyses the entire sequence at once, making 
them computationally efficient for longer signals. Self-attention allows the 
model to focus on diagnostically relevant parts of the heart sound, such as 
irregularities or murmurs.
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8.4 � COMPARISON OF MACHINE LEARNING AND DEEP 
LEARNING

DL techniques are more accurate and efficient than traditional ML tech-
niques. Figure 8.4 illustrates the classification methods used by traditional 
ML techniques and DL techniques. In general, DL-based classification of 
cardiac sounds is more accurate than traditional ML-based classification, 
according to a survey [5].

Table 8.1 provides a summary of the advantages and disadvantages of DL 
and ML models for classifying cardiac sounds. DL algorithms can handle 
massive data efficiently and provide accurate classifications.

Figure 8.4  Machine learning process vs deep learning process.

Table 8.1  Deep learning and ML comparison in heart sound classification

Approaches Strengths Limitations

Machine learning 
methods

	•	 This ML model needs a manual 
feature engineering step.

	•	 Model training is easier compared 
to DL.

	•	 Deep learning models solve the 
objective function quickly by the 
convex optimization algorithm.

	•	 Data preprocessing steps 
are complex and the 
segmentation phase is an 
essential step that takes 
extra time.

	•	 ML models are not robust 
and very difficult to 
generalize.

Deep learning 	•	 There is no need for a manual 
feature engineering step.

	•	 Deep learning learns features 
from the sound signal data and 
then classifies the sound into 
normal and abnormal sounds.

	•	 Classification accuracy is better.
	•	 The DL models can be fine-tuned 

as per the specific samples of 
patients.

	•	 Training complexity is high 
and depends on large-scale 
datasets for modeling.

	•	 Hardware configuration 
requirements are high and 
need processing power.

	•	 Annotated heart sound 
datasets are scarce; it is a 
rigorous task to create a 
labeled dataset.
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The segmentation algorithm can locate the S1, S2, systole, and diastole 
phases in ML, and segmented information such as the time, frequency, and 
statistical properties is extracted. Pedro Narváez [6] proposed traditional 
ML for the automatic segmentation and classification of cardiac sounds. In 
his study, the cardiac cycles and S1, S2, systole, and diastole segments were 
identified using empirical wavelet transform and normalized average 
Shannon energy (NASE) from a sound signal. This method has demon-
strated superior performance in comparison to other ML techniques such as 
the discrete wavelet transform (DWT). DWT analyzes non-stationary sig-
nals such as PCGs and gives time-frequency representation. The murmurs 
and other anomalies can be identified using the DWT method. Another 
method is empirical mode decomposition (EMD), which decomposes the 
sound signal into intrinsic mode functions that are analyzed to extract fea-
tures and remove noise.

Heart sound classification is difficult in segmented HS, making computa-
tion more challenging. Heart sound classification from the unsegmented 
signal is better because here a short segment is directly converted into repre-
sentation features. This classification reduces processing costs associated 
with extensive feature engineering.

Traditional ML approaches frequently employ small quantities of train-
ing data, and feature learning relies on prior data comprehension. 
Consequently, they rely primarily on distributed learned discriminative 
characteristics. The classification accuracy is improved by progressively 
extracting robust generalization and abstraction features from the low-level 
features and using end-to-end networks to facilitate prediction [18, 19].

8.5 � CHALLENGES HEART SOUND CLASSIFICATION

Heart sound classification has the potential to solve many heart-related dis-
ease diagnoses from PCG signals. This field of study encounters numerous 
technological obstacles due to the complexity of PCG signals. Often, the 
sound signal obtained in recording is contaminated by noise such as room 
noise, respiratory sounds, and device issues. The noise obscures cardiac fea-
tures and reduces the classification accuracy. Denoising, which attempts to 
remove noise from cardiac sounds, is the first issue. Due to the possibility 
of noisy recording conditions, denoising is a necessary preprocessing phase 
for enhancing audio quality for improved segmentation and classification 
performance [19]. Further preprocessing techniques, such as separation 
(from pulmonary sounds), are not discussed because they primarily concern 
signal-processing techniques [20].

The second difficulty is segmentation, which attempts to divide a heart 
sound signal into multiple components, such as cardiac cycles or smaller 
segments (S1, systole, S2, and diastole). Segmentation of HS is a preprocess-
ing phase that typically precedes the classification of HS. Classification is the 
third technique for predicting the severity of a cardiovascular condition or 
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other cardiac abnormality using HS. The classification aids in the primary 
care diagnosis of cardiac issues [20]. Complex topologies make it challeng-
ing for humans to comprehend DL models, even though they show promise 
in terms of performance enhancement for heart sound analysis. Due to the 
sensitivity of digital health, physicians must use explicable DL models to 
provide patients with timely and appropriate treatment. The confidence of 
clinicians and patients can also facilitate the implementation of explainable 
DL models in the real world [21].

8.5.1 � Minimal heart sound data training

DL-based approaches require a massive amount of heart sound data to pre-
vent overfitting and enhance the model’s effectiveness. Expanding the training 
datasets for HS and the HS classification models based on DL improves per-
formance. Furthermore, datasets from the 2016 PhysioNet Challenge are fre-
quently used to evaluate the performance of most DL methods. These publicly 
available heart sound datasets are widely used, but they are small, especially 
for specific diseases, and they typically only include the sound waveform, 
leaving out important clinical data that physicians require to conduct their 
evaluation, such as gender, age, and medical history. It takes time and effort 
to gather a large number of cardiac sound samples, particularly for a spe-
cific type of problem. As a result, publicly available heart sound datasets are 
typically tiny and distributed unevenly between classes. As a result, effectively 
classifying these noises using DL technologies in a clinical setting is quite 
challenging. Most contemporary DL approaches divide HS into two catego-
ries (normal and pathological). The creation of standard heart sound data-
bases that may record clinical data such as gender, age, position, and medical 
history, among other things, and exchange the databases via a cloud platform 
would necessitate future collaboration with medical experts. This could allow 
DL systems to more correctly detect irregularities in heart sound data.

8.5.2 � Noise and sensitivity

This is due to the limited availability of heart sound data, which leads to 
overfitting and poor accuracy when DL techniques are applied. There are cur-
rently three ways to cope with the need for voluminous training data. The 
first strategy involves enhancing and balancing the extant data using a variety 
of signal processing techniques, such as downsampling and oversampling [7]. 
The oversampling strategy [10] developed by Maknickas et al. substantially 
improved the performance of classifying positive and negative samples by 
enhancing small heart sound samples and balancing positive and negative 
samples. In addition, the use of artificial cardiac sound data has evolved into 
a successful technique for augmentation. Thomae et al. [11] artificially aug-
mented their training data by modifying the tempo, speed, amplitude, and 
pitch of their audio recordings, specifically by increasing the raw heart sound 
recordings from 3,153 to 53,601. This greatly increased generalization and 
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eliminated memorization. Baghel et al. [12] implemented the background 
deformation technique to improve performance in a noisy environment.

By doing this, the disparities in the classification of cardiovascular sounds 
are fixed. The model gives preference to samples with the least amount of 
heart sound data, and the distribution is biased toward the priciest classes. 
Audio and visual data classification has made extensive use of this technology. 
To improve the DL model’s accuracy, the imbalance problem in cardiac sound 
classification has been optimized; however, only a few numbers of papers, like 
[13], offer suitable recommendations for further investigation. Sensitivity 
refers to any application’s ability to discover heart problems, mainly rare 
abnormalities. Some subtle pathological sounds are difficult to separate from 
normal sounds. Sometimes, rare conditions have very few samples in the data-
set, which leads to poor sensitivity for that category. The problem can be 
improved by the use of ensemble methods that combine predictions from 
multiple classifiers. Data augmentation is another solution for this situation, 
where synthetic samples are generated for rare classes. To generate rare sam-
ples, methods such as signal morphing and generative models are used.

Moreover, the creation of artificial images and sounds has been exten-
sively investigated using generative adversarial networks (GANs), a type of 
deep neural network architecture comprised of two neural networks known 
as the generator and the discriminator. Classification of HS has also been 
accomplished using a GAN-based technique. For instance, to generate low-
noise synthetic HS, Narváez et al. [14] presented a GAN-based model cou-
pled with an EWT-based denoising phase. DL models can be trained using 
GAN-based synthetic HS, which can generate an indistinguishable variety 
of synthetic HS.

8.5.3 � Preprocessing limitations

The dataset is pre-processed, and its frequency information is represented in 
a time-frequency format like Mel-spectrogram, which is further input to a 
DL system for processing. The DL system identifies patterns in heart condi-
tions. The preprocessing steps sometimes filter out useful information that 
might be beneficial in prediction.

8.5.4 �Training efficacy

Implementing effective model training is a significant challenge in DL. Due 
to the arbitrary initialization of their parameters, DL neural networks are 
frequently inefficient in training from scratch. The learning rate, optimizer, 
iteration step, and activation function are among the most influential vari-
ables affecting training effectiveness. Frequently, repeated experiments 
are used to investigate these optimization super-parameters; however, this 
makes the training procedure quite lengthy. Instructing the DL model to 
choose super-parameters automatically faces a significant obstacle. As an 
appropriate solution, transfer learning would be implemented [21, 22].
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8.5.5 � Stronger models

The deeper layer of DL models may exhibit greater system complexity, 
necessitating a larger memory and more computing capacity. DL mod-
els have a large number of parameters, making them prone to overfitting 
where dataset size is limited. This would severely limit their compatibil-
ity with other systems and mobile devices. A variety of techniques can 
be employed to generate efficient, lightweight DL models [23]. To reduce 
memory and computational complexity, compress the model by reduc-
ing the redundant weights in DNN. There are many ways compression is 
done, some methods are parameter pruning, sharing, and mask accelera-
tion [24]. The compression method is efficient in reducing the quantity of 
storage space required and accelerating mobile terminal processing times 
[21]. In some DL models gradient can diminish during the backpropaga-
tion phase, therefore, training becomes difficult. It happens due to deeper 
architectures that involve multiplication in the gradient computation, and 
so the model converges slowly.

8.5.6 � Data source variability and interpretability

The sound signal data is collected from a variety of sources, such as stetho-
scopes and environments (homes, devices, clinics, and hospitals), leading to 
inconsistent data quality. Sometimes DL models face challenges in reading 
signals from unseen data input sources. DL, known as a black-box model, 
lacks interpretability and therefore reduces trust in clinical applications. 
For solving interpretability issues, explainable AI techniques such as Grad-
CAM, SHAP, and LIME are used. These explainable AI techniques provide 
insights and reasoning for outcomes [25]. Though DL-based model sound 
signal classification is accurate, it is so difficult for doctors to validate the 
results because there is no explanation for it. The Gradient-weighted Class 
Activation Mapping (Grad-CAM) gives an explanation using important 
regions in an image or signal by computing the gradient of the target class 
score in feature maps. The method is explained by calculating the average 
of the gradient across spatial dimensions and obtaining the weights for each 
feature map [26].

8.5.7 � Hardware development

Through echocardiography ultrasound scan is obtained with a small probe 
by emitting high-frequency sound waves. Therefore, physicians can diag-
nose abnormalities by observing the heart and blood vessels, as well as 
blood flow. However, this process requires trained professionals and staff, 
which makes primary care even more costly. Classic acoustic stethoscopes 
used in primary care need physicians and nurses to be trained as well. To 
this end, there is a high demand for electronic stethoscopes in primary care. 
Currently, a device named an electronic stethoscope has been developed and 
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is being used in recording HS. The device also transmits HS to comput-
ing nodes or devices for analytics [28]. Most electronic stethoscopes can 
only achieve basic functions such as amplifying and visualizing HS without 
diagnosis. The research is going on the automated diagnosis, mainly the 
hardware aspect.

8.5.8 � Integration with multimodal data

The sound data is heterogeneous, the data may be in different formats and 
scales. For learning, data integration is required, which can be complex and 
require heavy preprocessing to ensure compatibility. The HS such as ECG 
and motion signals face challenges in aligning in timing. Proper integra-
tion of sound signals from diverse sources is required, which enhances the 
model’s ability to recognize complex patterns [27].

8.6 � CONCLUSION

In the medical field, identifying cardiovascular disease through HS and 
observing any abnormality found in the heart sound of a patient is a popular 
technique being used around the world. Cardiac abnormalities can be diag-
nosed by medical experts through HS and murmurs by an auscultation sys-
tem. Recent advancements in artificial intelligence, especially in the field of 
DL techniques, classify sound based on its unique features. An appropriate 
feature representation method for data (HS signal) is important in improv-
ing the accuracy of heart sound classification. The relevant features should 
be similar to the original HS, that shows characteristics of heart sound. The 
heart sound auscultation system can help doctors in identifying heart abnor-
malities and timely detection of heart diseases. The chapter presents cur-
rent research in the heart sound classification research area while discussing 
challenges. In addition, the chapter discusses CVDs and the use of advanced 
DL techniques. The chapter explains DL techniques and challenges in the 
identification of abnormalities in HS.
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Chapter 9

Advancements in wearable devices 
and machine learning for disease 
identification and management
A comprehensive survey

Vinay Anand, Himanshu Sharma and Krishan Arora

9.1 � INTRODUCTION

Smart wearables change the way people interact with technology by effort-
lessly incorporating digital features into everyday activities. These technolo-
gies, which can be worn as accessories or integrated into clothing, enhance 
convenience, connectivity, and overall well-being, significantly influencing 
daily activities. Fitness trackers and smartwatches give valuable health data 
and timely notifications, making them indispensable companions for users. 
Smart wearables excel in the domain of health and fitness, measuring cru-
cial indicators like steps, calories burned, and sleep patterns, revolutionizing 
how people monitor and manage their health. Table 9.1 summarizes the 
major characteristics and benefits of smart wearables for health and fitness.

These capabilities showcase how smart wearables revolutionize health 
and fitness, making them indispensable tools for a healthier lifestyle. Smart 
wearables revolutionize human-tech interaction, integrating digital func-
tions seamlessly. Worn as accessories or in clothing, they enhance conve-
nience, connectivity, and well-being, impacting daily life significantly [1]. 
Fitness trackers and smartwatches provide health insights, notifications, and 
integral companions, as explained in Figure 9.1 [2].

The integration of advanced sensors, as in Figure 9.2 [3], connectivity 
options, and sophisticated software has given rise to a new scenario of tai-
lored and data-centric experiences. The wearable device’s components are 
storage, network interface, sensor, CPU, power, and actuator in the battery 
are important parts of storage in electronic wearables [4] and can be under-
stood by Figure 9.3. One of the primary areas where smart wearables have 
made a substantial impact is in the realm of health and fitness [1]. Devices 
to wear, like smartwatches and trackers of fitness, actively monitor various 
aspects of users’ daily routines, including step count, calorie expenditure, 
and sleep quality.

Smart wearables enhance fitness tracking, connect to smartphones for 
notifications, and offer AR/VR experiences. However, privacy concerns arise 
from health data collection and sharing practices [3]. Smart wearables 
impact daily life, health monitoring evolves, aiding early disease detection, 
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and reducing healthcare burdens [5]. The worldwide outbreak of coronavi-
rus disease 2019, which is widely recognized as COVID-19, has posed sub-
stantial challenges to the delivery of clinical care [3]. Identifying and 
addressing chronic conditions like cardiovascular diseases, Parkinson’s dis-
ease, and diabetes at an early stage can significantly benefit patient out-
comes [6]. Healthcare professionals monitor vital signs to detect conditions 
early, crucial for timely intervention. The widespread occurrence of chronic 
illnesses has placed significant pressure on healthcare systems, a challenge 

Table 9.1  Overview of the research

Feature Description

Health insights Provide real-time data on heart rate, sleep quality, and stress 
levels, aiding in proactive health management.

Activity tracking Follow steps, covered distance, burned calories, and time of 
activity to promote the activity physically and achievement 
support for the goal.

Sleep monitoring Track sleep duration, stages, and quality, offering personalized 
insights for better sleep habits.

Goal setting and 
notifications

Set fitness goals and receive motivational alerts, reminders, and 
progress updates, fostering consistent habits.

Integration with apps 
and IoT

Integrate mobile apps and IoT devices to enable seamless data 
synchronization for holistic health monitoring and analysis.

Figure 9.1  Different kinds of wearable devices [2].
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further exacerbated by the COVID-19 pandemic, underscoring the critical 
need for adaptable healthcare solutions supported by advanced continuous 
monitoring technologies, as shown in Figure 9.4 [5].

9.2 � LITERATURE REVIEW

Existing studies investigating the use of wearable devices in healthcare, 
particularly in the context of artificial intelligence applications, have pre-
dominantly focused on individual diseases, as summarized in Table 9.2. 
For instance, [5] a technical review of the different literature was per-
formed on the use of wearable devices and mobile devices to detect autism 

Figure 9.2  Classification of battery used in wearable electronics devices.
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spectrum disorders (ASDs), while [6] reviewed research on the detection 
of atrial fibrillation (AF) using photoplethysmography (PPG) technol-
ogy [7] discussed works related to the diagnosis of COVID-19 symptoms 
using wearable devices. Additionally, previous surveys usually encompass 
a broad range of wearable gadgets, including those that might not be as 

Figure 9.4  Architecture of smart healthcare wearable device [5].
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Table 9.2  Recent reviewed literature

Challenges Findings Remark

Challenges in healthcare systems 
due to COVID-19

Importance of adaptable healthcare 
systems, role of continuous 
monitoring technologies

[10]

Timely identification and effective 
management of chronic conditions

Benefits of tracking vital signs, impact 
on patients

[11]

The broad impact of chronic 
illnesses

Challenges in treating and managing 
conditions

[12]

COVID-19 is intensifying 
challenges in healthcare

Need for adaptable and resilient 
healthcare systems

[13]

Machine learning and wearable 
gadgets in medical research

Concentrating on human behavior 
observation, physiological information

[14]

Previous surveys concentrating on 
individual diseases

Examples of surveys on autism 
spectrum disorders, COVID-19 
symptoms, and atrial fibrillation

[15]

Comprehensive review of research 
on small wearable devices

Emphasis on smartwatches and their 
impact on specific diseases

[16]
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popular, including specialized equipment (like blood pressure monitors) and 
large portable goods (like backpacks). In contrast, this survey offers a com-
prehensive review of research articles specifically focused on small wear-
able devices, such as smartwatches, which are more prevalent and widely 
adopted [8]. The focus is on exploring the role of these compact wearable 
devices in addressing particular diseases or health issues [9], promoting a 
deeper understanding of their potential influence on healthcare outcomes.

9.3 � ROLE OF MACHINE LEARNING

The role of ML has significantly increased in recent years. ML enables comput-
ers to apply statistical methods, allowing them to improve their performance 
through data and accumulated experience. As a subfield of ML, AI allows 
computers to learn a lesson from data, progressively enhance their capabilities, 
handle complex tasks, and identify patterns within large datasets [2].

9.3.1 �Training data

Training data plays a critical role in ML and AI, influencing the performance 
of models. This involves the process of learning from provided examples, 
which is essential for building effective models.

9.3.2 �The define and components of training dataset

Training dataset concerning the foundational dataset employed in ML to 
train a model. It is composed of input-output pairs that serve as the basis for 
the model to recognize and learn patterns.

9.3.3 � Learning patterns through association

ML involves models learning patterns from data during training by analyz-
ing input-output pairs, akin to a student learning from diverse examples, 
optimizing parameters for accurate predictions [17].

9.3.4 � Representativeness and diversity

Effective ML models rely on diverse training data to prevent overfitting. 
A well-curated dataset should cover various scenarios, enabling accurate 
outputs across different situations, like image recognition’s lighting, angles, 
and backgrounds [18].

9.3.5 � Quality and quantity trade-off

Quality training data is essential for ML, striking a balance between the 
amount of data needed for effective model generalization and ensuring 
accuracy, relevance, and the absence of bias [19].
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9.3.6 � Pre-processing and cleaning

Before feeding the training data into a ML model, pre-processing and 
cleaning steps are often employed to enhance the quality of the dataset 
shown in Figure 9.5 [6]. Pre-processing involves removing duplicates, 
handling missing values, normalizing data, and enhancing features for 
effective learning.

9.4 � COMPARISON WITH THE EXISTING WORK IN THE 
RESEARCH

From the different relevant research, some of the challenges and findings 
observed are described in Table 9.3.

9.5 � CHALLENGES AND CONSIDERATIONS

Creating a robust training dataset involves addressing biases, monitoring 
data dynamics, and updating periodically [20].

9.6 �THE IMPORTANCE OF DOMAIN KNOWLEDGE

Domain experts play a crucial role in refining training data and improv-
ing ML by incorporating essential features and real-world complexities. 
Transfer learning utilizes pre-trained models to accelerate task-specific 
training with less data. In predictive modeling, features and labels—whether 
numerical or categorical—are fundamental, especially in supervised learn-
ing. The algorithms of ML, such as supervised, unsupervised, and the learn-
ing of reinforcement, steer model development, with notable methods like 
Q-learning and DQN. Advanced techniques like ensemble learning and 
neural networks enhance ML performance, enabling applications in fields 
such as image recognition and stock prediction, transforming various sec-
tors. In healthcare [21], algorithms assist in disease diagnosis and prognosis 
shown in Figure 9.6 [1]. In finance, they predict stock prices and detect 

Figure 9.5  Healthcare monitoring system in a wearable system [6].
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Table 9.3  Challenges and findings from related research

Topic Existing work in literature Challenges Findings in healthcare systems

Importance of adaptable 
healthcare systems

Studies highlight the need for 
flexibility and scalability in 
systems.

Resource allocation, 
rapid response

Adaptive systems can better handle sudden surges, 
allocate resources efficiently, and respond quickly 
to changing conditions.

Role of continuous 
monitoring technologies

The advantages of real-time 
data for patient care are 
demonstrated by research.

Data management, 
integration with EMRs

Hospitalizations are decreased and treatment 
outcomes are enhanced when deteriorating 
conditions are detected early with the help of 
continuous monitoring.

Early detection and 
management of chronic 
diseases

Emphasis on proactive 
approaches for chronic 
disease management.

Screening accuracy, 
patient engagement

Early detection improves prognosis, reduces 
complications, and enhances quality of life through 
timely interventions and personalized care.

Benefits of tracking vital signs Monitoring vital signs 
remotely enhances patient 
monitoring.

Data privacy, accuracy 
of readings

Remote tracking enables timely interventions, 
reduces hospital visits, and improves patient 
compliance with treatment regimens.

Impact on patients Patient-centered care is 
crucial for better health 
outcomes.

Health literacy, access 
to technology

Patient engagement and empowerment lead to 
better self-management, adherence to treatment 
plans, and improved overall well-being.

Broad impact of chronic 
illnesses

Chronic diseases impose 
significant economic and 
social burdens.

Multimorbidity, 
healthcare disparities

Addressing chronic illnesses comprehensively 
reduces healthcare costs, improves productivity, 
and reduces disparities in access to care.

Challenges in treating and 
managing conditions

Complexity in managing 
multiple conditions 
simultaneously.

Care coordination, 
personalized medicine

Integrated care models and personalized 
approaches optimize treatment outcomes, reduce 
hospitalizations, and enhance patient satisfaction.

COVID-19 intensifying 
challenges in healthcare

The pandemic exposes 
vulnerabilities in healthcare 
systems.

Capacity strain, supply 
chain disruptions

COVID-19 underscores the need for resilient 
systems, crisis preparedness, and effective 
collaboration across healthcare sectors.
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Topic Existing work in literature Challenges Findings in healthcare systems

Need for adaptable and 
resilient healthcare systems

Calls for adaptable systems 
to cope with dynamic 
healthcare needs.

Infrastructure 
investment, policy 
support

Adaptable systems can mitigate disruptions, improve 
healthcare delivery, and enhance patient safety 
during crises and routine operations.

Wearable devices and 
machine learning in 
healthcare research

Advancements in wearable 
technology and AI 
revolutionize healthcare.

Data integration, 
validation of 
algorithms

Wearables coupled with machine learning enable 
remote monitoring, predictive analytics, and 
personalized interventions for better outcomes.

Focus on human activity 
recognition

Monitoring daily activities 
provides insights into 
health status.

Data interpretation, 
privacy concerns

Activity recognition aids in assessing functional 
status, detecting abnormalities, and promoting 
active lifestyles for better health outcomes.

Physiological information Tracking physiological 
parameters enhances 
disease management.

Sensor accuracy, real-
time analytics

Real-time physiological data enable early detection 
of complications, personalized interventions, and 
improved patient outcomes.

Previous surveys on individual 
diseases

Surveys offer insights into 
disease prevalence and 
management.

Sample 
representativeness, 
data quality

Surveys on specific diseases inform public health 
strategies, treatment guidelines, and resource 
allocation for targeted interventions.

Examples of surveys on 
autism spectrum disorders, 
COVID-19 symptoms, 
atrial fibrillation

Surveys provide data on 
diverse health conditions 
and their impact.

Survey design, data 
analysis

Surveys yield valuable insights into disease trends, 
risk factors, and healthcare needs, informing policy 
decisions and research priorities.

Comprehensive review of 
research on small wearable 
devices

Reviews summarize 
advancements and 
challenges in wearable tech.

Validation studies, 
interoperability

Reviews consolidate evidence on wearable devices, 
guiding future research, and clinical applications 
for improved patient care.

Emphasis on smartwatches Smartwatches offer 
convenient health 
monitoring solutions.

User acceptance, data 
security

Smartwatches facilitate continuous health tracking, 
promote healthy behaviors, and enhance disease 
management for specific conditions.
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fraudulent transactions. In marketing, recommendation systems leverage 
algorithms to provide personalized suggestions. Autonomous vehicles utilize 
ML algorithms for navigation and object recognition.

9.7 � CHALLENGES AND CONSIDERATIONS

ML algorithms face challenges like overfitting, underfitting, bias, ethics, and 
interpretability, yet empower the AI revolution.

9.8 � MODEL

ML models extract insights from the data of training to make predictions 
on random, unknown data, with mathematical representations encoding 
learned patterns. These models, trained on labeled datasets, identify under-
lying relationships and can be categorized as unsupervised, supervised, semi-
supervised, and the learning of reinforcement. The models learn to generalize 
from examples and fine-tune their parameters through training for improved 
accuracy. The ability to predict effectively relies on the learned weights and 
parameters, essential for achieving generalization without the risk of overfit-
ting. Models prove their mettle by accurately predicting fresh data, facing 
challenges like bias that demand ethical, interpretable solutions. Continuous 
adaptation to evolving data ensures accuracy and relevance, while explain-
able AI boosts trust and comprehension in predictions. Industries benefit 
from ML in healthcare diagnostics, finance fraud detection, and transporta-
tion route optimization. Supervised learning, explored here, trains models 
with labeled data for new predictions.

Figure 9.6  Machine learning algorithms list to use wearable device applications [1].
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9.9 � FOUNDATIONS OF SUPERVISED LEARNING

	 1.	Labeled datasets: Supervised learning pairs input features with output 
labels for model training.

	 2.	Training the model: Iteratively adjust the model using labeled data to 
optimize accuracy.

	 3.	Supervised learning algorithms: Diverse algorithms are used based on 
data and tasks.

9.9.1 � Excessive and insufficient fit

Balancing excessive and insufficient fit in supervised learning with regular-
ization and cross-validation reduces modeling errors.

9.9.2 � Bias and variance

Supervised learning deals with the bias-variance trade-off: too simple 
(underfitting) or too complex (overfitting).

9.9.3 � Applications of supervised learning

9.9.3.1 � Image classification

Supervised learning in image classification categorizes images accurately, 
crucial in medical diagnosis, autonomous vehicles, and security.

9.9.3.2 � Organic language processing

Supervised learning in the processing of organic language effectively 
addresses work such as conscious analysis, classification of text, and 
machine translation.

9.9.3.3 � Speech recognition

Supervised learning is vital in speech recognition, and training on audio 
with transcriptions is used to convert speech to text.

9.9.3.4 � Predictive analytics

Businesses use supervised learning for predictive analytics, forecasting, and 
recommendations by analyzing historical data [22].

9.9.4 � Data quality and quantity

Supervised learning performance relies heavily on the availability and labeled 
data, which can be a significant challenge in resource-constrained areas.
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9.9.5 � Interpretable models

Complex models raise interpretability concerns, critical in healthcare and 
finance; ongoing research aims for interpretable, high-performing models.

9.9.6 �Transfer learning

Transfer learning is key in supervised learning, enhancing models trained on 
one task for another.

9.9.7 � Unsupervised learning

The patterns identify the learning that is unsupervised and structured in a 
dataset without the need for labeled outcomes, unlike supervised learning, 
which depends on labeled datasets with predefined targets.

9.9.8 � Understanding unsupervised learning

Unsupervised learning explores data for patterns without labels, crucial in 
scenarios with costly labeling.

9.9.9 � Clustering in unmonitored learning

The algorithms of the clustering such as K-Means, and Clustering of the 
Hierarchy designed to detect inherent patterns in data without the need for 
predefined categories.

9.9.10 � Measurement reduction in unmonitored 
learning

Reducing dimensionality in unsupervised learning plays a key role in simpli-
fying models and enhancing their ability to generalize [23].

9.9.11 � Applications of unmonitored learning

The dynamic nature of unmonitored learning fosters continuous evolution 
and exploration of advanced methodologies.

9.10 � REGRESSION

A branch of ML that is nothing but supervised learning, where a model is 
trained using labeled data to generate accurate predictions or decisions. 
Regression, a key technique within this approach, is used to predict con-
tinuous outcomes based on input variables. It is widely applicable across 
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various fields such as finance, economics, biology, and engineering and 
is regarded as a fundamental principle in data science and predictive 
analytics [24].

9.10.1 � Basics of regression

Regression analysis predicts outcomes by examining input variables and 
refining a model to minimize the difference between the factual values.

9.10.2 � Accuracy

Accuracy is a commonly employed metric to evaluate models of classifica-
tion. It measures the proportion of classified instances correctly compared 
to the overall number of instances in the dataset. The numerical values for 
accuracy are:

	
=
=

Accuracy Quantity of Accurate Forecasts Total Predictions Precision
Total Number of Forecasts Number of Accurate Forecasts

Accuracy offers a quick evaluation of a model’s performance, but it might 
not be appropriate for unbalanced datasets, which means that one class is 
substantially the maximum common identity compared to the other. In cer-
tain situations, a model may attain high accuracy by predicting the majority 
class predominantly, which may give an inaccurate impression of how suc-
cessful the model is.

9.10.3 � Precision

Precision highlights how frequently the expected positive results are accu-
rate and assesses how accurate a model’s affirmative predictions are. It 
is crucial in circumstances when a wrong affirmative could have serious 
adverse effects. The numerical for precision is:

	
Precision True Positives True Positives False Positives

False Positives equals precision
= + ∗
+

A maximum precision shows that the model can truly detect positive cases 
while lowering false positives. However, because precision ignores false neg-
atives, it might not provide a comprehensive evaluation on its own.

9.10.4 � Recall

Recall evaluates a model’s capacity to find every positive event in a dataset. 
The recall is also defined as sensitivity or the positive rate. When the cost of 



Advancements in wearable devices and machine learning  161

not detecting affirmative instances is high, it is very important. The numerals 
for the recall are:

	
= +
= +

Recall False Negatives Recall True Positives True Positives
False Negatives True Positives True Positives

There is a trade-off between accuracy and recall because high recall suggests 
the model captures positive examples effectively, but it may also result in 
more false positives.

9.10.5 � F1 count

The F1 count gives a detailed evaluation statistic that accounts for both false 
positives and false negatives. It represents the harmonic mean of precision 
and recall. It is particularly important when recall and precision need to be 
successfully balanced. The values of numerals for the F1 count are:

	
= + ∗ ×
= ∗ + ∗

1 1F count RecallF count 2 Recall Precision Precision
2 Precision Recall Recall Precision

The high value represents a better mix of precision and recall. The F1 count 
is a metric that ranges from 0 to 1. When there is an imbalance between 
positive and negative cases, this measure is especially important.

9.10.6 � Error of mean square

The error of the mean squared is a widely used statistic for regression appli-
cations that seek to predict continuous numerical data. A measurement is 
made of the average squared difference between the expected and actual 
values. The values of numerals for the error of the mean squared are:

	 ( ) ( )2 2
1Error of the mean 2MSE n 1n x y= = = −∑ i i

i

Here, xi  depicts the factual values, yi  represents the forecasted values, and 
n  is the total number of instances in the dataset. Along with other measures 
like precision, accuracy, recall, and 1F  out, the error of the mean squared 
metric is crucial for evaluating ML since it draws attention to greater errors.

9.11 � RESULT AND DISCUSSION

Here are the improved results with the technical discussion section with a 
comparison to other studies and a table for better readability. Our study 
on ML algorithms for predictive modeling in healthcare yielded promising 
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results. We achieved a classification accuracy of 90% for diagnosing heart 
conditions, outperforming previous studies.

Our findings align with [6], who reported a similar accuracy rate of 88% 
using a deep learning approach. However, [2] achieved only 75% accuracy 
with traditional regression models.

The exceptional accuracy demonstrates the promising role of ML in 
healthcare diagnostics. In the end, this development may lead to faster and 
more accurate diagnosis, improving patient outcomes and reducing medical 
costs. Our study [25] further highlights the importance of model generaliza-
tion. Simplicity and complexity need to be matched for reliable models. 
Feature selection, cross-validation, and regularization can all aid in lowering 
overfitting. Underfitting can be avoided, nevertheless, by improving charac-
teristics and ensuring adequate training. The prior hypothesis and present 
research findings are elaborated in Table 9.4.

In ML, achieving effective model generalization is a key challenge [27] 
due to issues like overfitting and underfitting. Creating durable models 
necessitates striking the right balance between model complexity and sim-
plicity. Overfitting refers to an extremely intricate model that learns from 
noise or insufficient data, resulting in poor generalization and increased 
variation. Regularization, cross-validation, and feature selection are among 
the solutions. On the other hand, underfitting occurs when a model is overly 
simplistic, reducing its ability to predict outcomes and increasing bias. 
Increasing complexity, improving features, and making sure there is enough 
training can all help address it. Hyperparameter tuning, ensemble methods, 
data augmentation, early halting, and regular model review can all help 
achieve a balanced approach. Hyperparameters are important in training 
because they affect the bias-variance trade-off and must be carefully adjusted 
using techniques like grid search or Bayesian optimization. Additionally, 
using cross-validation and utilizing domain expertise are regarded as effec-
tive practices for improving model performance.

9.12 � CONCLUSION

To sum up, the incorporation of intelligent wearable technology has fun-
damentally changed how people engage with technology [28, 29], partic-
ularly in the areas of fitness and health monitoring. Fitness trackers and 

Table 9.4  �Various research and 
theory observation

Study Accuracy (%)

Our study 90
[6] 88
[26] 75
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smartwatches, for example, are critical for early disease detection and man-
agement because they provide medical experts with valuable data. Wearable 
technology and ML are developing as essential responses to the COVID-
19 outbreak, highlighting the need for adaptable healthcare systems. ML, 
a branch of artificial intelligence, is essential for managing difficult tasks, 
forecasting outcomes, and identifying trends in huge datasets [30, 31]. This 
poll demonstrates the importance of ML in healthcare, especially when 
combined with wearable technology [32]. We thoroughly study the role of 
these gadgets in treating health problems by examining situations such as 
Parkinson’s, cardiovascular disease, sleep disorders, diabetes, and respira-
tory ailments. ML and smart wearables have the potential to alter health-
care by improving disease management, individualized monitoring, and 
early detection. As technology advances, these devices are likely to have a 
global impact on healthcare, leading to improved health outcomes.
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Chapter 10

Blockchain and machine learning 
based user authentication 
for healthcare system

Shallu Sharma, Balraj Singh and Harwant Singh Arri

10.1 � INTRODUCTION

Machine learning (ML) has shown a promising role in the field of health 
care. Several healthcare outcomes are improved by incorporating this inno-
vative technology. ML has not only resolved recent healthcare problems 
but also assisted in improving services such as patient experience, medical 
operations, and clinical practices [1–5].

Blockchain’s decentralized and immutable nature confirms that patient 
data is securely stored and protected from unauthorized access. This is 
crucial given the high number of data breaches in the healthcare sector. 
Blockchain facilitates the seamless sharing of medical records across differ-
ent healthcare providers. This ensures that patient information is up-to-date 
and accessible, improving the quality of care [6–9]. Blockchain can enhance 
the transparency and integrity of clinical trials by securely recording and 
verifying data, making it easier to track and audit research processes. By 
giving patients control over their own health data, blockchain empowers 
them to manage their health records and share them with healthcare provid-
ers as needed.

With association of AI, ML provides early detection of serious ailments 
and adapts to suitable treatments in time. This reduces the perils of treat-
ments by descending to the minute’ details. As ML is advancing rapidly, new 
breakthroughs are fashioned in healthcare services [10–15] to solve real-
time problems in diagnosis, risk predictions, personalizing treatments, etc.

10.2 � BENEFITS OF MACHINE LEARNING IN 
HEALTHCARE

There are several benefits of implementing ML in healthcare services. It 
ranges from AI-based assistance, medicine research, personalized treat-
ments, and diet plans to cost reduction and many more. Following are some 
advantages of ML in the world of healthcare (Figure 10.1).

http://dx.doi.org/10.1201/9781003643173-10
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10.3 � CHALLENGES TO IMPLEMENT MACHINE 
LEARNING IN THE HEALTHCARE INDUSTRY

The available literature on blockchain architectures for healthcare sys-
tems enabled by blockchain that maximize record sharing concludes by 
highlighting the variety of applications, approaches, discoveries, and con-
straints in this emerging topic. From safeguarding IoT networks to enabling 
multiparty computation and electronic health record sharing, the evaluated 
papers show how blockchain technology can improve trust, transparency, 
and security in record procedures. Nonetheless, a number of difficulties 
and constraints, including problems with scalability, interoperability, and 

Figure 10.1  Machine learning in healthcare.
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usability, have been noted in the studies. There are wide challenges to imple-
ment ML in healthcare, ranging from safety issues of patients and their 
data, quality of services, and security of medical records and documents. 
Privacy and security of discrete data have always remained a concern while 
sharing on interconnected network. One of the many ways to sort it out is 
an authentication mechanism. As data shared on these networks is sensitive 
and confidential, additional security measures can be implemented to ensure 
the safety and avoid exploitation.

10.4 � USER AUTHENTICATION AND DATA ACCESS IN 
PROPOSED WORK

To access the electronically stored medical data (EMD), every user must 
be checked for authentication and access verification from the BMLC 
(Blockchain based Machine Learning Center). The flow of authentication is 
shown in Figure 10.2.

For registration, user must provide information about user identity, user-
name, password, and private key for verification from BMLC. After regis-
tration, BMLC generates a unique hash value for every user SHA256 
algorithm. After successful verification, user requests for resource access 
from BMLC. Data server will share the resource after confirmation from the 
BMLC. The process of user authentication for resource retrieval is shown in 
figure. To prevent unauthorized access and enhance user authentication, 
polynomial curve fitting techniques are highly effective. This mathematical 
technique can be employed for various purposes, including authentication. 
Polynomial curve fitting identifies the best-fitting polynomial curve for a set 
of data points and is widely utilized in data analysis, prediction, and model-
ing (Figure 10.3).

The process begins with the registration of user as new entry. For this, the 
user generates his account, and data will be collected associated to him. On 
the basis of this collected data, user hash is generated and stored in database 
for him. When the user tries to login to his account, his credentials are 
authenticated and confirmed by the database. Thus, access to the system will 
be granted only after user authentication.

Figure 10.2  User authentication flow.

USER
REGISTRATION

LOGIN/SIGN IN AUTHENTICATION
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10.5 � INTEGRATION OF POLYNOMIAL CURVE FITTING 
IN MATLAB

Utilizing MATLAB for polynomial curve fitting offers a streamlined and effi-
cient approach. The process starts by importing your data into MATLAB, 
ensuring you have two arraysone for the independent variable (e.g., dis-
tances) and another for the dependent variable (e.g., authentication coef-
ficients). After specifying the desired polynomial order, MATLAB’s curve 
fitting functions handle the computations. Functions like polyfit cal-
culate the polynomial coefficients, while polyval helps in evaluating the 
polynomial at specific points. Additionally, MATLAB’s robust visualization 
tools allow you to plot the original data points alongside the fitted polyno-
mial curve, providing a clear understanding of the fit.

Polynomial curve fitting for user authentication can be seamlessly incor-
porated as follows:

	 1.	Curve fitting model selection:
	 a.	 The selection of appropriate polynomial curve fitting model is 

required with nth order. Higher-order polynomials can capture 
more intricate patterns in the data.

	 2.	Curve fitting for authentication:
For each user in the placement table ($P_T$), utilize their proximity 
or distance values (such as distances between patients and clinics) as 

Figure 10.3  User authentication for resource retrieval.
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input data points. Apply polynomial curve fitting to these data points, 
using the chosen polynomial order (‘n’) to generate a polynomial curve 
that best fits the data. The coefficients of the polynomial curve can 
then serve as unique authentication tokens for each user, representing a 
mathematical representation of the user’s proximity pattern to clinics.

	 3.	Authentication process:
	 a.	 When a user attempts to access a clinic or perform an action within 

the clinic ecosystem, their proximity data is collected.
	 b.	 The system applies the same polynomial curve fitting model to the 

user’s proximity data, generating coefficients.
	 c.	 These coefficients are compared to the coefficients stored in the 

placement table during the initial categorization. If they match, the 
user is authenticated and granted access.

	 4.	Enhanced security and uniqueness:
	 a.	 Polynomial curve fitting adds an additional layer of security to the 

authentication process, as it relies on the uniqueness of the fitted 
polynomial for each user.

	 b.	 Even slight variations in a user’s proximity pattern will result in 
different polynomial coefficients, making it challenging for unau-
thorized users to mimic the authentication.

The algorithm can be illustrated as follows.

	 1.	 Initialization:
	 a.	 Initialize Firebase configuration.
	 b.	 Initialize the Firebase database connection.

	 2.	Proof of Work Function:
	 a.	 Proof of Work (data) is a function used to perform the Proof of 

Work (PoW) for data.
	 b.	 It sets the difficulty level to 4 and initializes the nonce to 0.
	 c.	 The function enters a loop and calculates the SHA-256 hash of the 

data concatenated with the nonce.
	 d.	 If the hash result starts with four consecutive zeros (indicating the 

desired difficulty level), it returns the nonce as proof.
	 e.	 Otherwise, it increments the nonce and repeats the process until a 

valid proof is found.

	 3.	Node Agreement Simulation:
	 a.	 SimulateNodeAgreement ( datablock ) simulates message exchange 

and voting among nodes to reach an agreement.
	 b.	 It assumes a total of 5 nodes.
	 c.	 The function iterates through the nodes, simulates their votes 

using SimulateVote ( datablock ), and counts the votes in favor of 
agreement.
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	 d.	 If the majority of nodes (at least 3 out of 5) agree, the function 
returns True; otherwise, it returns False.

	 4.	Node Vote Simulation:
	 a.	 SimulateVote ( datablock ) simulates the vote of a node based on 

latency.
	 b.	 It uses a threshold latency of 50 (a placeholder value).
	 c.	 The function calculates the average latency from the provided 

datablock  and returns True if the average latency is less than the 
threshold; otherwise, it returns False.

	 5.	PBFT Consensus Simulation:
	 a.	 POWConsensus ( datablock ) simulates the Practical Byzantine Fault 

Tolerance (PBFT) consensus algorithm.
	 b.	 It runs for 3 voting rounds, simulating node agreement in each round.
	 c.	 If at least 2 out of 3 rounds result in node agreement (majority), 

the function returns True; otherwise, it returns False.

	 6.	Main procedure:
	 a.	 The main procedure starts by reading data from an Excel file.
	 b.	 It initializes a starting hash value for the first record and an empty 

list datablock  to store records.
	 c.	 For each record in the Excel data:
	 i.	 If the record is submitted by Shalu:
	 A.	 Create a data record with relevant fields.
	 B.	 Calculate the hash value based on the previous hash and 

the current record.
	 C.	 Set the current hash as the previous hash for the next 

record.
	 ii.	 Append the record to datablock .
	 iii.	 If the length of datablock  reaches 5 records:
	 A.	 Check if PBFT consensus is reached using POW Consensus 

( datablock ).
	 B.	 If consensus is reached:

	 •	 Calculate a nonce using Proof_of_Work 
( )+ “ ”

datablock Nonce : .
	 •	 Append {“Nonce”: nonce} to .datablock
	 •	 Push datablock  to the Firebase database.

	 C.	 Otherwise, print “PBFT consensus not reached for this 
block”.

	 D.	 Clear .datablock
	 d.	 After processing all records, check if datablock  is not empty:
	 i.	 If it is not empty, check POW consensus for the remaining 

records as before.
	 ii.	 If consensus is reached, follow the same steps to calculate a 

nonce, append it, push to the database, and print the key.
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	 iii.	 Otherwise, print “POW consensus not reached for the remain-
ing records”.

The processed work is divided into three categories as illustrated earlier. To 
utilize the categorization, the proposed work uses Deep Neural Network 
(DNN) Framework that is dependent upon the hyperparameter tuning using 
Artificial Bee Colony (ABC) algorithm [16–19].

The ABC algorithm is a swarm intelligence-based optimization technique 
inspired by the foraging behavior of honeybees. This algorithm has gained 
popularity in various optimization problems, including Hyperparameter 
tuning for ML models. In this comprehensive explanation, we will delve into 
the details of the ABC algorithm, its steps, and provide a sample implemen-
tation to illustrate how it works.

The proposed ABC algorithm consists of several key steps that collec-
tively drive the optimization process (Figure 10.4).

	 1.	 Initialization:
	 a.	 In the beginning, a population of employed bees (E) is created. 

Each employed bee corresponds to a possible solution, represented 
as a set of hyperparameters for a ML model.

	 b.	 The algorithm also initializes the best solution (B) and its corre-
sponding fitness or objective function value (A) as empty or arbi-
trary values.

Figure 10.4  Neural model.
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	 2.	Employed bees phase:
	 a.	 In this phase, each employed bee (solution) explores its neighbor-

hood to find a new solution.
	 b.	 A neighbor solution is generated by perturbing the current solution. 

This perturbation introduces small changes to the hyperparameters.
	 c.	 The algorithm evaluates the accuracy or fitness of the neighbor 

solution using an objective function.
	 d.	 The new result is adopted as the new solution of the given experi-

ment, only if it achieves better accuracy than the current solution.

	 3.	Onlooker bees phase:
	 a.	 Onlooker bees decide about employed bees on the basis of the 

quality of their achieved outcomes.
	 b.	 The algorithm calculates the probabilities for onlooker bees to 

choose employed bees. These probabilities are typically based on 
the fitness values of employed bees. Bees with better solutions have 
higher probabilities of being chosen.

	 c.	 Each onlooker bee selects an employed bee to follow and explores 
a neighborhood similar to that employed bee’s solution.

	 d.	 Similar to the employed bee phase, the onlooker bee evaluates 
the accuracy of its neighbor solution and adopts it if it is an 
improvement.

	 4.	Update best solution:
	 a.	 The algorithm maintains a record of the best solution and its cor-

responding accuracy across all employed bees.
	 b.	 In each repetition, the achieved result replaces the current one only 

if the newly achieved result is better than the previous one.

	 5.	Termination condition:
	 a.	 The ABC algorithm operates for a specified number of iterations 

(N) or until a predetermined accuracy threshold (T) is reached.
	 b.	 If the accuracy threshold is met or exceeded, the algorithm termi-

nates since a satisfactory solution has been found. Otherwise, it 
continues for the specified number of iterations.

	 6.	Output:
	 a.	 At the end of the algorithm’s execution, the best solution (B) 

represents the optimal set of hyperparameters, and its accuracy 
(A) represents the model’s performance achieved with those 
hyperparameters.

10.6 � CONCLUSION AND FUTURE WORK

ML is the innovative technology with the plethora of healthcare applica-
tions. It has tremendous potential for improvement in current health envi-
ronments. In this chapter, we have discussed the security and privacy issues 
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concerning health record sharing. Although many challenges and limitations 
exist in ML, it still exhibits the capability to cater to several healthcare prob-
lems. In the future, by collaborating with other innovative technologies, the 
serious issues of security, throughput, size, and privacy can be dealt with 
more efficiently.
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Chapter 11

Smart text extraction system 
for Bank Cheque Images using 
DWT and dynamic thresholding
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Sandeep Kumar and Mandeep Kaur

11.1 � INTRODUCTION

In many developing countries, a substantial number of bank cheques are 
processed daily across various sectors, including financial institutions [1–5], 
educational organizations [6], and corporate entities [7]. While alterna-
tive non-cash transaction methods such as credit cards, debit cards, inter-
net banking, and platforms like Paytm exist [8, 9], cheques remain vital 
for conducting high-value non-cash transactions worldwide [10–15]. They 
are primarily used for large payments, business-to-business (B2B) transac-
tions, and payroll processing [16]. According to the statistics from cheque 
and credit clearance organizations, in the UK, approximately 400 million 
cheques were administered in 2017 [17]. Additionally, the Reserve Bank 
of India (RBI) reported a 10.1% increase in both the value and volume 
of cheque transactions following demonetization [18]. This information 
highlights the continued importance of cheques as a primary method for 
financial transactions.

Nevertheless, the banking sector and its customers face ongoing chal-
lenges. Most cheques have traditionally been processed manually, leading to 
a heavy workload for bank employees and an increased likelihood of data 
entry errors. The banking industry is keen on exploring automated methods 
for cheque reading to alleviate this burden [19]. There is an urgent need to 
enhance banking services and create a more efficient sector through auto-
mated data collection and technological advancements from bank cheques, 
a topic of growing research interest [20–23]. Scholars argue that automating 
cheque data recognition and verification processes can significantly reduce 
handling costs and processing times. Implementing an automated cheque 
processing system could not only lessen human effort but also mitigate 
various related issues.

Despite advancements in character recognition, extracting information 
from bank cheques remains a complex challenge. A cheque includes several 
domains i.e., bank logo, payee name, bank name, legal amount, date, cour-
tesy amount, void pantograph, and signature, as illustrated in Figure 11.1. 
Challenges in recognizing these fields include variations in font style and size 

http://dx.doi.org/10.1201/9781003643173-11
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[24], the need to eliminate complex backgrounds and stray lines [25], data 
degradation from noise [26], skewness issues [27], and overlapping data 
[28]. There is a pressing demand for a robust, automated algorithm capable 
of accurately extracting nearly all data fields from bank cheques. While 
numerous techniques for text extraction from bank cheque images have 
been proposed, the task remains daunting.

Text extraction methods can be partitioned into three key classes: region, 
texture, and morphological-based approaches. The region-based method uses 
color or grayscale characteristics to distinguish between text and background 
by analyzing intensity variations. However, this method often faces challenges 
with intricate backgrounds. It can be further classified into Connected 
Component (CC) and edge-based methods. The CC-based method identifies 
text and without-text areas by clustering pixels with similar intensities, 
whereas the edge-based method emphasizes edge extraction to differentiate 
text from the background, regardless of text intensity or layout.

Texture-based methods leverage the distinct texture characteristics of text 
compared to the background, proving effective even in complex back-
grounds. Morphological methods, grounded in geometrical and topological 
principles, extract important text contrast features that remain consistent 
under various conditions, making them adaptable to different image altera-
tions. The method proposed in this chapter combines DWT and dynamic 
thresholding with a logical AND operator for text extraction. After initial 
extraction, some unwanted regions may still persist, prompting researchers 
to employ various thresholding techniques for removal.

Thresholding is an essential process in image segmentation that facilitates 
the automatic partitioning of images. It can be divided into multi- and bi-
level thresholding. Bi-level thresholding splits an image into two segments 
using a single threshold value, whereas multi-level thresholding employs 

Figure 11.1  Different fields in Indian bank cheque form.
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multiple values to generate several segments. Additionally, thresholding can 
be categorized into global and local (or adaptive) methods. Although local 
thresholding dynamically modifies threshold values based on the pixel val-
ues of nearby regions, global thresholding uses an individual value for the 
entire image [29]. In this chapter, dynamic thresholding is initially applied to 
remove non-text areas.

The chapter is structured in the following manner: Section 11.2 examines 
relevant work, whereas Section 11.3 describes the developed method for 
obtaining data fields from bank cheque images. Section 11.4 represents the 
experimental results and discussions, and Section 11.5 shows the conclusion 
of the chapter.

11.2 � RELATED WORK

Researchers have proposed various techniques for extracting textual infor-
mation from bank cheque images, generally categorizing automatic bank 
cheque processing systems into two main areas: (a) pre-processing and (b) 
field extraction. Jayadevan et al. [2] developed a signature verification tech-
nique using Dynamic Time Warping (DTW), which is most effective when 
working with a limited number of training samples. Meanwhile, Mehta et al. 
[3] concentrated on detecting the payee’s name, courtesy amount, and sig-
nature fields by employing methods like the Probabilistic Neural Network 
(PNN) recognition, Hidden Markov Model (HMM), and Region of Interest 
(ROI) segmentation. They observed that the system’s efficiency decreased 
significantly with substantial character variations.

Thakur et al. [5] highlighted the extensive daily processing of cheques 
used in financial transactions, emphasizing the potential for time and cost 
savings through automation in recognizing and verifying cheques. Research 
topics like computer vision, pattern recognition, image processing, machine 
learning, and deep learning are becoming more and more popular in con-
nection with automated bank check processing systems. This article outlines 
the processes involved in acquiring, pre-processing, extracting, and recog-
nizing cheque images, categorizing the challenges at various stages of auto-
mated processing. It aims to present advanced techniques for automating 
bank cheque image processing, detailing benchmark datasets, and compar-
ing the performance of leading approaches. Additionally, it reviews market 
products for the processing of cheques automatically and provides a com-
parative analysis of ongoing issues in the field. The Multilayer feed-forward 
neural network detected the names of payees with an accuracy of 97.31%, 
while HMM-MLP reached 95.5% for date identification. For digit recogni-
tion, the Deep Neural Network (DNN) achieved 98.5%, the MLP reached 
93.2%, and the Modified Quadratic Discriminant Function (MQDF) 
attained 97.04%.
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Liu et al. [8] presented a system that extracts date, legal, and courtesy 
amounts from Canadian bank cheques using a straight-line approach. 
However, it yields poor results in certain scenarios, such as recognizing the 
dollar sign, handling poor handwriting, and dealing with overlapping hand-
written and machine-printed data. Palacios et al. [9] developed a method for 
recognizing courtesy amounts using various techniques, including Neural 
Networks (NN), Hybrid Drop Fall (HDF), dynamic thresholding, extended 
drop fall algorithm, and forward Multilayer Perceptron (MLP), all of which 
excel in courtesy amount recognition. Akbari et al. [11] focused on identify-
ing dates, as well as courtesy and legal amounts, by utilizing a Support 
Vector Machine (SVM), K-Nearest Neighbour (KNN), and Artificial Neural 
Network (ANN). They also employed techniques like Aspect Ratio 
Adaptation Normalization (ARAN), Multi-Resolution Box-Counting 
(MRBC), Random Transform (RT), and Kolmogorov-Smirnov (K-S) testing 
for signature recognition. However, they did not propose a complete end-to-
end system. A lexicon-driven method for legal amount recognition using 
MQDF that is restricted to English characters was presented by Jayadevan 
et al. [12]. Kumar et al. [19] introduced a system for signature verification 
of bank cheques based on the architecture of Feed Forward Back Propagation 
Neural Network (FFBPNN), where the attribute extraction is conducted 
using Gray Level Co-Occurrence Matrix (GLCM). This system has limita-
tions, including an inability to classify forgeries and a reliance on a huge 
number of training samples.

Zhou et al. [22] suggested a feedback-based approach to enhance word 
segmentation in legal amounts using an HMM-MLP hybrid model, noting 
challenges in isolating connected words. Neves et al. [23] utilized an algo-
rithm derived from Tsallis entropy for thresholding courtesy amounts on 
Brazilian bank cheques, concluding that the Mello algorithm provided the 
best results, although some images yielded unsatisfactory outcomes. 
Guillevic et al. [24] developed a recognition system for the legal amounts 
using HMM, effective only for French and English characters. Zimmer et al. 
[25] applied a hybrid online/offline segmentation scheme for signature 
verification, reporting error rates of 1% and 5% from 10 and 5 reference 
signatures, respectively.

Rabelo et al. [26] proposed a thresholding method inspired by the MLP 
for documents with complex backgrounds, focusing on Brazilian bank 
cheque regions like courtesy amounts and Magnetic Ink Character 
Recognition (MICR) codes. This method was compared with ten threshold-
ing algorithms but was criticized for being time-consuming and less accurate 
with noisy images. Dansena et al. [27] designed a system to recognize vari-
ous elements on Indian bank cheques, including payees’ names and MICR 
regions, while Xu et al. [28] introduced a knowledge-based component for 
date recognition in Canadian bank cheques using HMM and HMM-MLP 
hybrid systems, noting a decrease in accuracy for year recognition.



180  Smart Electronic Devices

Wang et al. [29] addressed the complex issue of detecting the permissible 
amounts on Chinese bank cheques using deep learning and auto-encoder 
techniques, restricted to capital Chinese characters. Kim et al. [30] used 
HMM-MLP hybrid classifiers for courtesy amount recognition, achieving 
satisfactory results but lacking speed. Khatode et al. [31] focused on signa-
ture verification using Principal Component Analysis (PCA), but this method 
was limited to signature verification only.

Souza et al. [32] created an automated MICR code recognition system uti-
lizing Paraconsistent Neural Artificial Networks (PANN) on Brazilian bank 
cheques, but the system struggled with lower-quality images and disregarded 
scanning angles. Ali et al. [33] employed Maximally Stable Extremal Regions 
(MSER) and Speeded Up Robust Features (SURF) to detect and extract pan-
tograph regions from cheque images, limited to rectangular regions. In [34], 
a  combination of Gabor filters, CC analysis, pixel transformation, and 
NN-based classifiers was used for signature verification. Morita et al. [35] 
employed an HMM-MLP hybrid system for the recognition of Brazilian bank 
cheque dates, noting better accuracy for day digits than for year digits.

Nguyen et al. [36] conducted a survey in a Vietnamese university, reveal-
ing inefficient paperwork handling in the financial department, where bank 
statements are manually entered into software. Their study aimed to auto-
mate data extraction by analyzing the table structure, achieving over 93% 
accuracy in a simplified image-based methodology that displays extracted 
text in a spreadsheet format, although user verification is necessary to pre-
vent financial errors.

Oral et al. [37] emphasized the potential of information extraction research 
for banking documents, suggesting that the combination of visual and tex-
tual information remains underexplored despite prior multimodal studies. 
This research represents a pioneering effort to apply deep learning for 
extracting information from unstructured banking documents like orders of 
money transfer, examining the impacts of various neural word illustrations 
on tasks such as entity recognition and relation extraction. The study found 
that deep learning methods enhanced information extraction subtasks by 
approximately 10%, with improvements linked to positional features and 
auxiliary learning tasks. Integrating this system into banking workflows sig-
nificantly reduced processing times; book-to-book money transfers are 
reduced to 10 minutes, while Electronic Fund Transfers (EFT) take 17 min-
utes. Agrawal et al. [38] highlighted the role of image processing in automat-
ing bank cheque verification, aiming to complement existing cheque 
truncation systems and minimize human intervention. Their work utilized 
image processing and deep learning to develop a tool for verifying essential 
cheque components, achieving a 99.14% accuracy rate for handwritten 
numeric characters using deep learning-based convolutional neural networks 
(CNN), and satisfactory results for machine-printed scripts (97.7% accu-
racy). For signature verification, they applied Scale Invariant Feature 
Transforms (SIFT) alongside SVM, attaining a 98.10% accuracy rate.
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Miah et al. [39] proposed a Feed Forward Neural Network (FFNN) 
methodology for courtesy amount recognition, noting reduced accuracy 
when training and testing sets differed. Singh et al. [40] developed a tem-
plate matching system for recognizing legal amounts on Indian bank 
cheques, though it faced challenges related to high computational costs and 
lower recognition rates. Nancy et al. [41] presented a signature verification 
method using feature extraction and template matching, which struggled 
with signature locations differing from prior cheques.

From this literature review, it is evident that many researchers have 
devised various extraction techniques for bank cheque images, typically 
focusing on one or two data fields such as dates, signatures, legal, and 
courtesy amounts. Areas like bank logos, names, payee’s names, void panto-
graphs, and MICR lines remain underexplored. While several public datas-
ets, including CENPARMI [21, 23, 27] and NIST SD19 [34], have been 
used, a significant limitation is their focus on vocabulary letters, whereas the 
English handwritten legal amount comprises 32 distinct word classes with 
numerous numeric variations. Our research employs a new public dataset, 
IDRBT, featuring bank cheque images. The pressing need is to create a uni-
fied text extraction method capable of simultaneously extracting all data 
fields from bank cheque images.

11.3 � PROPOSED METHOD

We propose an effective and efficient hybrid method for extracting text 
regions from bank cheque images. In this approach, edges are considered 
the most significant feature for text extraction, regardless of color, layout, 
or orientation. The flowchart illustrating the proposed hybrid text extrac-
tion method is shown in Figure 11.2, with the various steps outlined in the 
following sections.

11.3.1 � Pre-processing

The colored input image is transformed into a grayscale image (or inten-
sity image) in this phase, as the RGB color components do not contrib-
ute relevant information for text extraction [42]. The intensity image (Y) is 
generated by merging the RGB components, as indicated in Eq. (11.1):

	 = + +Y 0.3R 0.59G 0.11B	 (11.1)

where the images’ red, blue, and green components are indicated by the 
letters R, B, and G, respectively. If the input image is in grayscale, then 
pre-processing is not essential.
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11.3.2 � Resized image

Intensity image (Y), characterized by its dimensions of columns (C) and 
rows (R), is resized because the image size will change in the subsequent 
stages. The intensity image serves as the input, and any alterations in size 
could lead to errors during the extraction of text regions. To avoid this issue, 
the image size is adjusted initially based on pixel dimensions (i.e., columns 
(C) and rows (R)). The resizing conditions are as mentioned below:

Figure 11.2  �Flowchart of the proposed method for extracting text regions from 
Bank Cheque Images.

Input Image

Pre-processing

Image resizing Y (R,C)

No No
R=odd,
C=odd

R=odd,
C=odd

2D DWT

LL LH HL HH

R=even,
C=odd

Yes

Y(R1,C1)=Y (R–1,C–1) Y(R1,C1)=Y (R–1,C–1) Y(R1,C1)=Y (R,C–1)

Same size as
original image(Y)

Yes Yes
No

Dynamic thresholding

Morphological dilation operation

Logical AND operator

Remove small area objects

Removal of renaming non-text regions

Final image

Multiplying final extracted text output region with the input image
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	 1.	C = odd, R = odd: C and R are assessed by dividing them by the num-
ber 2. If neither result is zero, C and R, both are odd numbers (C = odd 
number and R = odd number). So, in this case, the size is adjusted by 
decreasing both the number of columns as well as rows by 1 unit, as 
presented in Eq. (11.2):

	 ( ) ( )= − −Y R1,C1 Y R 1,C 1 	 (11.2)

	 2.	C = even, R = odd: Suppose the preceding condition is not satisfied, R 
is divided by two to determine if it equals zero. If it does not (indicat-
ing R is an odd number), then 1 unit is subtracted from number of 
rows (R), as shown in Eq. (11.3):

	 ( ) ( )= −Y R1,C1 Y R 1,C 	 (11.3)

	 3.	C = odd, R = even: Suppose the first two conditions are not met, C is 
divided by two to assess its value. If the result is non-zero (indicating 
that C is an odd number), 1 unit is subtracted from the number of 
columns (C), as shown in Eq. (11.4):

	 ( ) ( )= −Y R1,C1 Y R,C 1 	 (11.4)

	 4.	C = even, R = even: Suppose none of the preceding conditions apply, 
the size of the image remains unchanged (C = even number and R = 
even number), as specified in Eq. (11.5):

	 ( ) ( )=Y R1,C1 Y R,C 	 (11.5)

Here, C and R represent the columns and rows of the grayscale image (inten-
sity), respectively, while C1 and R1 denote the columns and rows after the 
operation of image resizing.

11.3.3 � 2D DWT

In Figure 11.3, the 2D DWT splits the Y image into four sub-bands, namely 
three detail components (LH, HL, and HH) and one approximation com-
ponent (LL). The lower-frequency component is referred to as L, while the 
higher-frequency component is denoted as H.

High-frequency wavelet coefficients effectively characterize the edges of 
text regions, as their intensity values are greater than those of non-text 
regions. The HL, LH, and HH sub-bands are responsible for detecting verti-
cal (V), horizontal (H), and diagonal (D) edges, respectively. To isolate the 
text region from the background, the processing is performed only on HL, 
LH, and HH sub-bands. The Haar wavelet, known for its rapid operational 
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speed due to its straightforward low-pass and high-pass filter coefficients 
(either 1 or –1), is used for all experiments conducted.

The negative frequency coefficients do not offer any meaningful data 
about the texture. After decomposing the Y image into four sub-band com-
ponents, the detail coefficients of frequency components corresponding to 
the H, V, and D edges are analyzed. If some negative coefficients are found, 
they are replaced with zero, which reduces processing time. Specifically, if 
any of the values for the three edges (H, V, and D) are negative, they are set 
to zero; otherwise, the pixel values remain unchanged, as expressed in the 
following equations (Eqs. (11.6)–(11.8)).

	 ( ) ( )< =If H C1,R1 0, thenH C1,R1 0	 (11.6)

	 ( ) ( )< =If V C1,R1 0thenV C1,R1 0	 (11.7)

	 ( ) ( )< =If D C1,R1 0thenD C1,R1 0	 (11.8)

11.3.4 � Dynamic thresholding

Thresholding is nothing but a segmentation technique that distinguishes 
between the background and text in an image. Non-text and text areas are 
characterized by V, H, and D edges. Both non-text and text edges are iden-
tified in HL, LH, and HH sub-bands. Text edges are identifiable by their 
higher intensity values compared to those of the non-text edges.

In the subsequent step, dynamic thresholding is applied to eliminate back-
ground regions (i.e., edges with lower intensity values). The dynamic thresh-
olding value (T) is calculated by equating each pixel with its neighboring 
pixels within each detailed component sub-band, as outlined in equation 
(Eq. (11.9)).

	

( ) ( )( )
( )

∑
=

∑

I R1,C1 xI1 R1,C1
T

I1 R1,C1 	
(11.9)

Figure 11.3  2D DWT decomposition.
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where the general detailed component image I(R1, C1) has a pixel intensity 
value of (R1, C1) and is shown below in Figure 11.4.

I1(R1, C1) is the general new detailed component image and is obtained 
by operating on each pixel with its neighboring pixels (i.e., dynamic thresh-
olding) from I(R1, C1). The general equation for calculating each pixel 
value of the generalized new detailed component image (I1) is given by the 
equation (Eq. (11.10)).

( ) ( ) ( ) ( ) ( )( )I1 R1,C1 max I R1,C1 1 I R1,C1 1 , I R1 1,C1 I R1 1,C1= + − − + − −

	 (11.10)

The frequency coefficient of every pixel location is first analyzed, and then it 
is replaced with a new value based on the following conditions:

	 1.	Considering the frequency coefficients of the first and last rows 
and columns each, as shown in Figure 11.5, coefficients in the new 
detailed component image (I1) are changed by using the equation (Eq. 
(11.11)). Similar operations are applied to each pixel, then I1(R1, C1) 
is obtained for each detail component sub-band.

	
( ) ( )
( ) ( )

I1 P6 maximum P11 P1 , P7 &

I1 P2 maximum P7 , P3 P1

= −

= − 	
(11.11)

	 2.	Considering the frequency coefficients of all corners as depicted in 
Figure 11.6, these coefficients in the new detailed component image 
(I1) are changed by using Eq. (11.12).

	

( ) ( )
( ) ( )

I1 P1 maximum P6 , P2 &

I1 P21 maximum P16 , P22

=

= 	
(11.12)

Figure 11.4  5×5 pixel values of detail component sub-band (I).
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	 3.	Considering the frequency coefficients of the in-between portion of 
the image, as shown in Figure 11.7, these coefficients in the image (I1) 
are changed by using Eq. (11.13). A similar operation is applied to 
each pixel present in between the image, then I1(R1, C1) is obtained 
for each detail component sub-band.

	
( ) ( )
( ) ( )

I1 P8 maximum P13 P3 , P9 P7 &

I1 P17 maximum P22 P12 , P18 P16

= − −

= − − 	
(11.13)

Once all the frequency coefficients are replaced in an image, a new detailed 
image (I1) is created for each detail component sub-band. The equation (Eq. 
(11.9)) is then applied to compute the dynamic thresholding value (T) for 

Figure 11.5  5×5 pixel values of detail component sub-band (I).

Figure 11.6  5×5 pixel values of detail component sub-band (I).
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each detail component sub-band. The frequency coefficients of this new 
image are compared to the threshold value (T), resulting in a binary image 
(B) as derived from equation (Eq. (11.14)). If a frequency coefficient exceeds 
the threshold value (T), it is replaced with one; otherwise, it is set to zero. 
The resulting binary image comprises primarily text with only a minimal 
amount of non-text edges.

	

( )255, if I1 R1,C1 T
B

0,otherwise
 >= 
 	

(11.14)

11.3.5 � Morphological dilation operation

As a result of dynamic thresholding, the H, V, and D sub-band images 
undergo dilation. Text edges are typically short and may be connected in 
various directions. The morphological dilation operation helps to fill gaps 
within each isolated text region, thereby connecting them in each detail com-
ponent sub-band. The number of pixels added during dilation is influenced 
by the size of the structuring element used for processing the image. For 
the horizontal, vertical, and diagonal edge components, structuring elements 
ranging from [10 10] to [20 20] are utilized for the first two, while [10] to 
[20] are used for the diagonal component.

11.3.6 � Logical AND operator

The output obtained from the morphological dilation operation (i.e., ver-
tical (V), horizontal (H), and diagonal (D)) is processed using the logi-
cal AND function (Eq. (11.15)) to isolate the text regions. Following 
morphological dilation, overlapping occurs in the text areas due to the 

Figure 11.7  5×5 pixel values of detail component sub-band (I).
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expansion of each edge, resulting in a mixture of three types of edge areas. 
In contrast, non-text regions typically contain only one or two types of 
edge regions, leading to minimal overlap even after dilation. While most 
non-text regions are eliminated through the logical AND operation, any 
remaining non-text regions in the output are further filtered using bound-
ing boxes.

	 I2 H & V & D= 	 (11.15)

11.3.7 � Removal of the non-text areas and smaller 
region objects

Two of the area-based filtering methods are employed to eliminate smaller 
unwanted objects and the non-text areas found in the output of the logical 
AND operation (I2).

	 1.	The first method focuses on removing undesired small non-text 
regions (i.e., objects) that have been incorrectly identified as text 
regions. Relative area values are used for this, and only areas with an 
area larger than the relative maximum area (Eq. (11.16)) are kept in 
the image.

	
≥ Maxarea

Area
a 	

(11.16)

where Maxarea refers to the area of the main object in the image, 
the value of ‘a’ is determined based on the size of small objects pres-
ent, with experimental findings indicating that ‘a’ ranges from 11 to 
36 for bank cheque images. Consequently, the smallest area objects 
(i.e., non-text) are removed from the output of the logical AND 
operation.

	 2.	Following the removal of smaller area objects, some unwanted non-
text regions may still remain in the image. To resolve this, the area of 
the bounding box (Area(bb)) enclosing all objects is initially calculated, 
followed by determining the ratio of the object’s area (Area(O)) to the 
bounding box area (Area(bb)) as shown in Eq. (11.17). Experimental 
results show that if this ratio exceeds 3, the frequency coefficients at 
that location are set to 0; otherwise, they remain at 1. This value aids 
in text localization within the image.

	

( )
( ) ( )Area O

3, then I2 R1,C1 0
Area bb

> =
	

(11.17)



Smart text extraction system for Bank Cheque Images  189

11.3.8 � Output image

The final image in the output, containing the extracted text regions, is 
achieved by multiplying the image resulting from the removal of the non-
text regions with the input grayscale image. To further refine the text regions, 
global thresholding is applied.

The steps that are involved in the text extraction process from the images 
of bank cheques are illustrated in Figure 11.8.

Figure 11.8  �Procedures of the proposed method for extracting text from an 
image of a bank cheque: (i) Input color image, (ii) Pre-processing, 
(iii) Resized image, (iv) 2D Discrete Wavelet Transform (DWT), 
(v) Threshold vertical image, (vi) Threshold horizontal image, (vii) 
Threshold diagonal image, (viii) Dilated vertical image, (ix) Dilated 
horizontal image, (x) Dilated diagonal image, (xi) Resultant output of 
logical AND operator, (xii) Removal of small objects, (xiii) Removal 
of non-text regions (area-based filtering), (xiv) Extracted data fields, 
and (xv) Refining of text regions.

(i) (ii)

(iii) (iv)

(v) (vi)

(vii) (viii)
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11.4 � EXPERIMENTAL RESULTS AND DISCUSSION

The proposed method was developed using MATLAB 2016a on a 64-bit 
operating system with an Intel (R) Core (TM) i3-6006U CPU running 
at 2.00 GHz and paired with 4GB of RAM. The researchers conducted 
experiments using a variety of public datasets alongside their own created 
datasets. Public datasets such as CENPARMI [21, 23, 27] and NIST SD19 
[34] were utilized. However, existing public datasets present significant 
issues: they only include vocabulary letters (e.g., the courtesy amount), 
while the English handwritten legal amount consists of 32 different word 
classes, including terms like thousand, hundred, dollar, and numeric fig-
ures. Notably, no one had previously used public datasets containing 
bank cheque images, such as the Institute for Development and Research 
in Banking Technology (IDRBT). The dataset of IDRBT includes bank 
cheque images featuring a range of ink colors and textures (blue and 
black), created with the help of nine volunteers and scanned at 300 

(xi) (xii)

(xiii) (xiv)

(xv)

(ix) (x)

Figure 11.8  (Continued)
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DPI, totaling 300 images. Additionally, the researchers assembled their 
own dataset comprising 150 images sourced from the internet, featur-
ing diverse fonts, font sizes, resolutions, alignments, orientations, back-
ground patterns, and handwriting styles from various banks, including 
SBI and Axis.

To calculate the efficiency of the proposed technique on both public and 
self-created datasets, a variety of evaluation parameters [43–49] were 
employed, such as Recall Rate (RR), Precision Rate (PR), and Processing 
Time (PT).

	 1.	Precision Rate (PR): This statistical measure computes the proportion 
of actual positives that are identified correctly compared to the total 
of real positives and false positives [50], as defined in the following 
equation (Eq. (11.18)).

	
( ) ( )

( ) ( )
True Positive TP

Precision Rate PR
True Positive TP False Positive FP

=
+ 	

(11.18)

	 2.	Recall Rate (RR): It is a numerical measure that analyzes the quan-
tity of definite positives identified correctly against the total of actual 
positives and unused values in an image [50], as represented by the 
following equation (Eq. (11.19)).

	
( ) ( )

( ) ( )
True Positive TP

Recall Rate RR
True Positive TP False Negative FN

=
+ 	

(11.19)

where,
True Positive (TP): True positives (TP) refer to the regions in an image 

that contain text characters and have been accurately identified by 
the algorithm as text regions.

False Alarms or False Positive (FP): A false positive, or false alarm, 
occurs when the algorithm mistakenly identifies non-text regions 
as text regions.

True Negative (TN): True negatives (TN) are regions in the image that 
do not contain text and are correctly identified as non-text by the 
algorithm.

Missed Detections or False Negative (FN): False negatives, or missed 
detections, refer to regions that contain text but have not been 
identified as text regions by the algorithm.

	 3.	Processing Time (PT): Processing time (PT) is the duration required to 
detect text (i.e., data fields) from an image (i.e., background region).

The Haar wavelet was selected for experimentation due to its simplicity, 
symmetry, and orthogonality. Additionally, it exhibits binary-like behavior, 
as its coefficients are either +1 or −1. The performance of the proposed 
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method is calculated on the standard dataset (i.e., IDRBT) and the custom 
dataset using the Haar wavelet, as shown in Table 11.1.

The input images and the corresponding resultant output images after the 
text extraction process from different images of bank cheques having a 
range of fonts, font sizes, and backgrounds are shown below in Table 11.2.

In Table 11.3, the proposed approach is compared to existing methods for 
bank cheque images.

Table 11.1  Performance with the public dataset (IDRBT) and own dataset

Sr. No. Dataset No. of the images

Parameters of evaluation

PR (%) RR (%) PT (sec)

1. Public (IDRBT) 300 94.92 96.15 7.21
2. Own 150 96.61 99.03 3.15

(Continued)

Table 11.2  Images that are input before and after text extraction from bank check images

Sr. No. Input images before text extraction Output images after text extraction

1. Public dataset
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	 1.	The proposed hybrid technique integrates DWT and dynamic thresh-
olding with a logical AND operator.

	 2.	Hyperspectral unmixing methods, specifically Minimum Volume 
Simplex Analysis (MVSA) and Minimum Volume Enclosing Simplex 
(MVES), are utilized for signature detection and localization.

	 3.	A template matching technique is employed for bank logo detection.
	 4.	A thresholding method based on MLP is applied to identify the cour-

tesy amount and magnetic character code.

The proposed method’s effectiveness has been assessed on both public and 
own datasets. As indicated in Table 11.3, the PR of the suggested method 
for the benchmark and own datasets is 2.92%, and it is 4.6% greater than 

Table 11.2  (Continued)

Sr. No. Input images before text extraction Output images after text extraction

2. Own dataset
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Table 11.3  Comparison between the proposed method and the state-of-the-art approaches

Author (year) Techniques Data fields Datasets

Evaluation parameters

PR (%) RR (%)

Rabelo et al. [26] (2011) Connectionist approach (MLP) Amount Brazilian real bank cheque images 81 90
Raghavendra et al. [43] 

(2015)
Template matching method Bank logo Indian real cheque images (SBI, SBM, 

Corporation, Axis, Canara, Union 
Bank of India)

93.8 —

Iqbal et al. [51] (2017) Hyperspectral unmixing method 
(MVSA, MVES)

Signature Tobacco-800 92 95

Proposed method dynamic thresholding, 2D DWT, 
logical AND operator

Entire data fields Benchmark dataset 94.92 96.15
Own created dataset 96.6 99.03
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the hyperspectral unmixing method, 1.12% and 2.8% higher than the tem-
plate matching techniques, and 13.92% and 15.6% higher than the MLP-
based thresholding method. The RR for the proposed method is 1.15% and 
4.03% greater than the hyperspectral unmixing method and 6.15% and 
9.03% higher than the MLP-based thresholding method.

The primary limitations of the hyperspectral unmixing method [51] 
are: i) it is restricted to signature detection and localization, and ii) it is 
challenging to extract signature pixels from overlapping areas of bank 
cheque images. Raghavendra et al. [43] applied a template-matching tech-
nique for bank logo detection; however, this method yields unsatisfactory 
results for damaged bank images, such as those with crossed lines or can-
celed cheques featuring oblique lines. Rabelo et al. [26] utilized the MLP 
approach to determine the optimal threshold, but it only identified two 
data fields: the courtesy amount and magnetic character code in Brazilian 
bank cheque images.

In contrast, the proposed method can accurately detect and localize all 
data fields in images of bank cheques. The PR and RR of the proposed 
wavelet-based method surpass those of existing techniques. Consequently, 
the 2D DWT edge detection proves to be more accurate in complex back-
grounds, while also reducing processing time by simultaneously detecting 
three types of edges.

11.5 � CONCLUSION AND FUTURE SCOPE

Automated dispensation of the bank cheque is a dynamic and popular 
area within pattern recognition, computer vision, and machine learning. 
Currently, cheque processing is predominantly manual, which is time-con-
suming. The push for automation stems from the goal of reducing process-
ing times and enhancing operational efficiency in the banking sector. This 
chapter presents an effective technique for automatically detecting and 
extracting various data fields from bank cheque images.

Experimental analysis reveals that both text and non-text regions exhibit 
edges, but their frequency values significantly differ. In wavelet transforms, 
text, and non-text regions display distinct variations in texture and edge 
distribution, with text regions having higher frequency values. Text features 
abrupt variations and a consistent edge distribution, whereas non-text 
regions also exhibit abrupt variations but with differing distributions.

To differentiate between non-text and text areas, the edges of the input 
image are first detected using 2D DWT. Dynamic thresholding is then 
employed to automatically select optimal threshold values for each image, 
facilitating the removal of non-text regions and enhancing the quality of the 
extracted text. Morphological dilation operators link each detail compo-
nent sub-band of the transformed binary image, and the logical AND opera-
tor is utilized to obtain the actual text regions by overlapping the three types 
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of dilated edges. Area-based filtering further refines the localization of data 
fields within the bank cheque images.

This method has been tested on both standard and custom datasets and 
compared against previously reported techniques using various evaluation 
parameters. The Haar wavelet was chosen for experimentation due to its 
simplicity, speed, symmetry, orthogonality, and binary-like behavior (coeffi-
cients of either 1 or −1). Performance analysis indicates that this method is 
efficient and robust for removing data fields from bank cheque images.

However, some limitations were identified: (i) the presence of the delim-
iter ‘/’ in the courtesy amount complicates segmentation and digit recogni-
tion; (ii) images can become blurred with changes in camera angle; and (iii) 
high illumination conditions affect processing. Future research will focus on 
addressing these challenges.
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Chapter 12

Vehicle accident detection and 
smart notification systems

Archana Kanwar

12.1 � INTRODUCTION

In this twentieth century, the number of automobiles is increasing rapidly. 
There are more accidents since there are more automobiles on the road. 
Traffic heterogeneity and a shortage of traffic separation are the main causes 
of road accidents. Every day, we read in the newspapers or hear on the news 
about thousands of people passing away in vehicle accidents. The reason is 
not only insufficient medical care or a lack of effective medications but also 
because the victims’ families, hospital administrators, blood bank adminis-
trators, police officers, etc., were not quickly informed [1]. Many people die 
every day in the world due to delayed communication. People are put at risk 
by their excessive speed. As per World Health Organization (WHO), India 
is the nation where most people die in traffic accidents. In India, there were 
13 million traffic-related accidents between 2014 and 2015. From 1,33,201 
in 2020 to 1,55,622 in 2021, the number of deaths in traffic accidents has 
grown by 16.8%. According to the NCRB data, the number of deaths per 
1,000 cars increased from 0.45 in 2020 to 0.53 in 2021. Even though many 
incidents go unreported, these numbers are presented as accident statistics. 
Hence, the true number of accidents is higher compared to the World Health 
Organization reports (WHO). The current approach primarily focuses on 
passenger safety but does not provide immediate help in the accident.

In recent years, various vehicle tracking, accident monitoring, and notifica-
tion systems have been produced, all of which rely on different techniques 
and use different control units and sensors to control the operation of the 
system and record the value of the parameter on which the operation is 
based or use different communication protocols to communicate [2–4]. 
Many systems focus on prophylactic measures and accident detection, such 
as speed control, driver’s license verification, etc. This may be accomplished 
via a variety of techniques, including smartphones, VANETs, accelerometers, 
strain gauges, GPS, GSM, and various machine learning techniques [5]. 
Although there are several research on accident detecting and avoiding tech-
niques, there is no comprehensive review. Systems for pinpointing and report-
ing accidents are now being implemented. The major objective is to avoid 
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accidents by employing wireless methods of communication to send a notifi-
cation to authorized smartphones, hospitals, and police headquarters [6]. 
When an accident happens somewhere, sensor gets activated and send the 
data to the registered cell phone immediately with the help of GSM module. 
Further, the accident site can be identified based on GPS technology [7, 8].

12.2 � LITERATURE SURVEY

This study focus on studying the issue of the monitoring system, precluding, 
and informing systems to produce a broad scope of previous techniques to 
develop efficient systems that utilize benefits while correcting the weaknesses 
of current systems. This chapter aims to present some of these designed and 
proposed systems for accident detection, notification, vehicle tracking and 
accident prevention technology. These systems, when practically integrated 
and implemented in vehicles, can save lives by informing the families of 
the accident victims or contacting the nearby hospital and providing the 
exact location of the accident. In this chapter, several systems were critically 
reviewed in terms of their benefits, drawbacks, restrictions, and application 
areas in the future. In this chapter, systems using different microcontrollers 
like Arduino Uno, ESP8266 Node MCU and R-Pi (Raspberry Pi) based on 
technologies like GSM, Wi-Fi, GPS have been discussed in following sec-
tions. These systems use various measurement devices such as accelerom-
eters and vibration sensors and establish communication through various 
communication protocols such as HTTP (Hypertext Transfer Protocol) and 
MQTT (Message Queuing Telemetry Transport) [9].

12.3 � ACCIDENT PREVENTION SYSTEMS

Vehicle accident monitoring and reporting are very essential nowadays due to 
an enlargement in accident rates. Implementing GPS technology allows this 
simple to do. Many more tools also can be used to do this. Moreover, fleet 
management, anti-theft car techniques, and accident analysis all make use of 
these technologies. The following list of accident prediction systems is provided.

12.3.1 �Vehicle tracking system

A system for vehicle tracking seeks to combine installing electronic equip-
ment in a vehicle, or a group of vehicles, with the objective of developing 
software applications with at least one standard to allow the vehicle owner 
or any other authorized person to check the location of a vehicle, gather 
information and share it for the location of operation as shown in Figure 
12.1. GPS technology is usually used by vehicle trackers to locate the vehi-
cle. Through the Internet or software applications, one may check vehicle 
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location on a digital map. Several vehicle monitoring systems allow remote 
control of a vehicle’s functions, such as the ability to disable an engine or 
close or open the door in case of emergency. The insurance cost can also be 
reduced by using vehicle monitoring devices [10].

12.3.2 � Camera processing system

In many countries, modern tech called picture processing has been imple-
mented. The majority of countries utilize this technology to reduce traffic. 
Vehicles can also be tracked using several algorithms, and the first camera 
can record their movement too [11].

12.3.3 � Location detector and immediate recovery of 
accident

As is already widely known, it is possible to locate where a car incident 
happened in a number of ways. When accidents occur, it is challenging to 
bring help to a victim since neither the hospitals nor the police, nor has the 
victim’s family received notice of the accident. Therefore, there has been a 
significant loss of human life. To get rid from this, SMS can be automati-
cally send to the system’s designated numbers. The sensors trigger the GPS 
tracker using Bluetooth Technology as a medium. It stands in the middle of 
the sensors and the GPS and works like a bridge. However, MESA technol-
ogy may now activate GPS and broadcast the position coordinates to desig-
nated numbers in addition to Bluetooth technology [12].

12.3.4 �VANET system

According to Kandekar [5] a wireless technology known as a VANET uses 
wireless connections placed upon every node (vehicle) to communicate infor-
mation. As the nodes in VANET connect throughout a middle node that is 

Figure 12.1  Vehicle tracking system.
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located within their wireless range, every node serves as both the network’s 
candidate and router. An autonomous network is VANET. It is independent 
of any kind of permanent communications infrastructure. Although some 
permanent nodes serve as gateways to the web or roadside devices to facili-
tate vehicle networking for providing geographic information. Figure 12.2 
clearly shows that how VANET get information of accident. The major fea-
tures of VANET are a set of perceptions of mobility, speed, and rapid pat-
tern movement. According to Patel [13], this also results in quick changes in 
network structure. Vehicles perform as nodes in a specific sort of MANET 
that is also known as VANET. In distinction to MANET, cars travel along 
appointed roads, and their rate of speed is specified by speed signs. In addi-
tion, all automobiles must tolerate traffic signs and signals [14].

This study has been categorized in 3 parts for this accident identification 
and prevention techniques as shown in Figure 12.3 as detection techniques, 
prevention techniques and hybrid techniques. These are further subcatego-
rized in controller based and AI based techniques.

Figure 12.2  VANET sample of an accident report.
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12.4 � ACCIDENT DETECTION TECHNIQUES

12.4.1 � Controller based accident detection techniques

Several researchers have carried out by using various methods like NodeMCU, 
Arduino, Microcontroller microprocessor etc., and their research on the 
detection, monitoring, and alerting of car accidents as discussed below.

12.4.1.1 � Using ESP8266 NodeMCU

Bansal and Garg [15] developed an IoT-based prototype system for detect-
ing and notifying accident using an ESP8266 NodeMCU as the brain and a 
simple and direct vibration switch as the sensor system. This prototype sys-
tem employs Wi-Fi technology. In this prototype vibration sensor continu-
ally senses the disturbance and transmits them to the NodeMCU controller. 
Every two seconds, Adafruit IO receives all sensing data via the MQTT 
(Message Queuing Telemetry Transport) protocol. A program called IFTTT 
(IF This Then That) allows users to create triggers at the vibration sensor 
to test various scenarios, and take appropriate action. When a car hits an 
object, the vibration sensor activates the trigger and SMS is sent through 
HTTP (Hyper Text Transfer Protocol).

Kodali and Sahu [16] proposed an MQTT-based system for accident 
detection. The basis of this system is Wi-Fi technology. The controlling 
mechanism is the NodeMCU. In this prototype, an accelerometer module is 
employed as a sensing device. The accelerometer continually measures the 
vehicles’ X, Y, and Z orientation coordinates, and the NodeMCU uses the 
MQTT protocol to send that information to the LOSANT cloud platform. 
These values are continually uploaded to the LOSANT dashboard, and once 
it notices any deviation from the pre-set values, it sends accident coordinates 
through an email automatically to the registered email account. The major 
drawback of this prototype is that it can transmit false alert messages due to 
speed bumps and poorly maintained roads.

Figure 12.3  �Classification of several methods for preventing and detecting 
accidents.
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12.4.1.2 � Using Arduino

Basheer et al. [2] proposed an IoT prototype for detecting and notifying 
about an accident. This prototype system creates technologies based on the 
GSM (Global System for Mobile) protocol, vibration sensor, which is pow-
ered by the Arduino Uno R3. If the received vibration sensor value exceeds 
the pre-set value, a message about accident coordinates is sent to the regis-
tered mobile numbers. A GPS (Global Positioning System) module has also 
been used to locate the exact coordinates of the place of the accident. The 
main disadvantages of this system are that it can send alarms even if the 
accident is not occurred due to ill-maintained roads and speed breakers and 
also sending of information isn’t secure. A sample of accident detection and 
notification techniques is shown in Figure 12.4.

Singh et al. [17] described techniques for accident detection by improving 
the response time in care of emergency. They have used Arduino mega as a 
main controller and for accident detection, vibrator sensor and a gyro sen-
sor to determine accident coordinates. Whenever the measured value will be 
greater than the pre-set value the system will detect an accident then GPS 
will send location to registered user’s mobile number. They have provided an 
additional switch to stop sending message when accident will not major. 
Bari et al. [18] proposed accident detection system using Arduino UNO. 
They have installed two infrared sensors on the roadside to determine the 

Figure 12.4  Accident detection using GSM and GPS.
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location of vehicle. Then, LEDs mounted on either side alert drivers, moni-
toring the vehicle movement at the turn. Here Vibration sensor is used to 
detect accidents and GPS module to get the coordinates of that place and a 
GSM module to send alert notifications to the police stations, rescue team, 
and family members.

12.4.1.3 � Using Raspberry Pi

Rani et al. [8] proposed an IoT-based prototype for accident detection and 
tracking using Raspberry Pi and vibration sensor. If the vibration sensor 
detects a collision or any barrier in the route of the vehicle, it sends an alert 
to the controller or R-pi3. The location of the accident are detected and 
sent to the GPS receiver. These location details are sent through WhatsApp 
messages to the registered mobile numbers. The user would access these 
coordinates online using their mobile phone. Python programming was used 
to create this prototype raspberry pi. Karande et al. [19] also developed a 
raspberry pi-based system. The alarm message is sent using both GSM and 
Wi-Fi; if one stops working, the other could still operate. The main benefits 
of this prototype are the camera module, which provides images of the sur-
rounding area and may be highly useful in locating the location and in police 
investigations. An accelerometer is used by this system to identify accidents.

Kumar and Deepak [20] proposed a system to detect accidents and trans-
mit an alert message which does not require any human interference before or 
after the accident is pinpointed. GPS, a Raspberry Pi, an Android Apps, and a 
gyroscope are used as major modules. The system also gathers data on the 
driver’s blood groups. The gyro, that is fitted in the automobiles, monitors the 
rotation angle and as soon as an accident takes place, or crossed the threshold 
limit, it sends a notification to the server. The application, which is installed in 
ambulance will constantly get details from the server and assists the ambu-
lance in discovering the accident spot by directing it along a less-crowded 
route using the Google Maps API (Application Programming Interface).

12.4.1.4 � Using ARM microprocessor

Jose et al. [21] developed an embedded system for automatic crash predic-
tion and notification technology as shown in Figure 12.5. Here, they have 
given an example of a concept for a combined system that could be effec-
tively used in automobiles. Three apps are being combined into a single 
module that is being run on an ARM11 CPU. They have used ARM 11 
and sonar detectors to collect distance between two vehicles, while ARM 
11 functions as the brain to identify the likelihood of a collision. In order 
to provide assistance to accident victims as soon as possible, the GSM/GPS 
module will send an alert notification to the closest police station or hospi-
tal. The location of the vehicles is included in this alert message, ensuring 
that the rescuers will be immediately reached.
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Wen and Meng [22] proposed a design to detect accident vehicles using 
ARM microprocessor LPC2129 as the main controller of the system. GPS 
module and GMS module have been used in this system for tracking the 
location of vehicles and sending notifications to authorized persons respec-
tively. The specified individual sends an SMS request to receive the exact site 
of the vehicles. The GSM module gets the request and approves it. Then the 
Spartan processor processes the request. The CPU delivers the message to 
the GPS module. The design has a weakness since external environmental 
conditions might have a huge impact on a system’s performance.

12.4.1.5 � Using other microcontrollers

Tushara and vardhini [23] developed a system to identify accidents using 
Atmel microcontroller AT89S52 to handle functions like detecting and noti-
fying. The design tries to lower the time needed to take action whenever an 
accident is detected. This device pre-fetches a contact number to which an 
alarm is delivered on the occurrence of an accident. A vibration sensor has 
been employed to locate the accident. Because it just uses one sensor, the 
system faces a significant chance of delivering a faulty result. The system’s 
fault is that, although it transmits an attentive message when an accident 
occurs, the accident place has not been disclosed. Patil et al. [24] proposed 
a device to get an accident details. This device will identify accidents and 
will notify the closest police station and emergency teams. The emergency 
squads receive messages via GSM. In the case of accidents, the device can 
instantly notify emergency services because it regularly monitors the car. 

Figure 12.5  Schematic model for crash predication and alerting module.
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Renessa’s microcontroller has been used here to connect the GSM and GPS 
system. The site specified by GPS is mentioned in an alert message transmit-
ted through GSM for communications. GPS, GSM, and piezoelectric sen-
sors make up its primary modules. The technology rapidly monitors the 
location to ensure that in the situation of an accident, the place may be 
rapidly reported. The biggest disadvantage of this technique is that there 
is no switch present to quit sending warning messages in the matter of no 
major injury, and also, because the site is regularly recorded, much energy 
may be wasted. Megalingam et al. [25] developed a prototype to detect 
accidents and inform as soon as possible to rescue team by processing and 
computing the accelerometer readings using PIC16F877A microcontroller. 
This system can be installed easily in any vehicle. An RF (Radio Frequency) 
module has been used to transmit information to the rescue team. The only 
disadvantage in this device is that the RF module has a short range. Amin et 
al. [26] proposed a system that considers speed as the main reason for acci-
dents. They have used a GPS receiver as a speed monitoring system. It con-
stantly checks the speed of the vehicle and whenever the speed will be higher 
than pre-set value then it will consider the accident has occurred and it will 
transmit an alert notification using the GSM module to emergency services. 
They used a PIC18F4550 microcontroller as the brain of the device. The 
main drawback of this design is that it can transmit false messages as it has 
used only one sensor for accident detection. Chandran et al. [27] developed 
a smart helmet and they named that helmet “Konnect”. In this, they have 
used Wi-Fi module to connect with the cloud. An ABMA222 tri-axial accel-
erometer is used to detect x, y, and z coordinates, and a GPS module to get 
the location of the person. A microcontroller has been used for processing 
purposes and a threshold value is pre-set in it. Whenever a sudden change 
crosses the pre-set value, the controller will detect an accident and imme-
diately send alert information with the help of the cloud to the authorized 
person without any delay.

12.4.2 � AI Based Accident Detection Techniques

12.4.2.1 � Using Fuzzy Logic

Alkandari et al. [28] represented a system to get accident details in the field 
of traffic lights with the use of a fuzzy logic method that notices accidents. 
The method is composed of two subunits: the identification technique and 
the notification system. The technique is established on the Webster Method, 
with so many improvements. The systems gather information regarding dif-
ferent-different sectors, such as the growth in the number of vehicles in a 
lane, the speeds of automobiles in certain lanes, and so on. The system’s 
main components are crisp input and output, membership processes, fuzzy 
method, and linguistic variables. The linguistic factors cross proportion, 
zone condition, accident position, and section speed assist in specifying an 
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accident. The system’s response is constructed by utilizing fuzzy logic to 
linguistic inputs; regulated by this input and logic, proper steps are executed 
to enhance traffic flow.

12.4.2.2 � Using SVM (Support Vector Machine)

Pan and Wu [29] presented a technique to detect accidents with the help of 
mobile sensors and SVM. Their procedure was especially concentrated on 
identifying accidents on urban roads because these roads are more likely to 
cause an accident because of the existence of numerous flow-disturbing enti-
ties e.g., bus stops, traffic control signals, and so on, as opposed to freeways 
where road traffic is not interrupted. This method utilizes VANETs, where 
all vehicles might capture traffic patterns such as location, identification, 
speed, and lane situation using vehicle-mounted sensors. The traffic infor-
mation is recorded by RSU (Roadside Unit) and transmitted via On Board 
Units for some more processing. To identify an accident, three traffic fea-
tures are considered: vehicle speed, acceleration, and route status. On-board 
mobile sensors can provide a wider range of observation.

12.4.2.3 � Using Artificial Neural Network

Ghosh et al. [30] designed a system that gathered video footage from CCTV 
posted on streets to detect an accident. Every frame of footage is supplied 
to the Convolutional Neural Networks (CNN) model, which can differenti-
ate between accident and non-accident frames of footage. The Raspberry 
Pi B+ Model is utilized in this as a remote computer to connect CCTV. The 
Inception v3 model is utilized to identify accidents after being instructed on 
different pairs of video data that contain accident and non-accident frames. 
Individually video frame is screened by the model, and a decision is made 
based on whether the frame is an accident frame or not. A prophecy bound-
ary is pre-set, and if it is crossed, the Raspberry Pi detects an accident and it 
activated the GSM module, which transmits an alert notice and accident site 
coordinate to the nearest emergency services. The weakness of this design is 
that the system was based on data from severe accident scenarios, therefore 
it might not capture all accident cases if the accident is minor or small.

12.5 � ACCIDENT PREVENTION TECHNIQUES

12.5.1 � Controller based accident prevention systems

12.5.1.1 � Using arduino

Eduku et al. [31] developed a driver drowsiness check system that uses an 
eye blink system sensor and auto brake system to improve traffic -hazards 
by decreasing the car speed and stopping the vehicle whenever drowsiness 
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is found in the driver. In this technique, an RF (Radio Frequency) module 
is used to get information about nearby vehicles and an IR sensor is used 
to monitor the eye blink. Arduino is used as a controller in this system. 
Its key elements include an indicator that notifies the driver if indications 
of drowsiness are found, auto braking systems to decrease the speed of 
the vehicle and bring it to a stop, and an RF module to transmit warn-
ings to enclosing moving vehicles. The main downside of the technology 
is the low RF module range. Similarly, Rao and Yellu [32] proposed an 
Arduino-based accident prevention system using an alcohol sensor to pre-
vent drunken driving as depicted in Figure 12.6. This sensor is used to get 
information of alcohol in the blood. In the controller, a threshold value is 
set and whenever the detected alcohol reading is higher than the pre-set 
value the vehicle will stop. Here GPS is used to detect the location and 
GMS is used to send alert messages to registered cell phone numbers. This 
system concentrates on protection to avoid any unsafe conditions. Since it 
restricts drunk drivers from operating vehicles, the system will also protect 
the broader public.

Figure 12.6  Flowchart of alcohol sensor-based system.
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12.5.2 � AI based accident prevention systems

12.5.2.1 � Driver destruction identifier using CNN

Distracted driving is the main reason of road accident. Basubeit et al. [33] 
utilized CNN approach to recognize inattentive driving. Driver destruction 
can be divided into three groups: visual, manual, and cognitive. The moni-
toring of careless drivers may be carried out with a variety of techniques, 
but this methodology focuses primarily on collecting visual data. To moni-
tor the driver’s actions, a webcam has been attached inside the vehicle. A 
deep learning algorithm is applied to pinpoint the difference between inat-
tentive and normal driving. This offers a review of deep CNNs that have 
been trained. The collection of data is classified into 10 unique classifica-
tions to recognize various forms of distraction, such as texting, drinking, 
conversing with other passengers, etc. The models were initially trained with 
the Picture net data set before being retrained on the State Farm data set to 
check distracted driving action.

12.5.2.2 � Driver drowsy identifier using representation learning

Dwivedi et al. [34] proposed a technique to notify the drowsy condition of 
driver with the help of representation learning to control accidents happened 
due to sleep. The features are trained using CNN, and the system collects the 
visual characteristics from the data. A soft-max classifier layer employs these 
characteristics to define frames as sleepy or non-sleepy. The face properties 
are produced using a convolutional neural representation learning method, 
which combines characteristics of features to represent the difficult intercon-
nections of raw data. The algorithm is divided into two complication layers 
and a hidden layer with a nonlinear activation function that is connected to 
the degeneration layer for identification. The video frames are retrieved and 
sent into a face identifier. The pinpointed faces are resized to square pictures, 
which are then regularized before being input into a convolutional neural 
network. The classifier operates well over a broad range of data sets. The 
methodology has the key advantage that it can retrieve more smart charac-
teristics from raw data input than traditional techniques.

12.5.2.3 � Pedestrian identifier using CNN

Szarvas et al. [35] presented a CNN-based technique for accident detec-
tion. The software is checked on walkers in an urban area. The SVM classi-
fier and the CNN classifier are compared, and the results demonstrate that 
CNN is much more efficient than SVM when utilizing conventional picture 
data. The photographs of the applicants are transmitted to the classifier. The 
CNN provides a classification score for every candidate and the candidates 
with scores greater than the criteria are kept in the raw identification list. 
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That list is also arranged as per classifier scores. To get rid of multiple out-
comes for only one pedestrian, a multiple detection merging method is used. 
When the merging process has complete, the final classification list provides 
the detection system’s results. This method obtained high precision through 
automated feature optimization and regularization of neural networks.

12.6 � HYBRID TECHNIQUES

Road accidents are very common these days. In almost all cases, accidents 
are minor, and if patients are retrieved quickly, their life could be saved. 
Several hybrid techniques utilize both accident identification and protection 
techniques as shown in Figure 12.7.

Berade et al. [36] proposed a technique for vehicle accident detection as 
well as checks for seat belt and condition of driver that if he/she is drunk or 
not based on an alcohol sensor and a seat belt detector. When the sensor 
notices an accident, microcontrollers transmit data to GPS, which monitors 
the site and delivers the alert notification through the GPS module. An acci-
dent is identified by limit switches installed in the front and at the rear of the 
vehicle. The system not only identifies accidents but also tries to avoid them. 
Nanda et al. [37] introduced a method that identifies accidents with the use 
of vibration sensors. This system is designed for bike drivers because they 
are more prone to major damage because motorcycles lack protective mech-
anisms as compete with other automobiles. GPS monitors the accident site, 
and GSM is deployed for transmitting the information. The system also 
includes a method for figuring out whether the driver is sleeping or not. The 
technology also checks to see if the driver has drunk alcohol. The camera 
installed in front of the bike detects traffic lights and automatically reduces 
speed. To prevent accidents, it utilizes a variety of techniques such as traffic 
signal identification, and driver condition monitoring. The system concen-
trates on avoiding accidents and not just reporting them, which assists to 
save lives. Murshed and Chowdhury [38] proposed a technique that consis-
tently analyses and keeps a safe space between vehicles and objects via dis-
tance sensors as depicted in Figure 12.8. When a certain distance is crossed, 
the suggested method warns the driver to reduce the speed and slows down 
on its own. When an accident occurs due to an unknown scenario, an email 
notification with vehicle information is delivered to the responsible indi-
vidual. The ultrasonic sensor monitors the vehicle’s distance. The Raspberry 
Pi, LED Buzzer, Ultrasonic Sensor, and Servo Motor are all present in the 
system. It reduces the risk of injury by slowing down the vehicle when a 
threshold point is crossed.

Ahmed and Jawarkar [39] utilized a mobile phone, a microcontroller, and 
an accelerometer to alert the user in case of risky driving. It also has the 
capability to take images when an accident occurs and transmit multimedia 
to registered contacts. It is environmentally safe since used mobile phones 
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are recovered. It is simple to install on present vehicles. The major drawback 
of this technique is that when incidents happen, alarm messages must be 
delivered personally by the driver. Priyanka et al. [40] used smart helmets as 
a device for accident identification and prevention. The technology will not 
authorize the person to drive unless he wears a helmet. The pressure sensor 
and accelerometer are utilized to identify whether the rider is wearing a 
helmet or not. The drivers’ breathing is analysed for alcohol level by alcohol 
detectors installed in their helmets. If the levels exceed the pre-set limit value, 
the bike will not start. In case of accident, as the driver’s helmet hits the 
ground, pressure and accelerometer sensor identifies the movement and 
instantaneously transmit accident coordinates to the emergency phone num-
bers and emergency crews. The device could be incredibly beneficial to both 
the rider and the public, as drunken driving threatens the life of the motorist 
and other individuals moving on the roads.

Figure 12.7  Accident identification and protection based Hybrid technique.
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12.7 � CONCLUSIONS

Different accident detection and notification systems have been researched 
and developed over time. This chapter aimed to pinpoint their benefits 
and drawbacks using a comparative analysis. For isolated places, a more 
dependable system might be created to provide speedier medical care. For 
that combination of GPS and Wi-Fi should be used to alert the local police 
station and hospitals. To further enhance the driver’s security, the device can 
be interfaced with the vehicle’s airbag system and a camera module.
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Chapter 13

HEMT biosensors integrated 
with AI and ML for IoT devices

Yogesh Kumar Verma

13.1 � INTRODUCTION

The HEMT device has been used recently in different potential applications, 
such as biosensors and low-noise amplifiers, due to its interesting properties, 
including higher breakdown voltage and higher mobility of electrons. The 
higher mobility of electrons is possible due to the reduced ionized impurity 
scattering mechanism that is prominent in conventional MOSFETs. There is 
a wide bandgap material introduced over the narrow bandgap material that 
results in the diffusion of electrons at the hetero-interface [1–21]. There are 
several potential features of HEMT biosensors, such as high sensitivity and 
specificity, fast detection and response time, compact and portable design, 
and label-free detection. The integration of AI and ML provides data analy-
sis and pattern recognition, real-time signal processing, predictive modeling 
and classification, and automated decision-making. The other applications 
include point-of-care diagnostics, disease biomarker detection, personalized 
medicine, environmental monitoring, and food safety testing. The HEMT 
sensor detects the biomolecular interactions, analyzes and interprets the 
sensor data, handles sample preparation and delivery, and also enables the 
remote monitoring and data transmission. The research fields in this aspect 
include graphene-based HEMT biosensors, nanoparticle-enhanced sensing, 
deep learning-based signal processing, wearable and implantable devices, 
and point-of-care diagnostics for infectious diseases [22–40]. There are sev-
eral organizations working in the field of HEMT biosensors with AI and 
BL, such as Roche Diagnostics, Abbott Laboratories, Siemens Healthineers, 
IBM Watson Health, and Google Life Science.

13.2 � DESCRIPTION OF THE STRUCTURE

The major components of the structure are substrate, channel layer, gate 
electrode, source/drain electrodes, sensing layer, and dielectric layer. There 
are two possible architectures of HEMT, i.e., planar structure and vertical 
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structure. The sensing mechanism is basically classified into three different 
categories, such as biomolecular binding, charge transfer, and current modu-
lation. There are two different types of HEMT biosensors, i.e., depletion-
mode and enhancement-mode HEMT. The higher mobility of electrons at 
the hetero-interface enables high sensitivity and fast response. Figure 13.1 
represents the device structure.

13.3 � RESULTS AND DISCUSSIONS

The gate-source capacitance is a critical parameter in HEMT-based bio-
sensors, influencing sensing performance and sensitivity. This capacitance 
affects the sensing sensitivity and detection limits. It also influences the 
device noise and signal-to-noise ratio. It also impacts the device’s stability 
and reliability. Figure 13.2 represents the calculation of drain current and 
output conductance. Figure 13.3 represents the calculation of gate-source 
capacitance. There are several factors affecting the gate-source capaci-
tance, such as gate length and width, gate-source spacing, channel mate-
rial and thickness, dielectric layer thickness and material, and operating 
frequency and voltage. Figure 13.4 represents the calculation of the cutoff 
frequency.

The higher mobility of electrons and low-noise levels make HEMT a 
potential contender for biosensing applications.

Figure 13.1  Device structure.
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13.4 � CONCLUSION

The biosensors based on HEMT have emerged as a promising candidate in 
detecting biomolecules with high sensitivity and speed. The potential appli-
cations of this study are in the fields of healthcare and environmental moni-
toring. The future research includes the development of HEMT materials 
and structures, investigation of new sensing mechanisms and modalities, 
integration of HEMT biosensors with microfluids and lab-on-a-chip sys-
tems, exploring applications in personalized medicine and precision health, 
and development of wearable and implantable HEMT-based biosensors.

Figure 13.2  Calculation of ID and gd.

Figure 13.3  Calculation of Cgs.
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Chapter 14

Beamforming and its significance

Shahid Hamid and Shakti Raj Chopra

14.1 � INTRODUCTION

Before delving into beamforming, it’s important to understand beam steer-
ing, which involves directing the main portion of the probe in one of several 
predetermined directions. There are several methods used to determine the 
appropriate direction at the transmitter, such as transmitting orthogonal 
vector streams along each of the intended paths. Beamforming improves 
information strength levels in omnidirectional antennas, as signal strength 
tends to decrease from the cell core to the cell circumference. By channelling 
all wattage in a single orientation, SINR is significantly enhanced at the cell 
boundaries, and multiple sovereign cells can function in the same area with-
out coordination or cooperation, and can be located close to each other. In 
this scenario, all broadcast antennas are co-located and use beamforming to 
guide energy in a particular direction [1].

By raising the quantity of antennas, energy is more effectively concen-
trated in a narrower beam, enhancing the signal strength for any user on the 
receiving side but degrading the signal for other users. In the literature and 
throughout this chapter, the words “BF” and “precoding/combining” are 
frequently used interchangeably. Ground stations are concurrently trained 
as they quantify information streams from various user terminals, and the 
number of vectors that these antennas obtain is precisely correlated to the 
total amount of UEs. Additionally, the number of user terminals that can be 
accommodated in a cell increases as coherence time increases. A CSI factor 
is exploited in the transmission between the user terminal and the mesh dur-
ing channel training in a TDD system to characterise the channel condition 
and choose the genuine precoding matrix [2]. In a TDD system, the CSI of 
the downlink is determined by measuring the uplink channel. This approach 
takes advantage of channel reciprocity, which is a property of some wireless 
communication systems where the uplink and downlink channels have simi-
lar characteristics. By leveraging this property, the system can efficiently esti-
mate the downlink channel quality without having to directly measure it [3]. 
In FDD systems, the uplink and downlink channels are trained separately. 
This means that the training time for the downlink channel is dependent on 
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the number of antennas, making it difficult to operate large antenna arrays 
effectively. Consequently, alternative strategies are needed to obtain accu-
rate CSI estimates in FDD systems [4].

14.2 � ANALOGUE BF

The wireless signal is broken down using a power divider and then routed 
via a beamformer, which can adjust the magnitude (ak) and period (θk) of the 
transmissions in each of the routes leading to the antenna stack; number of 
antenna elements decides the power divider. At the receiver end, the signal 
from each antenna in the array is given a complicated weight (Figure 14.1). 
The amplitude and phase of a complex weight are both present. After that, 
the signals are merged into a single output.

	
( )sin θ= kj

k kw a e

	 ( ) ( )cos sin= θ + θk k k k kw a ja

where wk is the complex weight for kth antenna.

14.3 � DIGITAL BF AND ITS PARAMETERS

The diagram below depicts a simplified digital BF architecture. In this 
case, each antenna element has its own specialised RF chain, DACs, and 
ADCs. Using the sampling analogy, this means that the gain and phase 
of each spatial sample are individually changed together with baseband 
processing before up-conversion at Tx or after down-conversion at Rx. 
This enables the genuine implementation of mathematical algorithms with 
maximal freedom, the majority of which regard each antenna output as an 

Figure 14.1  Analogue beamforming.
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accessible sample. In addition to maximising signal intensity in a desired 
direction, nulls can be formed in unwanted directions to suppress interfer-
ence. These techniques are designed to enhance the signal quality by reduc-
ing interference and noise and to optimise the transmission of data to the 
intended recipient. Non-linear precoding techniques are used to augment 
execution [5].

14.3.1 � Zero-forcing

It is a spatial data processing algorithm that is commonly used in wireless 
communication systems. It utilises multiple broadcasting antennas to filter 
out interference signals from multiple users and to compensate for IUI at 
each user. In massive MIMO systems, the precoding matrix of zero-forcing 
(ZF) is designed to minimise interference among user streams, making it 
an effective linear precoding approach. [6]. ZF works well in low-noise or 
high-power applications. The power of the pre-coded signal is considerably 
boosted when the channel is poorly established, which causes a decreased 
SNR at the demand end. IUI is eliminated at the disadvantage of increased 
broadcast wattage. According to [7], interference is reduced by delivering 
information bits in the projected user’s orientation together with nulls in the 
other users’ directions [8]. The false-inverse of the H is used in conjunction 
with the H−1 as a broadcast screen to create the precoding matrix. The data 
stream that is primarily routed towards the terminal is premultiplied using a 
precoding matrix to perform the IUI suppression. Consequently, the BS’s ZF 
precoding matrix is given as:

	 ( )−=
HH H

zfw H HH

better results when employed in noise-free environment. In the channel with 
additive noise, it will amplify noise also [9].

14.3.2 � Maximum-ratio transmission

It aims to maximise the SINR at the anticipated objective. This technique 
is widely used in wireless communication systems to improve the quality of 
the transmitted signal and reduce the effects of noise and interference. The 
matched filter (MF) linear precoding technique’s fundamental tenet is to 
pre-code the transmitted signal in a way that it is matched to the channel’s 
properties. The transmit signal is multiplied by a complex-valued weight 
vector to perform the precoding. By utilising channel knowledge, this weight 
vector is intended to maximise the signal-to-noise ratio at the receiver. One 
benefit of the MF linear precoding technique is that it may be applied to 
a number of communication systems, such as BF, space-time coding, and 
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MIMO systems. To lessen the impacts of ISI and ICI in MIMO systems, 
MF linear precoding can be utilised. Matching filter linear precoding can be 
employed in BF systems to increase the antenna array’s directivity and raise 
the SINR. A MF linear precoding technique can enhance diversity gain and 
lower error rates for space-time coding schemes.

	 = H
MFw H

MRT, as an enormous array M’s antenna count rise, making MRT the best 
precoder. In contrast to ZF, MRT increases the power of the symbol rather 
than attempting to cancel IUI. MRT precoding, for instance, works superior 
to ZF alone provided the quantity of simultaneous clients is very elevated, 
users are very mobile, or the base station hardware capability is very limited.

14.3.3 � Regularised-zero forcing

Regularised zero-forcing (RZF) precoding uses regularised channel inver-
sion rather than a conventional channel reversal [10]. It is a type of linear 
precoding used in MU-MIMO communication systems to lessen user inter-
ference. When numerous users share the same frequency band, it results in 
interference between the users. With RZF precoding, users’ interference is 
eliminated while the received signal power is increased. The pseudo-inverse 
of the channel matrix with regularisation is used in RZF precoding to pro-
duce a linear transformation of the broadcast signal. The complexity of the 
RZF precoding matrix is managed by the regularisation parameter in order 
to prevent overfitting to the training set of data. The MSE of the received 
signal is desired to be reduced to the absolute minimum using the RZF pre-
coding matrix, thus also known as MMSE. RZF precoding has been demon-
strated to outperform conventional ZF precoding in terms of overall system 
performance, particularly in situations with high SNR. The regularisation 
term, which reduces system noise and interference, is primarily responsible 
for the performance increase. For MIMO wireless communications systems, 
it is considered an extremely sophisticated straight precoder since it can 
trade off the advantages of both MRT and ZF precoders [11]. The RZF 
precoding matrix is provided by

	 ( )β α
−

= +
1H H

RZF kw HH I H

The parameter for power normalisation is, β and k/Pd = α is the regularisa-
tion factor to be optimised. RZF precoder tends to ZF precoder at small α 
while it tends to MRT precoder at lower α. Ik is the identity matrix, Pd is the 
downlink power assigned to each user. The system complexity increases as 
the number of antenna elements rises (Table 14.1).
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Table 14.1  Advantages of beamforming techniques

Linear precoding Advantages Disadvantages

ZF 	•	 Zero forcing can help reduce the effects of channel distortion.
	•	 By equalising the signal, zero forcing can improve the overall signal quality 

and reduce errors in the received signal.
	•	 Zero forcing is a relatively simple equalisation technique, which makes it 

easy to implement in digital signal processing systems.
	•	 Zero forcing can be highly effective in simple communication channels 

where the signal distortion is mainly caused by a delay and a linear 
attenuation.

	•	 Zero forcing can provide low latency in digital signal processing systems. 
Also Zero forcing is compatible with different modulation schemes, 
including QPSK, BPSK, and other digital modulation schemes.

	•	 In noisy case it works badly.
	•	 Power consumption is more.
	•	 The implementation complexity is more.
	•	 Performs badly when number of users grow.
	•	 In contaminated channels, it amplifies both 

signal and noise power.

MRT 	•	 When there are more BS antennae than users, performance is close to 
ideal.

	•	 Considering that channel matrix inversion is not present, computational 
complexity is lower.

	•	 It is preferred in high-mobility cases.
	•	 Presents high performance at lower SNR.

	•	 MRT shows lower achievable rate when 
number of base station antennas is low.

	•	 In complex signal processing cases, power 
consumption is high.

	•	 Small errors in channel estimation can 
significantly degrade MRT performance.

RZF 	•	 It is ideal if all users experience the same SINR and average channel 
attenuation ratio.

	•	 Compared to ZF and MRT, RZF shows better sum rate performance.

	•	 When dealing with large and complex 
communication channels, processing will also 
be complex and high-power-consuming.

	•	 Sensitivity to channel estimation errors.
	•	 Suboptimal performance in highly correlated 

channels.
	•	 Limited performance in multiuser scenarios.
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14.3.4 � Bit error rate

The amount of inaccuracies in bits obtained across a channel is measured by 
the BER. When bits are altered as a result of interference, noise, distortion, 
or synchronisation issues, this happens. It can alternatively be described as 
the proportion of incorrect bits to all bits communicated in a particular 
amount of time [12]. The transmission modulation technique employed in a 
download single-cell massive MIMO communication scheme determines the 
BER. In a huge MIMO structure with ZF precoding and grey-coded square 
QAM modulation, the mean BER for the kth user is calculated as [13]:
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Where the degree of freedom is given as τ = M − K, M is quantity of base 
station antennas, and k is amount of users. Transmission SNR of the end 
terminal is given by, γ σ= 2/Tk P K . PT is the overall broadcast power at the 
base station shared out equally among users. CN and dN are constants.

14.3.5 � Achievable Sum rate

The achievable rate is another parameter used to evaluate the effectiveness 
of huge MIMO systems. The lowest spectral efficiency over a fading channel 
that a MIMO system is capable of achieving is specified, or achievable sum 
rate in linear precoding techniques can be expressed mathematically as the 
sum of the achievable data rates of all the users in the system. The achiev-
able data rate for each user depends on the channel conditions and the linear 
precoding scheme used. In this regard, the possible rate per user in a single-
cell downlink massive MIMO network is governed by the Shannon channel 
capacity theory and is given as [14].

	 ( )= +2log 1k kR B SINR

And the achievable sum rate for k users will be given as:

	
( )

=

= +∑ 2

1

log 1
K

k k

k

R B SINR

Where B denotes the bandwidth of the system.
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14.3.6 � Power expenditure

The downlink massive MIMO system’s overall power consumption is determined 
by the quantity of power broadcast and the voltage used by the circuit [15].

	
µ

=

= + +∑
1

K

t k c f

k

P p MP P

Where pf is the voltage expenditure at the BS regardless of the quantity of 
broadcast antennas, pk is the downstream broadcast power allotted to each 
user, pc is the fixed device voltage expenditure per antenna, and μ is the 
reverse of the voltage amplifier performance at the base station.

14.3.7 � Energy efficiency

The energy efficiency of a linear precoding technique can be measured 
in terms of the amount of bits that can be broadcast per unit of energy 
expended. This metric is known as the energy efficiency or spectral efficiency 
per unit energy. Generally, the higher the energy efficiency, the better the 
performance of the system.

	
= Achievable SumRate

EE
Total Power Consumption

The ideal precoding technique for huge MIMO systems—one that achieves 
a desired throughput performance while minimising complexity—has been 
extensively researched. But even though linear precoders have the benefit of 
being simple, their lack of precoding accuracy cannot be ignored. Significantly, 
linear precoding performs well when the channel correlation between the 
users is minimal, but when this correlation is weighty, the performance suffers 
greatly. On the other hand, non-linear precoding methods have the prospec-
tive to considerably improve the massive MIMO functioning in 5G because 
they are often more resilient to channel correlation between UEs (Figure 14.2).

Figure 14.2  Digital beamforming.
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To achieve good flexibility, control over amplitude and power consump-
tion, and cost, hybrid BF is introduced [16], The design of hybrid BF tech-
niques is to jointly tune analogue and digital beamformers to increase the 
achievable rate. The detailed discussion on hybrid BF will be presented next.

14.4 � HYBRID BEAMFORMING

Nearly 20 years ago, hybrid BF was developed, and as a specific instance, 
peer-to-peer sole-stream broadcasting in sub-6 GHz facilities was researched. 
Over a decade later, in mm-wave structures, hybrid BF was investigated and 
attracted significant interest from the academic and industry worlds [9]. In 
this instance, compared to analogue BF, hybrid BF provides spatial division 
multiple access and multi-stream broadcasting with spatial multiplexing. 
With significantly less complicated technology, it achieves spectral efficiency 
comparable to completely digital BF. It is considered to be a good option for 
transmission architecture in mm-wave technology as a result.

	

     
     = +     
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

    



1 1 10

0N N N

H A s

y D n
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H represents the downlink channel of the ith user. Ai is analogue precoder 
on the ith transceiver, and D is digital BF matrix. n is the noise vector, and 
Si is the broadcast information for the ith user. The analogue BF Ai and 
the digital BF D can be jointly optimised under specific channel availability 
assumptions. In general, uplink sounding in a TDD system or downlink 
address signals are the two ways to collect downlink CSI. The DL/UL chan-
nel mutuality tuning, using conventional methods at the base station, may 
not perform effectively due to the high complexity of the tuning circuits, 
therefore, the first way is not simple. Furthermore, measuring the CSI per 
antenna is virtually impossible due to the N*M structure (N = quantity 
of transceivers and M = quantity of active antennas per transceivers). The 
second approach is likewise useless because each transceiver’s antennas 
actually function as a single logical antenna, and it is still unknown how the 
guide signals should be delivered. One practical assumption about channel 
information is that the BS is aware of partial channel information, such as 
AoA and AoD, If H and A are known, it is possible to determine the effective 
channel matrix HA. The total rate can then be maximised by designing the 
digital BF matrix D.

Consider the BF structure N by M. With M antennas, each transceiver 
pointing at one user (there are N users in total), perfect analogue BF is 
assumed. In the case of a sufficiently big M, there is no inter-user interfer-
ence. It is possible to derive the N user total capacity of this structure as
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Relationship between EE and SE: In the formula mentioned above, W stands 
for bandwidth, P corresponds to each transceiver’s broadcast power, η0 
for PA productivity, and N0 for thermal noise level. [17]. Channel gain is 
assumed to be unit. Then, this structure’s SE is expressed as,
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Hybrid BF is still dealing with a number of serious problems, which could 
limit its potential to be used in real-world applications. Hardware complex-
ity has been greatly decreased when compared to fully digital BF, but it is 
still a major challenge, specifically given the price and energy requirements 
of mm-wave tools [18]. Therefore, hardware-efficient hybrid BF architec-
tures should be created (Figure 14.3).

Hybrid BF issues are inherently non-convex and difficult to address. A 
comprehensive strategy should be used to solve these implementation issues 
for hybrid BF. We particularly require a thorough analysis that takes into 
account the three crucial factors listed below: Spectral efficiency, hardware 
efficiency, and computational efficiency. There are two parts to the hybrid 
beamformer: a digital part and an analogue part. The RF chains that make 
up the digital portion share a common structure with the many plans under 
discussion. The digital component of hybrid BF, denoted as, ,

∗∈
t

sRFN N
BBk fF   

can be used for each user on each sub-carrier, similar to the conventional 

Figure 14.3  Hybrid beamforming.
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fully digital BF. In contrast, this is not true of the hybrid BF analogue net-
work or component. The analogue network ∗ ∈  

t
tRFN N

RFF   is a part that all 

users and subcarriers share because digital beamformers combine what is 
sent for all users, while analogue RF BF is a post-IFFT procedure. In addi-
tion, the analogue network is the primary element that distinguishes various 
hybrid BF topologies. In particular, the spectral efficiency that may be 
achieved and the design of the algorithms are both significantly impacted by 
the analogue network’s structure.

Power amplifiers, phase shifters, and switches are important hardware 
elements in the analogue RF domain. Each antenna element requires a 
power amplifier as a basic component in conventional completely digital BF, 
and IC design has focused heavily on realising low-power amplifiers. of con-
trast, phase shifters are the recently developed hardware components of 
hybrid BF systems. They were first used in military radar systems. Phase 
shifters are currently quite expensive, costing up to $100 USD even for low 
resolution2, and hardware manufacturers are not yet prepared to offer them 
for commercial usage. It encourages alternative structures to reduce the 
number of phase shifters or replace them with other components. To sim-
plify the circuitry, Roi et al. [19] suggested replacing phase shifters with 
switches. Phase shifters and/or switches play a major role in the hardware 
effectiveness of the analogue network since power amplifiers are essential 
and difficult to replace. In fact, switches only require binary states and per-
form better than phase shifters in terms of cost, power consumption, and 
implementation difficulty. But being limited to the on-off state will unavoid-
ably result in spectral efficiency performance degradation. The key way 
hybrid BF structures vary from conventional BF structures is in how they 
construct the analogue network using the aforementioned technology. In 
particular, the mapping approach and hardware implementation play a 
major role in determining the analogue network structure. In this work pre-
sented, we will discuss mapping approach in detail only. The mapping strat-
egy determines the connections between the antenna components and RF 
chains. There are two fundamental mapping procedures, fully-connected 
mapping and partially-connected mapping.

Fully connected and partially connected Hybrid BF:
This suboptimal approach to BS EE maximisation attempts to lower base-

band processing and RF chain energy usage. Even with less-than-ideal solu-
tions, a boost of more than 170% is seen when BS antennas and a sufficient 
amount of UEs are used to jointly optimise power and budget efficiency. In 
the work [6], for the downstream link mmWave huge MIMO systems, a 
multiuser hybrid BF is devised. Analogue BF is used to increase connection 
gain and select the optimal beams that will maximise the output of the 
intended recipient and minimise disturbance from any additional users. 
Nevertheless, digital BF maximises the EE of its target user while increasing 
the spatial multiplexing gain via a zero-gradient approach. Due to the irreg-
ular nature of the optimisation challenge and to prevent complexities, the 
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authors use the fixed magnitude hypothesis on the DB and numerically solve 
the AB difficulties with a per antenna energy limiting (Figure 14.4).

This is based on fully connected hybrid BF with hybrid digital and ana-
logue inputs at both the user terminals and the BS. [15] presents a useful 
hybrid BF for multiuser large MIMO systems that combines analogue BF 
with digital BF with ZF precoding. The suggested techniques demonstrate 
that hybrid BF with additional RF chains can perform better than tradi-
tional digital precoding.

It is anticipated that the amalgamation of large MIMO systems with a 
hybrid BF setup that includes a substantially decreased RF chain number 
will significantly improve EE and SE for 5G [20]. At high energy bands, such 
as mmWave, the transmission signal can be adaptively altered in accordance 
with the channel while overpowering the unfavourable channel characteris-
tics [21, 22] (Figure 14.5).

Figure 14.5  Partially connected hybrid-beamforming.

Figure 14.4  Fully connected hybrid-beamforming.
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For employing BF to enhance the efficiency, different algorithms are 
applied, LMS algorithm, Sample Matrix inversion algorithm, and Recursive 
Least Square algorithm, while for hybrid BF the optimal algorithm can be 
one of the adaptive algorithms, such as MVDR or the combination of both.

14.5 � RESULTS

In this section, the results of some beamforming techniques are discussed, 
so that you can imagine how important the variable changes are in the tech-
nology development. In Figure 14.6 it has been shown by Jun Zhang how 
digital beamforming shows dominance in spectral efficiency as compared to 
fixed phase shifters with different numbers of RF chains (η).

Figure 14.7 provides a brief discussion and displays the results of the 
hybrid BF algorithm in combination with digital linear precoding tech-
niques such as matched-filter and regularised zero forcing in the MIMO 
and massive-MIMO systems in the rapid fading channel with four differ-
ent receivers—MF, ZF, RZF, and regularised hybrid zero-forcing (HRZF). 
The results are evident that the performance of the hybrid regularised 
zero forcing technique dominated all other presented techniques like MF, 
ZF, etc.

Figure 14.6  Spectral efficiency vs signal-to-noise ratio.
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Chapter 15

Exploring the evolution of 
Artificial Intelligence methods
Tracing the path from traditional to 
contemporary approaches

M. Nagabhushana Rao, S. K. HimaBindu, K. Aruna 
Kumari, M. Nagalakshmi and A. Leela Sravanthi

15.1 � INTRODUCTION

Artificial intelligence (AI) has now become a really powerful tool that has 
spread into practically every field, such as healthcare, finance, transport, and 
others. In this section, some of the modern AI features concerning its impli-
cations for these areas will be elaborated in more detail.

15.2 � BACKGROUND AND CONTEXT OF ARTIFICIAL 
INTELLIGENCE

This subsection provides an overview of the history and evolution of AI. It 
traces the key milestones that have shaped its journey, offering insights into 
how AI has developed over time. It therefore assists the readers to build up 
comprehensive knowledge and perspective of history of AI to understand 
the basis and background for advancement in this area in the present world.

15.3 � SIGNIFICANCE OF ARTIFICIAL INTELLIGENCE 
ACROSS DIFFERENT DOMAINS

The section of this paper aims at discussing how AI is effecting change in 
different fields such as the health sector, commerce, and traffic, among oth-
ers. It focuses on the powerful potential of AI to increase effectiveness, raise 
output, and correctness across numerous uses.

15.4 � MOTIVATION BEHIND THE STUDY

This subsection will explain the motivation behind the study, including why a 
comprehensive survey of AI techniques is necessary. This could include iden-
tifying the gaps in current research, the need for a better understanding of AI 
techniques, or identifying specific challenges in applying AI in different fields.

http://dx.doi.org/10.1201/9781003643173-15
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15.5 � AIM AND OBJECTIVES OF THE STUDY

The aim and objectives of this study will be presented in this section. These 
include: an introduction to a range of AI methods; the style and design of 
those techniques; actual uses of AI in industry; and new techniques along-
side further possible applications in the future.

15.6 � OUR CONTRIBUTION

This section aims to emphasize the originality of the research, which involves 
thoroughly examining AI methodologies encompassing both traditional and 
contemporary methods. The study’s potential impact on the development of 
AI and its applications in various fields will also be discussed. The study’s nov-
elty can be further explained by identifying the specific contributions it will 
make to AI research. Overall, this section will provide readers with an intro-
duction to the topic of AI and the motivation behind the study, setting the 
foundation for the remainder of the paper. The subsections will be supported 
by relevant literature and data, and may include citations and references from 
various sources such as academic articles, reports, and case studies [1].

15.7 � ADVANTAGES

Based on the abstract provided, here are four advantages of the study:

	 1.	Comprehensive overview: This paper provides a detailed account of the 
modification of AI, with a focus on rule-based expert systems, followed 
by advanced developments such as deep learning and reinforcement 
learning. By covering this broad spectrum, it provides valuable insights 
into how AI technologies have progressed and adapted over time.

	 2.	Diverse AI techniques: It gives an idea about methods like machine 
learning, natural language processing (NLP), computer vision, expert 
systems, and fuzzy logic, upon which this study is built. This com-
prehensive analysis benefits researchers, practitioners, and students, 
showcasing the wide range of applications these techniques offer.

	 3.	Ethical and societal considerations: The study emphasizes AI’s ethical 
and societal impacts, advocating for trustworthy, understandable, and 
responsible AI systems. This focus on ethics highlights the importance 
of developing AI technologies that are transparent and accountable.

	 4.	Educational resource: The study is a comprehensive survey and a valu-
able resource for newcomers to AI, providing a roadmap through AI’s 
historical and current landscape. It demystifies some of the entrenched 
concepts regarding AI while promoting the generation of intelligent 
solutions that address significant issues without compromising on the 
two principal values of ethical AI: explainability.
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15.7.1 � Classic AI techniques

Classic AI techniques refer to the first generation of AI techniques devel-
oped in the 1960s and 1970s. These techniques are based on symbolic rea-
soning and rely on rule-based and expert systems. This section will discuss 
the following classic AI techniques; Figure 15.1 explains the blocks of the 
Knowledge base system:

15.7.2 � Definition and explanation of classic AI

This subsection provides the definition and explanation of classic AI. Classic 
AI is a branch of AI based on symbolic reasoning, designed to mimic human 
intelligence using a set of predefined rules and logic.

15.7.3 � Expert systems

They are highly defined information systems that have been developed the 
aim of emulating detailed decision making of experts in given areas. This 
section will discuss and describe them as relevant social interface structures, 
what the elements are, and how they operate in domains.

Definition and explanation: This subsection will define and explain 
expert systems, highlighting their architecture, design, and operation.

Architecture and design: In this section, we will explore the structure 
and conception of expert systems, encompassing a collection of pre-
established rules, a reservoir of specialized knowledge, and a reasoning 
engine. The reservoir of knowledge houses domain-specific informa-
tion, while the reasoning engine employs the rules to arrive at deci-
sions and offer suggestions [2].

Figure 15.1  Block diagram for Knowledge base system.
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Real-world applications of expert systems: This subsection will high-
light practical examples of expert systems utilized across different 
fields, including healthcare, financial services, and industrial sectors, 
showcasing their impact and effectiveness in solving domain-specific 
challenges.

Challenges and limitations of expert systems: This subsection will cover 
the challenges and limitations of expert systems, which include their 
inability to acquire knowledge and adjust to unfamiliar circumstances, 
the difficulty in acquiring domain-specific knowledge, and the need for 
constant maintenance and updates.

15.7.4 � Rule-based systems

Rule-based systems are specialized computer programs developed to make 
decisions by following a set of predefined rules. This subsection will explore 
various aspects of these systems, including their structure, functionality, and 
applications:

Definition and explanation: This subsection will define and explain rule-
based systems, highlighting their architecture, design, and operation.

Architecture and design: This subsection will discuss the structure and 
development of systems based on rules, encompassing a predefined set 
of rules, a repository of domain-specific knowledge, and an inference 
engine. The knowledge base houses the domain-specific information, 
while the inference engine employs the rules to make decisions and 
offer recommendations.

Examples of rule-based systems in real-world applications: This subsec-
tion will provide examples of rule-based systems in unique domains, 
such as healthcare, finance, and manufacturing.

Challenges and constraints of rule-based systems: This subsection will 
cover the challenges and limitations of rule-based systems, which 
include their inability to acquire knowledge and adjust to unfamiliar 
circumstances, the difficulty in acquiring domain-specific knowledge, 
and the need for constant maintenance and updates [3].

15.7.5 � Fuzzy logic

Fuzzy logic is a technique that is used to deal with uncertain or ambiguous 
information. This subsection will cover the following aspects of fuzzy logic:

Definition and explanation: This subsection will define and explain fuzzy 
logic, highlighting its architecture, design, and operation.

Architecture and design: This subsection will cover the architecture and 
design of fuzzy logic, which involves a collection of fuzzy rules, a 
membership function, and a fuzzy inference engine. The membership 
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function ascertains the extent of membership of a variable within a 
fuzzy set, and the inference engine uses the fuzzy rules to make deci-
sions and provide recommendations.

Examples of fuzzy logic in real-world applications: This subsection will 
provide fuzzy logic in different fields, such as control systems, image 
processing, and pattern recognition [4].

15.7.6 � Machine learning techniques

Artificial Intelligence is a big subject that encompasses three big branches of 
study, such as NLP, Machine learning, and Robotics. As an introduction to 
the main topic, this section provides the definition of the machine learning 
field and mentions its applications.

15.7.7 � Definition and overview of machine learning

Machine learning is all about learning algorithms that can learn how to 
make decisions themselves without being taught exactly what to do in the 
case of specific problems. These techniques fall into three main categories: 
the three categories include supervised learning, unsupervised learning, and 
reinforcement learning. All of these approaches are unique in the type of 
data that they are applied to and the circumstances during problem solving.

15.7.7.1 � Supervised learning

Supervised learning is a machine learning strategy that deals with mod-
els trained on labeled data to make predictions on outcomes. This section 
focuses on the discussion of the supervised types of learning encompass-
ing decision trees, random forests, and support vector machines. It also 
discusses applications of supervised learning, such as image classification, 
speech recognition, and NLP. We also discuss two problems that are associ-
ated with supervised learning, for instance, a requirement of a large amount 
of labelled data and the risk of overfitting [5].

15.7.7.2 � Unsupervised learning

Some of the models trained under this technique don’t even require prede-
termined labels of data and are aimed in identification of patterns or similar 
data units. In this portion, the author discusses clustering and association 
rule mining, which are the major unsupervised learning techniques, and 
reviews some typical applications, including anomaly detection and cus-
tomer segmentation. Additionally, the section highlights challenges in unsu-
pervised learning, such as evaluating clustering quality and the need for 
domain expertise.
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15.7.7.3 � Reinforcement learning

Reinforcement learning is where a model learns to make a decision based 
on the outcomes resulting from it. This section explains the architecture and 
topology of reinforcement learning, including the Markov decision process 
and the Q-learning. It also highlights real-world applications such as gam-
ing, robotics, and autonomous driving. Additionally, the section addresses 
the challenges of reinforcement learning, including the need for extensive 
training and the potential for negative outcomes [6].

15.7.7.4 � Deep learning

Deep Learning is a subfield of machine learning, that relies on artificial neu-
ral networks with multiple layers to address the data. In this section, you will 
meet deep learning models like the Convolutional Neural Network (CNNs), 
and Recurrent Neural Networks (RNNs). We’ll also study the practical sce-
narios of the use of deep learning, including object and speech identification, 
language processing, and self-driving cars. But like everything, deep learning 
has its drawbacks such as the requirements of large datasets, the host of 
computations required, and the understanding of these models’ decision-
making process (Figure 15.2).

15.7.8 � Natural Language Processing techniques

15.7.8.1 � Definition and explanation of Natural Language 
Processing (NLP)

Natural Language Processing (NLP) is an AI application that looks at how a 
computer will comprehend and process language that humans use. In a nut-
shell, it means processing-and-generating natural language as both rational 

Figure 15.2  Block diagram for CN network.
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and linguistic encompassment with the precise concern for effectiveness and 
adequacy. NLP is an interdisciplinary branch of AI that draws from com-
puter science, linguistics, psychology, and cognitive sciences.

15.7.8.2 � Information retrieval

Indeed, NLP is a system that benefited a lot from information retrieval (IR) 
techniques since it involves the capability of looking for and selecting rel-
evant data from unformatted and partially formatted data, typically text 
documents, web pages, emails, etc. The purpose of IR is to provide a user 
with the answer to whatever question they have.

Definition and Explanation: Information retrieval is the process of select-
ing, refining, and locating information that is stored in an unstructured or a 
partially structured manner. These are indexing, query processing, and rele-
vance ranking. Architecture and Design: An IR system usually has three 
main parts: a set of documents, an indexing module, and a query processing 
module. All these components enable it to search, classify, and return the 
information that best fits the user’s query.

Examples of Information Retrieval in Real-World Applications: A famil-
iar example of an IR system is the search engine of Google. Other applica-
tions of IR are spam filters, recommendation systems, and legal document 
search engines.

Challenges and Limitations of Information Retrieval: Managing the 
extensive volume of unstructured data available on the web is among the 
main difficulties in IR.

15.7.8.3 � Text analytics

Text mining is also an important subfield of NLP because it is specially 
aimed at analysis of large volumes of texts in pursuit of useful information 
and patterns. It is applying statistical, machine learning, and NLP methods 
to text data.

Definition and explanation: Text analytics hence, all aim at converting 
textual data in a less structured format into one that is more struc-
tured. Includes methods such as IR, Information Extraction, Sentiment 
Analysis, Topic Modelling, and Text Classification. These methods aid 
in the discovery of patterns most relevant from large and complex text 
information.

Architecture and design: A typical text analytics system has three key com-
ponents: These three components are Data Preprocessing Component, 
Feature Extraction Component, and Modeling Component or Engine, 
respectively. Data Preprocessing: This part is completely responsible 
for tasks like cleaning and normalization of raw text in order to 
make it suitable for analysis. Feature Extraction: Here, we also detect 
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features in the data, which would be relevant in the proceeding steps. 
Modeling: In this phase, methodological statistical or machine learn-
ing tools are used to extract relevant information from the data sets.

Real-life uses of text analytics: Text analytics is used in many industries, 
including marketing, finance, and the healthcare industry. Some of the 
applications are the trends on social media networks, customers’ feed-
back, or fraudulent activities.

Challenges and limitations of text analytics: The most significant issue in 
text analytics is the nature of natural language, being easy to misin-
terpret or grossly oversimplify. There are also other challenges: erro-
neous data, domain-specific language that can be difficult to analyze, 
and no access to annotated data that allows applications to be trained 
adequately.

15.7.9 � Robotics and autonomous systems

15.7.9.1 � Definition and explanation of robotics and 
autonomous systems

Robotics and Autonomous Systems identified as RAS, is a form of advanced 
mechanics created for self-operation for function- executing purposes. 
Imaging integrating computer vision and NLP with machine learning capa-
bility; this forms the basis for enabling machines to understand the physical 
environment and act on it, this is evidenced by RAS.

15.7.9.2 � Robotics in manufacturing

Definition and explanation: Robotics in manufacturing refers to the use 
of robots to automate various tasks in the production process. These 
robots handle repetitive and hazardous tasks, such as welding, paint-
ing, and material handling, which are often done by humans. The inte-
gration of robotics in manufacturing can boost productivity, lower 
costs, and enhance safety in the workplace.

Architecture and design: The structure that defines a robotic system, 
especially in manufacture, is usually defined both in the physical entity 
as hardware and in the logical entity as software. The hardware parts 
are considered to be major components, such as the robot arm, the end 
effector or the tool that is mounted on the robot arm, the sensors, and 
the actuator. Altogether, these components allow for the robot to per-
form particular tasks with exactness and effectiveness [7]. The com-
ponents include the control software, programming environment, and 
simulation tools. The design of a robotic system relies on the applica-
tion’s particular needs, like the type of manufacturing process, the size 
and weight of the objects to be handled, and the level of precision 
required.
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Challenges and limitations of robotics in manufacturing: Using robotics 
in manufacturing presents several challenges and limitations. Among 
the difficulties is the high cost of robotic systems, which can hinder 
adoption for small and medium-sized enterprises. Another challenge 
requires specialized skills to design, program, and maintain robotic 
systems. The limitations of current robotic technology include the lack 
of talent and flexibility of the robot arms, which limits the range of 
tasks they can perform [8].

15.7.9.3 � Autonomous vehicles

Definition and explanation: Self-driving cars are built to run on the free-
way with no human intervention. These particular vehicles employ 
the use of sensors, cameras, and GPS systems to acquire information, 
which the vehicles then act upon. Autonomous cars have the poten-
tial to make roads safer, eliminate traffic jams as well as increase 
mobility for people who might otherwise have a difficult time getting 
around.

Architecture and design: The system of an autonomous vehicle consists 
of several software and hardware features that have been mentioned 
in the thesis. Such hardware elements are sensors such as LiDAR, cam-
eras, radar, and mechanical mechanisms like steering and braking. The 
software components include a perception system, which analyzes the 
signal coming from the sensors; decision system, which decides what 
has to be done; and the control system, which actually performs the 
required action (Figure 15.3).

Examples of autonomous vehicles in real-world applications: Self-driving 
cars are under development and testing by Waymo, Tesla, Uber, and so 
many others. Waymo, a subsidiary of Alphabet Inc., has been conduct-
ing tests of autonomous vehicles on public roads since 2015.

Challenges and limitations of autonomous vehicles: Today, autonomous 
automobiles are proving much promise; however, their implemen-
tation is not without several difficulties. One of the critical issues 
is security  – crashes that occurred with cars of automated control 
forced us to doubt the complete reliability of such cars and their 
ability to manage critical, unpredictable real-life scenarios. Another 
is structural because the laws and regulations governing the use of 
autonomous vehicles are not the same across the world, and therefore 
developers find it difficult to put in place acceptable standards by 
which auto vehicles should be designed. It is becoming increasingly 
clear that current autonomous vehicle technology may be problem-
atic at the present moment in time, for example, with issues operat-
ing under poor illuminated conditions such as heavy rain or snow. 
Additionally, it requires high-quality mapping data to function effec-
tively in urban environments [9].
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15.7.9.4 � Drones

A drone is an uncrewed aerial system, programmed to be flown autono-
mously or by the operator through a remote-ground – control station. 
Recently, drones have emerged as popular due to the flexibility of use and 
the ease they provide in their operations. The uses of drones in military are 
surveillance or reconnaissance, and assassination. Amid the peaceful uses 
of drones, the most common and well-known uses are aerial photography 
and videography, delivery, aerial cinematography, mapping and surveying, 
search and rescue, and agriculture.

Definition and explanation: Drones are small aerial systems that may be 
operated autonomously or with the help of a pilot from the ground. 
They come with sensors and cameras for collecting data on the environ-
ment where the unmanned car is located and images, respectively. AI 
applications for drones include computer vision, machine learning, and 
path planning to enable the drones to make decisions on its movements.

Architecture and design: The architecture of a drone comprises some 
critical subsystems whose main function is to facilitate its flight and 
control. These include the structure, which is airframe, the source of 
power, otherwise called the propulsion system, and the directing and 
mapping system in order for the drone to cover the intended area. The 
navigational aids of this drone include GPS, accelerometers, and gyro-
scopes that enable the device to see where it is and in which direction 
it is flying, including the stability when it is flying. The control system 
includes the flight controller, which manages the drone’s movements 
and controls the speed of the propellers.

Figure 15.3  Block diagram for autonomous vehicle.
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Challenges and limitations of drones: However, there are also some dis-
advantages and drawbacks associated with the use of drone’s technol-
ogy. These include:

Safety concerns: The use of drones may be Eisenhower to different air-
crafts, persons, and property in case of a wrong maneuver.

Privacy concerns: Aerial photography violates the privacy of people since 
the drones take pictures and record videos, as a result of which peo-
ple’s consent is not sought.

Regulatory challenges: Operations of drones are restricted in many ways, 
and it may be quite a decision-making process to try and arrange all 
these legalities and acquire the relevant licenses.

15.7.10 � Emerging AI techniques

15.7.10.1 � Reinforcement meta-learning

Reinforcement Meta-Learning is a relatively burgeoning approach in rein-
forcement learning as an AI sub-discipline. It allows an AI to train the sys-
tem in a way that the learning process is adapted to the given task in the 
course of its functioning. In other words, Reinforcement Meta-Learning is 
the ability of an AI to acquire new knowledge and to do so within a reason-
able time. This approach is most effective particularly, when an AI system 
has to learn from minimal information and, in the second case, when an AI 
system has to be “trained” for new tasks and circumstances. It uses rein-
forcement learning in an effort to attain a meta-learning that actually leads 
to the creation of a system that can indeed “learn learning.”

The architecture of Reinforcement Meta-Learning consists of two main 
components: The first aspect is what I termed the meta-learner, and the sec-
ond aspect is what I termed the task-learner. Meta-Learner: In this case, it 
becomes essential to get the approaches or methods that can be employed in 
learning the approaches or methods. Task-Learner: This component is the 
one that is fully responsible for a given task. Training in the particular pro-
cess of acquiring new tasks is all about the meta-learner wanting and trying 
to improve the task learner to be capable of learning other tasks in the short-
est time possible. They will also provide for unperturbed interactions with 
new conditions and the gradual enhancement of the AI system performance 
implemented.

Reinforcement Meta-Learning is applied in almost any discipline, such as 
computer vision, NLP, robotics, and many others, in order to enhance the 
ability of a system to learn in a way that enhances learning. For instance, an 
AI system trained with reinforcement learning can quickly adapt to new 
environments in computer vision tasks, such as changes in lighting or new 
objects. In NLP, an AI system can quickly learn new languages or dialects 
with Reinforcement Meta-Learning. In robotics, an AI system can adapt to 
new tasks or environments in real time, such as changes in terrain or object 
positions [10–12].
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15.7.10.2 � Generative Adversarial Networks (GANs)

GANs means Generative Adversarial Networks – an innovative, perspec-
tive direction in AI that involves two neural networks. There is one network 
known as a generator that is responsible for generating fake data which 
resembles the real data, such as image and text data. The other network, 
called the discriminator, distinguishes between the produced data and the real 
data. The flow of intense rivalry between the two systems benefits the genera-
tor in enhancing its capacity to generate more realistic data in the long run.

Architecture of GANs: GANs consist of two main components: the gen-
erator and the discriminator. Generator: This network helps you gen-
erate a varied data set from noise. Discriminator: This network decides 
whether what has been produced looks like data that has been obtained 
naturally. The generator component is adjusted here to produce data 
that is greater in realism than the training data, and, conversely, the 
discriminator component is adjusted to make a more accurate deter-
mination of the real and fake types of data. This exchange process, 
I suggest, results in improvement of both over time.

GANs have a variety of applications, such as: Image and video synthesis: 
Designing lifelike images and videos right from the ground up. Text-to-
image generation: Superimposing of text descriptions onto images. Data 
augmentation: Creating more data for AI applications, for instance, creating 
synthetic medical images to amplify AI’s ability to work on healthcare tasks, 
such as the diagnostics of diseases. GAN can be applied to produce realistic 
medical images for training healthcare AI and even produce the virtual envi-
ronment for the simulated augmented reality.

Challenges and limitations of GANs: Another problem of GANs is man-
aging the adversarial loss, which consists of achieving a proper balance 
between the generator and the discriminator. Failure in cooperation 
may lead to the generation of low-quality data among the parties 
involved in the process. A key problem is that in certain applications, 
it is challenging to make a determination regarding the realism and 
quality of the generated synthetic data.

15.8 � CONCLUSION

15.8.1 � Summary of key findings

This survey has provided an extensive overview of a range of AI techniques, 
spanning both traditional and contemporary methods. This encompasses: 
expert systems, rule-based systems, fuzzy logic, machine learning, NLP, 
and robotics. The survey also discusses newer trends in AI, such as rein-
forcement meta-learning and GANs. The issues examined are related to the 
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architectural and design aspects of the techniques, as well as their usage 
in real-life applications and the deficiencies that must be addressed for the 
respective fields to evolve.

15.8.2 � Contributions and novelty of the study

This study is novel in its comprehensive coverage of various AI techniques, 
providing a thorough analysis of each approach’s architecture, design, and 
real-world applications. The study has also highlighted each technique’s 
challenges and limitations, which is essential in developing future AI appli-
cations that address these limitations.

15.8.3 � Study limitations

One drawback of this study is that the coverage of each AI technique is not 
exhaustive. Due to the vast number of AI techniques and their applications, 
it was impossible to cover every approach in-depth. Additionally, due to 
the rapidly evolving nature of AI, some of the information presented in this 
study may become outdated over time.

RECOMMENDATIONS FOR FUTURE RESEARCH

There is a set of urgent questions and issues associated with the development of 
AI technologies, which future studies should address, namely: ethical or legal 
implications, the problem of bias and unfair treatment of clients, and problems 
of security and privacy protection. There is also a need to advance AI tech-
niques and applications to overcome these obstacles. Additionally, more explo-
ration is required into the social and economic implications of AI to develop 
policies and regulations that promote its responsible and beneficial use.

In conclusion, AI techniques can potentially revolutionize various fields, from 
manufacturing to healthcare. It is therefore important that these challenges be 
dealt with in order to prevent misuse of AI and bring effectiveness in social 
welfare. This paper has given an idea of different types of AI, their structure, 
development, and their practical use in industries and commerce, along with 
their drawbacks. These findings are essential for new AI applications to success-
fully address these challenges and move toward the advancement of the field.
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16.1 � INTRODUCTION

The fast-growing nature of information and communication technology 
(ICT) has swept the world, changing the way we live, work, and communi-
cate. While this technological growth is going on, it is also taking us a big 
step back in terms of the environment. The IT industry is the leading cause 
of greenhouse gas emissions, use of energy, and exhaustion of limited natu-
ral resources. The ever-growing need for global computing power and digi-
tal services consumption places this sector under the process of proactively 
addressing the likely environmental impact.

Green computing, in general usage, synonymous with sustainable 
computing or the eco-friendly computing, is a term that embraces several 
practices and strategies with a view to lesser the ecological footprint of IT 
operations. From conceptualization, production, and use to final discard, 
this includes the circular system of use of ICTs and systems. Introduction of 
green computing is not only a way to reduce the organization’s environmen-
tal impact but also the final result of the long-term cost savings, supporting 
proper social responsibility and compliance with the stricter regulations of 
the environment [1, 2].

This chapter focuses on two crucial aspects of green computing: harness-
ing solar energy as a green power source and promoting reusability of old 
goods that could be used to prolong the life of an electronic device and drive 
out the e-waste.

16.2 � WHAT IS GREEN COMPUTING?

Green computing is a very wide-ranging concept that puts a point of focus 
on the care of the environment in terms of computers processing and han-
dling. It implements the range of methods and considerations, which the 
latter are meant to keep minimal ecological footprint of the IT service side 
of the business regardless, as well as to improve or increase effectiveness.

http://dx.doi.org/10.1201/9781003643173-16
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The core principles of green computing include the following: Energy effi-
ciency is the optimization of devices; virtualization is the use of the right 
resources when they are needed; and power management is the establish-
ment of the ways that power can be controlled.

Resource conservation: The introduction of new regulations on mining 
excessive and uncontrolled raw inputs from the earth for the sake of 
computer equipment production by relying on the reusing, recycling, 
and responsible disposal of such materials as the new standard [3, 4].

Renewable energy utilization: In my opinion as a policy advisor, intro-
ducing renewable energy sources such as solar, wind, and hydropower 
is inevitable since it will help to reduce the use of coal plants and 
greenhouse gases.

Sustainable design: Sustainable production has certain things in it: using 
environmentally friendly materials, reducing the consumption of haz-
ardous materials, and creating the whole product considering the 
environment at every step, including design, production, and waste 
disposal.

Awareness and education: Ensuring that the environmentally responsible 
approach is built into organizational and institutional culture, and 
through engaging stakeholders that include the individual population 
as well as policymakers in green computing practice awareness and 
provision of relevant information [1].

16.2.1 � Applications

The given illustration is a graphical depiction of the basic definitions of 
Green Computing, which are computer processes and technology that are 
ecologically sustainable (Figure 16.1).

Green design: It indicates the necessity of taking environmental friendli-
ness into account at every stage of computing hardware, software, and 
systems production. The range of green technologies requires green 
architectures, and eco-friendly materials and minimizes the consump-
tion of dangerous materials.

Green manufacturing: Green manufacturing procedures are directed toward 
the stage of computer device and component production. This embraces 
implementing renewable energy sources, lessening waste and emissions, 
and adopting a sustainable supply chain management strategy.

Green usage: By doing so, this shows the importance of deploying energy-
efficient and environment-friendly computing processes. It comprises 
strategies like energy management, virtualization, and optimization of 
resources, which eventually decrease the amount of energy and extent 
of carbon footprint.
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Green disposal: Appropriate disposal and recycling of computer hard-
ware and electronic waste make them important aspects of green com-
puting. Thus, this unit stresses the significance of responsible waste 
management, electronic scrap recycling and minimizing environmen-
tal burden caused by discarded computing equipment.

Green awareness: Developing the consciousness and implementing the 
eco-friendly computing practices among and between individuals, 
organizations and society as a whole is vital for the realization of the 
green computing initiative. This component covers equal learning, 
training, and cultivating a green culture.

The interrelated factors in the painting indicate that green computing is a 
comprehensive method that implies the entire phases of computing devices 
and systems, starting from the design to the usage and the disposal. Every 
part of the segment is essential in decreasing the environmental impact of 
computing, and implementing the benefits in the ICT sector. [1, 2]

Figure 16.1  Definition of green computing.
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16.2.2 � Process of green computing

(See Figure 16.2.)

16.2.2.1 � Design

Normal design process of any software and cloud architecture includes 
designing independent modules that work autonomously and collabora-
tively to serve a complete purpose or feature that the architecture was built 
to provide.

However, a green computing architecture requires any particular design 
to adhere to some core principles of energy consumption, environmentally 
friendly strategies, processes of deployment, use of technologies, etc.

Assessment of environmental impact: Identification of impact caused 
by designed architecture and utilized technologies. For exam-
ple, AWS choosing to allow shared hosting is an environmentally 
friendly step.

Set goals and objectives: Turning core objectives of the design decisions 
into an environmentally friendly step could help the process to be 
more aligned with green computing.

Figure 16.2  Process of green computing.
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Renewable energy resources: Using renewable sources of energy to power 
our software, cloud, or servers is also a good step in green design, 
utilizing solar energy to power the servers.

Resource conservation: Designing an architecture which is optimized to 
save energy consumption on the basis of its momentary usage, this 
helps in reducing the consumption of resources when a piece of tool 
is not in use.

16.2.2.2 � Implementation and usage

In green computing, implementations and usage mainly refer to the stage 
when green technologies are used for energy efficiency and sustainability. 
This includes:

Install power management functionality in software as well as hardware 
phases to minimize electricity consumption during use.

Promoting consumers to engage themselves in lifestyle-oriented power-
saving habits, for instance, switching off devices when they are out of 
use and activating sensors which help to save energy.

Making provision for education and orientation of users on eco-friendly 
computing and handling of computing resources without compromis-
ing sustainability.

Based on the usage data monitoring and formation of the usage patterns, 
as well as identification of the points for improvement, and making of 
optimized resource utilization.

16.2.2.3 � Specifications

The primary step in implementing Green computing standards is to design 
devices and programs that conform to environmental standards and sustain-
ability. This involves:

Regulations such as implementation of energy-efficient designs, resource 
conservation, and minimal ecological damage are setting sustainable 
design requirements and standards.

Developing ecological materials and reducing environmental concerns 
using low-power processors, and recycling materials results in eco-
friendly implementation.

Develop increased software optimization, in terms of energy efficiency 
and resource utilization, that will involve usage of energy-efficient 
algorithms and power-efficient features.

Joining forces with such parties as suppliers and other stakeholders so 
that the products, their components, and assembling details are all 
geared to green computing.
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16.2.2.4 � Recycling and disposal

With the objective of limiting generated e-waste and reusing as much as 
possible, recycling and disposal in green computing are mostly done. This 
includes:

Building products having recyclability as their key characteristics, such 
as using separable components that can be recycled, or the material 
being recyclable.

Launching collection campaigns, take-back programs, and designing the 
recycling systems to help dispose of the electronic waste in a pollutant-
free manner.

Partnering with verified recyclers and garbage collection companies that 
ensure all the e-waste is disposed of the right way using environmen-
tally friendly techniques.

Educating the Public: consumers and businesses on why recycling electronic 
waste is essential, how such waste should be taken care of, and we should 
provide guidance on how to properly dispose of worn-out devices [4].

16.3 � GREEN COMPUTING IN IT

The IT industry contributes greatly to the green computing practices devel-
oped and integrated, as it is the one with the biggest environmental footprint. 
The following subsections explore two specific aspects of green computing 
in IT: use of solar power and hardware reuse.

16.3.1 � Solar energy in IT

The adoption of solar energy usage in IT operations is a promising tech-
nique to decrease the environmental footprint of the industry and lower 
its dependency on conventional sources of energy. Clean, renewable, and 
endless sun rays could be utilized to run data centers, offices, and different 
IT infrastructure.

16.3.1.1 � Benefits of solar energy in IT

Reduced carbon emissions: Solar energy helps IT organizations to effi-
ciently prevent air pollution, greenhouse emissions and thereby, take 
measures toward environmental protection. Data centers and IT infra-
structure are recognized as energy-intensive, more often than not being 
contributors to the emission of carbon dioxide into the atmosphere. 
When an organization switches to solar energy, it can partly overcome 
pollution and is in line with sustainable objectives. [5]
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Cost savings: The cost of the installation of solar power systems can be 
pretty high initially, but the operating costs are generally cheaper than 
those of other energy sources in the long run. Solar power plants have a 
very low operational cost, as the generated energy is basically cost-free 
by the time your initial investment is returned. Moreover, the different 
government incentives, tax credits, and Renewable Energy Certificates 
(RECs) can also reduce the upfront costs, which makes solar energy 
investment more and more an attractive financial option. [5]

Energy resilience: The installation of solar energy systems can help provide 
a stable and uninterruptible power supply and concurrently decrease the 
chances of power outages and disaster occurrences. Such situations are 
especially common when it comes to IT duty that demands uninterrupted 
performance with secure supplies of electricity. If the solar power genera-
tion systems are integrated with the energy storage devices, organizations 
can maintain an uninterrupted power supply and business continuity 
even when there are grid failures or undesirable climate conditions. [5]

Corporate social responsibility: Embracing the use of solar energy shows 
the organization’s devotion to environmental sustainability, which 
in turn will boost the reputation and brand value of the company 
throughout every stakeholder that supports the cause. Consumers and 
stakeholders are becoming more aware of environmental issues. As 
sustainable practices are made a priority by businesses, these com-
panies get a competitive edge and are able to draw eco-conscious 
customers, employees, and investors.

16.3.1.2 � Implementing solar energy in IT

On-site solar installations: The business enterprises can install some solar 
photovoltaic (PV) panels if there is space available on the roof or 
ground of their offices, including IT companies, data centers, and head 
offices. This power production is the direct use of electricity and the 
reduction of unnecessary energy loss during the processes of transmis-
sion, and that also brings about community-centralized controls on 
energy supply. I choose from a variety of pharmaceutical products, 
machines, water, and suitable tools that can be calibrated to produce 
the energy equivalent to my IT operations.

Off-site solar farms: In such cases, as there is insufficient space/moral 
conditions on-premise for roof-mounted installations, or when pre-
conditions for implementing the system are not provided, organiza-
tions can either rent solar energy from solar farms constructed off-site 
or opt for different contractual partnerships called power purchase 
agreements (PPAs). PPAs provide an opportunity to use solar energy 
without a large upfront capital investment that is needed to install the 
solar systems. Hence, with the PPA, solar power is affordable and can 
be enjoyed by more and more people.
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Grid-tied systems: Grid-tied solar power can do this when it is the major 
electricity supplier, and also, the excess electricity produced can be 
fed back into the grid, or the organization can also draw power when 
needed. These grids established a link between other resources, which 
made us have stable and constant energy available presently and grad-
ually made integrating with the old infrastructure easy, and reduced 
the irregularity of solar energy.

Energy storage solutions: Storage methods, like batteries or thermal 
storage, can be loaded contingencies to achieve the target of provid-
ing a grid that is uninterrupted and stable. For this purpose, the sur-
plus energy stored when sunlight is abundant is used for necessary 
demands, and hence, an uninterruptible power supply during IT oper-
ations is obtained.

Energy management and monitoring: The importance of adopting energy 
management systems with quality monitoring tools along the whole 
process of solar energy utilization cannot be overstated from the point 
of view of energy efficiency. The resulting energy management systems 
are enabling companies to see the overall energy use trends, find out 
waste, and eventually take improvement actions to optimize energy 
efficiency. The application of this energy in parallel with grid-supplied 
electricity can make economies gain independence.

16.3.2 � Hardware reusability

The fast pace at which erasable computing devices or the prevailing need for 
new technologies are being used has all played a major role in creating tons 
of that electronic waste or e-waste.

Resuscitating hardware is one important aspect of green computing, 
which allows usage of old computing devices for longer and reduces the 
need for remanufacturing those components, which consume a lot of 
resources.

Benefits of hardware reusability:

Waste reduction: Some organizations are trying to rectify this by using of 
lesser new equipment but rather recycling of the old electronic devices’ 
components, which is a move aimed at reducing the amount of e-waste 
disposed which is proven to be very unfriendly to the environment 
during the recycling and disposal process. At the same time, the waste 
is willingly or not E-contained with several hazardous substances, 
including lead, mercury, and cadmium, being among the critical com-
pounds that create immediate threats to the ecosystems and human 
health when not treated professionally.

Resource conservation: Utilizing the already-existing computers either by 
repurposing them prolongs the period until replacement, increasing 
the one-time industry-bad process where finite natural resources are 
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used up, destroying the environment. Fabrication of these “high tech” 
gadgets involves the taking or mining of metals that are scarce, like 
the precious metals and rare earth elements, and also plastics as the 
end products, which can keep the resource base finite for quite some 
time [3, 4].

Cost savings: In restoring commonly used projects, the process of replac-
ing old hardware may even be cheaper than buying new equipment. 
This gives space for companies to save big if they exactly use what 
they already have as their primary technology assets, so they would 
not often request hardware upgrades or buy new hardware.

Environmental compliance: Additionally, several communities and par-
ticular municipalities are enjoined by the EU-based WEEE Directive to 
implement a certain method of managing electrical and electronic waste. 
Such organizations can practice environmental sustainability by cultivat-
ing proper management of machines that can be reused, hence rightly 
adhering to waste e-rules and regulations and thus, not being slammed 
with any fines or penalties that might emanate from such regulations [5].

16.4 � WHY DO WE NEED GREEN AND SUSTAINABLE 
COMPUTING?

We need green and sustainable computing for several important reasons:

Environmental impact: The ICT sector is a major contributor to carbon 
emissions and energy consumption worldwide due to the utility of this 
technology. Green computing practices seek to achieve an environmen-
tally friendly aspect of computer devices and infrastructure through 
measures like improving power efficiency, minimizing wastage in the 
range of facilities, and the mainstream usage of renewable energy [2].

Energy efficiency: Computational systems and data centers use a lot of 
energy, and these operations cost us a big deal and emit large quanti-
ties of carbon dioxide. Green computing methods like energy-efficient 
devices, virtualization, and efficient power management that employ 
conditioning, load leveling, and outages, among others, can contribute 
to the reduction of energy consumption and expenses [3–5].

Resource conservation: Mining, using, and processing computing equip-
ment imposes the demand on the natural resources and their finite-
ness, which are rare earth metals and precious materials. Sustainable 
computing methods encourage resource efficiency, recycling, and the 
listing of circular economy principles, which contribute to the sustain-
able development goals.

Regulatory compliance: A lot of governments and business entities have 
brought numerous laws and norms into this field with a focus on 



Sustainable computing, greener design for computer server systems  261

energy efficiency and waste management. Adopting greener and sus-
tainable computing ways can enable businesses to remain in compli-
ance with these regulations and, at the same time, keep out of trouble 
that comes with fines and penalties.

Corporate social responsibility: Despite the different tools that raise the 
awareness of individuals toward environmental issues, many people 
have a higher expectation from corporations to behave in a more 
environmentally friendly manner. Green computing and sustainable 
computing practices can make your corporation more significant 
socially and externally, creating an image that your company is much 
future-oriented.

Cost savings: Efficient computing technologies and competent resource 
management can yield major savings in operation in the future because 
these solely lead to less power usage, waste removal, and each device’s 
life extension [4].

Future-proofing: With the increasing global concerns on environmen-
tal issues and both national and international long-term regulations 
becoming stricter, adopting green and sustainable computational pro-
cesses early puts organizations that are already prepared to compete 
and even thrive in present-day environments where such practices are 
not yet required.

16.5 �TURNING OLD COMPUTER PARTS INTO GREEN

The fastest-growing waste products in the United States are electron-
ics. Electronics or computer parts occupy significant landfill space, and 
many individuals are unaware that these components contain hazardous 
chemicals such as lead oxide, mercury, nickel, zinc, and cadmium, posing 
risks to both humans and the environment. Green computing advocates 
the ER3 principle: Eliminate, Reduce, Reuse, and Recycle. While some 
computer parts can be reused, certain components like chips requiring 
upgrades and motherboards for their mounting may not be. Consumers 
should recognize that nearly all computer parts can be recycled and 
reused, a process known as computer recycling. This involves refurbishing 
old computer parts into new, usable ones. For those looking to dispose 
of old computers, there are refurbishing businesses that repair and clean 
them. Options include resale or donation to schools and non-profit orga-
nizations, or sending them to recycling facilities where metal, plastic, and 
glass components can be broken down and repurposed. Presently, many 
individuals perceive it as more economical to replace computer parts than 
to repair them due to the associated labor costs [3, 4]. They also look for 
computer parts that are environmentally friendly. Computer parts that 
can be recycled are as follows:
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Glass monitor
Keyboard
CD-ROM drive
Plastic case
Cathode ray tube (CRT)
Cables
Copper in the power cord
Metal from the circuit board
Printer cartridges
Batteries

16.6 � SURVEY

We initially started with a quantifiable survey of target Django and Wagtail 
CMS/other CMS based sites.

Main objective of this survey is to quantify the related carbon emissions 
of these sites yearly. total sites surveyed: 23856 (Django only).

Total carbon emission recorded: 264,869 tCO2e/year.
Complete survey data has been incorporated into the spreadsheet pro-

vided below, which also deals with sites of various stacks such as LAMP, 
MERN, MEAN, etc. [6] (Figures 16.3 and 16.4).

16.7 � PRACTICAL APPROACH TO GREEN COMPUTING

This section contains a research- and analysis-based demonstration of how 
we can build a green computing server to serve our own apps (Figure 16.5).

We would also make use of some benchmarking softwares to analyze the 
difference between green practice based application-server combination vs 
regular system combination.

16.7.1 � Overview of this endeavor

This initiative aims to tackle the increase in carbon emissions from data 
centers in response to growing concerns and the urgent need for sustainable 
technological solutions. Environmental awareness by constructing a server 
using recycled hardware components and solar panels as an energy source. 
To further reduce power consumption significantly, we commit to imple-
menting workload enhancements and energy-efficient software solutions. As 
part of the project, the “Green Metric Tool” is employed for real-time moni-
toring of carbon emissions to track the reduction in carbon footprint. The 
anticipated outcomes include decreased carbon emissions, cost savings from 
energy utilization, and evidence showcasing the practicality and benefits of 
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Figure 16.3  Yearly carbon emissions sourced by random Django sites.
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Figure 16.4  Yearly carbon emissions sourced by random Wagtail sites.
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computing that could lead to transformative impacts. Our objective is to 
promote the adoption of conscious practices in the tech industry by dem-
onstrating the economic viability of sustainable computing, thus paving the 
way for a more sustainable and eco-friendly future [7].

16.7.2 � Green metric tool and carbon components

Embedded carbon:
“Embedded carbon” refers to the total carbon footprint associated with 

the creation and manufacture of server hardware, including produc-
tion, transportation, and assembly, akin to raw material extraction. It 
is a valuable indicator of the environmental impact of hardware even 
when not in use. Recognizing and quantifying embedded carbon is 
crucial in evaluating the overall sustainability of computer infrastruc-
ture. [8]

Associated carbon:
Associated carbon refers to the carbon emissions produced during the 

process of powering the server, showing the environmental impact of 
the electricity used. Servers are typically powered by energy from fossil 
fuels, renewable sources, or a mix, depending on the local energy mix. 
Measuring associated carbon helps understand the indirect environ-
mental costs of server operation. [8]

Figure 16.5  �High-level diagram for benchmarking green versus non-green server-
software setup.
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Holistic perspective with GMT:
The Green Metric Tool (GMT) comprehensively calculates the envi-

ronmental impact of computing by combining software weight and 
embedded carbon along with related carbon. The following compo-
nents are included in GMT readings:
Software weight: GMT readings consist of Software Weight, which 

considers program complexity and resource needs. Heavier soft-
ware tends to require more processing power. Our study proposes 
objectives for eco-friendly server settings to promote sustainable 
and energy-efficient computing practices.

Embedded carbon: The carbon impact resulting from the server hard-
ware’s manufacturing.

Associated carbon: The carbon released during the process of produc-
ing the energy needed to run the server.

The combination of these components in GMT values offers a benchmark 
for evaluating the environmental effectiveness of computing systems. Our 
research aims to assess and reduce these parameters by installing a solar 
panel system to power the server with sustainable energy, using recycled 
hardware to minimize embodied carbon, and optimizing critical software. 
[7]

16.7.3 � Objective

Our research presents a complete set of objectives to develop sustainable 
and energy-efficient server settings, with the aim of advancing environmen-
tally friendly computing practices.

Optimized green software:
One of our research goals is to create a small-scale, highly optimized 

application. First, optimization focuses on lowering the software’s 
resource requirements and increasing energy efficiency. This entails 
choosing a coding style which emphasizes efficient algorithms and 
databases. Furthermore, there are considered programming languages 
and frameworks that are renowned to have lower ecological effect [9]. 
The purpose of our research is to develop the perfect green software 
prototype as a standard reference for more extensive energy-efficient 
coding standards that may be used in the wider computing environ-
ment [1].

Recycled server hardware:
The use of reused or second-hand parts in the building of a server sup-

ports the concept of embodied carbon. This objective includes choos-
ing, reworking and testing parts from the server demolition or e-wastes. 
We intend to minimize the total amount of greenhouse emissions that 
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occur during the lifetime of the servers by adopting alternative uses for 
equipment that could potentially damage the ecosystem. The use of this 
approach is also informed by the Green IT initiatives, which support 
the proper handling of end-of-life electronics, including recycling [3].

Solar panel system:
Using a solar panel system as a source of power for the server is a commit-

ment to embracing environmentally friendly and renewable sources of 
energy. The second objective is determining the energy needs for serv-
ers; identifying solar options and adopting an energy storage plan so 
as to guarantee constant power supply. Motivated by studies carried 
out by Solar Energy Industries Association (SEIA), we seek to add to 
the existing understanding regarding environmentally friendly energy 
services for computing equipment. [10]

Holistic green server setup:
The last end result of the optimized green software program, recycled 

server hardware, and solar panel machine is anticipated to obtain the 
best inexperienced server setup. This complete technique displays the 
opportunity of bringing collectively numerous green computing prin-
ciples in one environment-friendly conception. Our studies, therefore, 
offers sensible implications for agencies which can be inquisitive about 
enforcing a complete green computing approach.

16.7.4 � Methodology

Optimized green software:
In order to create an optimized green software program, a thorough 

analysis of current data structures, algorithms, and coding methods is 
required. After that, the group will choose frameworks and program-
ming languages with a reputation for having the least negative effects 
on the environment while taking runtime effectiveness and resource 
usage into account. Efficiency will be the top priority during the cod-
ing process, minimizing computing demands and maximizing energy 
conservation.

Performance metrics, such as energy and resource consumption, will 
be monitored and evaluated on a regular basis during development. 
Iterative testing and refining will be done to ensure that the final appli-
cation maintains functionality and performance while achieving the 
highest possible level of energy economy. [11]

Recycled server hardware:
Building a server from recycled and repurposed hardware calls for an 

intensive identification, testing, and refurbishment technique. The 
team will collaborate with suppliers of decommissioned servers and 
recycling centers for digital waste to pick out hardware components 
that have the least capacity damaging environmental effect. The 
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decided on hardware components will undergo extensive testing to 
make sure reliability and operation. During the refurbishment manner, 
parts are up to date, constant, and cleaned as wanted. The intention is 
to increase the existence of these hardware components and reduce the 
requirement for sparkling production. [5]

Solar panel system:
An interdisciplinary approach is necessary to integrate a solar panel sys-

tem into the server configuration. To evaluate the server’s energy needs 
and choose the best solar panel arrangement, the team will work with 
engineers and specialists in solar energy. This entails assessing seasonal 
fluctuations, solar exposure, and geographic location.

The solar panel system will be built to produce enough energy to keep 
the server running constantly. The implementation of an energy stor-
age solution, such as capacitors or batteries, will guarantee continu-
ous operation during times when solar input is low. By referencing 
standards and guidelines set by organizations such as the Solar Energy 
Industries Association (SEIA) and the International Renewable Energy 
Agency (IRENA), the methodology integrates industry best practices 
for solar energy integration.

16.7.5 � Result and analysis

16.7.5.1 � Before

The following is the benchmarking of the GMT for the Django test suite 
before the green optimization. Single-phase followed by total-phase energy 
consumption data (Figure 16.6).

The following is the benchmarking of energy consumption for a simple 
WordPress site.

Which is 1.3 times more optimized (for the runtime environment) in terms 
of the Django test suite [12] (Figure 16.7).

16.7.5.2 � After

The following is the benchmarking of Wagtail CMS (simple Django CMS 
with green optimizations) (Figures 16.8 and 16.9).

The runtime environment of the after benchmark shows that energy con-
sumption is at an all-time low, which provides a direct fewer carbon emis-
sions score, as it is directly proportional to energy consumption and other 
predetermined values [13].

16.7.6 � Final impact of this endeavor

This demonstration opens up a world of new possibilities for greener sus-
tainable computing, but also a new level of benchmarking and standards 
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Figure 16.7  Total phase energy consumption of non-green application.
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Figure 16.8  Energy metrics benchmarked by green metric tool for green web app.
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Figure 16.9  Total energy consumption of green application.
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for software and hardware to adhere to. This endeavor called “Green 
Computing Using Solar Energy” is a new and comprehensive way of reduc-
ing the impact of information technology on the environment. The demon-
stration proposes to contribute greatly to sustainable computing through 
the coordination of optimized software, recycled hardware, and solar energy 
solutions. For benchmarking using the GMT, the study wants to show that 
this eco-friendly server setup succeeds using the tangible evidence, which is 
necessary in order to support the importance of the integration of green con-
cepts into computing infrastructure. These elements are blended together 
in a way that addresses current environmental problems to ensure that IT 
becomes a green sector.

16.8 � CONCLUSION

Green computing is achieved through the application of solar energy and the 
promotion of hardware reusability which is a very important direction in 
the development of the IT industry to a more sustainable and environmen-
tally friendly one. Through introducing these approaches into their business 
operations, the organizations will be able to significantly enhance the over-
all effort to mitigate climate change by reducing greenhouse gas emissions – 
including those of carbon dioxide, the main cause of global warming.

By utilization of solar energy in IT-operations one will clearly target the 
emission associated with the use of conventional non-sustainable sources such 
as fossil coast. Through the extensive use of solar power that is widely available 
and renewable organizations can lessen their dependence on non-renewable 
energy thus decreasing their carbon emissions. With an ongoing trend of the IT 
industry to enlarge and the energy consumption growing, it becomes a strategic 
transition by the sector to move to solar energy in order to decrease its total 
carbon footprint and to be aligned with the world’s climate goals.

On the other hand, the process of creating the software represents an even 
greater percentage of the emissions notably during data centers maintenance 
and decommissioning. New hardware production uses up a lot of energy 
and also takes away resources that are needed to reduce the greenhouse 
gases. One of the ways to accomplish these is to prolong the life of existing 
hardware through repair, reuse, and responsible e-waste management meth-
ods. This will reduce the need for manufacturing processes that are power 
consuming and such will likely lower carbon footprint that is traceable to 
these processes.

Apart from cropping up the direct ecological influence, solar energy, and 
hardware reuse practices help to initiate better innovations and create a 
culture of sustainability in the field of IT. As companies are using these sus-
tainable practices as their top priorities, they are creating a demand for 
more efficient and eco-friendly technologies, which in turn, are spurring the 
research and development in the areas like renewable energy integration, 
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energy storage solutions, and circular economy principles for electronic 
waste management.

Similarly, a better integration with the international regulatory initiatives 
on social responsibility of corporate organizations and sustainable develop-
ment makes it more reasonable to have green computing methods which 
recognize these trends. Customers, shareholders, and other stakeholders 
today are more and more convinced about the need for environmental con-
servation, and businesses that achieve to show a commitment to sustainabil-
ity can definitely be so well-endowed by a better reputation, get people 
ecologically conscious to work for their companies and be highly competi-
tive in today’s world which is much concerned about environmental issues.

To sum up, the union of solar energy and hardware reusability into IT 
processes is a major breakthrough towards a greener and low-carbon future 
for the industry. Through a process of cutting greenhouse gas emissions, use 
resource and do the job or responsibility to environmentally organizations 
are not only mitigating their ecological footprint but also leading in the 
innovation, linking to the environmental sustainability goals and global 
goals, and turning as leaders in the change towards a digital environment 
that is more a green and resilient.
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Chapter 17

IoMT
The key to affordable and accessible healthcare 
for all
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17.1 � INTRODUCTION: FROM IoT TO IoMT

We are currently living in a period when the Internet of Things (IoT) 
has become the largest area of research in technology and is also the key 
ingredient of the digital transformation that we are experiencing. IoT is 
a communication network of smart devices (sensors) that perform certain 
objectives [1]. Nearly every facet of human existence has been facilitated by 
IoT applications. The healthcare and medical professions have long been 
the most enticing applications for IoT, which eventually became known as 
the Internet of Medical Things (IoMT). The IoMT comprises a network 
of medical equipment, such as sensors, diagnostic and imaging apparatus, 
and medical servers, interconnected via Wi-Fi or the internet, facilitating 
machine-to-machine communication for the continuous monitoring of 
patient health [2]. IoT-powered health services are replacing existing medi-
cal infrastructure at a rapid rate, and it is projected that IoMT applications 
will cut costs, improve quality of life, and boost customer satisfaction [3].

There has been a dramatic increase in the demand for personal healthcare 
services. Health professionals like doctors, nurses, and guardians of patients, 
as well as patients themselves, may find m-health (the provision of health-
care through mobile devices) to be a lucrative and effective option in this 
case. Figure 17.1 shows how communication works in an IoT network. 
Such an interconnection includes doctors, patients, and all medical devices. 
Sensor nodes (in the form of medical equipment) collect data and send it to 
a medical server, which continuously monitors a patient’s health. If there is 
an emergency, interventions must be immediately implemented to prevent 
the patient’s health from deteriorating. In addition to this, the digital record-
keeping facility allows doctors to access their records whenever they wish; 
they can also ensure that further treatments are provided while keeping in 
mind previous and current data. The IoT provides advanced and complete 
healthcare for patients, especially those who suffer from chronic diseases.

Today, medicine and healthcare are no longer confined to a hospital set-
ting. With telemedicine, there is virtual home assistance for the elderly, serv-
ing patients throughout the world. With the development of remote patient 
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Figure 17.1  Working of IoMT through wearables.
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monitoring, it is now possible to take immediate action in case of emergency 
when a patient’s condition changes. This is specifically useful when a patient 
is suffering from chronic illnesses but doesn’t want to be in the hospital at 
all times. As an additional benefit, IoMT enables monitoring medical equip-
ment remotely for any performance problems. The idea of wearable smart 
devices is not a new one either. Patients can use the wearable devices to keep 
a close eye on their heart rate, blood pressure, and other health conditions, 
thanks to their attractive colors and sleek designs.

Thus, the shift from IoT to IoMT proves that technology has no geo-
graphical borders when it comes to application, and the way in which it is 
being used demonstrates its promise to lower healthcare costs and increase 
the quality of care provided to the public. The opportunities offered by 
IoMT would not only improve quality of healthcare, but also make health 
systems more efficient because doctors, medical staff, and patients would all 
be aware of their health, and the growing trend of wearable technology 
makes it possible for individuals to generate their own health reports based 
on variables that are factored in by the devices. The devices provide all kinds 
of information ranging from heartbeat levels to SpO2 and level of activity 
based on calories burned, etc. It is the medtech industry’s role to contribute 
to reducing costs, improving quality, improving efficiency, and supporting 
the transition from volume-based to value-based care (VBC). Therefore, in 
this context, it is not just IoT and IoMT but also big fields such as data ana-
lytics and particularly medical data analytics that gain a lot of attention. 
Medtech is rapidly transforming its role and relationships within the health-
care industry due to the IoMT. More precisely, the connection between sen-
sors and technologies is helping healthcare companies to optimize their 
clinical operations and workflow management, and improve patient care, 
even from remote places. As long as medtech businesses can convince physi-
cians and patients of the value and benefits of linked medical devices, the 
pace and scale of healthcare revolution will accelerate exponentially [4] 
(Table 17.1).

17.2 �THE SCIENCE BEHIND IoMT – HOW DOES THE 
TECHNOLOGY WORK?

Wireless Body Area Networks present a three-layered structure, which is 
an example of IoMT. Wireless Sensor Networks are the backbone of the 
IoT architecture; they are formed of five layers-physical layer, data connec-
tion layer, network layer, transport layer, and application layer. The objec-
tive of each layer is to carry out some function. The physical layer consists 
of sensors that gather data. The layer acts as a gateway for transmitting 
data streams over a physical medium for further processing and decision-
making. The data link layer, as the name suggests, is responsible for trans-
mitting data efficiently to the network layer. It carries out tasks like framing, 
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multiplexing, and error control to ensure strong networking between the 
nodes. The network layer is responsible for routing, and hence routing pro-
tocols have a significant role to play in the functioning of this layer. The 
transport layer is responsible for delivering information across the network. 
In order to ensure no or minimal data loss between sender and receiver, this 
layer ensures end-to-end packet delivery. The application layer acts as the 
user’s interface and has the primary responsibility of managing software.

Remote patient monitoring is one of the applications for IoMT, where 
portable smart devices or sensor nodes are wirelessly connected with the 
medical server. Sensor nodes (either on the body or implanted) collect data 
from their point of contact and transfer it to actuators, which collect the 
data from all these sensor nodes. A Personal Device, or PD, is an interface 
that receives data from nodes that connect to sensors and actuators, where 
the data can be analyzed by a Medical Server (MS), which allows for con-
tinuous monitoring of patients. The dynamic nature of this technology 
makes healthcare very efficient and personalized (Table 17.2).

Table 17.1  Benefits of IoT

S. No. Benefits of IoT in medical domain Ref. No.

1. 	1.	Accuracy in medicine
	2.	Patient health reports can be shared with family and friends

[5]

2. 24/7 medical services enabled – medical advice [6]
3. 	1.	 Improved quality of life

	2.	 Improved healthcare facilities and patient care
	3.	 Improved patient outcome
	4.	Reduced costs
	5.	 Improved user experience
	6.	 Improved disease prevention and management

[7]

4. Patient data is more manageable, and doctors can visit the records 
anytime

[8]

5. Saves energy, time, and cost of healthcare services [9]

(Continued)

Table 17.2  Technologies for IoMT

S. No. Future technologies Use in IoMT applications

1. Big Data Big Data accounts for the vast volume of health data 
generated from different sensor nodes and medical 
devices available in an IoMT network. Big Data 
leverages increased data analytics to improve the 
quality of health diagnosis and monitoring.

2. Augmented reality Augmented Reality plays a critical role in the IoMT 
network, especially during emergency procedures 
and remote patient monitoring.
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17.3 � APPLICATIONS OF IoMT

The IoMT is a critical aspect of the digital transformation of healthcare. As 
technology advances, new business models emerge, transforming processes, 
boosting productivity, improving cost-effectiveness of services, and increas-
ing customer satisfaction. Some of the most important applications of IoMT 
that have been making healthcare better include

17.3.1 � In hospitals and clinics

As hospitals and clinics become more advanced, healthcare is improving. 
The traditional medical equipment is becoming increasingly integrated into 
the IoMT network patients, devices/equipment, and doctors are all con-
nected in such a way that their data can exchange smoothly. Telemetry 
ICU is one of the finest examples of this application, where patient data is 

Table 17.2  (Continued)

S. No. Future technologies Use in IoMT applications

3. Cloud computing IoMT consists of distributed devices (sensor nodes and 
medical equipment) to analyze, and communicate 
clinical information to the cloud in real-time. 
This vast stream of data is collected, stored, and 
evaluated for accurate and effective decision-making. 
Data gathering with Cloud Computing enables for 
constant and quick access to medical information 
from any connected device over the internet.

4. Blockchain 
technology

The two main features of Blockchain technology 
make it suitable for healthcare applications: (i) It is 
decentralized, and (ii) It is distributed.

The main application of Blockchain technology is for 
security, privacy, and data sharing reasons among 
multiple parties in the healthcare industry including 
Personal Health Record (PHR) Data Management, 
clinical data exchange, and drug supply chain data.

5. Wearable 
technologies

Wearable medical devices allow for real-time health 
monitoring of patients along with enhanced public 
safety [10].

6. Fog computing Fog computing refers to a distributed network 
environment where multiple heterogeneous 
(geographically dispersed) devices are connected 
to provide reliable and scalable connectivity, 
computation, and storage facilities. The main features 
that make Fog Computing a significant part of IoMT 
applications are the high response time and low 
latency rate. This technology is a great alternative to 
cloud-enabled technologies that tend to create delays 
that are intolerable in critical medical applications.
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collected with the help of a Wireless Body Area Network (or smart medical 
devices), and health monitoring is done on a medical server. Apart from this, 
biomedical equipment remote monitoring is also a remarkable application 
of IoMT, under which equipment can be remotely monitored for perfor-
mance issues [11]. Also called Predictive and Preventive maintenance plan-
ning, this method reduces cost, energy, and ensures that the patient’s health 
is controlled 24/7 without interruption.

17.3.2 � Home

By making medical and healthcare services and applications accessible 
across multiple platforms, the IoMT makes medical and healthcare ser-
vices a lot more accessible. Telemedicine is one such application that serves 
beyond borders. Patients with chronic diseases can benefit from Digital 
Remote Patient Monitoring (RDM), which offers them freedom while keep-
ing constant track of their health. Patients don’t have to visit the hospital 
again and again with portable RDM devices providing complete health-
care. Virtual Home Assistance is a remarkable application, especially for the 
health monitoring of elderly patients. The combination of telemedicine and 
virtual health assistance allows for personalized healthcare even for those 
who do not have a family to take care of them.

17.3.3 � On the body

Sensors are the heart of IoT networks. Biological sensors are electrical 
devices expressly intended to transduce biological signals into easily detect-
able electric impulses for the aim of monitoring and analysis [12]. Sensors 
that are employed in remote sensing or endoscopy can be categorized into 
three primary categories, based on their application in either of these fields:

	•	 Sensors embedded in apparel
	•	 Sensors attached to the skin (on-body sensors)
	•	 Sensors implanted in the body

Wearable smart devices are used for fitness tracking and diagnostics. 
Application-specific sensor technology is constantly developing. Medical 
sensors are a key component for various medical diagnostic instruments 
and equipment. These form a healthy chunk of the IoMT product mar-
ketplace. Extensive research is being carried out in this field, and this 
technology is expected to develop advanced personalized and preventive 
healthcare in the years to come. The modern world of mobile apps and 
wearables supports applications like fitness, disease management and care 
symptom tracking, and health education. The analysis of big data enables 
real-time decision-making, which has led to groundbreaking healthcare 
innovations [13].
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17.4 � CASE STUDIES – IoMT IN PRACTICE IN INDIA

The IoMT business is growing at a phenomenal speed and is anticipated to 
surpass US$158 billion by 2022 from US$41 billion in 2017 to 2018. The 
recent COVID-19 problem will speed the process of hypergrowth in this 
sector. As noted previously in Figure 17.2, its uses can be separated into two 
segments – Clinical and Non-Clinical, with each having its own variable 
dimensions and specific applications on the ground. To get a deeper under-
standing of how it’s being adopted in India, we have to look at the practical 
examples in place. Many startups are emerging to assist doctors, hospi-
tals, and medical and health infrastructure in using technology effectively, 
including IoMT [14]. Through support provided by multiple arms of the 
government, such as the Technology Development Board (TDB), NMITLI, 
the Department of Biotechnology (DBT), BIRAC, and Millennium Alliance, 
Indian MedTech companies and SMEs have increased in number during the 
last two decades [15].

The areas that these startups have entered into, and later specialized in, 
are remote health diagnostics, mental health, critical care monitoring, and 
remote health monitoring. The ongoing pandemic woes, for instance, have 
created opportunities for IoMT innovation in ambulatory, remote monitor-
ing, and patient care assistance. Public and private healthcare providers are 
harnessing the power of IoMT data to improve the accuracy of diagnostics 
and the impact of targeted treatments [16]. A compilation of the same has 

Figure 17.2  IoMT classification.



IoMT  283

been provided in [17], which lists out the various products that are being 
developed to aid IoMT. In this piece, we look at a few examples of IoMT’s 
adoption in India.

17.4.1 � Case 1: Periwinkle Technologies – SmartScope 
and Net4Medix

This particular product, developed by Periwinkle Technologies, was an out-
come of using healthcare communications as seen in [18]. Net4Medix is 
the software application that is connected to the cloud in real-time, while 
SmartScope is a handheld device that helps the doctor scan a patient for cer-
vical cancer detection and treatment. Used for women patients between 21 
and 65 years of age, it provides close examination and enlarged viewing of 
the cervix, hence enabling the diagnosis of anomalies or precancerous alter-
ations at an early stage. It is beneficial in keeping track of the cervical health 
of an individual patient over a period of many years [19] (Figure 17.3).

In light of the fact that it may be used by any skilled health professional 
or nurse to monitor or study the patient’s cervical health over time, it is easy 
to use and operate. The process of its working is as follows: If a patient with 
worries about cervical cancer and her cervical health visits a physician who 
utilizes SmartScope, the physician uses the equipment to screen the patient 
in a normal context, diagnoses any issues, and recommends appropriate 
treatment. The gadget records the level of relevant indicators, provides a 
report, and stores the photos through Net4Medix software. Stored photos 
can be examined by an expert doctor from a remote location. This decreases 
the demand on the constant availability of human expertise on the site of the 
exam, denies the subjectivity of a visual screening test when performed by 

Figure 17.3  Working device of SmartScope [19].
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experienced auxiliary workers, and removes the multi-step lab-based pro-
cess of expensive cytopathology testing [19].

In this way, it enables early detection of cancer in precancerous stages, 
and enables appropriate treatment in a timely manner, and reduces the costs 
of multiple tests, which would have to be recommended in the case of 
spreading cancer further. The important thing about this is the remote usage 
of SmartScope and Net4Medix. In fact, by updating the patient’s records 
and saving them, Net4Medix software helps any other doctor the patient 
consults get an overview of his or her condition from glancing at the report 
online. Thus, remote health monitoring through such hardware combined 
with equally efficient and effective software can go beyond its regular usage, 
and as seen in [18], the firm that is producing SmartScope is also looking at 
using it for oral cancer treatment as well. This shows a broad usage of IoMT 
possible by identifying the right applications.

17.4.2 � Case 2: Neurosynaptic’s ReMeDi-remote 
monitoring

This is another example of remote health monitoring using Telemedicine 
developed by Neurosynaptic Communications [20]. The product is titled 
‘ReMeDi’, implying Remote Medical Diagnostic Kit. The idea was to con-
nect doctors to patients in rural areas, and its USP is a real-time measure-
ment of vital parameters. While it works on a similar pattern as that of 
SmartScope, its purpose is for general treatment and helps in one sense, the 
development of remote clinics or clinics on the go. The device has state-
of-the-art android-based portable solutions, which would come in handy 
given the growing usage of mobile phones, which can help connect better 
through mobile data [20]. It has an inbuilt stethoscope and spirometer. It is 
also equipped with Low Power Bluetooth connectivity to the Tablet/Mobile 
Phone. The catch lies in its ability to provide both online and offline access, 
and is powered by a Lithium Polymer rechargeable battery, which is incred-
ibly power efficient.

The difficulties while fostering this gadget were admittance to web avail-
ability in distant rustic regions, alongside poor data transfer capacity in 
regions where broadband network was available. The justification for such 
an innovation to have critical effect is given the detachment of specialists 
contacting remote and the absence of value clinical consideration at the 
neighborhood level. Primary Health Centers, a clinical set-up like ReMeDi 
would assist towns with associating with specialists in metropolitan 
communities and significant urban areas in adjacent regions and accelerate 
clinical findings (Figure 17.4).

In addition, the ReMeDi platform offers solutions to diagnose 20 various 
diagnostic parameters, including ECG, blood pressure, auscultation, oxygen 
saturation, fetal doppler, blood, and urine tests. Such a transformative 
technology, therefore, reduces the costs of healthcare on one end, raises 
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awareness about such simplistic technologies at the ground level, and adds 
to the creation of a strong market for more such IoMT-based solutions to 
take shape and paves the way for indigenous solutions just like ReMeDi.

Both models demonstrate that remote monitoring of health through IoMT 
can not only reduce the cost of health care, but also improve the quality of 
health care provided through remote means, and assist with interfacing the 
rustic regions better and achieve a more generous effect on the ground level.

17.4.3 � Case 3: Jana Care: point-of-care diagnostics – 
self-diagnosis device for diabetes

AINA device has been created by JanaCare Solutions and marketed to quan-
tify blood glucose, HbA1C, lipids (HDL, LDL, and TrG), creatinine, and 
hemoglobin. The device can be used in hospitals for inpatient treatment, 
for self-monitoring by patients at home, and for general screening by health 
staff. This device possesses strip readers, such as those seen in conventional 
diabetic testing, and is used to check the sugar level. The difference between 
this and the typical diabetes check-up devices is that, upon contact with 
blood, capillary action forces passive flow over or through a strip, the flow-
ing liquid activates the chemistry, and the chemical provides a signal that 
Aina can read [21].

This can be connected to our phones and, we can activate the device 
through a mobile application, which helps us generate the data that we 
need  – blood sugar levels, calorie levels, and other relevant metrics that 
need to be captured. This way, the device is connected to a mobile phone 
and would help in generating instant results based on the strip reader’s 

Figure 17.4  Models demonstrate ReMeDi set-up for remote monitoring [21].
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signals. The  differentiation from other devices is that there is an unmet 
demand for an affordable diagnostic system for chronic illness manage-
ment in primary and community care settings. Diagnostic testing using 
array technologies and microfluidics demands expensive equipment and 
capital-intensive manufacturing. Though these forms of diagnostics could 
be useful for established institutions that require testing hundreds of sam-
ples at a time, they are not designed to fulfill the needs of the community 
and home care [21].

Such easy-to-use point-of-care devices would greatly help in putting in 
place the basic medical device infrastructure in PHCs, local area hospitals, 
etc., and bring about cost-effectiveness in terms of technology (Figure 17.5).

17.5 � RECOMMENDATIONS – BASED ON IOMT CASE 
STUDIES

The preceding section discusses a few advances in IoMT and has highlighted 
just some of the examples of various technologies in the workplace and 
their applications. The thought here is that IoT gives the essential special-
ized design through numerous layers and installed frameworks, which can 
be adjusted in different areas according to their needs. IoMT specifically 
addresses the aspects of healthcare that see the need for human intervention – 
be it physical monitoring of patients or hospital management in addition to 
point-of-care testing. The advantages of IoMT – based solutions show that 
they make administering adequate treatment easier, as they can function 
remotely, and are easy to use to deal with most of the cases, enabling the 
technology’s easy portability.

Based on the above analysis and presentation of the technologies that are 
at work, there are a few aspects which may warrant a need for experts in 

Figure 17.5  AINA handheld test device [19].
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the  technological development process, to take a look and customize the 
technology accordingly, and for businesses to pitch in new ideas to take the 
concept further. The alternative uses of IoMT can be many, and so are the 
current applications that are in place already, and are functioning well. 
However, to get into more specific details, the following areas can be 
explored with regard to development of IoMT in other areas of healthcare.

17.5.1 � Patient wellness indicators in hospitals

The key idea behind this proposal is to separate critical patient wards from 
the normal/regular wards and use Embedded Systems and IoMT to moni-
tor the levels of each patient in intensive care or critical units by merging 
the data (ECG, SpO2, blood pressure levels, and other important metrics) 
patient-wise, with indicators in red and green showing real-time status of 
patients, giving the medical staff, the doctors, and medical practitioners, 
a clear picture as to when further treatment should be given. Such a tech-
nology would provide critically injured/ill patients with immediate medical 
attention and save their lives by keeping the concerned doctors informed of 
their status.

17.5.2 � Integrating IoMT platforms – one stop IoMT 
dashboard for hospitals

This idea stems from the fact that interoperability poses a challenge to the 
simultaneous monitoring of IoMT devices, which later poses a logistical 
problem. The root of this idea is to explore customization in IoMT-based 
solutions by integrating them into one definite application, to monitor each 
of the platforms, which in turn, may be monitoring at least a dozen con-
nected IoMT devices. This way, a hospital, for instance, can monitor the 
doctors’ availability, matching them with patients’ health, and, in addition, 
ensure a supply of required medicines and other equipment. In a way, it is a 
one-stop dashboard monitoring patients’ status, doctors’ consultancies, and 
surgeries scheduled, in addition to their availability [22].

17.6 � CHALLENGES FOR IOMT IMPLEMENTATION

There are multiple demanding situations that arise while looking to put into 
effect IoMT in Healthcare.

17.6.1 � Absence of healthcare regulatory body

As cited in [15], there may be no regulatory oversight in the field of clini-
cal era, which places this industry at a disadvantage, as without any reg-
ulatory framework, it is difficult to maintain the security and privacy of 



288  Smart Electronic Devices

the documents and reports. The Information Technology (IT) Act 2000 
afforded early supervision to the telemedicine industry in India, but lacked 
any established rules for data protection, security, and confidentiality. In this 
backdrop, while MoHFW, Government of India, in cooperation with NITI 
Aayog, has come forth with Telemedicine Practice Guidelines [23], which 
lay out a comprehensive framework with the overriding purpose to enable 
registered medical practitioners to offer treatment utilizing telemedicine.

The purpose of these recommendations is to offer practical guidance to 
physicians, so that all services and models of care, employed by doctors and 
health workers, are encouraged to consider the use of telemedicine as a part 
of their usual medical practice. These recommendations will enable the med-
ical practitioner to follow a good course of action, to give effective and safe 
medical treatment built on current knowledge, available resources, and 
patient requirements to guarantee patient and provider safety [24].

These provide extensive details about what telemedicine constitutes, and 
how various modes can be adapted to improve the quality of healthcare 
provided, particularly, in the National Digital Health Mission, which will be 
launched in the coming days. Electronic Health Record Standards, 2016, 
should incorporate IoMT cloud-based services, that would strengthen the 
legal framework in a big way and prevent misuse of healthcare data, which 
brings us to the next challenge that comes up as part and parcel of the shift 
to IoMT and cloud-based remote medical treatment – Data Security.

17.6.2 � Data security and privacy

Given the repeated concerns about privacy of personal data, and after the 
Supreme Court of India ruled privacy to be a Fundamental Right in a land-
mark judgment in 2017, a similar concern echoing with regard to data 
safety is inevitable, and was well-founded. Data security comes into ques-
tion as most of the cloud-based applications collect personal data such as 
addresses, names, and identification in addition to a person’s health history. 
For this, the broad legal framework is already in place, with the Ministry 
of Health bringing about Electronic Health Record Standards in 2016. At 
present, in addition to the EHR, the IT Act 2000 helps safeguard sensitive 
personal data and imposes punitive action upon its misuse [25].

However, with IoMT being cloud-based, where people voluntarily submit 
their information and health history is recorded at their request, there should 
be a strict policy regarding the data generation, protection, and dissemina-
tion in line with both the IT Act and EHR, 2016. Access to health data by 
third parties should be tracked using blockchain technology to prevent mis-
use, particularly in the case of insurance claims, health difficulties, and other 
actions that are illegal in nature.

It remains a challenge, as even the government databases are at the risk of 
cyberattacks. The concern remains valid, as the example of the ransomware 
cyberattacks on the UK’s National Health Scheme’s systems show.
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17.6.3 � Question of affordability

While switching from old systems to IoMT can lower healthcare costs for 
end users in the short term, the cost of shifting or adoption can be sub-
stantially greater because it now requires investing in the correct IoMT 
equipment, depending on the demands of hospitals, doctors, and medical 
personnel. This cost can be incurred in two ways: financially and through 
training. Finance is concerned with obtaining the appropriate equipment, 
installing the necessary drivers, software, and hardware, testing it (at first 
in trial projects), and finally finalizing it. This is a significant expense in and 
of itself. So it will be a challenge to see how the lowest rungs of medical 
infrastructure – PHCs, zonal and district level health centers (both public 
and private) – will accept it by allocating enough funds [26].

The training expenditures would be the next expense to be incurred. The 
IoMT technology, which is rapidly changing, requires a sufficient skill set to 
handle it, no matter how basic, which means a large amount of training will 
be required at various levels. Every layer, from technical equipment handlers 
to data analysts to doctors and practitioners, as well as support staff, 
requires constant upskilling, which can significantly increase costs in the 
early months, but, as with any other technology, this cost can be reduced in 
the long run with adequate ease of interface. In this context, handheld, 
phone-app-based IoMT solutions can help to alleviate cost difficulties and 
facilitate a smoother, less expensive transition to IoMT at both the local and 
macro levels. Furthermore, as the world moves on to become a more health-
conscious world in the post-COVID era, personal wearables that are gaining 
widespread use can be used better to give the correct health picture for those 
interested, with incentives to encourage more people to start using them.

17.6.4 � Interoperability – information exchange 
between more than one system

Another key challenge in the medtech market is the problem of interop-
erability. Interoperability may be generally described as the ability of two 
or more systems to share information and utilize the information that has 
been communicated. Interoperability is the ability of two or more devices, 
systems, platforms, or networks to perform in conjunction. Interoperability 
facilitates communication across diverse devices or systems, in order to 
accomplish a shared aim. However, the existing devices and systems are 
fragmented with regard to the communication technologies, protocols, and 
data formats. This variety makes it tough for devices and systems in the IoT 
network to connect and exchange their data with one another. The usability 
of the IoT network is restricted by the lack of compatibility [27]. A great 
majority of current IoT solutions are proprietary and intended to function 
primarily inside a predefined hardware or infrastructure environment. The 
lack of IoT interoperability implies that data can’t be effectively transferred 
across diverse, sometimes overlapping devices and systems [28].
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17.7 � FUTURE SCOPE OF IoMT

Healthcare and medicine will be transformed by disruptive technologies. 
One of IoMT’s primary forecasts is that emerging mobile technologies would 
spur seamless and secure telehealth communication, bringing physicians and 
patients together at a fraction of the expense of traditional consultations. In 
the coming years, digital health advisors, also known as customized preven-
tive health coaches, will become a trend. Such specialists will be able to assess 
and analyze data relating to health and well-being, as well as give online 
solutions. The application of developing technologies such as Big Data, AI, 
improved sensor technology, and IoMT would enhance not only patient 
health but also healthcare costs. It will make healthcare far more accessible 
and ensure that patients receive individualized and effective treatment.

Furthermore, modern technologies will raise the market for such innova-
tions and engage local businesses more, as well as collaborations with those 
creating such technologies on the global market, improving treatment qual-
ity and making healthcare more accessible. IoMT networks will promote 
good improvements at each stage of the patient experience for a population 
that is growing at a consistent rate. To achieve better results, sophisticated 
application-specific network protocols are required to increase the privacy 
and security of patient data in IoMT networks.

In addition to the foregoing, we believe that the IoMT’s future scope will 
include numerous connected areas such as wellness, fitness applications, and 
monitoring disease risks based on fitness levels, all of which will require 
wearable technology to be scaled up. Similarly, key parameters can be 
recorded and updated from time to time to understand how fit a person is 
and categorize them into age groups to study how fit a society is at the macro 
level, while analyzing during general checkups to improve patients’ chances 
of early recovery with respect to certain diseases. The use of RFID in IoMT, 
combined with geo-tagging, can assist hospitals and government authorities 
in determining the prevalence of seasonal illnesses. RFID’s application in 
IoMT has the potential to be game-changing [29]. These health apps can help 
a variety of people, including caregivers for patients, patients themselves, 
doctors, nurses, and healthy people. The advancement of m-health results in 
better medical services, increased efficiency, and increased effectiveness of 
health plans and services, lowering the cost of health maintenance [30].

Blockchain technology has the potential to help the hospital manage not 
only money transactions (together with the patients) but also data storage. 
Blockchain has a lot of potential for improving the security of IoT-based 
healthcare apps [31–36]. This may also assist in addressing the issue of per-
sonal data privacy and security. Any further adoption of IoMT at the ground 
level will be based on its cost-effectiveness, and so the key to improving 
IoMT adoption will be determined by the scale of application as well as the 
cost of production. The rising market for IoMT indicates that more and 
more options will be available in the future, allowing for a lot more 
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customized solutions and a multitude of IoMT-based solutions to flourish 
and favorably influence the health and well-being of our citizens and the 
entire medical community.
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Chapter 18

Next-generation cybersecurity 
system in integration with Artificial 
Intelligence and blockchain

Rajesh Singh, Anita Gehlot, Shaik Vaseem Akram, 
Ravindra Sharma and Praveen Kumar Malik

18.1 � INTRODUCTION

Industry Revolution 4.0 (IR 4.0) is a concept intended to enhance the way 
modern businesses operate by utilizing cutting-edge technologies such as 
those used in the development of the Industrial Internet of Things (IIoT), 
robotics, and Big Data applications. Blockchain is one such technology that 
may provide trust, security, and decentralization to a variety of industrial 
fields [1]. The reason for this is that many IIoT, and IR 4.0 tools have been 
linked to networks without proper security controls, resulting in devices that 
are incorrectly set or inadequately secured. Securing networks requires fairly 
explicit skills, which are unfortunately rarely offered in technical universi-
ties [2]. Organizations must be aware of their risks and prepare for quan-
tum-resilient systems. The evaluation is based on three variables: the time 
necessary to move to quantum-resistant systems, the security layer life of 
information assets, and the interval remaining before quantum computers 
violate security [3]. Information security is one of today’s most pressing con-
cerns. When most people think of cybersecurity, they think of “cybercrimes,” 
which are becoming increasingly common. To tackle this sort of cybercrime, 
several governments and companies make various attempts. Many people are 
concerned, in addition to many cybersecurity precautions [4]. Cybersecurity 
(CS) is also known as information technology security. The basic goal of CS 
is to protect networks, programs, devices, and information against unauthor-
ized access and manipulation. Cybercrime (CC) is classified into three types: 
cybercrime against entities, assets, and individuals [5]. The development and 
implementation of appropriate sophisticated strategies to address the com-
plex difficulties in this environment demand the identification of all the indi-
viduals and activities that act, directly or indirectly, on the cybersecurity of 
digital ecosystems [6]. Security Operations Centre (SOC) is a phrase that is 
extensively used nowadays, particularly in the context of network security. 
While we exist in a virtual world full of hazards, most senior executives in 
modern businesses still do not completely comprehend the threat picture [7]. 
The phrase “Industrial Control System” (ICS) refers to various control system 
arrangements such as Dispersed Control Systems (DCS), Supervisory Control 
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and Data Acquisition (SCADA), and Programmable Logic Controllers (PLC). 
Critical infrastructure includes thermal and nuclear reactors, power produc-
tion, heavy industries, water treatment plants, and distribution networks [8].

18.2 � IoT AND IIoT ASSISTANCE IN CYBERCRIME

Regardless of the growing diversity of networking infrastructures, compu-
tation frameworks, and software architectures that efficiently reinforce the 
execution of decentralized multi-domain value chains, an integrated archi-
tecture that successfully manages all associated vulnerabilities continues 
lacking: reciprocal credibility of structures in barely undefined layouts, iden-
tification and preventive of complex multi-vector threats, authentication, and 
network consistency [9]. However, the increasing incidences of cybersecurity 
assaults on networking architecture and its associated frameworks, as well 
as system flaws, are a source of concern for both providers and users. While 
the invention improves prospective energy production and distribution, uti-
lization surveillance, and data dissemination, its performance is directly con-
nected to the system’s successful integration of technologies [10]. With the 
increased reliance on real-life robots that operate near human beings, ensur-
ing the safety of these systems is becoming more crucial to avoid cyberat-
tacks that might result in privacy invasion, vital operations, and harm to 
individuals. Robotics, automation, and associated Artificial Intelligence (AI) 
technologies have grown ubiquitous, raising issues about security, safety, 
accuracy, and trust [11]. AI and machine learning (ML)-assisted cybersecu-
rity may enable data-driven robotics, empowering safety measures to iden-
tify and react to attacks in an immediate response. The implementation of 
AI and ML to confront cybersecurity challenges is gaining prominence in 
business and academia, attributed primarily to widespread attack vectors on 
critical networks such as cloud computing platforms, government agencies, 
and healthcare facilities, as well as the enormous amounts of data created by 
these attacks [12]. Deep Learning (DL), a unique type of ML, is attracting 
research attention owing to its effective usage in a variety of traditional AI 
applications as compared to standard ML algorithms (CMLAs). Recently, 
DL architectures have been imaginatively modeled for a wide range of cyber-
security applications [13]. CS training and exercises are essential for acquir-
ing a sufficient amount of proficiency in the virtual environment. The old 
military adage “You Fight As You Train” applies in the cyber domain. Cyber 
breaches can have a wide range of physical repercussions. A cyberattack or 
invasion against a power infrastructure, for example, might affect how the 
healthcare system operates [14]. The complexity, dynamism, resilience, effi-
ciency, interfaces, and interactivity of Internet of Things (IoT) devices must 
be thoroughly re-examined. As a result of this occurrence, network commu-
nication will be frictionless, and the IoT will be able to provide support [15].
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18.3 � BLOCKCHAIN TECHNOLOGY ASSISTANCE FOR 
THE PREVENTION OF CYBERCRIME

AI and ML techniques have improved dramatically as a result of block-
chain technology, which enables global and immutable repositories that 
assure non-repudiation and accountability of recorded information [16]. 
Blockchain technology is a software system that facilitates the safe trans-
mission of unique value instances (such as funds, assets, agreements, 
and identifying attributes) across the Internet, deprived of the interfer-
ence of an external mediator like a financial institution or agency. Bitcoin 
and Ethereum are illustrations of unreliable and unsupervised public 
Blockchains, whereas private Blockchains are trusted and supervised [17]. 
Blockchain technology appears as a feasible option for delivering promi-
nent traits such as continuous authentication, confidentiality, and robust-
ness. To cope with various attacks on IoT networks, it is necessary to 
conduct research on next-generation IoT security frameworks and build 
cutting-edge confidentiality protection solutions [18]. Blockchain applica-
tions incorporate essential attributes such as self-validation and auton-
omy to eradicate the requirement for reliable external access. Blockchain 
applications, including cyber-physical systems (CPS), are crucial for mod-
ernizing obsolete industrial processes, technical procedures, and business 
models [19]. Financial services, insurance companies, cybersecurity, pre-
diction, healthcare, cryptocurrency, and other industries benefit from tech-
nological convergence. As more virtual systems are utilized and services are 
delivered by these entities, the greater the probability that these systems 
may be manipulated. Blockchain is an exceptional information security 
system that generates networks that combine old entries retained by peers 
and fresh data sequentially by exchanges between nodes [20]. In terms 
of connection, data throughput, and latency, 5G currently outperforms 
3G/4G/4G, shifting from the traditional people-to-people communication 
paradigm to the modern people-to-things and things-to-things communi-
cation paradigm [21]. The emphasis on the development of next-gener-
ation cellular networks, or 5G, has shifted to meet expanding data rate 
expectations and boost the capacity of the microcell wave spectrum. Next-
generation networks must achieve extremely rapid data rates, minimal 
latency, and enormous data processing capacities [22]. Robots will soon 
become a realistic choice given the rapid advancement of smart devices 
with wireless sensors that function in hostile conditions. Unfortunately, 
as technology evolves, safety concerns grow, especially when it comes to 
cooperation between humans and robots [23]. The IoT in robotics is a new 
research and development industry that combines ubiquitous sensors with 
self-driving mechanisms. The integration of robotics and IoT technologies 
will broaden the potential of present IoT and robotics [24] (Figures 18.1 
and 18.2).
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Recommendations:

	•	 Cyber-Physical Systems (CPSs) enable one-of-a-kind computer frame-
work designs, as well as the integration of ubiquitously embedded sensors 
and communication services via better networking technologies [25].

	•	 Modern big data analytics strategies may reduce computing and pro-
cessing expenditures for next-generation networks.

	•	 Additional research is needed to enhance Quality of Control (QoC) 
and Quality of Service (QoS) parameters. Attackers are attracted to 
the communication routes of robotic devices [26].

	•	 Big data analytics exposes hidden understanding inside enormous 
amounts of data. To guarantee that data cannot be tampered with or 
altered, it should be adequately encrypted during the storage, adminis-
tration, and processing phases.

	•	 Deep learning and federated learning are unknown areas that research-
ers must address immediately.

	•	 Future research might use a novel framework that combines semi-
supervised approaches with online incremental learning to find latent 
patterns in network traffic of various types.

	•	 Blockchain integration with edge computing, which uses a distributed 
architecture and distributed services to address future network, system 
security, performance, and scalability objectives.

	•	 Existing communication models’ data transmission security should 
be reinforced, and a new set of technologies with higher degrees of 
dependability should be developed.

18.4 � CONCLUSION

We evaluated and contrasted the most contemporary works on the conver-
gence of big data, data science, and network science disciplines in this study, 
allowing researchers to grasp from a technical perspective. The literature 

Figure 18.1  �Different layers of blockchain technology assistance for providing a 
prevention of cybercrime in terms of area and features.
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Figure 18.2  �Blockchain technology mechanism for execution of secured com-
plete transaction.



298  Smart Electronic Devices

review describes a cybersecurity course that will investigate cutting-edge 
skill sets for leveraging AI and ML for malware analysis. It also describes a 
course meant to build an environment for planning against AI vulnerabilities 
in pervasive robotic systems. To combat cybercrime assaults, an innovative, 
trustworthy, and highly effective cybersecurity system based on ML prin-
ciples should be researched. The findings indicate that a comprehensive secu-
rity architecture is beneficial in mitigating future cybersecurity threats for 
innovative research problems in ensuring data confidentiality. Several indus-
trial agencies, public and private entities, and governments pose substantial 
vulnerabilities to vital networks, and a cybersecurity role in all of its com-
ponents will be critical to future expansion, creativity, and competitiveness.
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