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## To my Family

## Preface

Spread-spectrum communication systems are digital wireless systems that forgo spectral efficiency to make secure communications difficult to detect and process, accommodate fading and multipath channels, and provide a multipleaccess capability. I have written this fifth edition of "Principles of SpreadSpectrum Communication Systems" because spread-spectrum systems are an important option in designing a digital communication system. Although spreadspectrum systems have been eclipsed in the world of commercial cellular communications by orthogonal frequency-division multiplexing systems, spreadspectrum systems remain a force in other worlds, such as the Global Positioning System, Bluetooth, and military communications.

About $10 \%$ of the book is new or essentially new, and the presentation of the remainder has been substantially improved. Among the additions to this edition are more technical details and more detailed analyses of frequency synchronization, fading rates, spread-spectrum systems with differential phase-shift and quadrature phase-shift keying, and multisymbol demodulation of frequencyhopping systems with continuous-phase frequency-shift keying. Obsolete and unimportant material in the previous edition has been purged.

This book provides a comprehensive and intensive examination of spreadspectrum communication systems that is suitable for graduate students, practicing engineers, and researchers with a solid background in the theory of digital communication. No textbook can cover in detail the myriad implemented and plausible spread-spectrum systems and their subsystems. The principal goal of this book is to provide a concise but lucid explanation of the fundamentals of spread-spectrum systems that will enable readers to understand the current state-of-the-art and analyze a proposed system. The choice of specific topics to include was tempered by my judgment of their practical significance and interest to both researchers and system designers. The book contains many improved derivations of the classical theory and presents the latest research results that bring the reader to the frontier of the field.

The book emphasizes theoretical principles and methods of mathematical analysis that will facilitate future research. Simulation is the best way to determine the performance of a complicated spread-spectrum system, but simulation often deprives one of insight into the mechanisms of a system. Consequently, I
have pursued and stressed analysis by itself or in support of a simulation. When analysis cannot be continued without excessive approximations or assumptions, I have provided simulation results.

The analytical methods and subsystem descriptions are applicable to a wide variety of digital communication systems. Problems at the end of each chapter are intended to assist readers in consolidating their knowledge and to provide practice in analytical techniques. The listed references are ones that I recommend for further study and as sources of additional references. The appendices contain detailed theorems and proofs that prepare the reader for the mathematical methods used throughout the main text.

A spread-spectrum signal is a signal with an extra modulation that expands the signal bandwidth greatly beyond what is required by the underlying channel code and modulation. The most practical and dominant spread-spectrum systems are direct-sequence and frequency-hopping systems. There is no fundamental theoretical barrier to the effectiveness of spread-spectrum communications. This remarkable fact is not immediately apparent because the increased bandwidth of a direct-sequence signal necessitates a receiver filter that passes more noise power to the demodulator. However, when any signal and white Gaussian noise are applied to a filter matched to the signal, the sampled filter output has a signal-to-noise ratio that depends solely on the energy-to-noise-density ratio. Thus, the bandwidth of the input signal is irrelevant, and spread-spectrum signals have no inherent limitations.

Chapter 1 reviews fundamental results about most of the underlying modulations that are used or might be used for spread-spectrum communication. Coding theory and channel codes that are essential to a full understanding of spread-spectrum systems are presented. Channel codes, which are also called error-correction or error-control codes, are vital in fully exploiting the potential capabilities of spread-spectrum communication systems. Although direct-sequence systems greatly suppress interference, practical systems require channel codes to limit the effects of the residual interference and channel impairments, such as fading. Frequency-hopping systems are designed to avoid interference, but the possibility of hopping into an unfavorable spectral region usually requires a channel code to maintain adequate performance. Turbo and LDPC codes are examined because of their importance in the implementation of robust spread-spectrum systems, such as the ones described in Chapter 9. The first section of this chapter is particularly important for the understanding of the mathematical analysis in other parts of the book.

Chapter 2 presents the fundamentals of direct-sequence systems. After the information bits are mapped into code symbols, direct-sequence modulation entails the direct addition of a high-rate spreading sequence with the lower-rate data or code-symbol sequence, resulting in a transmitted signal with a relatively wide bandwidth. The removal of the spreading sequence in the receiver causes a contraction of the bandwidth of the direct-sequence signal while not altering the bandwidth of the interference. The difference in bandwidths can be exploited by appropriate filtering to remove a large portion of the interference. This chapter describes basic spreading sequences, both linear and nonlinear, and
data modulations that are detected coherently or noncoherently. A detailed analysis shows how the direct-sequence receiver suppresses various forms of interference. The devices that enable despreading with bandpass matched filters are described.

Chapter 3 covers the fundamentals of frequency-hopping systems. Frequency hopping is the periodic changing of the carrier frequency of a transmitted signal. This time-varying characteristic potentially endows a communication system with great strength against interference. Whereas a direct-sequence system relies on spectral spreading, spectral despreading, and filtering to suppress interference, the basic mechanism of interference suppression in a frequencyhopping system is that of avoidance. When the avoidance fails, it is only temporary because of the periodic changing of the carrier frequency. The impact of the interference is further mitigated by the pervasive use of channel codes, which are more essential for frequency-hopping systems than for direct-sequence systems. The basic concepts, spectral and performance aspects, and coding and modulation issues of frequency-hopping systems are presented in this chapter. A detailed description of the versatile continuous-phase frequency-shift keying as the data modulation is presented. The potentially powerful multisymbol noncoherent demodulation and the digital demodulation of continuous-phase frequency-shift keying are explored. The effects of partial-band interference and multitone jamming are examined, and the most important issues in the design of frequency synthesizers are described.

The methods of frequency and timing synchronization for both directsequence and frequency-hopping systems are presented in Chapter 4. Frequency synchronization refers to the synchronization of the receiver-generated carrier frequency with the received carrier frequency. Although the use of precision clocks in both the transmitter and the receiver limits the frequency uncertainty in the receiver, clock drifts, range uncertainty, and the Doppler shift may cause synchronization problems. A spread-spectrum receiver requires timing synchronization to generate a spreading sequence or frequency-hopping pattern that is synchronized with the received spreading sequence or frequency-hopping pattern. After timing synchronization, the received and receiver-generated chips or dwell intervals must precisely or nearly coincide. Any misalignment causes the signal amplitude at the demodulator output to fall in accordance with the autocorrelation or partial autocorrelation function. A practical implementation of timing synchronization is greatly facilitated by dividing synchronization into the two operations of acquisition and tracking. Timing acquisition provides coarse synchronization by limiting the possible timing offsets of the receivergenerated chips or dwell intervals to a finite number of quantized candidates. Timing acquisition is almost always the dominant design issue and most expensive component of a complete spread-spectrum system. Following the timing acquisition, timing tracking is activated to provide fine synchronization by which synchronization errors are further reduced or at least maintained within certain bounds. Symbol synchronization, which is needed to provide timing pulses for symbol detection to the decoder, is derived from the timing synchronization.

Adaptive filters and adaptive arrays have numerous applications as components of communication systems. Chapter 5 covers the principal adaptive filters and adaptive arrays that are amenable to exploiting the special spectral characteristics of spread-spectrum signals to enable interference suppression beyond that inherent in the despreading or dehopping. Adaptive filters for the rejection of narrowband interference or primarily for the rejection of wideband interference are presented. The LMS, normalized LMS, and Frost algorithms are derived, and conditions for the convergence of their mean weight vectors are determined. Adaptive arrays for both direct-sequence systems and frequencyhopping systems are described and shown to potentially provide a very high degree of interference suppression.

Chapter 6 provides a general description of the most important aspects of fading and the role of diversity methods in counteracting it. Fading is the variation in received signal strength due to changes in the physical characteristics of the propagation medium, which alter the interaction of multipath components of the transmitted signal. The principal means of counteracting fading are diversity methods, which are based on the exploitation of the latent redundancy in two or more independently fading copies of the same signal. The basic concept of diversity is that even if some copies are degraded, there is a high probability that others will not be. This chapter provides a general description of the most important aspects of fading and the role of diversity methods in counteracting it. Both direct-sequence and frequency-hopping signals are shown to provide diversity through various blends of spatial diversity, maximal-ratio combining, equal-gain combining, noncoherent combining, selection combining, transmit diversity, channel codes, and bit-interleaved coded modulation. The rake receiver, which is of central importance in most direct-sequence systems, is shown to be capable of exploiting undesired multipath signals rather than simply attempting to reject them. Multicarrier direct-sequence systems and frequency-domain equalization are analyzed in great detail and shown to be viable alternative methods of advantageously processing multipath signals.

Multiple access is the ability of many users to communicate with each other while sharing a common transmission medium. Wireless multiple-access communications are facilitated if the transmitted signals are orthogonal or separable in some sense. Signals may be separated in time (time-division multiple access [TDMA]), frequency (frequency-division multiple access [FDMA]), or code (code-division multiple access [CDMA]). Chapter 7 presents the general characteristics of direct-sequence CDMA (DS-CDMA) and frequency-hopping CDMA (FH-CDMA) systems. The use of spread-spectrum modulation in CDMA allows the simultaneous transmission of signals from multiple users in the same frequency band. All signals use the entire allocated spectrum, but the spreading sequences or frequency-hopping patterns differ. Information theory indicates that in an isolated cell, CDMA systems achieve the same spectral efficiency as TDMA or FDMA systems only if optimal multiuser detection is used. However, even with single-user detection, CDMA has advantages for mobile communication networks because it eliminates the need for frequency and time-slot coordination, allows carrier-frequency reuse in adjacent cells, imposes no sharp upper
bound on the number of users, and provides resistance to interference and interception. The vast potential and practical difficulties of spread-spectrum multiuser detectors, such as optimal, decorrelating, minimum mean-square-error, or adaptive detectors, are described and assessed. The tradeoffs and design issues of direct-sequence multiple-input multiple-output with spatial multiplexing or beamforming are determined.

The impact of multiple-access interference in mobile ad hoc and cellular networks with DS-CDMA and FH-CDMA systems is analyzed in Chapter 8. Phenomena and issues that become prominent in mobile networks using spread spectrum include exclusion zones, guard zones, power control, rate control, network policies, sectorization, and the selection of various spread-spectrum parameters. The outage probability, which is the fundamental network performance metric, is derived for both ad hoc and cellular networks and both DS-CDMA and FH-CDMA systems. Acquisition and synchronization methods that are needed within a cellular DS-CDMA network are addressed.

Chapter 9 examines the role of iterative channel estimation in the design of advanced spread-spectrum systems. The estimation of channel parameters, such as the fading amplitude and the power spectral density of the interference and noise, is essential to the effective use of soft-decision decoding. Channel estimation may be implemented by the transmission of pilot signals that are processed by the receiver, but pilot signals entail overhead costs, such as the loss of data throughput. Deriving maximum-likelihood channel estimates directly from the received data symbols is often prohibitively difficult. There is an effective alternative when turbo or low-density parity-check codes are used. The expectation-maximization algorithm, which is derived and explained, provides an iterative approximate solution to the maximum-likelihood equations and is inherently compatible with iterative demodulation and decoding. Two examples of advanced spread-spectrum systems that apply iterative channel estimation, demodulation, and decoding are described and analyzed. These systems provide good illustrations of the calculations required in the design of advanced systems.

The ability to detect the presence of spread-spectrum signals is often required by cognitive radio, ultra-wideband, and military systems. Chapter 10 presents an analysis of the detection of spread-spectrum signals when the spreading sequence or the frequency-hopping pattern is unknown and cannot be accurately estimated by the detector. Thus, the detector cannot mimic the intended receiver, and alternative procedures are required. The goal is limited in that only detection is sought, not demodulation or decoding. Nevertheless, detection theory leads to impractical devices for the detection of spread-spectrum signals. An alternative procedure is to use a radiometer or energy detector, which relies solely on energy measurements to determine the presence of unknown signals. The radiometer has applications not only as a detector of spread-spectrum signals but also as a general sensing method in cognitive radio and ultra-wideband systems.

Eight appendices contain important mathematical details about Gaussian processes and the central limit theorem, the moment-generating function and the Laplace transform, the Fourier transform and the characteristic function,
fundamental signal characteristics, probability distributions, orthonormal functions and parameter estimation, Hermitian matrices, and special functions.

In writing this book, I have relied heavily on the notes and documents prepared and the perspectives gained during my work at the US Army Research Laboratory. I am grateful to my wife, Nancy, who provided me with her usual unwavering support and also with editorial assistance.
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## Chapter 1

## Modulations and Channel Codes

Spread-spectrum systems superimpose an additional modulation on an underlying modulation. This chapter reviews fundamental results about most of the underlying modulations that are used or might be used for spread-spectrum communication. Coding theory and channel codes that are essential to a full understanding of spread-spectrum systems are presented. Channel codes, which are also called error-correction or error-control codes, are vital in fully exploiting the potential capabilities of spread-spectrum communication systems. Although direct-sequence systems greatly suppress interference, practical systems require channel codes to limit the effects of the residual interference and channel impairments, such as fading. Frequency-hopping systems are designed to avoid interference, but the possibility of hopping into an unfavorable spectral region usually requires a channel code to maintain adequate performance. Turbo and LDPC codes are examined because of their importance in the implementation of robust spread-spectrum systems, such as the ones described in Chapter 9. The first section of this chapter is particularly important for the understanding of the mathematical analysis in other parts of the book.

### 1.1 Modulations and Codeword Metrics

## Matched Filter

A basic operation performed in demodulators is matched filtering. A filter is said to be matched to a time-limited signal $x(t)$ that is zero outside the interval $[0, T]$ if the impulse response of the filter is

$$
\begin{equation*}
h(t)=x^{*}(T-t) \tag{1-1}
\end{equation*}
$$



Figure 1.1: (a) Rectangular input to matched filter, and (b) filter response
where the asterisk denotes complex conjugation. When $x(t)$ is applied to a filter matched to it, the filter output is

$$
\begin{align*}
y(t) & =\int_{-\infty}^{\infty} x(u) h(t-u) d u \\
& =\int_{\max (t-T, 0)}^{\min (t, T)} x(u) x^{*}(u+T-t) d u, \quad 0 \leq t \leq 2 T \tag{1-2}
\end{align*}
$$

and is zero if $t>2 T$. If the matched-filter output is sampled at $t=T$, then

$$
\begin{equation*}
y(T)=\int_{0}^{T}|x(u)|^{2} d u \tag{1-3}
\end{equation*}
$$

which is equal to the energy of the signal and is the largest value of $y(t)$ in the interval $[0,2 T]$. The response of matched filter to a rectangular input signal is illustrated in Figure 1.1. The ideal sampling instant occurs at the peak of the triangular output pulse.

If a filter matched to a time-limited signal $x(t)$ receives a signal $s(t)$ to which it is not matched, then the output at $t=T$ is

$$
\begin{equation*}
y(T)=\int_{0}^{T} s(u) x^{*}(u) d u \tag{1-4}
\end{equation*}
$$

which is a measure of the correlation between $x(t)$ and $s(t)$.

## Downconversion and Filtering

Most modern digital receivers use a downconverter to convert the received signal into a filtered baseband signal. A frequency translation or downconversion to baseband is followed by baseband filtering. The downconversion is represented mathematically by the multiplication of the received signal by a complex exponential but is physically realized as an in-phase and quadrature decomposition.

Consider the received signal

$$
\begin{equation*}
r(t)=\operatorname{Re}\left[s_{l}(t) e^{j 2 \pi f_{c} t+j \theta}\right]+n(t), \quad 0 \leq t<T \tag{1-5}
\end{equation*}
$$

where $j=\sqrt{-1}, s_{l}(t)$ is the complex envelope of the desired signal, $f_{c}$ is the carrier frequency, $\theta$ is the phase offset of the received carrier relative to the receiver-generated one, and $n(t)$ is the noise. Let $h(t)$ denote the impulse response of the baseband filter. If $h(t)=0, t<0$, then the output of the baseband filter due to the desired signal is

$$
\begin{equation*}
s_{1}(t)=\int_{-\infty}^{t} \operatorname{Re}\left[s_{l}(u) e^{j 2 \pi f_{c} u+j \theta}\right] e^{-j 2 \pi f_{c} u} h(t-u) d u \tag{1-6}
\end{equation*}
$$

Substituting $\operatorname{Re}(x)=\left(x+x^{*}\right) / 2$, we obtain

$$
\begin{equation*}
s_{1}(t)=\frac{1}{2} \int_{-\infty}^{t} s_{l}(u) e^{j \theta} h(t-u) d u+\frac{1}{2} \int_{-\infty}^{t} s_{l}(u) h(t-u) e^{-j 4 \pi f_{c} u-j \theta} d u \tag{1-7}
\end{equation*}
$$

We assume that $f_{c} T \gg 1$ so that the second term in (1-7) is negligible compared with the first term, leaving

$$
\begin{equation*}
s_{1}(t)=\frac{1}{2} \int_{-\infty}^{t} s_{l}(u) e^{j \theta} h(t-u) d u \tag{1-8}
\end{equation*}
$$

The downconverter alters the character of the noise $n(t)$ entering it. For the additive white Gaussian noise (AWGN) channel, the noise is a zero-mean, white Gaussian process with autocorrelation

$$
\begin{equation*}
R_{n}(\tau)=E[n(t) n(t+\tau)]=\frac{N_{0}}{2} \delta(\tau) \tag{1-9}
\end{equation*}
$$

where $\delta(\cdot)$ is the Dirac delta function (Appendix F.3), and $N_{0} / 2$ is the power spectral density (PSD) of the noise. After downconversion and filtering, the complex-valued noise at the output of the downconverter is

$$
\begin{equation*}
z(t)=\int_{-\infty}^{t} n(u) e^{-j 2 \pi f_{c} u} h(t-u) d u \tag{1-10}
\end{equation*}
$$

Let $z_{R}(t)$ and $z_{I}(t)$ denote the real and imaginary parts of $z(t)$, respectively. The approximating Riemann sums of the real and imaginary parts of the integral in (1-10) are sums of independent zero-mean Gaussian random variables. Therefore, $z_{R}(t)$ and $z_{I}(t)$ are jointly zero-mean Gaussian processes (Appendix A.1). The autocorrelation of the complex-valued process $z(t)$ is defined as

$$
\begin{equation*}
R_{z}(t, \tau)=E\left[z^{*}(t) z(t+\tau)\right] \tag{1-11}
\end{equation*}
$$

Substituting (1-10), interchanging the expectation and integration operations, using (1-9) to evaluate one of the integrals, and then changing variables, we obtain

$$
\begin{equation*}
R_{z}(t, \tau)=\frac{N_{0}}{2} \int_{0}^{T} h^{*}(t-u) h(t-u+\tau) d u \tag{1-12}
\end{equation*}
$$

Equations (1-10) and (1-9) imply that

$$
\begin{equation*}
E[z(t) z(t+\tau)]=\frac{N_{0}}{2} \int_{0}^{T} e^{-j 4 \pi f_{c} u} h(t-u+\tau) h(t-u) d u \tag{1-13}
\end{equation*}
$$

We assume that $f_{c} T \gg 1$ so that the integral in (1-13) is negligible, leaving

$$
\begin{equation*}
E[z(t) z(t+\tau)]=0 \tag{1-14}
\end{equation*}
$$

A complex-valued stochastic process $z(t)$ that satisfies (1-14) is called a circularly symmetric process. Setting $\tau=0$ in (1-14) and (1-12), we obtain

$$
\begin{align*}
E\left[\left(z_{R}(t)\right)^{2}\right]=E\left[\left(z_{I}(t)\right)^{2}\right] & =\frac{1}{2} E\left[|z(t)|^{2}\right] \tag{1-15}
\end{align*}=\frac{N_{0}}{4} \int_{0}^{T}|h(t-u)|^{2} d u x . ~\left(\left[z_{R}(t) z_{I}(t)\right)\right]=0 .
$$

To summarize, a downconversion followed by baseband filtering converts zero-mean white Gaussian noise into circularly symmetric, zero-mean complex Gaussian noise with real and imaginary components that are zero-mean independent Gaussian processes with the same variance.

If the signal is zero outside the interval $[0, T]$, then the filter output at sampling time $t=T$ is

$$
\begin{equation*}
s_{1}(T)=\frac{1}{2} \int_{0}^{T} s_{l}(u) e^{j \theta} h(T-u) d u \tag{1-17}
\end{equation*}
$$

Using (1-17) and (1-15) and then applying the Cauchy-Schwarz inequality (F-12), we find that the signal-to-noise ratio (SNR) of the sampled output is

$$
\begin{align*}
\gamma & =\frac{E\left[\left|s_{1}(T)\right|^{2}\right]}{E\left[|z(T)|^{2}\right]} \\
& \leq \frac{\int_{0}^{T}\left|s_{l}(u)\right|^{2} d u}{2 N_{0}} \tag{1-18}
\end{align*}
$$

This upper bound is realized if the baseband filter is matched to $s_{l}(t)$ and there is coherent detection so that we may assume that $\theta=0$. We conclude that for the AWGN channel and a time-limited signal pulse, coherent downconversion followed by filtering matched to the input signal and sampling maximizes the SNR at the sampling instant.

## Pulse Amplitude Modulation

After the signal representing a codeword is received and demodulated, a number called the codeword metric is associated with each possible codeword of $n$ code symbols representing $k$ information symbols. The decoder decides that the codeword with the largest metric is the transmitted codeword and then produces the corresponding information bits as the decoder output. If the codeword metrics consist of a sequence of discrete symbol decisions, the receiver is said to make hard decisions. Conversely, if the codeword metrics are functions of analog or multilevel quantized samples of the demodulated signal, the receiver is said to make soft decisions. The advantage of soft decisions is that reliability or
quality information is provided to the decoder, which can use this information to improve its performance.

Let $\mathbf{y}=\mathbf{y}_{a}+j \mathbf{y}_{b}$ denote the $1 \times n$ random vector of demodulator outputs after downconversion, matched filtering, and sampling. Let $f(\mathbf{y})=f\left(\mathbf{y}_{a}, \mathbf{y}_{b}\right)$ denote the joint density of $\mathbf{y}_{a}=\operatorname{Re}(\mathbf{y})$ and $\mathbf{y}_{b}=\operatorname{Im}(\mathbf{y})$. Let d denote a codeword vector with complex-valued symbols $d_{i}, 1 \leq i \leq n$, each of which is a complex number representing any of the $q$ complex numbers in the signal constellation for an alphabet of size $q$. Let $f(\mathbf{y} \mid \mathbf{d})$ denote the likelihood function, which is the conditional density of $\mathbf{y}$ given that $\mathbf{d}$ was transmitted.

A soft-decision decoder may use the likelihood function as the codeword metric, or any monotonically increasing function of $f(\mathbf{y} \mid \mathbf{d})$ may serve as the metric. A convenient choice is often proportional to the natural logarithm of $f(\mathbf{y} \mid \mathbf{d})$, which is called the log-likelihood function. For statistically independent demodulator outputs, the log-likelihood function for each of the $q^{k}$ possible codewords of an ( $n, k$ ) block code is

$$
\begin{equation*}
\ln f(\mathbf{y} \mid \mathbf{d})=\sum_{i=1}^{n} \ln f\left(y_{i} \mid d_{i}\right) \tag{1-19}
\end{equation*}
$$

where $f\left(y_{i} \mid d_{i}\right)$ is the conditional density of $y_{i}$ given the value of $d_{i}$.
Consider pulse amplitude modulation (PAM), which includes quadrature amplitude modulation (QAM) and phase-shift keying (PSK). One of the $q^{k}$ codewords of an $(n, k)$ block code is transmitted over the AWGN channel. For symbol $i$ of codeword $\mathbf{d}$, the received signal is

$$
\begin{align*}
r_{i}(t)= & \operatorname{Re}\left[\alpha_{i} \sqrt{2 \mathcal{E}_{s}} d_{i} \psi_{s}\left[t-(i-1) T_{s}\right] e^{j\left(2 \pi f_{c} t+\theta_{i}\right.}\right]+n(t) \\
& (i-1) T_{s} \leq t \leq i T_{s}, i=1,2, \ldots, n \tag{1-20}
\end{align*}
$$

where $\alpha_{i}$ is the fading amplitude, $\mathcal{E}_{s}$ is the average symbol energy when $\alpha_{i}=1$, $T_{s}$ is the symbol duration, $f_{c}$ is the carrier frequency, $\psi_{s}(t)$ is the real-valued symbol waveform, $\theta_{i}$ is the carrier phase, and $n(t)$ is zero-mean Gaussian noise. The fading amplitude is a real-valued positive attenuation that may vary from symbol to symbol. The symbol waveform $\psi_{s}(t)$ is assumed to be largely confined to a single-symbol interval to avoid intersymbol interference and has unit energy in a symbol interval:

$$
\begin{equation*}
\int_{0}^{T_{s}} \psi_{s}^{2}(t) d t=1 \tag{1-21}
\end{equation*}
$$

The signal constellation is normalized so that

$$
\begin{equation*}
\frac{1}{q} \sum_{m=1}^{q}|d(m)|^{2}=1 \tag{1-22}
\end{equation*}
$$

where $d(m)$ denotes the complex number corresponding to the $m$ th constellation point.

We make the spectral assumption that the spectrum of $\psi_{s}(t)$ is negligible unless $|f|<f_{c}$. The average symbol energy is defined as

$$
\begin{equation*}
\frac{1}{q} \sum_{m=1}^{q} \int_{(i-1) T_{s}}^{i T_{s}}\left\{\operatorname{Re}\left[\sqrt{2 \mathcal{E}_{s}} d_{i}(m) \psi_{s}\left[t-(i-1) T_{s}\right] e^{j\left(2 \pi f_{c} t+\theta_{i}\right)}\right]\right\}^{2} d t \tag{1-23}
\end{equation*}
$$

which equals $\mathcal{E}_{s}$, as verified by expanding the sum in terms of integrals and then using the spectral assumption to eliminate negligible integrals.

After downconversion, the signal is applied to a filter matched to $\psi_{s i}(t)=$ $\psi_{s}\left[t-(i-1) T_{s}\right]$ and sampled. After invoking the spectral assumption to discard a negligible integral, we find that the matched-filter output samples are

$$
\begin{align*}
y_{i} & =\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} r_{i}(t) \psi_{s i}(t) e^{-j\left(2 \pi f_{c} t\right)} d t \\
& =\alpha_{i} \sqrt{\mathcal{E}_{s}} d_{i} e^{j \theta_{i}}+n_{i}, \quad i=1,2, \ldots, n \tag{1-24}
\end{align*}
$$

where the factor $\sqrt{2}$ has been inserted for mathematical convenience. The noise component is

$$
\begin{equation*}
n_{i}=\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} n(t) \psi_{s i}(t) e^{-j\left(2 \pi f_{c} t+\phi_{i}\right)} d t \tag{1-25}
\end{equation*}
$$

To allow for interference that is modeled as zero-mean Gaussian noise with a time-varying power spectrum, we generalize the AWGN channel. For the time-varying $A W G N$ channel, the autocorrelation of the zero-mean Gaussian noise process is modeled as

$$
\begin{equation*}
E[n(t) n(t+\tau)]=\frac{N_{0 i}}{2} \delta(\tau),(i-1) T_{s} \leq t \leq i T_{s}, \quad i=1,2, \ldots, n \tag{1-26}
\end{equation*}
$$

where $N_{0 i} / 2$ is the PSD of $n(t)$ during the interval $(i-1) T_{s} \leq t \leq i T_{s}$.
Let the superscript $T$ denote the transpose of a vector or matrix. For the time-varying AWGN channel, the disjoint symbol intervals imply that the $\left\{n_{i}\right\}$ are independent zero-mean complex Gaussian random variables, and the $n \times$ 1 random noise vector $\mathbf{n}=\left[n_{1} n_{2} \ldots n_{n}\right]^{T}$ is a zero-mean, complex Gaussian random vector. The preceding noise analysis and (1-14) indicate that $E\left[n_{i}^{2}\right]=$ 0 , and hence

$$
\begin{equation*}
E\left[\mathbf{n n}^{T}\right]=\mathbf{0} \tag{1-27}
\end{equation*}
$$

A zero-mean, complex random vector $\mathbf{n}$ that satisfies this equation is said to have circular symmetry. Similarly, the preceding results and (1-15) indicate that

$$
\begin{equation*}
E\left[\mathbf{n n}^{H}\right]=N_{0 i} \mathbf{I} \tag{1-28}
\end{equation*}
$$

where the superscript $H$ denotes the conjugate transpose of a vector or matrix, and $\mathbf{I}$ denotes the identity matrix. The preceding results and (1-16) indicate that the $2 n$ real and imaginary components of the $\left\{n_{i}\right\}$ are all independent Gaussian random variables with the same variance $N_{0 i} / 2$.

The density of a complex Gaussian random variable is defined as the joint density of its real and imaginary components. The density of $n_{i}$ with independent, identically distributed components is

$$
\begin{equation*}
f\left(n_{i}\right)=\frac{1}{\pi N_{0 i}} \exp \left(-\frac{\left|n_{i}\right|^{2}}{N_{0 i}}\right), \quad i=1,2, \ldots, n \tag{1-29}
\end{equation*}
$$

Therefore, the conditional density of $y_{i}$ given the value of $d_{i}$ is

$$
\begin{equation*}
f\left(y_{i} \mid d_{i}\right)=\frac{1}{\pi N_{0 i}} \exp \left(-\frac{\left|y_{i}-\alpha_{i} \sqrt{\mathcal{E}_{s}} d_{i} e^{j \theta_{i}}\right|^{2}}{N_{0 i}}\right), \quad i=1,2, \ldots, n \tag{1-30}
\end{equation*}
$$

Since the components of $\mathbf{y}$ are independent random variables, the likelihood function is the product of the $n$ conditional densities of (1-30). Therefore, the log-likelihood function for the codeword is

$$
\begin{equation*}
\ln f(\mathbf{y} \mid \mathbf{d})=-\frac{1}{2} \sum_{i=1}^{n} \log \left(\pi N_{0 i}\right)-\sum_{i=1}^{n} \frac{\left|y_{i}-\alpha_{i} \sqrt{\mathcal{E}_{s}} d_{i} e^{j \theta_{i}}\right|^{2}}{N_{0 i}} \tag{1-31}
\end{equation*}
$$

For coherent demodulation, the receiver is synchronized with the carrier phase so that $\theta_{i}=0$. Since the first sum in (1-31) is independent of the codeword $\mathbf{d}$, it may be discarded in metrics derived from the log-likelihood function. After discarding another irrelevant sum, the codeword metric for coherent PAM and the time-varying $A W G N$ channel is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \frac{\left[2 \alpha_{i} \sqrt{\mathcal{E}_{s}} \operatorname{Re}\left(d_{i}^{*} y_{i}\right)-\mathcal{E}_{s}\left|d_{i}\right|^{2}\right]}{N_{0 i}} \tag{1-32}
\end{equation*}
$$

which requires that the receiver can extract channel-state information that leads to accurate estimates of $\sqrt{\mathcal{E}_{s}} \alpha_{i} / N_{0 i}$ and $\mathcal{E}_{s} / N_{0 i}, i=1,2, \ldots, n$.

For coherent demodulation and the AWGN channel with $\alpha_{i}=\alpha$, the $\left\{N_{0 i}\right\}$ are all equal. Therefore, (1-30) reduces to

$$
\begin{equation*}
f\left(y_{i} \mid d_{i}\right)=\frac{1}{\sqrt{\pi N_{0}}} \exp \left[-\frac{\left(y_{i}-\alpha \sqrt{\mathcal{E}_{s}} d_{i}\right)^{2}}{N_{0}}\right], \quad i=1,2, \ldots, n \tag{1-33}
\end{equation*}
$$

After factors irrelevant to the decision making are discarded, the log-likelihood function implies that a codeword metric for coherent PAM and the AWGN channel without fading $(\alpha=1)$ is

$$
\begin{equation*}
U(\mathbf{d})=-\left\|\mathbf{y}-\sqrt{\mathcal{E}_{s}} \mathbf{d}\right\|^{2} \tag{1-34}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm of a vector. This equation indicates that the optimal decision is to choose the signal constellation vector $\sqrt{\mathcal{E}_{s}} \mathbf{d}$ that has the minimum Euclidean distance from the received vector $\mathbf{y}$. A simplification of the computation of the codeword metric results from expanding the Euclidean
distance and then discarding irrelevant terms. Thus, the codeword metric for coherent PAM, an $(n, k)$ block code, and the AWGN channel is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n}\left[2 \operatorname{Re}\left(d_{i}^{*} y_{i}\right)-\sqrt{\mathcal{E}_{s}}\left|d_{i}\right|^{2}\right] \tag{1-35}
\end{equation*}
$$

which requires that the receiver can accurately estimate $\mathcal{E}_{s}$.
A symbol metric is a demodulator output that can be used to make hard symbol decisions or can be used in computing codeword metrics for soft-decision decoding. Each of the $\left\{y_{i}\right\}$ in (1-35) is a symbol metric. A comparator is a device that compares two or more inputs and produces an output that identifies the largest of the inputs. For hard-decision decoding, a comparator decides which of $q$ symbols was transmitted by computing

$$
\begin{equation*}
\widehat{d}_{i}=\underset{d_{i}}{\arg \max }\left[2 \operatorname{Re}\left(d_{i}^{*} y_{i}\right)-\sqrt{\mathcal{E}_{s}}\left|d_{i}\right|^{2}\right], \quad 1 \leq i \leq n \tag{1-36}
\end{equation*}
$$

These hard decisions are sent to the decoder. For soft-decision decoding, the decoder uses the symbol metrics to calculate the $q^{k}$ codeword metrics and then selects the codeword with the largest metric.

Symbols are represented by $q$ uniformly spaced phases in the constellation for $q$-ary phase-shift keying (PSK). Since all symbol magnitudes are equal, (1-35) and (1-36) are valid if the terms involving $\left|d_{i}\right|^{2}$ are omitted.

Let $r$ denote the code rate, which is the ratio of information bits to transmitted channel symbols. For $(n, k)$ block codes with $m=\log _{2} q$ information bits per symbol, $r=m k / n$. Thus, the energy per received channel symbol $\mathcal{E}_{s}$ is related to the energy per information bit $\mathcal{E}_{b}$ by

$$
\begin{equation*}
\mathcal{E}_{s}=r \mathcal{E}_{b}=\frac{m k}{n} \mathcal{E}_{b} \tag{1-37}
\end{equation*}
$$

## Binary and Quadrature Phase-Shift Keying

For binary phase-shift keying (BPSK), $d_{i}=+1$ when binary symbol $i$ is a 1 , and $d_{i}=-1$ when binary symbol $i$ is a 0 . For coherent demodulation, the downconversion can be done with a sinusoidal function instead of a complex exponential. Therefore, (1-24) and (1-25) are replaced by

$$
\begin{equation*}
y_{i}=\alpha_{i} \sqrt{\mathcal{E}_{s}} d_{i}+n_{i}, \quad i=1,2, \ldots, n \tag{1-38}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{i}=\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} n(t) \psi_{s i}(t) \cos \left(2 \pi f_{c} t\right) d t \tag{1-39}
\end{equation*}
$$

The codeword metric for BPSK and the time-varying AWGN channel is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \frac{\alpha_{i} d_{i} y_{i}}{N_{0 i}} \tag{1-40}
\end{equation*}
$$



Figure 1.2: Coherent BPSK demodulator

The main components of the BPSK demodulator structure are depicted in Figure 1.2. The matched-filter (MF) output is sampled by the analog-to-digital converter (ADC), and each sample is a symbol metric sent to the comparator or decoder. The timing of the ADC sampling is controlled by a synchronized symbol-rate clock.

The ADC produces multibit representations of several levels of the analog voltages at its input. Since the optimal location of the levels is a function of the signal, thermal noise, and interference powers, automatic gain control is often necessary. For the AWGN channel, an eight-level quantization represented by three bits and a uniform spacing between threshold levels cause a loss of no more than a few tenths of a decibel relative to what could theoretically be achieved with unquantized analog voltages or infinitely fine quantization.

When $\alpha_{i}$ and $N_{0 i}$ are constants over the codeword, the codeword metric for BPSK and the AWGN channel without fading is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} d_{i} y_{i} \tag{1-41}
\end{equation*}
$$

When a single BPSK symbol is considered and a hard decision is made, (1-41) with $k=n=1$ indicates that a bit error is made if $d_{2} y>d_{1} y$, where $d_{1}$ denotes the transmitted symbol, and $d_{2}$ denotes the incorrect symbol. Since $d_{2}=-d_{1}$, an error occurs if the sign of $y$ differs from the sign of $d_{1}$. Therefore, an integration over the Gaussian density of (1-33) indicates that the channel-bit or channel-symbol error probability for the AWGN channel is

$$
\begin{equation*}
P_{b}=P_{s}=Q\left(\sqrt{\frac{2 r \mathcal{E}_{b}}{N_{0}}}\right) \tag{1-42}
\end{equation*}
$$

where $r=k / n$ is the code rate, the Gaussian Q-function is defined as

$$
\begin{equation*}
Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\frac{y^{2}}{2}\right) d y=\frac{1}{2} \operatorname{erf} c\left(\frac{x}{\sqrt{2}}\right) \tag{1-43}
\end{equation*}
$$

and $\operatorname{erfc}(\cdot)$ is the complementary error function.

Consider the detection of a single quadrature phase-shift keying (QPSK) symbol transmitted over the AWGN channel. The constellation symbols are $d_{i}=( \pm 1 \pm j) / \sqrt{2}$. Since $n=1$, the metric of (1-35) becomes

$$
\begin{equation*}
U(d)=\operatorname{Re}\left(d^{*} y\right) . \tag{1-44}
\end{equation*}
$$

Without loss of generality because of the constellation symmetry, we assume that the transmitted symbol is $c=(1+j) / \sqrt{2}$. A symbol error occurs if $y$ does not lie in the first quadrant. As $\operatorname{Re}(y)$ and $\operatorname{Im}(y)$ are independent, the channel-symbol error probability is

$$
\begin{equation*}
P_{s}=1-P[\operatorname{Re}(y)>0] P[\operatorname{Im}(y)>0] \tag{1-45}
\end{equation*}
$$

Since $\operatorname{Re}(y)$ and $\operatorname{Im}(y)$ have Gaussian distributions, an evaluation using $\mathcal{E}_{s}=$ $2 r \mathcal{E}_{b}$ yields

$$
\begin{align*}
P_{s} & =2 Q\left[\sqrt{\frac{2 r \mathcal{E}_{b}}{N_{0}}}\right]-Q^{2}\left[\sqrt{\frac{2 r \mathcal{E}_{b}}{N_{0}}}\right] \\
& \simeq 2 Q\left[\sqrt{\frac{2 r \mathcal{E}_{b}}{N_{0}}}\right], \frac{2 r \mathcal{E}_{b}}{N_{0}} \gg 1 . \tag{1-46}
\end{align*}
$$

If the alphabets of the code symbols and the transmitted symbols differ, then the $q$-ary code symbols may be mapped into $q_{1}$-ary transmitted symbols. Typically, $q=2^{\nu}, q_{1}=2^{\nu_{1}}, \nu / \nu_{1}>1$, and $\nu / \nu_{1}$ is a positive integer. Under these conditions, there are $\nu / \nu_{1}$ received symbols per code symbol. For harddecision decoding, if any of these received symbols is demodulated incorrectly, the corresponding code symbol will be incorrect. If the demodulator errors are independent and the $\nu / \nu_{1}$ demodulated received symbols constitute a channel symbol that is one of the code symbols, then the channel-symbol error probability is

$$
\begin{equation*}
P_{s}=1-\left(1-P_{d r}\right)^{\nu / \nu_{1}} \tag{1-47}
\end{equation*}
$$

where $P_{d r}$ is the error probability of a demodulated received symbol. A common application is to map nonbinary code symbols into binary channel symbols $\left(\nu_{1}=1\right)$. For coherent BPSK, (1-42) and (1-47) imply that

$$
\begin{equation*}
P_{s}=1-\left[1-Q\left(\sqrt{\frac{2 r \mathcal{E}_{b}}{N_{0}}}\right)\right]^{\nu} . \tag{1-48}
\end{equation*}
$$

A constellation labeling is the mapping of $m$ bits to the $q=2^{m}$ twodimensional or complex-valued constellation points representing the possible symbols. When a PAM signal is transmitted over the AWGN channel and hard-decision symbol decoding is used, the relation between $P_{s}$ and the bit error probability $P_{b}$ for a channel bit depends on the constellation labeling. A Gray labeling or Gray coding labels adjacent symbols that are closest in Euclidean distance with the same bits except for one, thereby minimizing the number of bit errors that occur if an adjacent symbol of a received symbol is
assigned the highest likelihood or largest metric by the decoder. Since the most likely erroneous symbol selection is the adjacent symbol, the channel-bit error probability is

$$
\begin{equation*}
P_{b} \simeq \frac{1}{m} P_{s} \tag{1-49}
\end{equation*}
$$

for Gray labeling. For QPSK symbols with Gray labeling, (1-49), (1-46), and (1-42) indicate that $P_{b}$ is approximately the same as it is for BPSK. Thus, there is not much of a loss in transmitting QPSK symbols as two BPSK symbols transmitted over orthogonal carriers, which is usually done in practice.

## Orthogonal Modulation

An orthogonal modulation system transmits one of a set of orthogonal signals for each codeword symbol. Consider the transmission of a codeword of $n$ symbols using delayed versions of $q$-ary orthogonal complex-valued symbol waveforms: $s_{1}(t), s_{2}(t), \ldots, s_{q}(t)$. The receiver requires $q$ matched filters, each implemented as a pair of baseband matched filters. The $n q \times 1$ observation vector is $\mathbf{y}=$ $\left[\mathbf{y}_{1} \mathbf{y}_{2} \ldots \mathbf{y}_{q}\right]^{T}$, where each $\mathbf{y}_{l}$ is an $1 \times n$ row vector of matched-filter output samples for filter $l$ with components $y_{l, i}, i=1,2, \ldots, n$.

Suppose that codeword-symbol $i$ uses orthogonal waveform $s_{l, i}(t)=s_{l}[t-$ $\left.(i-1) T_{s}\right]$ representing alphabet-symbol $l$, where $T_{s}$ is the code-symbol duration. For the time-varying AWGN channel, the received signal for symbol $i$ can be expressed as

$$
\begin{array}{r}
r_{i}(t)=\operatorname{Re}\left[\alpha_{i} \sqrt{2 \mathcal{E}_{s}} s_{l, i}(t) e^{j\left(2 \pi f_{c} t+\theta_{i}\right)}\right]+n(t) \\
(i-1) T_{s} \leq t \leq i T_{s}, \quad 1 \leq i \leq n \tag{1-50}
\end{array}
$$

where $\alpha_{i}$ is the fading amplitude, and $n(t)$ is the zero-mean time-varying white Gaussian noise with PSD equal to $N_{0 i} / 2$. The symbol energy for all the waveforms is $\mathcal{E}_{s}$, and

$$
\begin{equation*}
\int_{0}^{T_{s}}\left|s_{k}(t)\right|^{2} d t=1, \quad k=1,2, \ldots, q \tag{1-51}
\end{equation*}
$$

The orthogonality of symbol waveforms implies that

$$
\begin{equation*}
\int_{0}^{T_{s}} s_{l}(t) s_{k}^{*}(t) d t=0, \quad k \neq l \tag{1-52}
\end{equation*}
$$

A downconversion to baseband is followed by matched filtering and sampling. Matched-filter $l$, which is matched to $s_{l}(t)$, produces the output samples

$$
\begin{align*}
y_{l, i} & =\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} r_{i}(t) e^{-j .2 \pi f_{c} t} s_{l, i}^{*}(t) d t \\
i & =1,2, \ldots, n, \quad l=1,2, \ldots, q \tag{1-53}
\end{align*}
$$

where the factor $\sqrt{2}$ has been inserted for mathematical convenience. Let $\mathbf{d}$ denote the $n$-dimensional codeword vector that has.$d_{i}$. as its $i$ th symbol. The substitution of (1-50) into (1-53), (1-52) and the assumption that each of the $\left\{s_{l}(t)\right\}$ has a spectrum confined to $|f|<f_{c}$ yield

$$
\begin{equation*}
y_{l, i}=\alpha_{i} \sqrt{\mathcal{E}_{s}} e^{j \theta_{i}} \delta_{l, d_{i}}+n_{l, i} \tag{1-54}
\end{equation*}
$$

where $\delta_{l, d_{i}}=1$ if $l=d_{i}$, and $\delta_{l, d_{i}}=0$ otherwise, and

$$
\begin{equation*}
n_{l, i}=\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} n(t) e^{-j 2 \pi f_{c} t} s_{l . i}^{*}(t) d t \tag{1-55}
\end{equation*}
$$

The $n q \times 1$ noise vector is $\mathbf{n}=\left[\mathbf{n}_{1} \mathbf{n}_{2} \ldots \mathbf{n}_{q}\right]^{T}$, where each $\mathbf{n}_{l}$ is an $1 \times n$ row vector of noise outputs for matched filter $l$ with components $n_{l, i}, i=1,2, \ldots, n$. Since (1-55) has the same form as (1-25), $\mathbf{n}$ is a zero-mean, circularly symmetric, complex Gaussian random vector with properties (1-27) and (1-28). Therefore, the $2 n q$ real and imaginary components of $\mathbf{n}$ are all independent zero-mean Gaussian random variables with the same variance $N_{0 i} / 2$.

Since the density of each $n_{l, i}$ is defined as the joint density of its real and imaginary parts, the conditional density of $y_{l, i}$ given $\theta_{i}$ and $d_{i}$ is

$$
\begin{align*}
f\left(y_{l, i} \mid d_{i}, \theta_{i}\right) & =\frac{1}{\pi N_{0 i}} \exp \left(-\frac{\left|y_{l, i}-\alpha_{i} \sqrt{\mathcal{E}_{s}} e^{j \theta_{i}} \delta_{l, d_{i}}\right|^{2}}{N_{0 i}}\right) \\
i & =1,2, \ldots, n, \quad l=1,2, \ldots, q \tag{1-56}
\end{align*}
$$

The conditional density of the $n q \times 1$ observation vector $\mathbf{y}$ is the product of the $n q$ densities specified by (1-56):

$$
\begin{equation*}
f(\mathbf{y} \mid \mathbf{d}, \boldsymbol{\Theta})=\left(\frac{1}{\pi N_{0 i}}\right)^{n q} \exp \left(-\sum_{i=1}^{n} \frac{\alpha_{i}^{2} \mathcal{E}_{s}-2 \alpha_{i} \sqrt{\mathcal{E}_{s}} \operatorname{Re}\left(y_{d_{i}}^{*} e^{j \theta_{i}}\right)}{N_{0 i}}-\sum_{i=1}^{n} \sum_{l=1}^{q} \frac{\left|y_{l, i}\right|^{2}}{N_{0 i}}\right) \tag{1-57}
\end{equation*}
$$

where $\boldsymbol{\Theta}$ is the $n$-dimensional vector that has the $\left\{\theta_{i}\right\}$ as components, and $y_{d_{i}}$ is the sampled output $i$ of the filter matched to the signal representing symbol $d_{i}$.

For coherent signals, the $\left\{\theta_{i}\right\}$ are tracked by the phase synchronization system, and thus ideally $\theta_{i}=0$. Forming the log-likelihood function and discarding irrelevant terms, we obtain the codeword metric for coherent orthogonal signals, the time-varying AWGN channel, and an $(n, k)$ code:

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \frac{\alpha_{i} \operatorname{Re}\left(y_{d_{i}}\right)}{N_{0 i}} \tag{1-58}
\end{equation*}
$$

The maximum-likelihood decoder finds the value of $\mathbf{d}$ for which $U(\mathbf{d})$ is largest. If this value is $\mathbf{d}_{0}$, the decoder decides that codeword $\mathbf{d}_{0}$ was transmitted. A problem with this metric is that each $\alpha_{i} / N_{0 i}$ value must be known or
estimated. If it is known that $\alpha_{i}=\alpha$ and each $N_{0 i}=N_{0}$, then the codeword metric for coherent orthogonal signals and the AWGN channel is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \operatorname{Re}\left(y_{d_{i}}\right) \tag{1-59}
\end{equation*}
$$

and the common value $N_{0}$ does not need to be known to apply this metric.
Consider a single binary symbol for which $\mathcal{E}_{s}=\mathcal{E}_{b}$ and $q=2$. Because of the symmetry of the model, $P_{b}$ can be calculated by assuming that $s_{1}(t)$ was transmitted. With this assumption, the two competing metrics are

$$
\begin{equation*}
U(1)=\alpha \sqrt{\mathcal{E}_{b}}+\operatorname{Re}\left(n_{1}\right), \quad U(2)=\operatorname{Re}\left(n_{2}\right) \tag{1-60}
\end{equation*}
$$

A decision error is made if $U(1)-U(2)<0$. Since $U(1)-U(2)$ has a Gaussian distribution, an evaluation indicates that the bit error probability is

$$
\begin{equation*}
P_{b}=Q\left(\sqrt{\frac{\alpha \mathcal{E}_{b}}{N_{0}}}\right) \tag{1-61}
\end{equation*}
$$

For noncoherent orthogonal signals, we assume that each $\theta_{i}$ in (1-57) is independent and uniformly distributed over $[0,2 \pi)$, which preserves the independence of the $\left\{y_{l, i}\right\}$. Expressing $y_{d_{i}}$ in polar form, and using (H-16) of Appendix H. 3 to integrate over each $\theta_{i}$, we obtain

$$
\begin{equation*}
f(\mathbf{y} \mid \mathbf{d})=.\left(\frac{1}{\pi N_{0 i}}\right)^{n q} \exp \left(-\sum_{i=1}^{n} \frac{\alpha_{i}^{2} \mathcal{E}_{s}}{N_{0 i}}-\sum_{i=1}^{n} \sum_{l=1}^{q} \frac{\left|y_{l, i}\right|^{2}}{N_{0 i}}\right) \prod_{i=1}^{n} I_{0}\left(\frac{2 \alpha_{i} \sqrt{\mathcal{E}_{s}}\left|y_{d_{i}}\right|}{N_{0 i}}\right) \tag{1-62}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind and order zero. The log-likelihood function gives the codeword metric for noncoherent orthogonal signals and the time-varying AWGN channel. After discarding irrelevant terms, we obtain the codeword metric

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \ln I_{0}\left(\frac{2 \alpha_{i} \sqrt{\mathcal{E}_{s}}\left|y_{d_{i}}\right|}{N_{0 i}}\right) \tag{1-63}
\end{equation*}
$$

which requires that the $\left\{\alpha_{i} \sqrt{\mathcal{E}_{s}} / N_{0 i}\right\}$ must be known or estimated.
To determine the symbol metric for the hard-decision decoding of a single symbol, we set $n=k=1, \alpha_{1}=1$, and $d_{1}=l$ in (1-63) and drop the unnecessary subscript. Each symbol metric is $\ln I_{0}\left(2 \sqrt{\mathcal{E}_{s}} r_{l} / N_{0}\right)$, where the index $l$ ranges over the symbol alphabet, and $r_{l}=\left|y_{l}\right|$. Since the latter function increases monotonically with its argument, the optimal decision variables for hard-decision decoding are $r_{l}$ for $l=1,2, \ldots, q$. A comparator makes a decision in accordance with the largest of these variables. Although $r_{l}$ could be computed, the use of $r_{l}^{2}$ in the comparisons is simpler and entails no loss in performance. The comparator decisions are applied to the decoder. The comparator makes the correct decision when symbol $s$ is transmitted if $r_{s}$ is larger than $r_{l}$ for $l=1,2, \ldots, q, l \neq s$.

Let $\mathbf{y}_{s}=\left[y_{1}, y_{2}, \ldots, y_{q}\right]$ denote the vector of complex-valued observations corresponding to a single symbol $s$. Let $r_{l, 1}=\operatorname{Re}\left(y_{l}\right)$ and $r_{l, 2}=\operatorname{Im}\left(y_{l}\right), 1 \leq$ $l \leq q$. By definition, $f\left(y_{l} \mid s\right)=f\left(r_{l, 1}, r_{l, 2} \mid s\right)$.To determine the symbol error probability for the noncoherent detection, we set $n=1$ and $d_{1}=s$ in (1-62) and drop the unnecessary subscripts to obtain the conditional density of $\mathbf{y}_{s}$ given that $s$ is the transmitted symbol:

$$
\begin{equation*}
f\left(\mathbf{y}_{s} \mid s\right)=f\left(r_{s, 1}, r_{s, 2} \mid s\right) \prod_{l=1, l \neq s}^{q} f\left(r_{l, 1}, r_{l, 2} \mid s\right) \tag{1-64}
\end{equation*}
$$

where

$$
\begin{array}{r}
f\left(r_{s, 1}, r_{s, 2} \mid s\right)=\left(\frac{1}{\pi N_{0}}\right) \exp \left(-\frac{\alpha^{2} \mathcal{E}_{s}}{N_{0}}-\frac{r_{s, 1}^{2}+r_{s, 2}^{2}}{N_{0}}\right) I_{0}\left(\frac{2 \alpha \sqrt{\mathcal{E}_{s}}\left(r_{s, 1}^{2}+r_{s, 2}^{2}\right)^{1 / 2}}{N_{0}}\right) \\
f\left(r_{l, 1}, r_{l, 2}\right)=\left(\frac{1}{\pi N_{0}}\right) \exp \left(-\frac{r_{l, 1}^{2}+r_{l, 2}^{2}}{N_{0}}\right), \quad l \neq s \tag{1-66}
\end{array}
$$

Let $\phi_{l}=\tan ^{-1}\left(r_{l, 2} / r_{l, 1}\right)$. We calculate the joint density of $r_{l}$ and $\phi_{l}$ using the transformation $r_{l, 1}=r_{l} \cos \phi_{l}$ and $r_{l, 2}=r_{l} \sin \phi_{l}$. Integrating $\phi_{l}$ over [ $\left.0,2 \pi\right]$, we obtain the densities for $r_{s}$ and $r_{l}$ :

$$
\begin{gather*}
f_{1}\left(r_{s}\right)=\frac{2 r_{s}}{N_{0}} \exp \left(-\frac{r_{s}^{2}+\mathcal{E}_{s}}{N_{0}}\right) I_{0}\left(\frac{2 \sqrt{\mathcal{E}_{s}} r_{s}}{N_{0}}\right) u\left(r_{s}\right)  \tag{1-67}\\
f_{2}\left(r_{l}\right)=\frac{2 r_{l}}{N_{0}} \exp \left(-\frac{r_{l}^{2}}{N_{0}}\right) u\left(r_{l}\right), \quad l \neq s \tag{1-68}
\end{gather*}
$$

where $u(r)$ is the unit step function defined as

$$
u(x)= \begin{cases}1, & x \geq 0  \tag{1-69}\\ 0, & x<0\end{cases}
$$

A symbol error occurs unless $r_{s}$ is larger than all of the $\left\{r_{l}\right\}$. Since the $\left\{r_{l}\right\}$ are identically distributed for $l=2, \cdots, q$, the probability of a symbol error is

$$
\begin{equation*}
P_{s}=1-\int_{0}^{\infty}\left[\int_{0}^{r} f_{2}(y) d y\right]^{q-1} f_{1}(r) d r \tag{1-70}
\end{equation*}
$$

Evaluating the inner integral yields

$$
\begin{equation*}
\int_{0}^{r} f_{2}(y) d y=1-\exp \left(-\frac{r^{2}}{N_{0}}\right) \tag{1-71}
\end{equation*}
$$

Expressing the $(q-1)$ th power of this result as a binomial expansion and then substituting it into (1-70), the remaining integration may be performed by using

$$
\begin{equation*}
\int_{0}^{\infty} r \exp \left(-\frac{r^{2}}{2 b^{2}}\right) I_{0}\left(\frac{r \sqrt{\lambda}}{b^{2}}\right) d r=b^{2} \exp \left(\frac{\lambda}{2 b^{2}}\right) \tag{1-72}
\end{equation*}
$$

which follows from (E-13). The final result is the symbol error probability for noncoherent $q$-ary orthogonal symbols over the AWGN channel:

$$
\begin{equation*}
P_{s}=\sum_{i=1}^{q-1} \frac{(-1)^{i+1}}{i+1}\binom{q-1}{i} \exp \left[-\frac{i \mathcal{E}_{s}}{(i+1) N_{0}}\right] \tag{1-73}
\end{equation*}
$$

Orthogonal signals are $q$-ary symmetric insofar as an incorrectly decoded symbol is equally likely to be any of the remaining $q-1$ symbols in the alphabet. Among the $q-1$ incorrect symbols, a given bit is incorrect in $q / 2$ instances. Therefore, the bit error rate is

$$
\begin{equation*}
P_{b}=\frac{q}{2(q-1)} P_{s} \tag{1-74}
\end{equation*}
$$

Substituting $\mathcal{E}_{s}=\mathcal{E}_{b} \log _{2} q$ into (1-73) and using (1-74), we find that the bit error rate is a decreasing function of $\mathcal{E}_{b} / N_{0}$ as $q$ increases. When $q=2$, we obtain the classical formula for the bit error rate:

$$
\begin{equation*}
P_{b}=\frac{1}{2} \exp \left(-\frac{\mathcal{E}_{b}}{2 N_{0}}\right) \tag{1-75}
\end{equation*}
$$

For noncoherent orthogonal frequency-shift keying (FSK), unit-energy orthogonal signals have the form

$$
\begin{equation*}
s_{l}(t)=\exp \left(j 2 \pi f_{l} t\right) / \sqrt{T_{s}}, \quad 0 \leq t \leq T_{s}, \quad l=1,2, \ldots, q \tag{1-76}
\end{equation*}
$$

The orthogonality condition (1-52) is satisfied if the each frequency equals $k_{l} / T_{s}$, where $k_{l}$ is a positive integer. If $r(t)$ is the received signal, the downconversion, sampled matched-filtering, and squaring operations provide

$$
\begin{align*}
R_{l}^{2} & =R_{l c}^{2}+R_{l s}^{2}  \tag{1-77}\\
R_{l c} & =\int_{0}^{T_{s}} r(t) \cos \left(2 \pi f_{l} t\right) d t  \tag{1-78}\\
R_{l s} & =\int_{0}^{T_{s}} r(t) \sin \left(2 \pi f_{l} t\right) d t \tag{1-79}
\end{align*}
$$

These equations imply the demodulator structure depicted in Figure 1.3. For hard-decision decoding, a comparator decides what symbol was transmitted by observing which of the $\left\{R_{l}^{2}\right\}$ is the largest. These hard decisions are used by the decoder to make codeword decisions. For soft-decision decoding, codeword metrics are computed followed by codeword decisions.

Because we shall be interested in both orthogonal frequency-shift and codeshift keying in this book, we shall often refer to orthogonal modulations as orthogonal shift keying (OSK).

## Differential Phase-Shift Keying

A differential phase-shift keying (DPSK) system signifies the bit 1 by the transmission of a signal without any change in the carrier phase between consecutive


Figure 1.3: Noncoherent orthogonal FSK demodulator
bit intervals. The bit 0 is signified by the transmission of a carrier phase that changes by $\pi$ radians between consecutive bit intervals. A phase shift of $\pi$ radians is equivalent to a change in the sign of a bit. Since the bit information is embedded in the phase shifts or sign changes, pairs of bits are used in the demodulation.

A DPSK demodulator with real variables is shown in Figure 1.4. The matched-filter output samples are given by (1-24), and we assume that the relative phase shift of the received signal $\theta_{i}$ and the fading amplitude $\alpha=\alpha_{i}=\alpha_{i-1}$ remain stable over consecutive bit intervals. The symbol metric for bit $i$ that is sent to the comparator or decoder may be expressed as

$$
\begin{equation*}
V(i)=\operatorname{Re}\left(y_{i} y_{i-1}^{*}\right) \tag{1-80}
\end{equation*}
$$

where the real and imaginary components of $y_{i}$ represent the in-phase and quadrature samples. To transmit the symbol 1 , the transmitter sets $d_{i}=d_{i-1}$ and $V(i)>0$ in the absence of noise. To transmit the symbol 0 , the transmitter sets $d_{i}=-d_{i-1}$ and $V(i)<0$ in the absence of noise. The codeword metric is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} V(i) . \tag{1-81}
\end{equation*}
$$



Figure 1.4: DPSK demodulator

In the presence of noise, (1-24) and (1-80) indicate that

$$
\begin{equation*}
V(i)=\operatorname{Re}\left[\left(\alpha \sqrt{\mathcal{E}_{b}} d_{i} e^{j \cdot \theta_{i}}+n_{i}\right)\left(\alpha \sqrt{\mathcal{E}_{b}} d_{i-1} e^{-j \theta_{i}}+n_{i-1}^{*}\right)\right] . \tag{1-82}
\end{equation*}
$$

We evaluate the bit error probability when $d_{i}=d_{i-1}=d$. The result is the same when $d_{i}=-d_{i-1}$. When $d_{i}=d_{i-1}=d$, a correct bit decision is made if $V(i)>0$. In both cases, $\left|d_{i}\right|=1$. Let $n_{k c}=\operatorname{Re}\left(n_{k}\right)$ and $n_{k s}=\operatorname{Im}\left(n_{k}\right), \quad k=$ $i, i-1$. Substitution into (1-82) and algebraic manipulation yield

$$
\begin{align*}
V(i) & =\alpha^{2} \mathcal{E}_{b}+n_{i-1, c} n_{i, c}+n_{i-1, s} n_{i, s} \\
& +\alpha \sqrt{\mathcal{E}_{b}} d\left[\cos \theta_{i}\left(n_{i-1, c}+n_{i, c}\right)+\sin \theta_{i}\left(n_{i-1, s}+n_{i, s}\right)\right] \\
& =V_{1}(i)-V_{2}(i) \tag{1-83}
\end{align*}
$$

where

$$
\begin{align*}
V_{1}(i)= & \left(\alpha \sqrt{\mathcal{E}_{b}}+\frac{d}{2}\left[\cos \theta_{i}\left(n_{i-1, c}+n_{i, c}\right)+\sin \theta_{i}\left(n_{i-1, s}+n_{i, s}\right)\right]\right)^{2} \\
& +\left(\frac{d}{2}\left[\sin \theta_{i}\left(n_{i-1, c}+n_{i, c}\right)-\cos \theta_{i}\left(n_{i-1, s}+n_{i, s}\right)\right]\right)^{2} \tag{1-84}
\end{align*}
$$

and

$$
\begin{align*}
V_{2}(i)= & \left(\frac{d}{2}\left[\cos \theta_{i}\left(n_{i-1, c}-n_{i, c}\right)+\sin \theta_{i}\left(n_{i-1, s}-n_{i, s}\right)\right]\right)^{2} \\
& +\left(\frac{d}{2}\left[\sin \theta_{i}\left(n_{i-1, c}-n_{i, c}\right)-\cos \theta_{i}\left(n_{i-1, s}-n_{i, s}\right)\right]\right)^{2} . \tag{1-85}
\end{align*}
$$

As shown previously, $n_{k, c}$ and $n_{k, s}, k=i, i-1$, have independent, zeromean, Gaussian distributions with the same variance equal to $N_{0} / 2$. Therefore, $V_{1}(i)$ is the sum of the squares of two independent Gaussian random variables, both of which have a variance equal to $N_{0} / 4$, and one of which has a nonzeromean. As shown in Appendices E. 1 and E.2, $V_{1}(i)$ has a noncentral chi-squared
density with two degrees of freedom:

$$
\begin{equation*}
f_{v 1}(x)=\frac{2}{N_{0}} \exp \left(-\frac{2 x+2 \alpha^{2} \mathcal{E}_{b}}{N_{0}}\right) I_{0}\left(\frac{4 \sqrt{x \alpha^{2} \mathcal{E}_{b}}}{N_{0}}\right) u(x) \tag{1-86}
\end{equation*}
$$

Similarly, $V_{2}(i)$ is the sum of the squares of two independent, zero-mean Gaussian random variables with the same variance and has a central chi-squared density with two degrees of freedom:

$$
\begin{equation*}
f_{v 2}(x)=\frac{2}{N_{0}} \exp \left(-\frac{2 x}{N_{0}}\right) u(x) \tag{1-87}
\end{equation*}
$$

The two Gaussian random variables that form $V_{1}(i)$ and the two that form $V_{2}(i)$ are jointly Gaussian and uncorrelated. Thus, they are independent of each other, and hence $V_{1}(i)$ and $V_{2}(i)$ are independent random variables. An incorrect decision occurs if $V_{1}(i)<V_{2}(i)$, which implies that the bit error probability is

$$
\begin{align*}
P_{b} & =\int_{0}^{\infty} f_{v 1}(x) \int_{x}^{\infty} f_{v 2}(y) d y d x \\
& =\int_{0}^{\infty} f_{v 1}(x) \exp \left(-\frac{2 x}{N_{0}}\right) d x \tag{1-88}
\end{align*}
$$

Substituting (1-86), changing the integration variable, and then applying (1-72), we obtain

$$
\begin{equation*}
P_{b}=\frac{1}{2} \exp \left(-\frac{\alpha^{2} \mathcal{E}_{b}}{N_{0}}\right) \tag{1-89}
\end{equation*}
$$

In the absence of fading, $\alpha=1$ and (1-89) indicate that DPSK has a 3 dB advantage relative to the bit detection of a binary noncoherent orthogonal system.

### 1.2 Block Codes

A channel code for forward error control or error correction [7, 60, 72] is a set of codewords that are used to improve communication reliability. An $(n, k)$ block code uses a codeword of $n$ code symbols to represent $k$ information symbols. Each symbol is selected from an alphabet of $q$ symbols that belong to the Galois Field $\operatorname{GF}(q)$, and there are $q^{k}$ codewords. If $q=2^{m}$, then a $q$-ary symbol may be represented by $m$ bits, and a nonbinary codeword of $n$ symbols may be mapped into an ( $m n, m k$ ) binary codeword. A block encoder can be implemented by using logic elements or memory to map a $k$-symbol information word into an $n$-symbol codeword.

A block code of length $n$ over $\operatorname{GF}(q)$ is called a linear block code if its $q^{k}$ codewords form a $k$-dimensional subspace of the vector space of sequences with $n$ symbols. Thus, the vector sum of two codewords or the vector difference between them is a codeword. Since a linear block code is a subspace of a vector space, it must contain the additive identity. Thus, the all-zero sequence is
always a codeword in any linear block code. Since nearly all practical block codes are linear, henceforth block codes are assumed to be linear.

The number of symbol positions in which the symbol of one sequence differs from the corresponding symbol of another equal-length sequence is called the Hamming distance between the sequences. The minimum Hamming distance between any two codewords of a code is called the minimum distance of the code.

The Hamming weight of a codeword is the number of nonzero symbols in a codeword. For binary block codes, the Hamming weight is the number of ones in a codeword. For any linear block code, the vector difference between two codewords is another codeword with weight equal to the distance between the two original codewords. By subtracting the codeword $\mathbf{c}$ from all the codewords, we find that the set of Hamming distances from any codeword $\mathbf{c}$ is the same as the set of Hamming distances from the all-zero codeword. Consequently, the minimum Hamming distance of a code is equal to the minimum Hamming weight of the nonzero codewords.

Let $\mathbf{m}$ denote a row vector of $k$ information symbols and $\mathbf{d}$ denote a row vector of $n$ codeword symbols. Let $\mathbf{G}$ denote a $k \times n$ generator matrix, each row of which is a basis vector of the subspace of codewords. A linear block code computes

$$
\begin{equation*}
\mathbf{d}=\mathbf{m G} \tag{1-90}
\end{equation*}
$$

to generate a codeword.
The orthogonal complement of the row space of $\mathbf{G}$ is an $(n-k)$-dimensional subspace of the $n$-dimensional vector space such that each of its linearly independent vectors is orthogonal to the row space of $\mathbf{G}$, and hence to the codewords. An $(n-k) \times n$ parity-check matrix $\mathbf{H}$ has row vectors that span the orthogonal complement. Therefore,

$$
\begin{equation*}
\mathbf{G} \mathbf{H}^{T}=\mathbf{0} . \tag{1-91}
\end{equation*}
$$

A systematic block code is a code in which the information symbols appear unchanged in the codeword, which also has additional parity symbols. Thus, a systematic codeword can be expressed in the form $\mathbf{d}=[\mathbf{m} \mathbf{p}]$, where $\mathbf{p}$ is the row vector of $n-k$ parity symbols, and the generator matrix has the form

$$
\mathbf{G}=\left[\begin{array}{ll}
\mathbf{I}_{k} & \mathbf{P} \tag{1-92}
\end{array}\right]
$$

where $\mathbf{I}_{k}$ is the $k \times k$ identity matrix and $\mathbf{P}$ is a $k \times(n-k)$ matrix. This equation and (1-91) indicate that the parity-check matrix for a linear block code is

$$
\mathbf{H}=\left[\begin{array}{ll}
-\mathbf{P}^{T} & \mathbf{I}_{n-k} \tag{1-93}
\end{array}\right]
$$

In terms of performance, every linear code is equivalent to a systematic linear code that is simpler to implement. Therefore, systematic block codes are the standard choice and are assumed henceforth. Substituting (1-92) into (1-90), we obtain

$$
\begin{equation*}
\mathbf{d}=[\mathbf{m} \mathbf{m P}] \tag{1-94}
\end{equation*}
$$



Figure 1.5: Conceptual representation of $n$-dimensional vector space of sequences
which indicates the dependence of the parity symbols on the information symbols. For a binary block code, which uses an alphabet of symbols 0 and 1 , the parity bits of a codeword are modulo-2 sums of information bits.

When the demodulator makes hard decisions, the demodulator output symbols are called channel symbols, and the output sequence is called the received sequence or the received word. Hard decisions imply that the overall channel between the encoder output and the decoder input is the classical binary symmetric channel. If the channel-symbol error probability is less than one-half, then the maximum-likelihood criterion implies that the correct codeword is the one that is the smallest Hamming distance from the received word. A complete decoder is a hard-decision decoder that implements the maximum-likelihood criterion. An incomplete decoder does not attempt to correct all received words.

The $n$-dimensional vector space of sequences is conceptually represented as a three-dimensional space in Figure 1.5. Each codeword occupies the center of a decoding sphere with radius $t$ in Hamming distance, where $t$ is a positive integer. A complete decoder has decision regions defined by planar boundaries surrounding each codeword. A bounded-distance decoder is an incomplete decoder that attempts to correct symbol errors in a received word if it lies within one of the decoding spheres. Since unambiguous decoding requires that none of the spheres may intersect, the maximum number of random errors that can be corrected by a bounded-distance decoder is

$$
\begin{equation*}
t=\left\lfloor\left(d_{m}-1\right) / 2\right\rfloor \tag{1-95}
\end{equation*}
$$

where $d_{m}$ is the minimum Hamming distance between codewords, and $\lfloor x\rfloor$ denotes the largest integer less than or equal to $x$. When more than $t$ errors occur, the received word may lie within a decoding sphere surrounding an incorrect codeword or it may lie in the interstices (regions) outside the decoding spheres. If the received word lies within a decoding sphere, the decoder selects the incorrect codeword at the center of the sphere and produces an output word of information symbols with undetected errors. If the received word lies in the interstices, the decoder cannot correct the errors but recognizes their existence.

Since there are $\binom{n}{i}(q-1)^{i}$ words at exactly distance $i$ from the center of the sphere, the number of words in a decoding sphere of radius $t$ is

$$
\begin{equation*}
V=\sum_{i=0}^{t}\binom{n}{i}(q-1)^{i} \tag{1-96}
\end{equation*}
$$

Since a block code has $q^{k}$ codewords, $q^{k} V$ words are enclosed in spheres. The number of possible received words is $q^{n} \geq q^{k} V$, which yields

$$
\begin{equation*}
q^{n-k} \geq \sum_{i=0}^{t}\binom{n}{i}(q-1)^{i} \tag{1-97}
\end{equation*}
$$

This inequality implies an upper bound on $t$ and hence $d_{m}$. The upper bound on $d_{m}$ is called the Hamming bound.

A cyclic code is a linear block code in which a cyclic shift of the symbols of a codeword produces another codeword. This characteristic allows the implementation of encoders and decoders that use linear feedback shift registers. Relatively simple encoding and hard-decision decoding techniques are known for cyclic codes belonging to the class of Bose-Chaudhuri-Hocquenghem ( BCH ) codes. A BCH code has a length that is a divisor of $q^{m}-1$, where $m \geq 2$, and is designed to have an error-correction capability of $t=\lfloor(\delta-1) / 2\rfloor$, where $\delta$ is the design distance. Although the minimum distance may exceed the design distance, the standard BCH decoding algorithms cannot correct more than $t$ errors. The parameters $(n, k, t)$ for binary BCH codes with $7 \leq n \leq 127$ are listed in Table 1.1.

A perfect code is a block code such that every $n$-symbol sequence is at a distance of at most $t$ from some $n$-symbol codeword, and the sets of all sequences at distance $t$ or less from each codeword are disjoint. Thus, the Hamming bound is satisfied with equality, and a complete decoder of a perfect code is also a bounded-distance decoder. The only perfect codes are the binary repetition codes of odd length, the Hamming codes, the binary $(23,12)$ Golay code, and the ternary $(11,6)$ Golay code.

Repetition codes represent each information bit by $n$ binary code symbols. When $n$ is odd, the $(n, 1)$ repetition code is a perfect code with $d_{m}=n$ and $t=(n-1) / 2$. A hard-decision decoder makes a decision based on the state of the majority of the demodulated symbols.

An $(n, k)$ Hamming code is a perfect BCH code with $d_{m}=3$ and $n=$ $\left(q^{n-k}-1\right) /(q-1)$. Since $t=1$, a Hamming code is capable of correcting all

Table 1.1: Binary BCH codes

| $n$ | $k$ | $t$ | $D_{p}$ | $n$ | $k$ | $t$ | $D_{p}$ | $n$ | $k$ | $t$ | $D_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 4 | 1 | 1 | 63 | 45 | 3 | 0.1592 | 127 | 92 | 5 | 0.0077 |
| 7 | 1 | 3 | 1 | 63 | 39 | 4 | 0.0380 | 127 | 85 | 6 | 0.0012 |
| 15 | 11 | 1 | 1 | 63 | 36 | 5 | 0.0571 | 127 | 78 | 7 | $1.68 \cdot 10-4$ |
| 15 | 7 | 2 | 0.4727 | 63 | 30 | 6 | 0.0088 | 127 | 71 | 9 | $2.66 \cdot 10-4$ |
| 15 | 5 | 3 | 0.5625 | 63 | 24 | 7 | 0.0011 | 127 | 64 | 10 | $2.48 \cdot 10-5$ |
| 15 | 1 | 7 | 1 | 63 | 18 | 10 | 0.0044 | 127 | 57 | 11 | $2.08 \cdot 10-6$ |
| 31 | 16 | 3 | 0.1523 | 63 | 7 | 15 | 0.0024 | 127 | 36 | 15 | $5.42 \cdot 10-9$ |
| 31 | 11 | 5 | 0.1968 | 63 | 1 | 31 | 1 | 127 | 29 | 21 | $2.01 \cdot 10$ |
| 31 | 6 | 7 | 0.1065 | 127 | 120 | 1 | 1 | 127 | 22 | 23 | $3.56 \cdot 10$ |
| -6 |  |  |  |  |  |  |  |  |  |  |  |
| 31 | 1 | 15 | 1 | 127 | 113 | 2 | 0.4962 | 127 | 15 | 27 | $7.75 \cdot 10-7$ |
| 63 | 57 | 1 | 1 | 127 | 106 | 3 | 0.1628 | 127 | 8 | 31 | $8.10 \cdot 10-7$ |
| 63 | 51 | 2 | 0.4924 | 127 | 99 | 4 | 0.0398 | 127 | 1 | 63 | 1 |

Table 1.2: Codewords of Hamming $(7,4)$ code

| 0000000 | 0001011 | 0010110 | 0011101 |
| :--- | :--- | :--- | :--- |
| 0100111 | 0101100 | 0110001 | 0111010 |
| 1000101 | 1001110 | 1010011 | 1011000 |
| 1100010 | 1101001 | 1110100 | 1111111 |

single errors. Binary Hamming codes with $n \leq 127$ are found in Table 1.1. The 16 codewords of a $(7,4)$ Hamming code are listed in Table 1.2. The first four bits of each codeword are the information bits. The perfect $(23,12)$ Golay code is a binary cyclic code with $d_{m}=7$ and $t=3$. The perfect $(11,6)$ Golay code is a ternary cyclic code with $d_{m}=5$ and $t=2$.

Any $(n, k)$ linear block code with an odd value of $d_{m}$ can be converted into an $(n+1, k)$ extended code by adding a parity symbol. The advantage of the extended code stems from the fact that the minimum distance of the block code is increased by one, which improves the performance, but the decoding complexity and code rate are usually changed insignificantly. The $(24,12)$ extended Golay code is formed by adding an overall parity symbol to the $(23,12)$ Golay code, thereby increasing the minimum distance to $d_{m}=8$. As a result, some received sequences with four errors can be corrected with a complete decoder. The $(24,12)$ code is often preferable to the $(23,12)$ code because the code rate, which is defined as the ratio $k / n$ for a binary code, is exactly one-half, which simplifies the system timing.

Some systematic codewords have only one nonzero information symbol. Since there are at most $n-k$ parity symbols, these codewords have Hamming weights that cannot exceed $n-k+1$. Since the minimum distance of the code is equal to the minimum codeword weight,

$$
\begin{equation*}
d_{m} \leq n-k+1 \tag{1-98}
\end{equation*}
$$

This upper bound is called the Singleton bound. A linear block code with a minimum distance equal to the Singleton bound is called a maximum-distance separable code.

Table 1.3: Weight distributions of Golay codes

|  | Number of codewords |  |
| :---: | :---: | :---: |
| Weight | $(23,12)$ | $(24,12)$ |
| 0 | 1 | 1 |
| 7 | 253 | 0 |
| 8 | 506 | 759 |
| 11 | 1288 | 0 |
| 12 | 1288 | 2576 |
| 15 | 506 | 0 |
| 16 | 253 | 759 |
| 23 | 1 | 0 |
| 24 | 0 | 1 |

Nonbinary block codes can accommodate high data rates efficiently because decoding operations are performed at the symbol rate rather than the higher information-bit rate. A Reed-Solomon code is a nonbinary BCH code and a maximum-distance separable code with $n=q-1$ and $d_{m}=n-k+1$. For convenience in implementation, $q$ is usually chosen so that $q=2^{m}$, where $m$ is the number of bits per symbol. Thus, $n=2^{m}-1$ and the code provides correction of $2^{m}$-ary symbols. Most Reed-Solomon decoders are bounded-distance decoders with $t=\left\lfloor\left(d_{m}-1\right) / 2\right\rfloor$.

The most important single determinant of the code performance is its weight distribution, which is a list or function that gives the number of codewords with each possible weight. The weight distributions of the Golay codes are listed in Table 1.3. Analytical expressions for the weight distribution are known in a few cases. Let $A_{l}$ denote the number of codewords with weight $l$. For a binary Hamming code, each $A_{l}$ can be determined from the weight-enumerator polynomial

$$
\begin{equation*}
A(x)=\sum_{l=0}^{n} A_{l} x^{l}=\frac{1}{n+1}\left[(1+x)^{n}+n(1+x)^{(n-1) / 2}(1-x)^{(n+1) / 2}\right] \tag{1-99}
\end{equation*}
$$

For example, the $(7,4)$ Hamming code gives $A(x)=\frac{1}{8}\left[(1+x)^{7}+7(1+x)^{3}(1-\right.$ $\left.x)^{4}\right]=1+7 x^{3}+7 x^{4}+x^{7}$, which yields $A_{0}=1, A_{3}=7, A_{4}=7, A_{7}=1$, and $A_{l}=0$, otherwise. For a maximum-distance separable code, $A_{0}=1$ and

$$
\begin{equation*}
A_{l}=\binom{n}{l}(q-1) \sum_{i=0}^{l-d_{m}}(-1)^{i}\binom{l-1}{i} q^{l-i-d_{m}}, \quad d_{m} \leq l \leq n \tag{1-100}
\end{equation*}
$$

The weight distribution of other codes can be determined by examining all valid codewords if the number of codewords is not too large for a computation.

## Hard-Decision Decoders

There are two types of bounded-distance decoders: erasing decoders and reproducing decoders. They both produce errors when a received word falls within
an incorrect decoding sphere, which is called an undetected error. They differ only in their actions following the detection of uncorrectable errors in a received word, which is called a decoding failure. An erasing decoder discards the received word after a decoding failure and may initiate an automatic retransmission request. For a systematic block code, a reproducing decoder reproduces the information symbols of the received word as its output after a decoding failure.

Let $P_{s}$ denote the channel-symbol error probability, which is the probability of error in a demodulated code symbol. We assume that the channel-symbol errors are statistically independent and identically distributed, which is an accurate model for systems with appropriate symbol interleaving (Section 1.4). Let $P_{w}$ denote the word error probability, which is the probability that a decoder does not produce the correct information symbols of a codeword because of an undetected error or decoding failure. There are $\binom{n}{i}$ distinct ways in which $i$ errors may occur among $n$ channel symbols. Since a received sequence may have more than $t$ errors but no information-symbol errors, a reproducing decoder that corrects $t$ or few errors has

$$
\begin{equation*}
P_{w} \leq \sum_{i=t+1}^{n}\binom{n}{i} P_{s}^{i}\left(1-P_{s}\right)^{n-i} \tag{1-101}
\end{equation*}
$$

For an erasing decoder, (1-101) becomes an equality if erased words are considered word errors.

For error correction with reproducing decoders, $t$ is given by (1-95) because it is pointless to make the decoding spheres smaller than the maximum allowed by the code. However, if a block code is used for both error correction and error detection, an erasing decoder is often designed with smaller decoding spheres than the maximum. If a block code is used exclusively for error detection, then $t=0$.

A complete decoder correctly decodes even if the number of symbol errors exceeds $t$ provided that the received word is closest in Hamming distance to the correct codeword. When a received sequence is equidistant from two or more codewords, a complete decoder selects one of them according to some arbitrary rule. Thus, the word error probability for a complete decoder satisfies (1-101).

The word error probability is a performance measure that is important primarily in applications for which only a decoded word completely without symbol errors is acceptable. When the utility of a decoded word degrades in proportion to the number of information bits that are in error, the information-bit error probability is frequently used as a performance measure. To evaluate it for block codes that may be nonbinary, we first examine the information-symbol error probability.

Let $\mathcal{P}(\nu)$ denote the probability of an error in information symbol $\nu$ at the decoder output. To avoid assuming that $\mathcal{P}(\nu)$ is independent of $\nu$, the information-symbol error probability is defined as the average error probability of the information symbols:

$$
\begin{equation*}
P_{i s}=\frac{1}{k} \sum_{\nu=1}^{k} \mathcal{P}(\nu) \tag{1-102}
\end{equation*}
$$

The random variables $Z_{\nu}, \nu=1,2, \ldots, k$, are defined so that $Z_{\nu}=1$ if information symbol $\nu$ is in error and $Z_{\nu}=0$ if it is correct. Let $E[\cdot]$ denote the expected value. The expected number of information-symbol errors is

$$
\begin{equation*}
E[I]=E\left[\sum_{\nu=1}^{k} Z_{\nu}\right]=\sum_{\nu=1}^{k} E\left[Z_{\nu}\right]=\sum_{\nu=1}^{k} \mathcal{P}(\nu)=k P_{i s} \tag{1-103}
\end{equation*}
$$

which implies that the information-symbol error rate, which is defined as $E[I] / k$, is equal to the information-symbol error probability. Similarly, we find that the decoded-symbol error probability, which is defined as the average error probability of all the symbols, is equal to the decoded-symbol error rate.

Consider an erasing bounded-distance decoder, which may produce an error in an information symbol only if there is an undetected error. As shown previously, the set of Hamming distances from a specific codeword to the other codewords is the same for all specific codewords of a linear block code. Therefore, it is legitimate to assume for convenience in evaluating $P_{i s}$ that the all-zero codeword was transmitted. If channel-symbol errors in a received word are statistically independent and occur with the same probability $P_{s}$, then the probability of a specific set of $i$ erroneous symbols among the $n$ codeword symbols is

$$
\begin{equation*}
P_{e}(i)=\left(\frac{P_{s}}{q-1}\right)^{i}\left(1-P_{s}\right)^{n-i} \tag{1-104}
\end{equation*}
$$

For an undetected error to occur at the output of a bounded-distance decoder, the number of channel-symbol errors must exceed $t$, and the received word must lie within an incorrect decoding sphere of radius $t$. Consider an incorrect decoding sphere of radius $t$ associated with a codeword of weight $l$, where $d_{m} \leq l \leq n$. If $l-t \leq i \leq l+t$, let $N(l, i)$ denote the number of sequences in the set $S(i, l)$ of sequences with Hamming weight $i$ that lie within this decoding sphere. If a received word with $i$ channel-symbol errors matches one of the sequences in $S(i, l)$, then an incorrect codeword with Hamming weight $l$ is selected, and the decoder-symbol and information-symbol error probabilities are $l / n$. Therefore, (1-104) implies that the information-symbol error probability for an erasing bounded-distance decoder is

$$
\begin{align*}
P_{i s} & =\sum_{i=t+1}^{n} \sum_{l=\max \left(i-t, d_{m}\right)}^{\min (i+t, n)} A_{l} N(l, i) P_{e}(i) \frac{l}{n} \\
& =\sum_{i=t+1}^{n}\left(\frac{P_{s}}{q-1}\right)^{i}\left(1-P_{s}\right)^{n-i} \sum_{l=\max \left(i-t, d_{m}\right)}^{\min (i+t, n)} A_{l} N(l, i) \frac{l}{n} . \tag{1-105}
\end{align*}
$$

Consider sequences of weight $i$ that are at distance $s$ from a particular codeword of weight $l$, where $|l-i| \leq s \leq t$ so that the sequences are within the decoding sphere of the codeword. By counting these sequences and then summing over the allowed values of $s$, we can determine $N(l, i)$. The counting is performed by considering changes in the symbols of this codeword that can produce one of these sequences.

Let $\nu$ denote the number of nonzero codeword symbols that are changed to zeros, $\alpha$ the number of codeword zeros that are changed to any of the $(q-$ 1) nonzero symbols in the alphabet, and $\beta$ the number of nonzero codeword symbols that are changed to any of the other $(q-2)$ nonzero symbols. For a sequence at distance $s$ to result, it is necessary that $0 \leq \nu \leq s$. The number of sequences that can be obtained by changing any $\nu$ of the $l$ nonzero symbols to zeros is $\binom{l}{\nu}$, where $\binom{b}{a}=0$ if $a>b$. For a specified value of $\nu$, it is necessary that $\alpha=\nu+i-l$ to ensure a sequence of weight $i$. The number of sequences that result from changing any $\alpha$ of the $n-l$ zeros to nonzero symbols is $\binom{n-l}{\alpha}(q-1)^{\alpha}$. For a specified value of $\nu$ and hence $\alpha$, it is necessary that $\beta=s-\nu-\alpha=$ $s+l-i-2 \nu$ to ensure a sequence at distance $s$. The number of sequences that result from changing $\beta$ of the $l-\nu$ remaining nonzero components is $\binom{l-\nu}{\beta}(q-2)^{\beta}$, where $0^{x}=0$ if $x \neq 0$ and $0^{0}=1$. Summing over the allowed values of $s$ and $\nu$, we obtain

$$
\begin{align*}
N(l, i) & =\sum_{s=|l-i|}^{t} \sum_{\nu=0}^{s}\binom{l}{\nu}\binom{n-l}{\nu+i-l}\binom{l-\nu}{s+l-i-2 \nu} \\
& \times(q-1)^{\nu+i-l}(q-2)^{s+l-i-2 \nu} . \tag{1-106}
\end{align*}
$$

Equations (1-105) and (1-106) allow the exact calculation of $P_{i s}$.
When $q=2$, the only term in the inner summation of (1-106) that is nonzero has the index $\nu=(s+l-i) / 2$ provided that this index is an integer and $0 \leq(s+l-i) / 2 \leq s$. Using this result, we find that for binary codes,

$$
\begin{equation*}
N(l, i)=\sum_{s=|l-i|}^{t}\binom{n-l}{\frac{s+i-l}{2}}\binom{l}{\frac{s+l-i}{2}}, \quad q=2 \tag{1-107}
\end{equation*}
$$

where $\binom{m}{n}=0$ unless $n$ is a nonnegative integer.
The number of sequences of weight $i$ that lie in the interstices outside the decoding spheres is

$$
\begin{equation*}
L(i)=(q-1)^{i}\binom{n}{i}-\sum_{l=\max \left(i-t, d_{m}\right)}^{\min (i+t, n)} A_{l} N(l, i), \quad i \geq t+1 \tag{1-108}
\end{equation*}
$$

where the first term is the total number of sequences of weight $i$, and the second term is the number of sequences of weight $i$ that lie within incorrect decoding spheres. When $i$ channel-symbol errors in the received word cause a decoding failure, the decoded symbols in the output of a reproducing decoder contain $i$ errors, and the probability of an information-symbol error is $i / n$. Therefore, (1-105) implies that the information-symbol error rate for a reproducing bounded-distance decoder is

$$
\begin{equation*}
P_{i s}=\sum_{i=t+1}^{n}\left(\frac{P_{s}}{q-1}\right)^{i}\left(1-P_{s}\right)^{n-i}\left[\sum_{l=\max \left(i-t, d_{m}\right)}^{\min (i+t, n)} A_{l} N(l, i) \frac{l}{n}+L(i) \frac{i}{n}\right] \tag{1-109}
\end{equation*}
$$

Two major problems still arise in calculating $P_{i s}$ from (1-105) or (1-109). The computational complexity may be prohibitive when $n$ and $q$ are large, and the weight distribution is unknown for many block codes. To derive simple approximations for reproducing decoders, we consider the packing densities of block codes.

The packing density is defined as the ratio of the number of words in the $q^{k}$ decoding spheres to the total number of sequences of length $n$. From (1-96), it follows that the packing density is

$$
\begin{equation*}
D_{p}=\frac{q^{k}}{q^{n}} \sum_{i=0}^{t}\binom{n}{i}(q-1)^{i} \tag{1-110}
\end{equation*}
$$

For perfect codes, $D_{p}=1$. If $D_{p}>0.5$, undetected errors tend to occur more often than decoding failures, and the code is considered tightly packed. If $D_{p}<$ 0.1 , decoding failures predominate, and the code is considered loosely packed. The packing densities of binary BCH codes are listed in Table 1.1. The perfect BCH codes and the $(15,5,3) \mathrm{BCH}$ code are tightly packed. If $n \geq 63$ and $t \geq 4$, then the BCH codes are loosely packed.

Consider the transmission of the all-zero codeword of $n$ symbols, independent channel-symbol errors, and tightly packed codes. If a received word has $i$ channel-symbol errors at the decoder input and $d_{m} \leq i \leq n$, then a boundeddistance decoder usually chooses a codeword with Hamming weight $i$. However, there is no codeword with a Hamming weight between 0 and $d_{m}$. Therefore, if a received word has $i$ channel-symbol errors and $t+1 \leq i \leq d_{m}$, then a reproducing bounded-distance decoder usually chooses a codeword with Hamming weight $d_{m}$. Therefore, the identity $\binom{n}{i} \frac{i}{n}=\binom{n-1}{i-1}$ indicates that $P_{i s}$ for reproducing bounded-distance decoders of tightly packed codes is approximated by

$$
\begin{equation*}
P_{i s} \approx \sum_{i=t+1}^{d_{m}} \frac{d_{m}}{n}\binom{n}{i} P_{s}^{i}\left(1-P_{s}\right)^{n-i}+\sum_{i=d_{m}+1}^{n}\binom{n-1}{i-1} P_{s}^{i}\left(1-P_{s}\right)^{n-i} \tag{1-111}
\end{equation*}
$$

The virtues of this approximation are its simplicity and lack of dependence on the code weight distribution. Let $P_{d f}$ and $P_{u d}$ denote the probability of a decoding failure and the probability of an undetected error, respectively. Computations for specific codes indicate that the accuracy of (1-111) tends to increase with $P_{u d} / P_{d f}$. The right-hand side of $(1-111)$ gives an approximate upper bound on $P_{i s}$ for complete decoders because some received sequences with $t+1$ or more errors can be corrected and hence produce no information-symbol errors.

For loosely packed codes, the first term on the right side of (1-108) is much larger than the second term. Therefore, $P_{i s}$ for reproducing bounded-distance decoders of loosely packed codes is approximated by

$$
\begin{equation*}
P_{i s} \approx \sum_{i=t+1}^{n}\binom{n-1}{i-1} P_{s}^{i}\left(1-P_{s}\right)^{n-i} \tag{1-112}
\end{equation*}
$$

The virtues of this approximation are its simplicity and independence of the code weight distribution. The approximation is accurate when decoding failures
are the predominant error mechanism. For cyclic Reed-Solomon codes, numerical examples indicate that the exact $P_{i s}$ and the approximation are quite close for all values of $P_{s}$ when $t \geq 3$, a result that is not surprising in view of the paucity of sequences in the decoding spheres for a Reed-Solomon code with $t \geq 3$.

A symbol is said to be erased when the demodulator, after deciding that a symbol is unreliable, instructs the decoder to ignore that symbol during the decoding. Symbol erasures are used to strengthen hard-decision decoding. If a code has a minimum distance $d_{m}$ and the demodulator erases $\epsilon$ symbols, then all codewords differ in at least $d_{m}-\epsilon$ of the unerased symbols. Hence, $\nu$ errors can be corrected if $2 \nu+1 \leq d_{m}-\epsilon$. If $d_{m}$ or more symbols are erased, a decoding failure occurs. Let $P_{e}$ denote the probability of an erasure. For independent symbol errors and erasures, the probability that a received sequence has $i$ errors and $\epsilon$ erasures is $P_{s}^{i} P_{e}^{\epsilon}\left(1-P_{s}-P_{e}\right)^{n-i-\epsilon}$. Therefore, for a bounded-distance errors and erasures decoder of an $(n, k)$ block code,

$$
\begin{align*}
P_{w} & \leq \sum_{\epsilon=0}^{n} \sum_{i=i_{0}}^{n-\epsilon}\binom{n}{\epsilon}\binom{n-\epsilon}{i} P_{s}^{i} P_{e}^{\epsilon}\left(1-P_{s}-P_{e}\right)^{n-i-\epsilon} \\
i_{0} & =\max \left(0,\left\lceil\left(d_{m}-\epsilon\right) / 2\right\rceil\right) \tag{1-113}
\end{align*}
$$

where $\lceil x\rceil$ denotes the smallest integer greater than or equal to $x$. For the AWGN channel, decoding with optimal erasures provides an insignificant performance improvement relative to hard-decision decoding, but erasures are often effective against fading or sporadic interference. Codes for which errors-and-erasures decoding is most useful are those with relatively large minimum distances, such as Reed-Solomon codes.

## Soft-Decision Decoders

A fundamental property of a probability, called countable subadditivity, is that the probability of a finite or countable union of events $B_{n}, n=1,2, \ldots$, satisfies

$$
\begin{equation*}
P\left[\cup_{n} B_{n}\right] \leq \sum_{n} P\left[B_{n}\right] \tag{1-114}
\end{equation*}
$$

In communication theory, a bound obtained from this inequality is called a union bound.

To determine upper bounds on $P_{w}$ and $P_{i s}$ for linear block codes, it suffices to assume that the all-zero codeword was transmitted. Let $P_{2}(l)$ denote the probability that the metric for an incorrect codeword at Hamming distance $l$ from the correct codeword, and hence with Hamming weight $l$, exceeds the metric for the correct codeword. The union bound and the relation between weights and distances imply that $P_{w}$ for soft-decision decoding satisfies

$$
\begin{equation*}
P_{w} \leq \sum_{l=d_{m}}^{n} A_{l} P_{2}(l) \tag{1-115}
\end{equation*}
$$

Let $B_{l m \nu}$ denote the event that the $m$ th incorrect codeword with Hamming weight $l$ has a larger metric than the correct codeword and has a nonzero symbol for its $\nu$ th information symbol. The information-symbol error probability, which is defined by (1-102), is

$$
\begin{align*}
P_{i s} & =\frac{1}{k} \sum_{\nu=1}^{k} P\left(\cup_{l} \cup_{m} B_{l m \nu}\right) \\
& \leq \frac{1}{k} \sum_{l=d_{m}}^{n} \sum_{\nu=1}^{k} \sum_{m=1}^{A_{l}} P\left(B_{l m \nu}\right) . \tag{1-116}
\end{align*}
$$

Let $\delta_{l m \nu}=1$ if the $m$ th incorrect codeword with Hamming weight $l$ has a nonzero symbol for its $\nu$ th information symbol, and $\delta_{l m \nu}=0$, otherwise. Then $P\left(B_{l m \nu}\right)=\delta_{l m \nu} P_{2}(l)$, and substitution into (1-116) yields

$$
\begin{equation*}
P_{i s} \leq \sum_{l=d_{m}}^{n} \frac{\beta_{l}}{k} P_{2}(l) \tag{1-117}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{l}=\sum_{\nu=1}^{k} \sum_{m=1}^{A_{l}} \delta_{l m \nu} \tag{1-118}
\end{equation*}
$$

denotes the total information-symbol weight of the codewords of weight $l$.
To determine $\beta_{l}$ for any cyclic $(n, k)$ code, consider the set $S_{l}$ of $A_{l}$ codewords of weight $l$. The total weight of all the codewords in $S_{l}$ is $A_{T}=l A_{l}$. Let $\alpha$ and $\beta$ denote any two fixed positions in the codewords. By definition, any cyclic shift of a codeword produces another codeword of the same weight. Therefore, for every codeword in $S_{l}$ that has a zero in $\alpha$, there is some codeword in $S_{l}$ that results from a cyclic shift of that codeword and has a zero in $\beta$. Thus, among the codewords of $S_{l}$, the total weight of all the symbols in a fixed position is the same regardless of the position and is equal to $A_{T} / n$. The total weight of all the information symbols in $S_{l}$ is $\beta_{l}=k A_{T} / n=k l A_{l} / n$. Therefore,

$$
\begin{equation*}
P_{i s} \leq \sum_{l=d_{m}}^{n} \frac{l}{n} A_{l} P_{2}(l) \tag{1-119}
\end{equation*}
$$

This upper bound depends on $P_{2}(l), d_{m} \leq l \leq n$, which depends on the modulation system.

Consider coherent BPSK with codeword metric given by (1-41). After reordering the samples $\left\{y_{i}\right\}$, the difference between the metrics for the correct codeword and an incorrect one at Hamming distance $l$ may be expressed as

$$
\begin{equation*}
D(l)=\sum_{i=1}^{l}\left(c_{1 i}-c_{2 i}\right) y_{r i}=2 \sum_{i=1}^{l} c_{1 i} y_{i} \tag{1-120}
\end{equation*}
$$

where the sum includes only the $l$ terms that differ, $c_{1 i}$ refers to the correct codeword, $c_{2 i}$ refers to the incorrect codeword, and $c_{2 i}=-c_{1 i}$. As each of
its terms is independent and each $y_{i}$ has a Gaussian distribution, $D(l)$ has a Gaussian distribution with mean $l \sqrt{\mathcal{E}_{s}}$ and variance $l N_{0} / 2$. Since $P_{2}(l)$ is the probability that $D(l)<0$ and $\mathcal{E}_{s}=r \mathcal{E}_{b}$, a straightforward calculation yields

$$
\begin{equation*}
P_{2}(l)=Q\left(\sqrt{\frac{2 l r \mathcal{E}_{b}}{N_{0}}}\right) \tag{1-121}
\end{equation*}
$$

where $r=k / n$ is the code rate.
Optimal soft-decision decoding cannot be efficiently implemented except for very short block codes, primarily because the number of codewords for which the metrics must be computed is prohibitively large, but approximate maximumlikelihood decoding algorithms are available. The Chase algorithm generates a small set of candidate codewords that almost always include the codeword with the largest metric. A first test pattern is generated by making hard decisions on each of the received symbols to determine a received word. Assuming coherent PAM, let $\sqrt{\mathcal{E}_{s}} \mathbf{c}_{t}$ denote the constellation vector corresponding to this test pattern. A reliability measure for the $i$ th symbol in the test pattern is

$$
\begin{equation*}
M(i)=\left|y_{i}-\sqrt{\mathcal{E}_{s}} c_{t i}\right| \tag{1-122}
\end{equation*}
$$

Using this reliability measure, the Chase algorithm alters the least reliable symbols in the test pattern and generates other test patterns. Hard-decision decoding of each test pattern and the discarding of decoding failures generate the candidate codewords. The decoder selects the candidate codeword with the largest metric and declares it to be the transmitted codeword.

## Performance Examples

The coding gain of one code compared with another one is the reduction in the value of $\mathcal{E}_{b} / N_{0}$ required to produce a specified information-bit or informationsymbol error probability. Calculations for specific communication systems and codes operating over the AWGN channel have shown that an optimal softdecision decoder provides a coding gain of approximately 2 dB relative to a hard-decision decoder. However, soft-decision decoders are much more complex to implement and may be too slow for the processing of high information rates. For a given level of implementation complexity, hard-decision decoders can accommodate much longer block codes, thereby at least partially overcoming the inherent advantage of soft-decision decoders. In practice, soft-decision decoding other than errors and erasures decoding is seldom used with block codes of length greater than 50.

Example 1. Figure 1.6 depicts the information-bit error probability $P_{b}=$ $P_{i s}$ versus $\mathcal{E}_{b} / N_{0}$ for various binary block codes with coherent BPSK over the AWGN channel. Equation (1-111) is used to compute $P_{b}$ for the $(23,12)$ Golay code with hard decisions. Since the packing density $D_{p}$ is small for these codes, (1-112) is used for hard-decision decoding of the $(63,36) \mathrm{BCH}$ code, which corrects $t=5$ errors, and the $(127,64) \mathrm{BCH}$ code, which corrects $t=10$ errors. Equation (1-42) is used for $P_{s}$. Inequality (1-119), Table 1.2, and (1-121) are used to compute the upper bound on $P_{b}=P_{i s}$ for the $(23,12)$ Golay code


Figure 1.6: Information-bit error probability for binary $(n, k)$ block codes and coherent BPSK
with optimal soft decisions. The graphs illustrate the power of the soft-decision decoding. For the $(23,12)$ Golay code, soft-decision decoding provides an approximately $2-\mathrm{dB}$ coding gain for $P_{b}=10^{-5}$ relative to hard-decision decoding. Only when $P_{b}<10^{-5}$ does the $(127,64) \mathrm{BCH}$ code begin to outperform the $(23,12)$ Golay code with soft decisions. If $\mathcal{E}_{b} / N_{0} \leq 3 \mathrm{~dB}$, an uncoded system with coherent BPSK provides a lower $P_{b}$ than a similar system that uses one of the block codes of the figure.

Example 2. Figure 1.7 illustrates the performance of loosely packed ReedSolomon codes with hard-decision decoding over the AWGN channel as a function of $\mathcal{E}_{b} / N_{0}$. Equation (1-112) is used to compute the approximate informationbit error probabilities for binary channel symbols with coherent BPSK and nonbinary channel symbols with noncoherent orthogonal FSK. For the nonbinary channel symbols, (1-73) is applicable, and (1-74) is correct or provides a good approximation. For the binary channel symbols, (1-48) is used. For the chosen values of $n$, the best performance at $P_{b}=10^{-5}$ is obtained if the code rate is $k / n \approx 3 / 4$. Further gains result from increasing $n$ and hence the implementation complexity.

Although the figure indicates the performance advantage of Reed-Solomon codes with $q$-ary orthogonal FSK, there is a major bandwidth penalty. Let


Figure 1.7: Information-bit error probability for Reed-Solomon $(n, k)$ codes and coherent BPSK or noncoherent FSK
$B$ denote the bandwidth required for an uncoded BPSK signal. If the same data rate is accommodated by using uncoded orthogonal FSK with $q=2^{m}$ frequencies, the required bandwidth is $2^{m} B / m$ because each symbol represents $m$ bits. If a Reed-Solomon $(n, k)$ code is used with FSK, the required bandwidth becomes $2^{m} n B / m k$.

### 1.3 Convolutional and Trellis Codes

In contrast to a block codeword, a convolutional codeword represents an entire message of indefinite length. A convolutional encoder over the binary field $G F(2)$ uses shift registers of bistable memory elements to convert each input of $k$ information bits into an output of $n$ code bits, each of which is the modulo2 sum of both current and previous information bits. A convolutional code is linear because the modulo- 2 sums imply that the superposition property applies to the input-output relations and that the all-zero codeword is a member of the code.

## Encoding and Decoding of Convolutional Codes

The constraint length $K$ of a convolutional code is the maximum number of sets of $n$ output bits that can be affected by an input bit. A convolutional code is systematic if the information bits appear unaltered in each codeword; otherwise, it is nonsystematic.

A nonsystematic convolutional encoder with two memory stages, $k=1$, $n=2$, and $K=3$ is shown in Figure 1.8a. Information bits enter the shift register in response to clock pulses. After each clock pulse, the most recent information bit becomes the content and output of the first memory stage, the previous contents of stages are shifted to the right, the previous content of the final stage is shifted out of the register, and a new bit appears at the input of the first memory stage. The outputs of the modulo- 2 adders (exclusive-OR gates) provide two code bits. The impulse responses of the encoder are the two output streams of $K$ bits in response to an input 1 bit followed by $K-1$ input 0 bits. The generators of the code bits are the vectors $\mathbf{g}_{1}=\left[\begin{array}{lll}1 & 1\end{array}\right]$ and $\mathbf{g}_{2}=[111]$, which indicate the impulse responses at the two outputs starting from the left-hand side. In octal form, the three bits of the two generator vectors are represented by $(5,7)$.

The encoder of a nonsystematic convolutional code with four memory stages, $k=2, n=3$, and $K=2$ is shown in Figure 1.8 b . Its three generators are


Figure 1.8: Encoders of nonsystematic convolutional codes with (a) $K=3$ and rate $=1 / 2$ and (b) $K=2$ and rate $=2 / 3$
$\mathbf{g}_{1}=\left[\begin{array}{lll}1 & 1 & 0\end{array}\right], \mathbf{g}_{2}\left[\begin{array}{lll}1 & 1 & 0\end{array} 0\right]$, and $\mathbf{g}_{3}\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$. The first two generator bits represent the response to an upper input bit, whereas the second two bits represent the response to a lower input bit. By octally representing groups of 3 bits starting from the right-hand side and inserting zeros when fewer than 3 bits remain, we obtain the octal forms of the generators, which are $(15,14,13)$ for this encoder.

Polynomials allow a compact description of the input and output sequences of an encoder. A polynomial over the binary field $G F(2)$ has the form

$$
\begin{equation*}
f(x)=f_{0}+f_{1} x+f_{2} x^{2}+\cdots+f_{n} x^{n} \tag{1-123}
\end{equation*}
$$

where the coefficients $f_{0}, f_{1}, \cdots, f_{n}$ are elements of $G F(2)$ and the symbol $x$ is an indeterminate introduced into the calculations for convenience. The degree of a polynomial is the largest power of $x$ with a nonzero coefficient.

The sum of a polynomial $f(x)$ of degree $n_{1}$ and a polynomial $g(x)$ of degree $n_{2}$ is another polynomial over $G F(2)$ defined as

$$
\begin{equation*}
f(x)+g(x)=\sum_{i=0}^{\max \left(n_{1}, n_{2}\right)}\left(f_{i} \oplus g_{i}\right) x^{i} \tag{1-124}
\end{equation*}
$$

where $\max \left(n_{1}, n_{2}\right)$ denotes the larger of $n_{1}$ and $n_{2}$, and $\oplus$ denotes modulo-two addition. An example is

$$
\begin{equation*}
\left(1+x^{2}+x^{3}\right)+\left(1+x^{2}+x^{4}\right)=x^{3}+x^{4} \tag{1-125}
\end{equation*}
$$

The product of a polynomial $f(x)$ of degree $n_{1}$ and a polynomial $g(x)$ of degree $n_{2}$ is another polynomial over $G F(2)$ defined as

$$
\begin{equation*}
f(x) g(x)=\sum_{i=0}^{n_{1}+n_{2}}\left(\sum_{k=0}^{i} f_{k} g_{i-k}\right) x^{i} \tag{1-126}
\end{equation*}
$$

where the inner addition is modulo-2. For example,

$$
\begin{equation*}
\left(1+x^{2}+x^{3}\right)\left(1+x^{2}+x^{4}\right)=1+x^{3}+x^{5}+x^{6}+x^{7} \tag{1-127}
\end{equation*}
$$

It is easily verified that associative, commutative, and distributive laws apply to polynomial addition and multiplication.

The input sequence $m_{0}, m_{1}, m_{2}, \ldots$ is represented by the input polynomial $m(x)=m_{0}+m_{1} x+m_{2} x^{2}+\ldots$, and similarly the output polynomial $c(x)=$ $c_{0}+c_{1} x+c_{2} x^{2}+\ldots$ represents an output stream. The transfer function $g(x)=$ $g_{0}+g_{1} x+\ldots+g_{K-1} x^{K-1}$ represents the $K$ bits of an impulse response. When a single input sequence $\mathbf{m}$ is applied to an encoder, an encoder output sequence $\mathbf{c}$ is called the convolution of $\mathbf{m}$ and the impulse response $\mathbf{g}$ and may be represented by a polynomial multiplication so that $c(x)=m(x) g(x)$. In general, if there are $k$ input sequences represented by the vector $\mathbf{m}(x)=$ $\left[m_{1}(x) m_{2}(x) \ldots m_{k}(x)\right]$ and $n$ encoder output sequences represented by the vector $\mathbf{c}(x)=\left[c_{1}(x) c_{2}(x) \ldots c_{n}(x)\right]$, then

$$
\begin{equation*}
\mathbf{c}(x)=\mathbf{m}(x) \mathbf{G}(x) \tag{1-128}
\end{equation*}
$$

where $\mathbf{G}(x)=\left[\mathbf{g}_{1}(x) \mathbf{g}_{2}(x) \ldots \mathbf{g}_{n}(x)\right]$ is the $k \times n$ generator matrix with $n$ columns of $k$ generator polynomials.

In Figure 1.8a, $m(x)$ is the input polynomial, $\mathbf{c}(x)=\left[c_{1}(x) c_{2}(x)\right]$ is the output vector, and $\mathbf{G}(x)=\left[g_{1}(x) g_{2}(x)\right]$ is the generator matrix with transfer functions $g_{1}(x)=1+x^{2}$ and $g_{2}(x)=1+x+x^{2}$. In Figure 1.8b, $\mathbf{m}(x)=\left[m_{1}(x) m_{2}(x)\right], \mathbf{c}(x)=\left[c_{1}(x) c_{2}(x) c_{3}(x)\right]$, and

$$
\mathbf{G}(x)=\left[\begin{array}{ccc}
1+x & 1+x & 1  \tag{1-129}\\
x & 0 & 1+x
\end{array}\right]
$$

Since $k$ bits exit from the shift register as $k$ new bits enter it, only the contents of the $(K-1) k$ memory stages prior to the arrival of new bits affect the subsequent output bits of a convolutional encoder. Therefore, the contents of these $(K-1) k$ stages define the state of the encoder. The initial state of a feedforward encoder, which has no feedback connections, is generally the zero state in which the contents of all stages are zeros. After the message sequence has been encoded $(K-1) k$ zeros must be inserted into the feedforward encoder to complete and terminate the codeword. If the number of message bits is much higher than $(K-1) k$, these terminal zeros have a negligible effect and the code rate is well-approximated by $r=k / n$. However, the need for the terminal zeros may render the convolutional codes unsuitable for short messages.

A recursive systematic convolutional code uses feedback and has a generator matrix with at least one rational function. A recursive systematic convolutional code with $K=4$ and rate $=1 / 2$ is generated by the encoder diagrammed in Figure 1.9. Let $m(x)$ and $m_{1}(x)$ denote the input polynomial and the output polynomial of the first adder, respectively. Then the output polynomial of memory-stage $n$ is $m_{1}(x) x^{n}, n=1,2,3$. The diagram indicates that

$$
\begin{equation*}
m_{1}(x)=m(x)+m_{1}(x) x^{2}+m_{1}(x) x^{3} \tag{1-130}
\end{equation*}
$$

which implies that $m_{1}(x)\left(1+x^{2}+x^{3}\right)=m(x)$. The output polynomials are $c_{1}(x)=m(x)$ and $c_{2}(x)=m_{1}(x)\left(1+x+x^{3}\right)$. Therefore, the output vector $\mathbf{c}(x)=\left[c_{1}(x) c_{2}(x)\right]$ is given by (1-128) with $\mathbf{G}(x)=\left[1 G_{2}(x)\right]$ and

$$
\begin{equation*}
G_{2}(x)=\frac{\left(1+x+x^{3}\right)}{\left(1+x^{2}+x^{3}\right)} \tag{1-131}
\end{equation*}
$$

which may be expressed as a polynomial after long division.
To bring a recursive encoder back to the zero state after a codeword transmission, consecutive feedback bits are inserted as input bits to the leftmost adder until the encoder returns to the zero state. In the encoder of Figure 1.9, the zero state is restored after 3 clock pulses.

A trellis diagram displays the possible progression of the states of a finitestate machine, such as the encoder of a convolutional code. A trellis diagram corresponding to the encoder of Figure 1.8a is shown in Figure 1.10. Each of the nodes in a column of a trellis diagram represents the state of the encoder at a specific time prior to a clock pulse. The first bit of a state represents the content of the first memory stage, whereas the second bit represents the content of the


Figure 1.9: Encoder of recursive systematic convolutional code with $K=4$ and rate $=1 / 2$


Figure 1.10: Trellis diagram for encoder of Figure 1.8a
second memory stage. Branches connecting nodes represent possible changes of state. Each branch is labeled with the output bits or symbols produced following a clock pulse and the formation of a new encoder state. In this example, the first bit of a branch label refers to the upper output of the encoder. The upper branch leaving a node corresponds to a 0 input bit, whereas the lower branch corresponds to a 1. Every path from left to right through the trellis represents a possible codeword. If the encoder begins in the zero state, not all of the other states can be reached until the initial contents have been shifted out. The trellis diagram then becomes identical from column to column until the final $(K-1) k$ input bits force the encoder back to the zero state.

Each path through the trellis defines a codeword and is assigned a path metric equal to the normalized log-likelihood function of the codeword. Each branch of the trellis is associated with a branch metric, and the codeword metric is the sum of the branch metrics for the path associated with the codeword. A maximum-likelihood decoder selects the codeword with the largest metric. The branch metrics are determined by the modulation, code, and communication
channel. For example, if BPSK signals are transmitted over the AWGN channel, then (1-41) indicates that the metric of branch $i$ is $d_{i} y_{i}$, where $d_{i}= \pm 1$ and $y_{i}$ is the received sample corresponding to branch $i$.

The Viterbi decoder implements maximum-likelihood decoding efficiently by sequentially eliminating many of the possible paths. At any node, only the partial path reaching that node with the largest partial metric is retained because any partial path stemming from the node adds the same branch metrics to all paths that merge at that node.

Since the decoding complexity grows exponentially with constraint length, Viterbi decoders are limited to use with convolutional codes of short constraint lengths. A Viterbi decoder for a rate- $1 / 2, K=7$ convolutional code has approximately the same complexity as a Reed-Solomon $(31,15)$ decoder. If the constraint length is increased to $K=9$, the complexity of the Viterbi decoder increases by a factor of approximately 4 .

The suboptimal sequential decoder of convolutional codes does not invariably provide maximum-likelihood decisions, but its implementation complexity only weakly depends on the constraint length. Thus, very low error probabilities can be attained by using long constraint lengths. The number of computations needed to decode a frame of data is fixed for the Viterbi decoder but is a random variable for the sequential decoder. When strong interference is present, the excessive computational demands and consequent memory overflows of sequential decoding usually result in a higher bit error probability than for Viterbi decoding and a much longer decoding delay. Thus, Viterbi decoding predominates in communication systems.

## Bit Error Probability for Viterbi Decoder

To bound the bit error probability for the Viterbi decoder of a convolutional code, we use the fact that the distribution of either Hamming or Euclidean distances from a codeword to the other codewords is invariant to the choice of a reference codeword. Consequently, whether the demodulator makes hard or soft decisions, the assumption that the all-zero sequence is transmitted entails no loss of generality in the derivation of the bit error probability.

Although the encoder follows the all-zero path through the trellis, the decoder in the receiver essentially observes successive columns in the trellis, eliminating possible paths and thereby sometimes introducing errors at each node. The decoder may retain an incorrect path that merges at node $\nu$ with the correct path, thereby eliminating the correct path and introducing errors that occurred over the unmerged segment of the incorrect retained path.

Let $E\left[N_{e}(\nu)\right]$ denote the expected value of the number of errors introduced at node $\nu$. As shown in Section 1.1, the information-bit error probability $P_{b}$ equals the information-bit error rate, which is defined as the ratio of the expected number of information-bit errors to the number of information bits applied to the convolutional encoder. If there are $N$ branches in a complete path, then

$$
\begin{equation*}
P_{b}=\frac{1}{k N} \sum_{\nu=1}^{N} E\left[N_{e}(\nu)\right] . \tag{1-132}
\end{equation*}
$$

Let $B_{\nu}(l, i)$ denote the event that among the paths merging at node $\nu$, the one with the largest metric has a Hamming weight $l$ and $i$ incorrect information bits over its unmerged segment. Let $d_{f}$ denote the minimum free distance, which is the minimum Hamming distance between any two codewords that can be generated by the encoder. Then

$$
\begin{equation*}
E\left[N_{e}(\nu)\right]=\sum_{i=1}^{I_{\nu}} \sum_{l=d_{f}}^{D_{\nu}} E\left[N_{e}(\nu) \mid B_{\nu}(l, i)\right] P\left[B_{\nu}(l, i)\right] \tag{1-133}
\end{equation*}
$$

when $E\left[N_{e}(\nu) \mid B_{\nu}(l, i)\right]$ is the conditional expectation of $N_{e}(\nu)$ given event $B_{\nu}(l, i), P\left[B_{\nu}(l, i)\right]$ is the probability of this event, and $I_{\nu}$ and $D_{\nu}$ are the maximum values of $i$ and $l$, respectively, that are consistent with the position of node $\nu$ in the trellis. When $B_{\nu}(l, i)$ occurs, $i$ bit errors are introduced into the decoded bits; thus,

$$
\begin{equation*}
E\left[N_{e}(\nu) \mid B_{\nu}(l, i)\right]=i \tag{1-134}
\end{equation*}
$$

Consider the paths that would merge with the correct path at node $\nu$ if the trellis were infinitely long. Let $a(l, i)$ denote the number of such paths that have a Hamming weight $l$ and $i$ incorrect information symbols over the unmerged segments of the path before it merges with the correct all-zero path. Thus, these paths are at a Hamming distance $l$ from the correct all-zero path. The union bound and the fact that the number of paths in an infinite trellis exceeds the number in a finite trellis imply that

$$
\begin{equation*}
P\left[B_{\nu}(l, i)\right] \leq a(l, i) P_{2}(l) \tag{1-135}
\end{equation*}
$$

where $P_{2}(l)$ is the probability that the correct path segment has a smaller metric than an unmerged path segment that differs in $l$ code symbols.

The information-weight spectrum or distribution is defined as

$$
\begin{equation*}
B(l)=\sum_{i=1}^{\infty} i a(l, i), \quad l \geq d_{f} \tag{1-136}
\end{equation*}
$$

Substituting (1-133) to (1-135) into (1-132), extending the two summations to $\infty$, and then using (1-136), we obtain

$$
\begin{equation*}
P_{b} \leq \frac{1}{k} \sum_{l=d_{f}}^{\infty} B(l) P_{2}(l) \tag{1-137}
\end{equation*}
$$

When the demodulator makes hard decisions and a correct path segment is compared with an incorrect one, correct decoding results if the number of symbol errors in the demodulator output is fewer than half the number of symbols in which the two segments differ. If the number of symbol errors is exactly half the number of differing symbols, then either of the two segments is chosen with
equal probability. If independent symbol errors occur with probability $P_{s}$, then
$P_{2}(l)=\left\{\begin{array}{cl}\sum_{i=(l+1) / 2}^{l}\binom{l}{i} P_{s}^{i}\left(1-P_{s}\right)^{l-i}, & l \text { odd } \\ \sum_{i=l / 2+1}^{l}\binom{l}{i} P_{s}^{i}\left(1-P_{s}\right)^{l-i}+\frac{1}{2}\binom{l}{l / 2}\left[P_{s}\left(1-P_{s}\right)\right]^{l / 2}, & l \text { even. }\end{array}\right.$
for hard-decision decoding.
Soft-decision decoding typically provides a $2-\mathrm{dB}$ power saving at $P_{b}=10^{-5}$ compared with hard-decision decoding for communications over the AWGN channel. The additional implementation complexity of soft-decision decoding is minor, and the loss due to even three-bit quantization usually is only $0.2-0.3$ dB . Consequently, soft-decision decoding is highly preferable to hard-decision decoding.

For coherent BPSK signals over an AWGN channel and soft decisions, (1-121) and (1-137) yield

$$
\begin{equation*}
P_{b} \leq \frac{1}{k} \sum_{l=d_{f}}^{\infty} B(l) Q\left(\sqrt{\frac{2 l r \mathcal{E}_{b}}{N_{0}}}\right) \tag{1-139}
\end{equation*}
$$

Among the convolutional codes of a given code rate and constraint length, the one giving the smallest upper bound in (1-139) can sometimes be determined by a complete computer search. The codes with the largest value of $d_{f}$ are selected, and the catastrophic codes, for which a finite number of demodulated symbol errors can cause an unlimited number of decoded information-bit errors, are eliminated. All remaining codes that do not have the minimum informationweight spectrum $B\left(d_{f}\right)$ are eliminated. If more than one code remains, codes are eliminated on the basis of the minimal values of $B\left(d_{f}+i\right), i \geq 1$, until one code remains.

Convolutional codes with these favorable distance properties have been determined [14] for codes with $k=1$ and rates $1 / 2,1 / 3$, and $1 / 4$. For these codes and constraint lengths up to 12 , Tables $1.4,1.5$, and 1.6 list the corresponding values of $d_{f}$ and $B\left(d_{f}+i\right), i=0,1, \ldots, 7$. Also listed in octal form are the generator sequences that determine which shift-register stages feed the modulo- 2 adders associated with each code bit. For example, the best $K=3$, rate- $1 / 2$ code in Table 1.4 has generators 5 and 7 , which specify the connections illustrated in Figure 1.8a.

Approximate upper bounds on $P_{b}$ for rate- $1 / 2$, rate- $1 / 3$, and rate- $1 / 4$ convolutional codes with coherent BPSK, soft-decision decoding, and infinitely fine quantization are depicted in Figures 1.11, 1.12, and 1.13. The graphs are computed by using (1-139), $k=1$, and Tables $1.4,1.5$, and 1.6 and then truncating the series after seven terms. This truncation gives a tight upper bound on $P_{b}$ for $P_{b} \leq 10^{-2}$. However, the truncation may exclude significant contributions to the upper bound when $P_{b}>10^{-2}$, and the bound itself becomes looser as $P_{b}$ increases. The figures indicate that the code performance improves with increases in the constraint length and decreases in the code rate if $K \geq 4$. The decoder complexity is almost exclusively dependent on $K$ because there are $2^{K-1}$ en-

Table 1.4: Parameter values of rate- $1 / 2$ convolutional codes with favorable distance properties

| $B\left(d_{f}+i\right)$ for $i=0,1, \ldots, 6$ |  |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K$ | $d_{f}$ | Generators | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| 3 | 5 | 5,7 | 1 | 4 | 12 | 32 | 80 | 192 | 448 |
| 4 | 6 | 15,17 | 2 | 7 | 18 | 49 | 130 | 333 | 836 |
| 5 | 7 | 23,35 | 4 | 12 | 20 | 72 | 225 | 500 | 1324 |
| 6 | 8 | 53,75 | 2 | 36 | 32 | 62 | 332 | 701 | 2342 |
| 7 | 10 | 133,171 | 36 | 0 | 211 | 0 | 1404 | 0 | 11,633 |
| 8 | 10 | 247,371 | 2 | 22 | 60 | 148 | 340 | 1008 | 2642 |
| 9 | 12 | 561,763 | 33 | 0 | 281 | 0 | 2179 | 0 | 15,035 |
| 10 | 12 | 1131,1537 | 2 | 21 | 100 | 186 | 474 | 1419 | 3542 |
| 11 | 14 | 2473,3217 | 56 | 0 | 656 | 0 | 3708 | 0 | 27,518 |
| 12 | 15 | 4325,6747 | 66 | 98 | 220 | 788 | 2083 | 5424 | 13,771 |

Table 1.5: Parameter values of rate- $1 / 3$ convolutional codes with favorable distance properties

| $K$ | $d_{f}$ | Generators | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 8 | $5,7,7$ | 3 | 0 | 15 | 0 | 58 | 0 | 201 |
| 4 | 10 | $13,15,17$ | 6 | 0 | 6 | 0 | 58 | 0 | 118 |
| 5 | 12 | $25,33,37$ | 12 | 0 | 12 | 0 | 56 | 0 | 320 |
| 6 | 13 | $47,53,75$ | 1 | 8 | 26 | 20 | 19 | 62 | 86 |
| 7 | 15 | $117,127,155$ | 7 | 8 | 22 | 44 | 22 | 94 | 219 |
| 8 | 16 | $225,331,367$ | 1 | 0 | 24 | 0 | 113 | 0 | 287 |
| 9 | 18 | $575,673,727$ | 2 | 10 | 50 | 37 | 92 | 92 | 274 |
| 10 | 20 | $1167,1375,1545$ | 6 | 16 | 72 | 68 | 170 | 162 | 340 |
| 11 | 22 | $2325,2731,3747$ | 17 | 0 | 122 | 0 | 345 | 0 | 1102 |
| 12 | 24 | $5745,6471,7553$ | 43 | 0 | 162 | 0 | 507 | 0 | 1420 |

coder states. However, as the code rate decreases, more bandwidth is required, and bit synchronization becomes more challenging because of a reduced energy per symbol.

For convolutional codes of rate $1 / m$, where $m$ is a positive integer, two trellis branches enter each state. For higher-rate codes with $k$ information bits per branch, $2^{k}$ trellis branches enter each state, and the computational complexity may be large. This complexity can be avoided by using punctured convolutional codes. These codes are generated by periodically deleting bits from one or more output streams of an encoder for an unpunctured rate- $1 / m$ code. Each stream has $m p$ of its bits stored in a buffer, where $p$ is a positive integer. From these $m p$ bits, $p+\nu$ bits provide transmitted code bits, where $1 \leq \nu<(m-1) p$. Thus, a punctured convolutional code has a rate

$$
\begin{equation*}
r=\frac{p}{p+\nu}, \quad 1 \leq \nu<(m-1) p \tag{1-140}
\end{equation*}
$$

The decoder of a punctured code may use the same decoder and trellis as the

Table 1.6: Parameter values of rate-1/4 convolutional codes with favorable distance properties

|  | $B\left(d_{f}+i\right)$ for $i=0,1, \ldots, 6$ |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K$ | $d_{f}$ | Generators | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| 3 | 10 | $5,5,7,7$ | 1 | 0 | 4 | 0 | 12 | 0 | 32 |
| 4 | 13 | $13,13,15,17$ | 4 | 2 | 0 | 10 | 3 | 16 | 34 |
| 5 | 16 | $25,27,33,37$ | 8 | 0 | 7 | 0 | 17 | 0 | 60 |
| 6 | 18 | $45,53,67,77$ | 5 | 0 | 19 | 0 | 14 | 0 | 70 |
| 7 | 20 | $117,127,155,171$ | 3 | 0 | 17 | 0 | 32 | 0 | 66 |
| 8 | 22 | $257,311,337,355$ | 2 | 4 | 4 | 24 | 22 | 33 | 44 |
| 9 | 24 | $533,575,647,711$ | 1 | 0 | 15 | 0 | 56 | 0 | 69 |
| 10 | 27 | $1173,1325,1467,1751$ | 7 | 10 | 0 | 28 | 54 | 58 | 54 |

parent code, but uses only the metrics of the unpunctured bits as it proceeds through the trellis.


Figure 1.11: Information-bit error probability for rate $=1 / 2$ convolutional codes with different constraint lengths and coherent BPSK

The pattern of puncturing is concisely described by an $n \times p$ puncturing matrix $\mathbf{P}$ in which each column specifies which encoder output bits are transmitted. Matrix element $P_{i j}$ is set equal to 1 if code-bit $i$ is transmitted during epoch $j$ of the puncturing period $p$; otherwise, $P_{i j}=0$. For most code rates,


Figure 1.12: Information-bit error probability for rate $=1 / 3$ convolutional codes with different constraint lengths and coherent BPSK
there are punctured codes with the largest minimum free distance of any convolutional code with that code rate. Punctured convolutional codes enable the efficient implementation of a variable-rate error-control system with a single encoder and decoder. However, the periodic character of the trellis of a punctured code requires that the decoder acquire frame synchronization.

Coded nonbinary sequences can be produced by converting the outputs of a binary convolutional encoder into a single nonbinary symbol, but this procedure does not optimize the nonbinary code's Hamming distance properties. Better nonbinary codes are possible but do not provide as good a performance as the nonbinary Reed-Solomon codes with the same transmission bandwidth.

In principle, $B(l)$ can be determined from the generating function, $T(D, I)$, which can be derived for some convolutional codes by treating the state diagram as a signal flow graph. The generating function is a polynomial in $D$ and $I$ of the form

$$
\begin{equation*}
T(D, I)=\sum_{i=1}^{\infty} \sum_{l=d_{f}}^{\infty} a(l, i) D^{l} I^{i} \tag{1-141}
\end{equation*}
$$

where $a(l, i)$ denotes the number of distinct paths that have Hamming weight $l$ and $i$ incorrect information symbols before merging with the correct path. The


Figure 1.13: Information-bit error probability for rate $=1 / 4$ convolutional codes with different constraint lengths and coherent BPSK
derivative at $I=1$ is

$$
\begin{equation*}
\left.\frac{\partial T(D, I)}{\partial I}\right|_{I=1}=\sum_{i=1}^{\infty} \sum_{l=d_{f}}^{\infty} i a(l, i) D^{l}=\sum_{l=d_{f}}^{\infty} B(l) D^{l} \tag{1-142}
\end{equation*}
$$

Thus, the bound on $P_{b}$ given by (1-137) is determined by substituting $P_{2}(l)$ in place of $D^{l}$ in the polynomial expansion of the derivative of $T(D, I)$ and multiplying the result by $1 / k$.

For soft-decision decoding and coherent BPSK, $P_{2}(l)$ is given by (1-121). Application of inequality (H-25) of Appendix H.4 indicates that an upper bound on $P_{2}(l)$ may be expressed in the form given by

$$
\begin{equation*}
P_{2}(l) \leq b Z^{l} \tag{1-143}
\end{equation*}
$$

where

$$
\begin{align*}
b & =Q\left(\sqrt{\frac{2 d_{f} r \mathcal{E}_{b}}{N_{0}}}\right) \exp \left(d_{f} r \mathcal{E}_{b} / N_{0}\right)<\frac{1}{2}  \tag{1-144}\\
Z & =\exp \left(-r \mathcal{E}_{b} / N_{0}\right) \tag{1-145}
\end{align*}
$$

It then follows from (1-137), (1-142), and (1-143) that

$$
\begin{equation*}
P_{b} \leq\left.\left(\frac{b}{k}\right) \frac{\partial T(D, I)}{\partial I}\right|_{I=1, D=Z} \tag{1-146}
\end{equation*}
$$

For other channels, codes, and modulations, an upper bound on $P_{2}(l)$ in the form given by (1-143) can sometimes be derived from the Chernoff bound.

The Chernoff bound is an upper bound on the probability that a random variable equals or exceeds a constant. The usefulness of the Chernoff bound stems from the fact that it is often much more easily evaluated than the probability it bounds. The moment generating function of the random variable $X$ with distribution function $F(x)$ is defined as (Appendix B.1)

$$
\begin{equation*}
M(s)=E\left[e^{s X}\right]=\int_{-\infty}^{\infty} \exp (s x) d F(x) \tag{1-147}
\end{equation*}
$$

for all real-valued $s$ for which the integral is finite. If the moment generating function is finite for $0 \leq s<s_{1}$, the Chernoff bound is the upper bound in

$$
\begin{equation*}
P[X \geq b] \leq \min _{0 \leq s<s_{1}} M(s) \exp (-s b) \tag{1-148}
\end{equation*}
$$

which is derived in Appendix B.2.
In soft-decision decoding, the encoded sequence or codeword with the largest associated metric is converted into the decoded output. Let $U(\nu)$ denote the value of the codeword metric associated with sequence $\nu$ of length $L$. Consider additive codeword metrics having the form

$$
\begin{equation*}
U(\nu)=\sum_{i=1}^{L} m(\nu, i) \tag{1-149}
\end{equation*}
$$

where $m(\nu, i)$ is the branch metric associated with symbol $i$ of the encoded sequence. Let $\nu=1$ label the correct sequence and $\nu=2$ label an incorrect one. Let $P_{2}(l)$ denote the probability that the metric for an incorrect codeword at distance $l$ from the correct codeword exceeds the metric for the correct codeword. By suitably relabeling the $l$ branch metrics that may differ for the two sequences, we obtain

$$
\begin{align*}
P_{2}(l) & \leq P[U(2) \geq U(1)] \\
& =P\left[\sum_{i=1}^{l}[m(2, i)-m(1, i)] \geq 0\right] \tag{1-150}
\end{align*}
$$

where the inequality results because $U(2)=U(1)$ does not necessarily cause an error. Therefore, the Chernoff bound implies that

$$
\begin{equation*}
P_{2}(l) \leq \min _{0<s<s_{1}} E\left[\exp \left\{s \sum_{i=1}^{l}[m(2, i)-m(1, i)]\right\}\right] \tag{1-151}
\end{equation*}
$$

where $s_{1}$ is the upper limit of the interval over which the expected value is defined. This bound is usually much simpler to compute than the exact $P_{2}(l)$.

## Trellis-Coded Modulation

If the number of signal constellation points associated with the modulation remains fixed when the channel coding is added, the additional code parity bits cause an increase in the bandwidth of the communication system. To add a channel code to a communication system while avoiding a bandwidth expansion, one must increase the number of signal constellation points. For example, if a rate- $2 / 3$ code is added to a system using QPSK, then the bandwidth is preserved if the modulation is changed to eight-phase PSK (8-PSK). Since each symbol of the latter modulation represents $3 / 2$ as many bits as a QPSK symbol, the channel-symbol rate is unchanged. The problem is that the change from QPSK to the more compact 8-PSK constellation causes an increase in the channelsymbol error probability that cancels most of the decrease due to the encoding. This problem is avoided by integrating coding into a trellis-coded modulation system.

Trellis-coded modulation is a combined coding and modulation method that is usually applied to coherent digital communications over bandlimited channels. Multilevel and multiphase modulations are used to enlarge the signal constellation while not expanding the bandwidth beyond what is required for the uncoded signals. Since the signal constellation is more compact, there is some demodulation loss that detracts from the coding gain, but the overall gain can be substantial.

The encoder for trellis-coded modulation has the form shown in Figure 1.14. For $k>1$, each input of $k$ information bits is divided into two groups and encoded as $k+1$ bits. One group of $k_{1}$ bits is applied to a convolutional encoder with $k_{1}+1$ output bits. The other group of $k_{2}=k-k_{1}$ bits remains uncoded. The $k_{1}+1$ output bits of the convolutional encoder select one of $2^{k_{1}+1}$ possible subsets of the points in a constellation of $2^{k+1}$ points. The $k_{2}$ uncoded bits select one of $2^{k_{2}}$ points in the chosen subset. If $k_{2}=0$, there are no uncoded bits and the convolutional encoder output bits select the constellation point. After symbol interleaving of the constellation points, they are applied to the modulator. Each constellation point is a complex number representing an amplitude and phase. The process of using code bits and uncoded bits to select or label constellation points is called set partitioning.

Example 3. Suppose that $k=2, k_{1}=k_{2}=1$ in the encoder of Figure 1.14, and an 8-PSK modulator produces an output from a constellation of 8 points. Each of the four subsets that may be selected by the two convolutional-code bits comprises two antipodal points in the 8-PSK constellation, as shown in


Figure 1.14: Encoder for trellis-coded modulation


Figure 1.15: The constellation of 8-PSK symbols partitioned into four subsets

Figure 1.15. The single uncoded bit chooses between the two antipodal points. If the convolutional encoder has the form of Figure 1.8a, then the trellis of Figure 1.10 illustrates the state transitions of both the underlying convolutional code and the trellis code.

In general, there are $2^{k_{2}}$ parallel transitions between every pair of states in the trellis. Often, the dominant error events consist of mistaking one of these parallel transitions for the correct one. If the symbols corresponding to parallel transitions are separated by large Euclidean distances, and the constellation subsets associated with transitions are suitably chosen, then the trellis-coded modulation with soft-decision Viterbi decoding can yield a substantial coding gain. This gain usually ranges from 4 to 6 dB , depending on the number of states and hence the implementation complexity. The minimum Euclidean distance between a correct trellis-code path and an incorrect one is called the free Euclidean distance and is denoted by $d_{f} \sqrt{\mathcal{E}_{s}}$, where $\mathcal{E}_{s}=r \mathcal{E}_{b}$ is the energy per received symbol. When $\mathcal{E}_{s} / N_{0}$ is high, the free Euclidean distance largely determines $P_{b}$.

### 1.4 Interleavers

An interleaver is a device that permutes the order of a sequence of code symbols. A deinterleaver is the corresponding device that restores the original order of the sequence. A major application is the interleaving of symbols transmitted over a communication channel subject to fading or interference. After deinterleaving at the receiver, a burst of channel-symbol errors or corrupted symbols is dispersed over a number of codewords or constraint lengths, thereby facilitating the removal of the errors by the decoding. Ideally, the interleaving and deinterleaving ensure that the decoder encounters statistically independent symbol decisions or metrics, as it would if the channel were memoryless. Thus, communication systems almost invariably include interleavers in their encoders


Figure 1.16: Block interleaver
and deinterleavers in their decoders, and this inclusion is assumed throughout this book.

A block interleaver performs identical permutations on successive blocks of symbols. As illustrated in Figure 1.16, $m n$ successive input symbols are stored in a random-access memory (RAM) as an array of $m$ rows and $n$ columns. The input sequence is written into the interleaver in successive rows, but successive columns are read to produce the interleaved sequence. Thus, if the input sequence is numbered $1,2, \ldots, n, n+1, \ldots, m n$, the interleaved sequence is $1, n+1,2 n+1, \ldots, 2, n+2, \ldots, m n$. For continuous interleaving, two RAM arrays are needed. Symbols are written into one array while previous symbols are read from the other. In the deinterleaver, symbols are stored by column in one array, while previous symbols are read by rows from another. Consequently, a delay of $2 m n$ symbol periods must be accommodated, and synchronization is required at the deinterleaver.

When channel symbols are interleaved, the parameter $n$ equals or exceeds the block codeword length or a few constraint lengths of a convolutional code. Consequently, if a burst of $m$ or fewer consecutive symbol errors occurs and there are no other errors, then each block codeword or constraint length, after deinterleaving, has at most one error, which can be eliminated by the errorcorrecting code. Similarly, a block code that can correct $t$ errors is capable of correcting a single burst of errors spanning as many as $m t$ symbols. For a symbol duration equal to $T_{s}$, it is necessary that $m T_{s}$ exceed the channel coherence time in order for the interleaver to counteract correlated errors due to the fading.

A pseudorandom interleaver permutes each block of symbols in a RAM array pseudorandomly. Pseudorandom interleavers may be applied to channel symbols, but their main application is as critical elements in encoders of turbo codes and codes that use iterative decoding. The permutation is defined by a sequence of addresses or permutation indices. If the interleaver size is $N=$
$m n=2^{\nu}-1$, then a linear feedback shift register with $\nu$ stages that produces a maximal-length sequence can generate the permutation. The binary outputs of the shift-register stages constitute the state of the register. The state specifies an index from 1 to $N$ that defines the specific symbol in the RAM that enters the interleaved stream. The shift register generates all $N$ states and indices periodically.

An $S$-random interleaver is a pseudorandom interleaver that constrains the minimum interleaving distance so that error bursts of length $S$ or less are dispersed. A tentative permutation index is randomly selected from among $N$ uniformly distributed indices and then compared with the $S$ previously selected indices, where $1<S<N$. If the tentative index does not differ by $S$ or more from each of the $S$ previous ones, then it is discarded and replaced by a new tentative index. If it does differ enough, then the tentative index becomes the next selected index. This procedure continues until all $N$ pseudorandom indices are selected.

A convolutional interleaver consists of a bank of shift registers of successively increasing length [60]. Convolutional interleavers and their corresponding deinterleavers confer an efficiency advantage in that the ratio of the length of the smallest error burst that exceeds the correction capability of a block code to the interleaver memory is higher than that ratio for comparable block interleavers. However, convolutional interleavers do not possess the inherent simplicity and compatibility with block structures that block, pseudorandom, and S-random interleavers have.

### 1.5 Code Combinations

## Classical Concatenated Codes

Classical concatenated codes are two serially concatenated codes called the outer code and the inner code. The encoder and decoder have the forms depicted in Figure 1.17. The outer encoder produces binary or nonbinary symbols. After interleaving, these symbols are converted, if necessary, into symbols that are encoded by the inner encoder. The concatenated-code symbols at the output of the inner encoder are applied to the modulator.

In the receiver, the demodulator provides the codeword metrics to the inner decoder, which produces codewords. The deinterleaver groups the symbols of these codewords into outer-code symbols. Symbol deinterleaving disperses the outer-code symbol errors. Consequently, the outer decoder is able to correct most symbol errors originating in the inner-decoder output.

The concatenated code has a rate

$$
\begin{equation*}
r=r_{1} r_{0} \tag{1-152}
\end{equation*}
$$

where $r_{1}$ is the inner-code rate and $r_{0}$ is the outer-code rate. The bandwidth required by a concatenated code is $B / r$, where $B$ is the uncoded bandwidth.


Figure 1.17: Structure of classical encoder and decoder for serially concatenated code

The dominant classical concatenated code comprises a binary convolutional inner code and a Reed-Solomon outer code. At the output of a convolutional inner decoder using the Viterbi algorithm, the bit errors occur over spans with an average length that depends on the value of $\mathcal{E}_{b} / N_{0}$. The deinterleaver is designed to ensure that Reed-Solomon symbols formed from bits in the same typical error span do not belong to the same Reed-Solomon codeword.

Let $m=\log _{2} q$ denote the number of bits in a Reed-Solomon code symbol. In the worst case, the inner decoder produces bit errors that are separated enough that each one causes a separate symbol error at the input to the ReedSolomon decoder. Since there are $m$ times as many bits as symbols, the symbol error probability $P_{s 1}$ is upper-bounded by $m$ times the bit error probability at the inner-decoder output. Thus, for coherent BPSK and binary convolutional inner codes with soft-decision decoding, (1-139) implies that

$$
\begin{equation*}
P_{s 1} \leq \frac{\log _{2} q}{k} \sum_{l=d_{f}}^{\infty} B(l) Q\left(\sqrt{\frac{2 l r \mathcal{E}_{b}}{N_{0}}}\right) \tag{1-153}
\end{equation*}
$$

Assuming that the deinterleaving ensures independent symbol errors at the outer-decoder input, and that the Reed-Solomon code is loosely packed, (1-112) and (1-74) imply that

$$
\begin{equation*}
P_{b} \approx \frac{q}{2(q-1)} \sum_{i=t+1}^{n}\binom{n-1}{i-1} P_{s 1}^{i}\left(1-P_{s 1}\right)^{n-i} \tag{1-154}
\end{equation*}
$$



Figure 1.18: Upper bounds on information-bit error probability for concatenated codes with inner convolutional code ( $K=7$, rate $=1 / 2$ ), various ReedSolomon ( $n, k$ ) outer codes, and coherent BPSK

Example 4. Figure 1.18 depicts the upper bound on the bit error probability for concatenated codes, the AWGN channel, coherent BPSK, soft demodulator decisions, an inner binary convolutional code with $k=1, K=7$, rate $=$ $1 / 2$, and $d_{f}=10$, and various Reed-Solomon outer codes. Equation (1-154), the upper bound in (1-153), and the information-weight spectrum in Table 1.4 are used.

## Product Codes

A product code is a concatenated code that is constructed from a multidimensional array of linear block codes. A set of $k=k_{1} k_{2}$ information bits are placed into a $k_{2} \times k_{1}$ array. Each of the $k_{2}$ rows is encoded as a codeword of an $\left(n_{1}, k_{1}\right)$ code and $n_{1}$ columns are formed. Each of these columns is encoded as an $\left(n_{2}, k_{2}\right)$ code and $n_{2}$ rows are formed. The resulting $n_{2} \times n_{1}$ array, which is depicted in Figure 1.19, defines a codeword of a product code with $n=n_{1} n_{2}$ code bits and code rate

$$
\begin{equation*}
r=\frac{k_{1} k_{2}}{n_{1} n_{2}} \tag{1-155}
\end{equation*}
$$



Figure 1.19: Codeword structure for product code

The row codewords serve as inner codewords, and the column codewords serve as outer codewords. The dual bits in the lower right corner of the figure serve as parity bits for both the inner and outer codewords.

Let $d_{m 1}$ and $d_{m 2}$ denote the minimum Hamming distances of the row and column codes, respectively. For a nonzero product codeword, every nonzero row in the array must have a weight of at least $d_{m 1}$, and there must be at least $d_{m 2}$ nonzero rows. Thus, the minimum Hamming distance of the product code, which is equal to the minimum Hamming weight of a nonzero codeword, is at least $d_{m 1} d_{m 2}$. Let $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ denote row and column minimum-weight codewords, respectively. One of the valid product codewords is defined by an array in which all columns corresponding to zeros in $\mathbf{c}_{1}$ are zeros, and all columns corresponding to ones in $\mathbf{c}_{1}$ are the same as $\mathbf{c}_{2}$. Therefore, a product codeword of weight $d_{m 1} d_{m 2}$ exists, and the product code has a minimum distance

$$
\begin{equation*}
d_{m}=d_{m 1} d_{m 2} \tag{1-156}
\end{equation*}
$$

The $n_{2} \times n_{1}$ array of code bits may be transmitted row by row or column by column. Hard demodulator decisions are performed sequentially on an $n_{2} \times$ $n_{1}$ array of received code bits. Successive rows (or columns) of codewords are decoded, and code-bit errors are corrected. Any residual errors are then corrected during the decoding of successive columns (or rows) of codewords.

Let $t_{1}$ and $t_{2}$ denote the error-correcting capability of the row and column codes, respectively. Incorrect decoding of the row codewords requires that there are at least $t_{1}+1$ errors in at least one row codeword. For the column decoder to fail to correct the residual errors, there must be at least $t_{2}+1$ row codewords that have $t_{1}+1$ or more errors, and the errors must occur in certain
array positions. Thus, the number of errors that is always correctable is

$$
\begin{equation*}
t=\left(t_{1}+1\right)\left(t_{2}+1\right)-1 \tag{1-157}
\end{equation*}
$$

which is roughly half of what (1-95) guarantees for classical block codes with the same minimum distance $d_{m}$. Moreover, although not all patterns with more than $t$ errors are correctable, many of them are.

### 1.6 Turbo Codes

Turbo codes are concatenated codes that use iterative decoding [33]. There are two principal types: turbo codes with parallel concatenated codes, which are the original turbo codes, and serially concatenated turbo codes, which are related to the classical concatenated codes. Each of the concatenated codes of a turbo code is called a component code. The iterative decoding requires that both component codes be systematic and of the same type; that is, both convolutional or both block.

The turbo decoder processes the sampled demodulator output streams. Although soft-decision decoders for block and convolutional codes, such as the Viterbi decoder, minimize the probability that a received codeword or an entire received sequence is in error, a turbo decoder is designed to minimize the error probability of each information bit. A turbo decoder comprises separate component decoders for each component code, which is theoretically suboptimal but crucial in reducing the decoder complexity. Each component decoder uses a version of the BCJR (Bahl, Cocke, Jelinek, and Raviv) algorithm, which is also known as the maximum a posteriori (MAP) algorithm. The algorithm provides soft-output information for each information bit after each iteration, thereby enabling the iterative decoding of turbo codes.

## BCJR Decoding Algorithm

The BCJR algorithm is a decoding algorithm that uses a priori bit information and received vectors or symbols to enable the generation of a posteriori probabilities of information or code bits. The BCJR algorithm exploits the Markov properties of a convolutional code or other code that can be described in terms of a trellis structure.

Let the sequence of vectors $\mathbf{y}=\left[\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{N}\right]$ denote the demodulator outputs. Each noisy symbol $\mathbf{y}_{k}, k=1,2, \ldots, N$, is associated with a transmitted symbol $\mathbf{x}_{k}$ that has a form determined by the modulation and coding. For a convolutional code and BPSK, $\mathbf{x}_{k}$ is a vector comprising outputs associated with one or more information bits and one or more associated parity symbols.

Let $b_{l}(k)$ denote the $l$ th bit represented by $\mathbf{x}_{k}$. The BCJR algorithm computes the log-likelihood ratio (LLR) of the a posteriori probability that this bit is 1 or 0 given the vector $\mathbf{y}$. Accordingly, the bit $L L R$ is

$$
\begin{equation*}
\Lambda_{k, l}=\ln \left[\frac{P\left[b_{l}(k)=1 \mid \mathbf{y}\right]}{P\left[b_{l}(k)=0 \mid \mathbf{y}\right]}\right] \tag{1-158}
\end{equation*}
$$

The BCJR algorithm is provided with the a priori probability $P\left[b_{l}(k)=b\right]$, observes $\mathbf{y}$, and then computes $\Lambda_{k, l}$.

The state of the encoder of a trellis code is the set of stored bits that can influence subsequent code bits. Let $\psi_{k}$ denote the discrete random variable that specifies the state of the encoder at discrete-time $k$. The transmission of vector $\mathbf{x}_{k}$ and bit $b_{l}(k)$ is associated with a state transition from $\psi_{k}=s^{\prime}$ to $\psi_{k+1}=s$. Applying the definition of a conditional probability, algebraic cancelation, and the mutually exclusive nature of state transitions to (1-158) yields

$$
\begin{array}{r}
\Lambda_{k, l}=\ln \left[\frac{P\left[b_{l}(k)=1, \mathbf{y}\right]}{P\left[b_{l}(k)=0, \mathbf{y}\right]}\right] \\
=\ln \left[\frac{\sum_{s^{\prime}, s} f\left(b_{l}(k)=1, \psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}\right)}{\sum_{s^{\prime}, s} f\left(b_{l}(k)=0, \psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}\right)}\right] \\
=\ln \left[\frac{\sum_{s^{\prime}, s: b_{l}(k)=1} f\left(\psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}\right)}{\sum_{s^{\prime}, s: b_{l}(k)=0} f\left(\psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}\right)}\right] \tag{1-159}
\end{array}
$$

where $f(\cdot)$ is a generic joint probability and density function, and the summations are over all states consistent with $b_{l}(k)=1$ and $b_{l}(k)=0$, respectively.

The observed vector sequence $\mathbf{y}$ is decomposed into three separate sets of observations: $\mathbf{y}_{k}^{-}=\left\{\mathbf{y}_{l}, l<k\right\}$ represents the observations prior to time $k, \mathbf{y}_{k}$ is the current observation, and $\mathbf{y}_{k}^{+}=\left\{\mathbf{y}_{l}, l>k\right\}$ represents the observations that occur after time $k$. We define

$$
\begin{gather*}
\alpha_{k}\left(s^{\prime}\right)=f\left(\psi_{k}=s^{\prime}, \mathbf{y}_{k}^{-}\right)  \tag{1-160}\\
\gamma_{k}\left(s^{\prime}, s\right)=f\left(\psi_{k+1}=s, \mathbf{y}_{k} \mid \psi_{k}=s^{\prime}\right)  \tag{1-161}\\
\beta_{k+1}(s)=f\left(\mathbf{y}_{k}^{+} \mid \psi_{k+1}=s\right) \tag{1-162}
\end{gather*}
$$

After conditioning on the event $\psi_{k+1}=s, \mathbf{y}_{k}^{+}$is independent of $\mathbf{y}_{k}, \mathbf{y}_{k}^{-}$, and the event that $\psi_{k}=s^{\prime}$. It follows that

$$
\begin{align*}
f\left(\psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}\right) & =f\left(\mathbf{y}_{k}^{+} \mid \psi_{k+1}=s\right) f\left(\psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}_{k}, \mathbf{y}_{k}^{-}\right) \\
& =\beta_{k+1}(s) f\left(\psi_{k+1}=s, \mathbf{y}_{k} \mid \psi_{k}=s^{\prime}, \mathbf{y}_{k}^{-}\right) \alpha_{k}\left(s^{\prime}\right) \tag{1-163}
\end{align*}
$$

After conditioning on the event $\psi_{k}=s^{\prime}$, the event $\left(\psi_{k+1}=s, \mathbf{y}_{k}\right)$ is independent of $\mathbf{y}_{k}^{-}$. Therefore,

$$
\begin{equation*}
f\left(\psi_{k}=s^{\prime}, \psi_{k+1}=s, \mathbf{y}\right)=\alpha_{k}\left(s^{\prime}\right) \gamma_{k}\left(s^{\prime}, s\right) \beta_{k+1}(s) . \tag{1-164}
\end{equation*}
$$

Substitution of this equation into (1-159) yields the bit LLR:

$$
\begin{equation*}
\Lambda_{k, l}=\ln \left[\frac{\sum_{s^{\prime}, s: b_{l}(k)=1} \alpha_{k}\left(s^{\prime}\right) \gamma_{k}\left(s^{\prime}, s\right) \beta_{k+1}(s)}{\sum_{s^{\prime}, s: b_{l}(k)=0} \alpha_{k}\left(s^{\prime}\right) \gamma_{k}\left(s^{\prime}, s\right) \beta_{k+1}(s)}\right] \tag{1-165}
\end{equation*}
$$

The density $\gamma_{k}\left(s^{\prime}, s\right)$ serves as a branch metric in a trellis diagram of the states. Let $b_{1}(k)$ denote the single information bit associated with $\mathbf{x}_{k}$; extensions to other cases are straightforward but notationally complex. There is a unique information bit $b\left(s^{\prime}, s\right)$ that is associated with the transition from $\psi_{k}=s^{\prime}$ to $\psi_{k+1}=s$. Let $P\left[b_{1}(k)=b\left(s^{\prime}, s\right)\right]$ denote the a priori probability that $b_{1}(k)=b\left(s^{\prime}, s\right)$, which is an input to the BCJR algorithm. Then

$$
\begin{equation*}
P\left(\psi_{k+1}=s \mid \psi_{k}=s^{\prime}\right)=P\left[b_{1}(k)=b\left(s^{\prime}, s\right)\right] . \tag{1-166}
\end{equation*}
$$

Therefore, the branch metric is

$$
\begin{equation*}
\gamma_{k}\left(s^{\prime}, s\right)=f\left(\mathbf{y}_{k} \mid \psi_{k+1}=s, \psi_{k}=s^{\prime}\right) P\left[b_{1}(k)=b\left(s^{\prime}, s\right)\right] \tag{1-167}
\end{equation*}
$$

where the conditional density $f\left(\mathbf{y}_{k} \mid \psi_{k+1}=s, \psi_{k}=s^{\prime}\right)$ can be calculated from knowledge of the modulation and communication channel. Equation (1-167) explicitly shows how the a priori bit probabilities are used by the BCJR algorithm. In the numerator of (1-165), $P\left[b_{1}(k)=b\left(s^{\prime}, s\right)\right]=P\left[b_{1}(k)=1\right]$; in the denominator, $P\left[b_{1}(k)=b\left(s^{\prime}, s\right)\right]=P\left[b_{1}(k)=0\right]$.

To compute the bit LLRs from the branch metrics, the BCJR algorithm first computes $\alpha_{k+1}(\nu)$ and $\beta_{k}(\nu)$ recursively. The forward recursion for $\alpha_{k+1}(\nu)$ can be derived from its definition. If $\{0,1, \ldots, Q-1\}$ denotes the set of $Q$ states, then the theorem of total probability implies that

$$
\begin{align*}
\alpha_{k+1}(\nu) & =\sum_{\mu=0}^{Q-1} f\left(\psi_{k+1}=\nu, \mathbf{y}_{k}^{-}, \mathbf{y}_{k}, \psi_{k}=\mu\right) \\
& =\sum_{\mu=0}^{Q-1} f\left(\psi_{k+1}=\nu, \mathbf{y}_{k} \mid \mathbf{y}_{k}^{-}, \psi_{k}=\mu\right) \alpha_{k}(\mu) \tag{1-168}
\end{align*}
$$

After conditioning on the event $\psi_{k}=\mu$, the event $\left(\psi_{k+1}=\nu, \mathbf{y}_{k}\right)$ is independent of $\mathbf{y}_{k}^{-}$. Therefore,

$$
\begin{equation*}
\alpha_{k+1}(\nu)=\sum_{\mu=0}^{Q-1} \alpha_{k}(\mu) \gamma_{k}(\mu, \nu) \tag{1-169}
\end{equation*}
$$

The backward recursion for $\beta_{k+1}(s)$ can be derived similarly. We have

$$
\begin{align*}
\beta_{k}(\nu) & =\sum_{\mu=0}^{Q-1} f\left(\mathbf{y}_{k}^{+}, \mathbf{y}_{k}, \psi_{k+1}=\mu \mid \psi_{k}=\nu\right) \\
& =\sum_{\mu=0}^{Q-1} f\left(\mathbf{y}_{k}^{+} \mid \mathbf{y}_{k}, \psi_{k+1}=\mu, \psi_{k}=\nu\right) \gamma_{k}(\nu, \mu) \tag{1-170}
\end{align*}
$$

After conditioning on the event $\psi_{k+1}=\mu$, the event $\mathbf{y}_{k}^{+}$is independent of the event $\left(\mathbf{y}_{k}, \psi_{k}=\nu\right)$. Therefore,

$$
\begin{equation*}
\beta_{k}(\nu)=\sum_{\mu=0}^{Q-1} \gamma_{k}(\nu, \mu) \beta_{k+1}(\mu) \tag{1-171}
\end{equation*}
$$

Assuming that the encoder begins in the zero state and ends in the zero state at the time $k=L$, recursions for $\alpha_{k+1}(\nu)$ and $\beta_{k}(\nu)$ are initialized according to

$$
\begin{equation*}
\alpha_{0}(x)=\delta(x), \quad \beta_{L}(x)=\delta(x) \tag{1-172}
\end{equation*}
$$

where $\delta(x)=1$ if $x=0$, and $\delta(x)=0$ otherwise.
Example 5. A systematic rate- $1 / 3$ binary convolutional code has its code symbols transmitted as BPSK symbols over the AWGN channel. Let $\mathbf{x}_{k}=$ $\left[x_{k, 1}, x_{k, 2}, x_{k 3}\right]$ and $\mathbf{y}_{k}=\left[y_{k, 1}, y_{k, 2}, y_{k, 3}\right]$ denote the transmitted antipodal and observed code symbols, respectively, associated with the transition from state $\psi_{k}=s^{\prime}$ to state $\psi_{k+1}=s$. The antipodal mapping $\{0 \rightarrow+1,1 \rightarrow-1\}$ implies that $x_{k, m}=1-2 b_{m}(k), m=1,2,3$, where $b_{m}(k)$ is a binary code symbol 1 or 0 . The transmitted information bit is $b_{1}(k)=b\left(s^{\prime}, s\right)$. Equation (1-33) implies that

$$
\begin{equation*}
f\left(\mathbf{y}_{k} \mid \psi_{k+1}=s, \psi_{k}=s^{\prime}\right)=\frac{1}{\left(\pi N_{0}\right)^{3 / 2}} \exp \left[-\frac{1}{N_{0}} \sum_{m=1}^{3}\left(y_{k, m}-\sqrt{\mathcal{E}_{s}} x_{k, m}\right)^{2}\right] \tag{1-173}
\end{equation*}
$$

This equation is used to evaluate the branch metric of (1-167).
The generic name for a version of the BCJR algorithm or an approximation of it is soft-in soft-out (SISO) algorithm. The log-MAP algorithm is an SISO algorithm that transforms the BCJR algorithm into the logarithmic domain, thereby simplifying operations and reducing numerical problems while causing no performance degradation.

The log-MAP algorithm expedites computations by using the max-star function, which is defined as

$$
\begin{equation*}
\max _{i} *\left\{x_{i}\right\}=\ln \left(\sum_{i} e^{x_{i}}\right) \tag{1-174}
\end{equation*}
$$

By separately considering $x \geq y$ and $x<y$, we verify that for two variables

$$
\begin{equation*}
\max ^{*}(x, y)=\max (x, y)+\ln \left(1+e^{-|x-y|}\right) \tag{1-175}
\end{equation*}
$$

whereas for more than two variables, the calculation can be performed recursively. For example, for three variables,

$$
\begin{equation*}
\max ^{*}(x, y, z)=\max ^{*}\left[x, \max ^{*}(y, z)\right] \tag{1-176}
\end{equation*}
$$

which is verified by applying (1-175) to the right-hand side of the (1-176). The numerical values of the second term on the right side of (1-175) can be stored in a table accessed by the log-MAP algorithm.

The log-MAP algorithm computes

$$
\begin{equation*}
\bar{\alpha}_{k}\left(s^{\prime}\right)=\ln \left(\alpha_{k}\left(s^{\prime}\right)\right), \bar{\beta}_{k+1}(s)=\ln \left(\beta_{k+1}(s)\right), \bar{\gamma}_{k}\left(s^{\prime}, s\right)=\ln \left(\gamma_{k}\left(s^{\prime}, s\right)\right) \tag{1-177}
\end{equation*}
$$

From (1-169) and (1-171), it follows that the forward and backward recursions are

$$
\begin{align*}
& \bar{\alpha}_{k+1}(s)=\max _{s^{\prime}} *\left\{\bar{\alpha}_{k}\left(s^{\prime}\right)+\bar{\gamma}_{k}\left(s^{\prime}, s\right)\right\}  \tag{1-178}\\
& \bar{\beta}_{k}\left(s^{\prime}\right)=\max _{s} *\left\{\bar{\beta}_{k+1}(s)+\bar{\gamma}_{k}\left(s^{\prime}, s\right)\right\} \tag{1-179}
\end{align*}
$$

respectively. From (1-165), we obtain the LLR:

$$
\begin{align*}
\Lambda_{k, l} & =\max _{s^{\prime}, s: b_{k}=1} *\left\{\bar{\alpha}_{k}\left(s^{\prime}\right)+\bar{\gamma}_{k}\left(s^{\prime}, s\right)+\bar{\beta}_{k+1}(s)\right\} \\
& -\max _{s^{\prime}, s: b_{k}=0}^{*}\left\{\bar{\alpha}_{k}\left(s^{\prime}\right)+\bar{\gamma}_{k}\left(s^{\prime}, s\right)+\bar{\beta}_{k+1}(s)\right\} . \tag{1-180}
\end{align*}
$$

If the encoder begins and terminates in the zero state, then the recursions are initialized by

$$
\bar{\alpha}_{0}(s)=\bar{\beta}_{L}(s)=\left\{\begin{array}{cc}
0, & s=0  \tag{1-181}\\
-\infty, & \text { otherwise }
\end{array}\right.
$$

The log-MAP is roughly 4 times as complex as the standard Viterbi algorithm with the same number of states. The max-log-MAP algorithm and the soft-output Viterbi algorithm (SOVA) are SISO algorithms that reduce the complexity of the log-MAP algorithm at the cost of some performance degradation. The max-log-MAP algorithm uses the approximation max * $(x . y) \simeq \max (x, y)$ to reduce its complexity to roughly $2 / 3$ that of the log-MAP algorithm. The SOVA algorithm is similar to the Viterbi algorithm except that it uses a posteriori probabilities in computing branch metrics, and it produces a soft output indicating the reliability of its decisions. The SOVA algorithm is roughly $1 / 3$ as complex as the log-MAP algorithm but is less accurate. The BCJR, log-MAP, max-log-MAP, and SOVA algorithms have complexities that increase linearly with the number of states of the component codes.


Figure 1.20: Encoder of turbo code with parallel component codes

## Turbo Codes with Parallel Component Codes

As shown in Figure 1.20, the encoder of a turbo code with two parallel component codes uses two parallel encoders. Component encoder 1 receives the information bits and generates information bits and associated parity bits, while component encoder 2 receives interleaved information bits and generates parity bits associated with the interleaved information bits. Within this architecture, the component codes are usually identical and might be convolutional codes, block codes, or trellis codes.

The multiplexer output of the turbo encoder in Figure 1.20 comprises both the information bits received from component encoder 1 and the parity bits produced by both encoders. If the multiplexer punctures the parity streams, higher-rate codes can be generated. Although it requires frame synchronization in the decoder, the puncturing serves as a means of adapting the code rate to the channel conditions.

The purpose of the interleaver is to permute the input bits of encoder 2 so that it is unlikely that both component codewords will have a low weight even if the input word has a low weight. As a result, the turbo codewords tend to have large weights, which increase the Hamming distances between codewords. It has been found that pseudorandom or S-random interleavers are the best types for this purpose.

The interleaver size is equal to the codeword length. The number of lowweight or minimum-distance codewords tends to be inversely proportional to the interleaver size. However, as the interleaver size increases, so does the system latency, which is the delay between the input and final output.

## Parallel Convolutional Codes

A convolutional turbo code uses convolutional codes as its component codes. Recursive systematic convolutional encoders are used in the component encoders primarily because they map most low-weight information sequences into higherweight coded sequences. Terminating tail bits are inserted into both component convolutional codes so that the turbo trellis terminates in the zero state, and the turbo code can be treated as a block code. Recursive encoders require nonzero tail bits that are functions of the preceding nonsystematic output bits. With a large block length and interleaver and a sufficient number of decoder iterations, the performance of the convolutional turbo code can approach within less than 1 dB of the information-theoretic limit.

Let the vector $\mathbf{b}=\left[b_{1}, \ldots, b_{N}\right]$ denote the information bits applied to the turbo encoder of Figure 1.20. Let the vectors $\mathbf{p}_{1}=\left[p_{11}, \ldots, p_{1 N}\right]$ and $\mathbf{p}_{2}=$ $\left[p_{21}, \ldots, p_{2 N}\right]$ denote the parity bits generated by encoders 1 and 2 , respectively. If puncturing is used to increase the code rate, then some of the potential parity bits may not be transmitted.

The basic structure of a turbo decoder for a binary modulation is illustrated in Figure 1.21. The decoding for nonbinary modulations is presented in Section 1.7. Let $\mathbf{y}=\left[y_{1}, y_{2}, \ldots, y_{N}\right]$ denote the sequence of demodulator outputs corresponding to $\mathbf{b}$. Let $\mathbf{z}_{1}=\left[\mathbf{z}_{11}, \mathbf{z}_{12}, \ldots, \mathbf{z}_{1 N}\right]$ and $\mathbf{z}_{2}=\left[\mathbf{z}_{21}, \mathbf{z}_{22}, \ldots, \mathbf{z}_{2 N}\right]$


Figure 1.21: Decoder of turbo code. $\mathrm{I}=$ interleaver; $\mathrm{D}=$ deinterleaver
denote the sequences of demodulator outputs associated with the parity bits generated by component encoders 1 and 2, respectively. Component decoder 1 is fed by demodulator outputs due to the information bits and the parity bits generated by encoder 1. Component decoder 2 is fed by interleaved demodulator outputs due to the information bits and the parity bits generated by encoder 2 . For each information bit $b_{k}$, the SISO algorithms of decoders 1 and 2 compute estimates of the log-likelihood ratios (LLRs) of the a posteriori probabilities that this bit is 1 or 0 given by

$$
\begin{equation*}
\Lambda_{\delta, k}=\ln \left[\frac{P\left(b_{k}=1 \mid \mathbf{y}, \mathbf{z}_{\delta}\right)}{P\left(b_{k}=0 \mid \mathbf{y}, \mathbf{z}_{\delta}\right)}\right], \quad \delta=1,2 \tag{1-182}
\end{equation*}
$$

The LLRs of the information bits are iteratively updated in the two component decoders by passing information between them and using the SISO algorithm in each of them

In each decoder $\delta$, the SISO algorithm uses a priori information to compute $\Lambda_{\delta, k}$. The decoder then computes extrinsic information, which is new information that the other decoder did not previously receive or generate. The extrinsic information is sent to the other decoder, where it serves as that decoder's a priori information. The key to the iterative processing of the turbo decoder is the decomposition of $\Lambda_{\delta, k}$. From the definition of a conditional probability, (1-182) may be expressed as

$$
\begin{equation*}
\Lambda_{\delta, k}=\ln \left[\frac{f\left(b_{k}=1, \mathbf{y}, \mathbf{z}_{\delta}\right)}{f\left(b_{k}=0, \mathbf{y}, \mathbf{z}_{\delta}\right)}\right], \quad \delta=1,2 \tag{1-183}
\end{equation*}
$$

Given $b_{k}=b, \mathbf{z}_{\delta}$ is independent of $\mathbf{y}$. Therefore,

$$
\begin{equation*}
f\left(b_{k}=b, \mathbf{y}, \mathbf{z}_{\delta}\right)=f\left(\mathbf{z}_{\delta} \mid b_{k}=b\right) f\left(\mathbf{y} \mid b_{k}=b\right) P\left(b_{k}=b\right), b=1,2 \tag{1-184}
\end{equation*}
$$

Substituting this equation into (1-183), observing that $y_{l}, l \neq k$, is independent of $b_{k}$, canceling common factors, and decomposing the results, we obtain

$$
\begin{equation*}
\Lambda_{\delta, k}=L_{a}\left(b_{k}\right)+L_{c}\left(y_{k}\right)+L_{\delta, e}\left(b_{k}\right), \quad \delta=1,2 \tag{1-185}
\end{equation*}
$$

where the a priori $L L R$ is

$$
\begin{equation*}
L_{a}\left(b_{k}\right)=\ln \left[\frac{P\left(b_{k}=1\right)}{P\left(b_{k}=0\right)}\right] \tag{1-186}
\end{equation*}
$$

the extrinsic information is

$$
\begin{equation*}
L_{\delta, e}\left(b_{k}\right)=\ln \left[\frac{f\left(\mathbf{z}_{\delta} \mid b_{k}=1\right)}{f\left(\mathbf{z}_{\delta} \mid b_{k}=0\right)}\right], \quad \delta=1,2 \tag{1-187}
\end{equation*}
$$

and the channel $L L R$, which represents information about $b_{k}$ that depends on knowledge of the channel, is

$$
\begin{equation*}
L_{c}\left(y_{k}\right)=\ln \left[\frac{f\left(y_{k} \mid b_{k}=1\right)}{f\left(y_{k} \mid b_{k}=0\right)}\right] \tag{1-188}
\end{equation*}
$$

Since $P\left(b_{k}=1\right)+P\left(b_{k}=0\right)=1,(1-186)$ implies that

$$
\begin{equation*}
P\left(b_{k}=b\right)=\frac{\exp \left[b L_{a}\left(b_{k}\right)\right]}{1+\exp \left[L_{a}\left(b_{k}\right)\right]}, b=0,1 \tag{1-189}
\end{equation*}
$$

In each decoder $\delta, \Lambda_{\delta, k}$ is computed by the SISO algorithm, and then the extrinsic information, which is passed between the two decoders, is computed as

$$
\begin{equation*}
L_{\delta, e}\left(b_{k}\right)=\Lambda_{\delta, k}-L_{a}\left(b_{k}\right)-L_{c}\left(y_{k}\right), \quad \delta=1,2 \tag{1-190}
\end{equation*}
$$

Except for the first iteration of component decoder 1, the a priori LLR $L_{a}\left(b_{k}\right)$ for one decoder is set equal to the extrinsic information calculated by the other decoder at the end of its previous iteration. Since this extrinsic information depends primarily on different parity symbols and not on the a priori information previously provided by the decoder, the extrinsic information provides additional information to the decoder to which it is transferred. As indicated in Figure 1.21, appropriate interleaving or deinterleaving is required to ensure that the extrinsic information $L_{1, e}\left(b_{k}\right)$ or $L_{2, e}\left(b_{k}\right)$ is applied to each component decoder in the correct sequence.

Let $\mathcal{B}\{\mathbf{u}, \mathbf{v}, E\}$ denote the function calculated by the SISO algorithm during a single iteration of a component decoder, where $\mathbf{u}$ and $\mathbf{v}$ are input vectors, and $E$ is the a priori or extrinsic information applied to the component decoder. Let $I[\cdot]$ denote the interleave operation, $D[\cdot]$ denote the deinterleave operation, and a numerical superscript $(n)$ denote the $n$th iteration. For each information bit and each iteration $n \geq 1$, the turbo decoder calculates the following functions:

$$
\begin{gather*}
\Lambda_{1, k}^{(n)}=\mathcal{B}\left\{y_{k}, \mathbf{z}_{1}, D\left[L_{2, e}^{(n-1)}\left(b_{k}\right)\right]\right\}  \tag{1-191}\\
L_{1, e}^{(n)}\left(b_{k}\right)=\Lambda_{1, k}^{(n)}-L_{c}\left(y_{k}\right)-D\left[L_{2, e}^{(n-1)}\left(b_{k}\right)\right]  \tag{1-192}\\
\Lambda_{2, k}^{(n)}=\mathcal{B}\left\{I\left[y_{k}\right], \mathbf{z}_{2}, I\left[L_{1, e}^{(n)}\left(b_{k}\right)\right]\right\}  \tag{1-193}\\
L_{2, e}^{(n)}\left(b_{k}\right)=\Lambda_{2, k}^{(n)}-L_{c}\left(y_{k}\right)-I\left[L_{1, e}^{(n)}\left(b_{k}\right)\right] \tag{1-194}
\end{gather*}
$$

where $D\left[L_{2, e}^{(0)}\right]=L_{c}\left(y_{k}\right)$ is the a priori bit LLR used during the first iteration of component decoder 1 .

When the iterative process for a bit terminates after $L$ iterations, the $\Lambda_{2, k}^{(L)}$ from component decoder 2 is deinterleaved and then applied to a device that makes a hard decision. The decision for bit $k$ is

$$
\begin{equation*}
\widehat{b}_{k}=\operatorname{sgn}\left\{D\left[\Lambda_{2, k}^{(L)}\left(b_{k}\right)\right]\right\} \tag{1-195}
\end{equation*}
$$

where the signum function is defined as

$$
\operatorname{sgn}(x)= \begin{cases}1, & x \geq 0  \tag{1-196}\\ 0, & x<0\end{cases}
$$

Performance improves with the number of iterations $L$, but simulation results indicate that typically little is gained beyond $4-12$ iterations.

The calculation of $L_{c}\left(y_{k}\right)$ by the demodulator depends on the modulation. For coherent BPSK over the AWGN channel, let $c_{k}=2 b_{k}-1$ denote the mapping of information bit $b_{k}$ into its constellation value. Equations (1-33) and (1-188) give

$$
\begin{equation*}
L_{c}\left(y_{k}\right)=4 \alpha \frac{\sqrt{\mathcal{E}_{s}}}{N_{0}} y_{k} \quad(\mathrm{BPSK}) \tag{1-197}
\end{equation*}
$$

For binary OSK (BOSK) over the AWGN channel with $N_{0 i}=N_{0}$ and $\alpha_{i}=\alpha, b_{k}=0$ is transmitted as signal $0, b_{k}=1$ is transmitted as signal 1. Let $y_{0, k}$ and $y_{1, k}$ denote the sampled outputs of filters matched to the two possible signals associated with the transmission of information bit $b_{k}$. Application of (1-56) indicates that for coherent demodulation,

$$
\begin{equation*}
L_{c}\left(\mathbf{y}_{k}\right)=\frac{2 \alpha \sqrt{\mathcal{E}_{s}} \operatorname{Re}\left(y_{1, k}-y_{0, k}\right)}{N_{0}} \quad(\text { coherent BOSK }) \tag{1-198}
\end{equation*}
$$

Similarly, for noncoherent BOSK demodulation, (1-62) and (1-188) indicate that

$$
\begin{equation*}
L_{c}\left(\mathbf{y}_{k}\right)=\ln \left[\frac{I_{0}\left(\frac{2 \alpha \sqrt{\mathcal{E}_{s}}\left|y_{1, k}\right|}{N_{0}}\right)}{I_{0}\left(\frac{2 \alpha \sqrt{\mathcal{E}_{s}}\left|y_{0, k}\right|}{N_{0}}\right)}\right] \quad \text { (noncoherent BOSK). } \tag{1-199}
\end{equation*}
$$

The preceding equations indicate that both BPSK and BOSK require channelstate information about $\alpha \sqrt{\mathcal{E}_{s}} / N_{0}$.

For identical component decoders and typically 8 algorithm iterations, the overall complexity of a turbo decoder using the log-MAP algorithm is roughly 64 times that of a Viterbi decoder for one of the component codes. The complexity of the turbo decoder increases while the performance improves as the constraint length $K$ of each component code increases. The complexity of a turbo decoder using 8 iterations and component convolutional codes with $K=3$ is approximately the same as that of a Viterbi decoder for a convolutional code with $K=9$. The max-log-MAP algorithm is roughly $2 / 3$ as complex as the logMAP algorithm and typically degrades the bit error probability of the turbo code by $0.1-0.2 \mathrm{~dB}$ at $P_{b}=10^{-4}$. The SOVA algorithm is roughly $1 / 3$ as complex as the log-MAP algorithm and typically degrades the bit error probability of the turbo code by $0.5-1.0 \mathrm{~dB}$ at $P_{b}=10^{-4}$.

## Parallel Block Codes

A parallel block turbo code uses two linear block codes as its component codes. Linear block codes can be represented by a trellis diagram [60], which makes them amenable to soft-decision decoding by the BCJR algorithm or an SISO algorithm. To limit the decoding complexity, high-rate binary BCH codes are generally used as the component codes, and the turbo code is called a turbo $B C H$ code. The encoder of a block turbo code has the form of Figure 1.20.

Suppose that the component block codes are binary systematic $\left(n_{1}, k_{1}\right)$ and $\left(n_{2}, k_{2}\right)$ codes, respectively. Encoder 1 converts each set of $k_{1}$ information bits into $n_{1}$ codeword bits that are passed to the multiplexer. Simultaneously, $k_{2} k_{1}$ information bits are written successively row-by-row into the interleaver as $k_{1}$ columns and $k_{2}$ rows. Encoder 2 converts each column of $k_{2}$ interleaver bits into a codeword of $n_{2}$ bits but passes only the $n_{2}-k_{2}$ parity bits of each codeword to the multiplexer. Consequently, information bits are transmitted only once, and the code rate of the block turbo code is

$$
\begin{equation*}
r=\frac{k_{1} k_{2}}{k_{2} n_{1}+\left(n_{2}-k_{2}\right) k_{1}} \tag{1-200}
\end{equation*}
$$

If the two block codes are identical, then $r=k /(2 n-k)$.
Consider component codes with minimum Hamming distances $d_{m 1}$ and $d_{m 2}$, respectively. We can define a valid nonzero block-turbo codeword with all zeros in the first $k_{2}$ rows and $k_{1}$ columns of information bits except for one bit that defines a nonzero row and a nonzero column. The weight of the nonzero row is at least $d_{m 1}$, and the weight of the nonzero column is at least $d_{m 2}$. Since the row and column have one bit in common, the weight of this defined block-turbo codeword is at least $d_{m 1}+d_{m 2}-1$, and a codeword with this weight can be generated. Therefore, the minimum distance of the block turbo code is

$$
\begin{equation*}
d_{m}=d_{m 1}+d_{m 2}-1 \tag{1-201}
\end{equation*}
$$

A rate- $1 / 2$ turbo code can be produced from rate- $1 / 2$ systematic component codes by alternate puncturing prior to transmission of the even parity bits generated by encoder 1 and the odd parity bits generated by encoder 2 . An even information bit has an associated parity bit of component code 1 transmitted. However, because of the interleaving that precedes encoder 2, an odd information bit may have neither its associated parity bit of component code 1 nor that of component code 2 transmitted. Some odd information bits may have both associated parity bits transmitted, although not successively because of the interleaving. Since some information bits have no associated parity bits transmitted, the decoder is less likely to be able to correct errors in those information bits. A means of avoiding this problem is to use a block interleaver with an odd number of rows and an odd number of columns. If bits are written into the interleaver array in successive rows, but successive columns are read, then odd and even information bits alternate at the input of encoder 2 , thereby ensuring that all information bits have an associated parity bit that is transmitted exactly once.


Figure 1.22: Encoder for turbo trellis-coded modulation. $\mathrm{SI}=$ symbol interleaver. $\mathrm{SD}=$ symbol deinterleaver. $\mathrm{CI}=$ channel interleaver

The decoder of a block turbo code has the form of Figure 1.21, and only slight modifications of the BCJR or SISO decoding algorithms are required. Long, high-rate turbo BCH codes approach the Shannon limit in performance, but their complexities are greater than those of convolutional turbo codes of comparable performance.

## Turbo Trellis-Coded Modulation

Turbo trellis-coded modulation (TTCM), which produces a nonbinary band-width-efficient modulation, is obtained by using identical trellis codes as the parallel component codes of a turbo code. The encoder has the form illustrated in Figure 1.22. Groups of information bits are applied simultaneously to trellis encoder 1 and to the group interleaver. To ensure that all information bits are transmitted only once and that parity bits are provided alternately by the two component encoders, the group interleaver transfers groups in odd positions to odd positions and groups in even positions to even positions. The trellis encoders generate parity bits and map code symbols into constellation points. The symbol deinterleaver establishes the correct ordering of the constellation points. The selector passes the odd-numbered constellation points from encoder 1 and the even-numbered constellation points from encoder 2, thereby preserving the code rate of the trellis code. The channel interleaver permutes the selected constellation points prior to the modulation.

The TTCM decoder uses a symbol-based SISO algorithm analogous to that used by convolutional turbo decoders. TTCM can provide a performance close to the theoretical limit for the AWGN channel, but its implementation complexity is much greater than that of conventional trellis-coded modulation.

## Serially Concatenated Turbo Codes

Serially concatenated turbo codes use inner and outer codes that are amenable to efficient decoding by the BCJR algorithm or an SISO algorithm. Thus, the binary codes are either systematic block or recursive systematic convolutional codes. The encoder for a serially concatenated turbo code has the form of Figure 1.17. The outer encoder generates a codeword of $n_{1}$ bits for every $k_{1}$ information bits. The $n_{1}$ interleaved outer-code bits are applied to the inner encoder, which converts each set of $n_{1}$ bits into $n_{2}$ channel bits. The overall code


Figure 1.23: Iterative decoder for serially concatenated code. $\mathrm{D}=$ deinterleaver; I = interleaver
rate of the serially concatenated code is $k_{1} n_{1} / n_{2} n_{1}=k_{1} / n_{2}$. The interleaver is an essential part of the encoder of a serially concatenated turbo code because the deinterleaving greatly diminishes the possibility that corrupted inner codewords can undermine the iterative process in the turbo decoder.

A functional block diagram of an iterative decoder for a serially concatenated code is illustrated in Figure 1.23. Let $\mathbf{c}_{o}$ denote the outer codeword bits, which include the information bits $b$. For the $n$th iteration, let $L_{i, e}^{(n)}\left(\mathbf{c}_{o}\right)$ and $L_{o, e}^{(n)}\left(\mathbf{c}_{o}\right)$ denote the extrinsic LLRs for the outer codeword bits generated by the inner and outer decoders, respectively. Let $\mathcal{B}\{\mathbf{u}, E\}$ denote the function calculated by the BCJR algorithm during a single iteration of a component decoder, where $\mathbf{u}$ is an input vector, and $E$ is the a priori or extrinsic information applied to the component decoder. Let $I[\cdot]$ and $D[\cdot]$ denote the interleave and deinterleave operations, respectively. For each information bit and each iteration $n \geq 1$, the turbo decoder calculates the following functions:

$$
\begin{array}{r}
L_{i, e}^{(n)}\left(\mathbf{c}_{o}\right)=\mathcal{B}\left\{\mathbf{y}, I\left[L_{o, e}^{(n-1)}\left(\mathbf{c}_{o}\right)\right]\right\}-I\left[L_{o, e}^{(n-1)}\left(\mathbf{c}_{o}\right)\right], n \geq 1 \\
L_{o, e}^{(n)}\left(\mathbf{c}_{o}\right)=\mathcal{B}\left\{0, D\left[L_{i, e}^{(n)}\left(\mathbf{c}_{o}\right)\right]\right\}-D\left[L_{i, e}^{(n)}\left(\mathbf{c}_{o}\right)\right], n \geq 1 \\
L_{o, e}^{(0)}\left(\mathbf{c}_{o}\right)=0 \tag{1-204}
\end{array}
$$

where the demodulator outputs $\mathbf{y}$ correspond to the $n_{2}$ inner-code bits. After $N$ iterations, the final output of the iterative decoder for the $l$ th bit of $\mathbf{b}$ is

$$
\begin{equation*}
\Lambda_{l}=\mathcal{B}\left\{0, D\left[L_{i, e}^{(N)}\left(\mathbf{c}_{o}\right)\right]\right\}=\ln \left[\frac{P\left[b_{l}\left(\mathbf{c}_{0}\right)=1 \mid \mathbf{y}\right]}{P\left[b_{l}\left(\mathbf{c}_{o}\right)=0 \mid \mathbf{y}\right]}\right] \tag{1-205}
\end{equation*}
$$

## Turbo Product Codes

A turbo product code is a product code that uses iterative decoding of the component codewords. The primary SISO algorithm uses a version of the Chase algorithm. The resulting limited search for the maximum-likelihood codewords of the component codes rather than an exhaustive search enables a practical implementation with only a small loss in potential performance.

The encoder generates an $n_{2} \times n_{1}$ array of code bits, which is illustrated in Figure 1.19. Each of the $k_{2}$ rows in the array is a codeword of an ( $n_{1}, k_{1}$ )
code, and each of the $n_{1}$ columns is the codeword of an $\left(n_{2}, k_{2}\right)$ code. The array defines a codeword of a product code with $n=n_{1} n_{2}$ code bits representing $k_{1} k_{2}$ information bits. Each transmitted codeword is received as an $n_{2} \times n_{1}$ array $\mathbf{R}$ of sampled matched-filter outputs. The array $\mathbf{R}$ is partitioned into row and column vectors that are separately decoded by the SISO algorithm.

During the first half-iteration, both hard decisions and bit metrics for the row vectors are provided by the demodulator. In the second half-iteration and subsequent iterations, extrinsic information is used in processing either the column vectors or row vectors. The array $\mathbf{R}$ provides a bit-metric vector $\mathbf{y}$ of matched-filter output samples $y_{i}, 1 \leq i \leq n_{1} n_{2}$. During each half-iteration, $\mathbf{y}$ is updated by using extrinsic information. Then hard decisions and the reliability metric defined by $(1-122)$ are used to detect the $r$ least reliable bits in the array, and $2^{r}$ different test patterns are generated by allowing the least reliable bits to have either of their two possible values. For each test pattern, hard-decision decoding of the component codewords is performed, and $2^{r}$ candidate turbo codewords for the $n_{2} \times n_{1}$ array are produced. The candidate codeword that is closest in Euclidean distance to $\mathbf{y}$ is selected and stored in the array as the vector $\mathbf{c}_{1}$. Similarly, the candidate codeword that is second closest in Euclidean distance to $\mathbf{y}$ is selected and stored in the array as the vector $\mathbf{c}_{2}$.

For the $(n+1)$ th half-iteration, where $n \geq 1$, the turbo decoder updates $\mathbf{y}$ with [62], [78]

$$
\begin{equation*}
\overline{\mathbf{y}}(n+1)=\mathbf{y}+\alpha(n+1) \mathbf{w}(n+1), \quad n \geq 1 \tag{1-206}
\end{equation*}
$$

where $\alpha(n)$ is a scaling factor that can be determined experimentally, and $\mathbf{w}(n)$ is extrinsic information computed as

$$
\begin{equation*}
\mathbf{w}(n+1)=\left[\frac{\left\|\overline{\mathbf{y}}(n)-\mathbf{c}_{2}\right\|^{2}-\left\|\overline{\mathbf{y}}(n)-\mathbf{c}_{1}\right\|^{2}}{4}\right] \mathbf{c}_{1}-\overline{\mathbf{y}}(n), \quad n \geq 1 . \tag{1-207}
\end{equation*}
$$

The iterative decoding process terminates when $\overline{\mathbf{y}}(n)$ remains unchanged for two half-iterations.

Turbo product codes are competitive with other turbo codes in performance and computational complexity. Advantages of turbo product codes are the capability of high coding gains at high code rates without resorting to puncturing and the inherent error-detection capability without the need for additional parity bits. Many modified turbo product codes have been proposed or used and provide various potential advantages and disadvantages.

### 1.7 Iterative Demodulation and Decoding

The concept of performing iterative computations using two decoders can be extended to a demodulator and decoder by designing the demodulator to exploit a priori information provided by the decoder, which itself receives a priori information from the demodulator and may be internally iterative [114]. The major components of a communication system with iterative decoding and demodulation are diagrammed in Figure 1.24. The code can be a binary or nonbinary block, convolutional, turbo, or LDPC code.


Figure 1.24: Iterative demodulation and decoding with transmitter and receiver

In the transmitter, message bits are encoded, bit-interleaved or symbolinterleaved, and then applied to the modulator. Prior to the modulation, the modulator applies a constellation labeling map, which is the mapping of a bit pattern to each symbol or point in a signal constellation. Each set of $m=\log _{2} q$ consecutive bits in the input $\mathbf{b}=\left\{b_{1}, \ldots, b_{m}\right\} \in[0,1]^{m}$ is mapped into a $q$-ary symbol $\widetilde{q}=\mu(\mathbf{b})$, where $\mu(\mathbf{b})$ is the labeling map, and the set of constellation symbols has cardinality $q$. A $q$-ary modulated signal is transmitted.

In the receiver, the demodulator partitions the received signal into a sequence of received symbols. A demapper within the demodulator processes each received symbol to produce a vector of bit LLRs. This vector provides extrinsic information that is deinterleaved and passed to the decoder, which generates a vector of bit LLRs that are interleaved and passed to the demodulator. The demodulator and decoder exchange extrinsic information until bit decisions are made by the decoder after a specified number of iterations.

When the demodulator receives a $q$-ary symbol $\widetilde{q}$, it computes a LLR for each of the $m=\log _{2} q$ code bits represented by the symbol. Let $b_{l}(\widetilde{q})$ denote the $l$ th bit associated with symbol $\widetilde{q}$. Let $\mathbf{y}$ denote the matched-filter outputs corresponding to $\widetilde{q}$. The LLR for $b_{l}(\widetilde{q})$ produced by the demodulator is

$$
\begin{equation*}
\Lambda_{l}=\ln \left[\frac{P\left[b_{l}(\widetilde{q})=1 \mid \mathbf{y}\right]}{P\left[b_{l}(\widetilde{q})=0 \mid \mathbf{y}\right]}\right] \tag{1-208}
\end{equation*}
$$

where $P(\cdot)$ is a generic probability function or conditional probability function. We define the set of all possible symbol values such that the $l$ th bit is $b$ as

$$
\begin{equation*}
D(l, b)=\left\{\widetilde{q}: b_{l}(\widetilde{q})=b\right\}, b=0,1 \tag{1-209}
\end{equation*}
$$

From the theorem of total probability and Bayes' rule,

$$
\begin{array}{r}
\Lambda_{l}=\ln \left[\begin{array}{l}
f\left[\mathbf{y} \mid b_{l}(\widetilde{q})=1\right] P\left[b_{l}(\widetilde{q})=1\right] \\
f\left[\mathbf{y} \mid b_{l}(\widetilde{q})=0\right] P\left[b_{l}(\widetilde{q})=0\right]
\end{array}\right] \\
=\ln \left[\frac{\sum_{\widetilde{q}} f\left[\mathbf{y} \mid \widetilde{q}, b_{l}(\widetilde{q})=1\right] P\left[\widetilde{q} \mid b_{l}(\widetilde{q})=1\right] P\left[b_{l}(\widetilde{q})=1\right]}{\sum_{\widetilde{q}} f\left[\mathbf{y} \mid \widetilde{q}, b_{l}(\widetilde{q})=0\right] P\left[\widetilde{q} \mid b_{l}(\widetilde{q})=0\right] P\left[b_{l}(\widetilde{q})=0\right]}\right] \\
=\ln \left[\frac{\sum_{\widetilde{q} \in D(l, 1)} f[\mathbf{y} \mid \widetilde{q}] P[\widetilde{q}]}{\sum_{\widetilde{q} \in D(l, 0)} f[\mathbf{y} \mid \widetilde{q}] P[\widetilde{q}]}\right] \tag{1-210}
\end{array}
$$

where $f(\cdot)$ is a generic density or conditional density.
During the first iteration of the iterative demodulation and decoding, the known a priori symbol probability $P(q)$ is used, or each symbol is assumed to be uniformly distributed over the symbol constellation. After the demodulator output is passed to the decoder, the decoder feeds back a posteriori probabilities that become the a priori symbol probabilities of the demodulator. During the second and subsequent iterations, the assumption of statistically independent code bits implies that

$$
\begin{equation*}
P(\widetilde{q})=\prod_{l=1}^{m} P\left[b_{l}(\widetilde{q})\right] \tag{1-211}
\end{equation*}
$$

where $b_{l}(\widetilde{q})$ is bit $l$ of $\operatorname{symbol} \widetilde{q}$, and $P\left[b_{l}(\widetilde{q})\right]$ is the probability that this bit was transmitted. When (1-211) is substituted into (1-210), we obtain

$$
\begin{equation*}
\Lambda_{l}=\ln \left\{\frac{\sum_{\widetilde{q} \in D(l, 1)} f(\mathbf{y} \mid \widetilde{q}) \prod_{i=1}^{m} P\left[b_{i}(\widetilde{q})\right]}{\sum_{\widetilde{q} \in D(l, 0)} f(\mathbf{y} \mid \widetilde{q}) \prod_{i=1}^{m} P\left[b_{i}(\widetilde{q})\right]}\right\} \tag{1-212}
\end{equation*}
$$

The LLR given by (1-212) can be decomposed as

$$
\begin{equation*}
\Lambda_{l}=v_{l}+z_{l} \tag{1-213}
\end{equation*}
$$

where the a priori $L L R$ for bit $l$ of symbol $\widetilde{q}$ is

$$
\begin{equation*}
v_{l}=\ln \left[\frac{P\left[b_{l}(\widetilde{q})=1\right]}{P\left[b_{l}(\widetilde{q})=0\right]}\right] \tag{1-214}
\end{equation*}
$$

and the extrinsic $L L R$ for bit $l$ of symbol $\widetilde{q}$ is

$$
\begin{equation*}
z_{l}=\ln \left\{\frac{\sum_{\widetilde{q} \in D(l, 1)} f(\mathbf{y} \mid \widetilde{q}) \prod_{i=1, i \neq l}^{m} P\left[b_{i}(\widetilde{q})\right]}{\sum_{\widetilde{q} \in D(l, 0)} f(\mathbf{y} \mid \widetilde{q}) \prod_{i=1, i \neq l}^{m} P\left[b_{i}(\widetilde{q})\right]}\right\} \tag{1-215}
\end{equation*}
$$

The extrinsic LLR for each bit is sent to the decoder.
The a priori $L L R v_{l}$ for each bit $l$ of each symbol $\widetilde{q}$ is calculated by the decoder and fed back to the demodulator. Since $P\left[b_{l}(\widetilde{q})=1\right]+P\left[b_{l}(\widetilde{q})=0\right]=$ 1, (1-214) implies that

$$
\begin{equation*}
P\left[b_{l}(\widetilde{q})\right]=\frac{\exp \left[b_{l}(\widetilde{q}) v_{l}\right]}{1+\exp \left(v_{l}\right)} \tag{1-216}
\end{equation*}
$$

The substitution of (1-216) into (1-215) and a cancelation yields

$$
\begin{equation*}
z_{l}=\ln \left\{\frac{\sum_{\widetilde{q} \in D(l, 1)} f(\mathbf{y} \mid \widetilde{q}) \prod_{i=1, i \neq l}^{m} \exp \left[b_{i}(\widetilde{q}) v_{i}\right]}{\sum_{\widetilde{q} \in D(l, 0)} f(\mathbf{y} \mid \widetilde{q}) \prod_{i=1, i \neq l}^{m} \exp \left[b_{i}(\widetilde{q}) v_{i}\right]}\right\} \tag{1-217}
\end{equation*}
$$

In terms of the max-star operation of (1-174),

$$
\begin{align*}
z_{l} & =\max _{\widetilde{q} \in D(l, 1)} *\left\{\ln [f(\mathbf{y} \mid \widetilde{q})]+\sum_{i=1, i \neq l}^{m} b_{i}(\widetilde{q}) v_{i}\right\} \\
& -\max _{\widetilde{q} \in D(l, 0)} *\left\{\ln [f(\mathbf{y} \mid \widetilde{q})]+\sum_{i=1, i \neq l}^{m} b_{i}(\widetilde{q}) v_{i}\right\} \tag{1-218}
\end{align*}
$$

which is computationally efficient.
For the iterative demodulation and decoding, the demodulator transfers the $\left\{z_{l}\right\}$ to the decoder during the second and subsequent iterations. The decoder then uses the $\left\{z_{l}\right\}$ as bit LLRs in the computation of branch metrics in the BCJR algorithm and to compute the $\left\{v_{i}\right\}$, which are fed back to the demodulator. Each receiver iteration includes a demodulator iteration followed by one or more decoder iterations. After the final receiver iteration, the final decoded bits are the hard decisions based on the final demodulator or decoder LLRs.

The calculation of $\ln [f(\mathbf{y} \mid \widetilde{q})]$ depends on the modulation. Consider the AWGN channel. For coherent PAM, we apply (1-30) to the reception of a single symbol $\widetilde{q}$ by setting $n=1, d_{i}=\widetilde{q}$, and $\theta_{i}=0$. Discarding irrelevant factors that are common to the numerator and denominator in (1-217), we use

$$
\begin{equation*}
\ln [f(y \mid \widetilde{q})]=2 \alpha \sqrt{\mathcal{E}_{s}} \operatorname{Re}(\widetilde{q} y)-\alpha^{2} \mathcal{E}_{s}|\widetilde{q}|^{2}(\mathrm{PAM}) \tag{1-219}
\end{equation*}
$$

in (1-218), where $y$ is the complex number at the output of the sampled matched filter.

For coherent $O S K$, application of $(1-57)$ to the reception of a single symbol, setting the phase equal to zero, and discarding irrelevant factors, we use

$$
\begin{equation*}
\ln [f(\mathbf{y} \mid \widetilde{q})]=\left(\frac{2 \alpha \sqrt{\mathcal{E}_{s}} \operatorname{Re}\left(y_{l}\right)}{N_{0}}\right) \tag{1-220}
\end{equation*}
$$

in (1-218), where $l$ is the index of the matched filter that is matched to $\widetilde{q}$. For noncoherent OSK, we assume that the phase is uniformly distributed over $[0,2 \pi)$. Applying (1-62) to the reception of a single symbol and discarding irrelevant factors, we use

$$
\begin{equation*}
\ln [f(\mathbf{y} \mid \widetilde{q})]=I_{0}\left(\frac{2 \alpha \sqrt{\mathcal{E}_{s}}\left|y_{l}\right|}{N_{0}}\right) \tag{1-221}
\end{equation*}
$$

in (1-218).

### 1.8 Simulation Examples

The performance examples in this section, which are plots of the bit error probability as a function of $\mathcal{E}_{b} / N_{0}$, are generated by Monte Carlo simulations. We assume here and elsewhere in this book that the front-end and lowpass filters of both the transmitter and receiver are perfect.

CDMA2000 is a family of communication standards for the wireless transmission of data. Figures 1.25 and 1.26 illustrate the performance of a system that conforms to the standards and uses a rate- $1 / 2$ turbo code with parallel rate- $1 / 2$ component codes. The turbo encoder has the form shown in Figure 1.20. Each component code is a recursive systematic convolutional code that has the configuration shown in Figure 1.9. The puncturing matrix for each pair of input information bits is

$$
\mathbf{P}=\left[\begin{array}{ll}
1 & 1  \tag{1-222}\\
1 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right]
$$

where each column defines which output bits of the two component encoders are transmitted following each input bit. Each set of $\log _{2} q$ bits is encoded as a $q$-ary channel symbol that is transmitted by using orthogonal $q$-ary FSK, which is henceforth denoted by $q$-FSK. Channel-state information is assumed to be available in the receiver, and noncoherent demodulation is used. The codeword size is $k=1530$ information bits, and the AWGN or Rayleigh fading (cf. Chapter 6) channel is assumed. Ideal bit interleaving is assumed for binary symbols when bit-interleaved coded modulation (BICM) (cf. Chapter 6) is used. When BICM is not used, ideal symbol-interleaved coded modulation (SICM) is assumed. Ideal interleaving is simulated for the Rayleigh channel by having each modulated symbol associated with an independent fading coefficient.

Example 6. Figure 1.25 illustrates the improvement in the bit error probability of a system that uses 4-FSK and bit-interleaved coded modulation with iterative decoding and demodulation (BICM-ID, Section 6.11) over the Rayleigh channel as the number of decoding iterations increases. The improvement exhibits rapidly diminishing returns beyond four iterations and is insignificant beyond 10 iterations. The diminishing returns indicate that the adaptive curtailment of iterations based on some measure of the subsequent potential gain is desirable to reduce system latency, which is one of the principal limitations of turbo codes. Several potentially effective methods for stopping iterations are available [15]. Figure 1.26 illustrates the degradation that occurs when the turbo decoder uses the max-log-MAP algorithm instead of the log-MAP algorithm for communications over the Rayleigh channel. The degradation for the AWGN channel is similar.

As the alphabet size increases, the performance improves at the cost of larger signal bandwidths. For example, a 16-FSK system provides an improvement of roughly 1.5 dB at a bit error probability of $10^{-5}$ relative to the 4 -FSK system, but the bandwidth requirement is increased by a factor of 4 .

Plots of the bit error probability for systems with iterative decoding generally exhibit a waterfall region, which is characterized by a rapid decrease in the bit error probability as $\mathcal{E}_{b} / N_{0}$ increases, and an error-floor region, in which the bit error probability decreases much more slowly. A hypothetical plot illustrating these regions is shown in Figure 1.27. A low error floor may be important for radio-relay communication, space-ground communication, compressed-data


Figure 1.25: Performance of turbo code with 4-FSK and BICM-ID over Rayleigh channel as number of decoding iterations varies
transfer, optical transmission, or when an automatic-repeat request is not feasible because of the variable delays. Figures 1.25 and 1.26 do not exhibit error floors because bit error probabilities lower than $10^{-6}$ are not displayed. A Gray labeling map tends to provide an early onset of the waterfall region, but the error floor, which for the AWGN channel is determined by the minimum Euclidean distance of the symbol set, is lower for other labeling maps.

The potentially large system latency, the system complexity, and sometimes the error floor are the primary disadvantages of turbo codes.

### 1.9 Low-Density Parity-Check Codes

Low-density parity-check (LDPC) codes [10, 83] are linear block codes specified by an $(n-k) \times n$ parity-check matrix $\mathbf{H}$ that is sparsely populated with nonzero elements. Nonbinary LDPC codes provide an excellent performance when the codewords are short and allow a direct combination with high-order modulations. However, binary codes are henceforth assumed because of their


Figure 1.26: Performance of turbo code with 4-FSK and BICM-ID over the Rayleigh channel for log-MAP and max-log-MAP algorithms
predominance in applications. A regular LDPC code has the same number of ones in each column and the same number of ones in each row of $\mathbf{H}$; otherwise, the LDPC code is irregular. Irregular LDPC codes are competitive with turbo codes in terms of the performance obtained for a given level of implementation or computational complexity.

Since (1-90) and (1-91) imply that

$$
\begin{equation*}
\mathbf{H d}^{T}=\mathbf{0} \tag{1-223}
\end{equation*}
$$

each of the $n-k$ rows of $\mathbf{H}$ specifies a parity-check equation that must be satisfied. Each equation requires that the parity of a subset of must be zero; that is, the modulo-two sum of the bits in the subset must equal zero.

A Tanner graph is a bipartite graph that represents the parity-check matrix and equations as two sets of nodes. One set of $n$ nodes, called the variable nodes, represents the codeword symbols. Another set of $n-k$ nodes, called the check nodes, represents the parity-check equations. An edge connects variablenode $i$ to check-node $l$ if component $H_{l i}=1$. The (7,4) Hamming code has the parity-check matrix

$$
\mathbf{H}=\left[\begin{array}{lllllll}
1 & 1 & 1 & 0 & 1 & 0 & 0  \tag{1-224}\\
0 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 1
\end{array}\right]
$$



Figure 1.27: Illustration of regions of bit error probability plot


Figure 1.28: Tanner graph for $(7,4)$ Hamming code
and the associated Tanner graph is shown in Figure 1.28.
The soft-decision decoding algorithm for LDPC codes is called the sumproduct, message-passing, or belief-propagation algorithm. The first name refers
to the main computations required. The second name refers to the fact that if each node is regarded as a processor, then the algorithm can be interpreted as the iterative passing of information messages between a set of variable nodes and a set of check nodes in a Tanner graph. The third name emphasizes that the messages are measures of the credibility of the most recent computations. The sparseness of the parity-check matrix facilitates the LDPC decoding.

If the ones in a large $\mathbf{H}$ matrix are approximately randomly distributed, then the sparseness of ones in $\mathbf{H}$ reduces the probability that a set of corrupted bits are applied to the same check nodes. Any bit that is corrupted or subjected to a deep fade is likely to be applied to a check node that also receives more reliable information from other bits.

A cycle of a graph is a sequence of distinct edges that start and terminate at the same node. The length of the shortest cycle in a graph is called its girth. The Tanner graph of the $(7,4)$ Hamming code has a girth equal to 4, which is the minimum possible length of a cycle. The most effective LDPC codes have girths exceeding 4 because a low girth corresponds to a limited amount of independent information exchange among some variable and check nodes.

A well-designed LDPC code does not require an interleaver following the encoder because interleaving is equivalent to the permutation of the columns of the parity-check matrix $\mathbf{H}$. Since a deinterleaver is not required prior to its decoder, an LDPC code usually has less latency than a turbo code of similar complexity.

The basis of the sum-product algorithm is a parity-check $L L R \lambda_{s}$ that is a measure of the likelihood that the parity-check equation is satisfied at checknode s and can be expressed as a function of the LLRs of the bits. Let $S$ denote the set of bits used in the parity-check equation for check-node $s$. The parity-check equation is the modulo- 2 sum

$$
\begin{equation*}
n_{s}=\sum_{i \in S} b_{i}, b_{i} \in(0,1) \tag{1-225}
\end{equation*}
$$

and is equal to zero or one. It may be verified by considering an even number of ones in $S$ and then an odd number of ones that

$$
\begin{equation*}
n_{s}=\frac{1}{2}\left[1-\prod_{i \in S}\left(1-2 b_{i}\right)\right] \tag{1-226}
\end{equation*}
$$

The parity-check LLR associated with $n_{s}$ is defined as

$$
\begin{equation*}
\lambda_{s}=\ln \left[\frac{P\left(n_{s}=1\right)}{P\left(n_{s}=0\right)}\right] \tag{1-227}
\end{equation*}
$$

which indicates that $\lambda_{s} \rightarrow-\infty$ if $P\left(n_{s}=0\right) \rightarrow 1$, and $\lambda_{s} \rightarrow \infty$ if $P\left(n_{s}=0\right) \rightarrow$ 0. A bit LLR is defined as

$$
\begin{equation*}
\lambda_{i}=\ln \left[\frac{P\left(b_{i}=1\right)}{P\left(b_{i}=0\right)}\right], i \in S \tag{1-228}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
E\left[b_{i}\right]=P\left(b_{i}=1\right)=\frac{e^{\lambda_{i}}}{1+e^{\lambda_{i}}} \tag{1-229}
\end{equation*}
$$

Equations (1-226) and (1-229) and the independence of the bits imply that

$$
\begin{align*}
P\left(n_{s}=1\right) & =E\left[n_{s}\right]=\frac{1}{2}\left[1-\prod_{i \in S}\left(1-2 E\left[b_{i}\right]\right)\right] \\
& =\frac{1}{2}\left[1-\prod_{i \in S}\left(1-\frac{2 e^{\lambda_{i}}}{1+e^{\lambda_{i}}}\right)\right] \tag{1-230}
\end{align*}
$$

Using algebra and the definition

$$
\begin{equation*}
\tanh (x)=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}} \tag{1-231}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
P\left(n_{s}=1\right)=\frac{1}{2}\left[1-\prod_{i \in S} \tanh \left(-\frac{\lambda_{i}}{2}\right)\right] \tag{1-232}
\end{equation*}
$$

Combining (1-227) and the fact that $P\left(n_{s}=1\right)+P\left(n_{s}=0\right)=1$, we obtain

$$
\begin{equation*}
P\left(n_{s}=1\right)=\frac{e^{\lambda_{s}}}{1+e^{\lambda_{s}}} \tag{1-233}
\end{equation*}
$$

From this equation, (1-232), the definition of $\tanh (x)$, and an inversion, we obtain

$$
\begin{equation*}
\lambda_{s}=-2 \tanh ^{-1}\left[\prod_{i \in S} \tanh \left(-\frac{\lambda_{i}}{2}\right)\right] \tag{1-234}
\end{equation*}
$$

which relates the parity-check LLR $\lambda_{s}$ to the LLRs of the individual bits.
Prior to the first iteration of the sum-product algorithm, variable-node $i$ uses the matched-filter output vector $\mathbf{y}_{i}$ associated with code-bit $b_{i}$ to compute an a posteriori LLR. Using Bayes' rule and assuming equal a priori bit probabilities, we obtain the channel $L L R$ :

$$
\begin{align*}
\lambda_{i}^{(0)} & =\ln \left[\frac{P\left(b_{i}=1 \mid \mathbf{y}_{i}\right)}{P\left(b_{i}=0 \mid \mathbf{y}_{i}\right)}\right]=\ln \left[\frac{P\left(\mathbf{y}_{i} \mid b_{i}=1\right)}{P\left(\mathbf{y}_{i} \mid b_{i}=0\right)}\right] \\
& =L_{c}\left(\mathbf{y}_{i}\right) \tag{1-235}
\end{align*}
$$

where $L_{c}\left(\mathbf{y}_{i}\right)$ is the same channel LLR used in turbo decoding, and hence (1-197), (1-198), and (1-199) are applicable for BPSK, coherent BOSK, and
noncoherent BOSK, respectively. Thus, the calculation of $\lambda_{i}^{(0)}$ requires channelstate information. Each check node receives LLRs from adjacent nodes, which are those variable nodes corresponding to bits that contribute to the check node's parity-check equation.

During iteration $\nu \geq 1$, check-node $l$ combines the LLRs received from adjacent nodes during iteration $\nu-1$. Check-node $l$ updates the LLR that is subsequently sent to variable-node $i$ by slightly modifying the parity-check LLR of (1-234):

$$
\begin{equation*}
\mu_{l, i}^{(\nu)}=-2 \tanh ^{-1}\left[\prod_{m=N_{l} / i} \tanh \left(-\frac{\lambda_{m}^{(\nu-1)}-\mu_{l, m}^{(\nu-1)}}{2}\right)\right], \nu \geq 1 \tag{1-236}
\end{equation*}
$$

where $N_{l} / i$ is the set of variable nodes adjacent to check-node $l$ but excluding variable-node $i$, and $\mu_{l, i}^{(0)}=0$ for all $i$ and $l$. The exclusion is to prevent redundant information originating in node $i$ from recycling back to it, thereby causing an instability. The value passed to variable-node $m$ in the preceding iteration is subtracted from $\lambda_{m}^{(\nu-1)}$ to reduce the correlation with previous iterations. If $\mu_{l, i}^{(\nu)} \rightarrow-\infty$, then variable-node $i$ learns that it is highly likely that the parity-check equation of check-node $l$ is satisfied.

After receiving LLRs from adjacent check nodes during iteration $\nu \geq 1$, variable-node $i$ updates its LLR as

$$
\begin{equation*}
\lambda_{i}^{(\nu)}=\lambda_{i}^{(0)}+\sum_{l \in M_{i}} \mu_{l, i}^{(\nu)}, \nu \geq 1 \tag{1-237}
\end{equation*}
$$

where $M_{i}$ is the set of check nodes adjacent to variable-node $i$. The algorithm can terminate when all $n-k$ of the parity-check equations of some codeword are satisfied or after a specified number of iterations. If the algorithm terminates after $\nu_{0}$ iterations, then the LDPC decoder sets

$$
b_{i}= \begin{cases}1, & \lambda_{i}^{\left(\nu_{0}\right)}>0  \tag{1-238}\\ 0, & \lambda_{i}^{\left(\nu_{0}\right)} \leq 0\end{cases}
$$

LDPC codes are often characterized by the degree distributions of the nodes in their Tanner graphs. The degree of a node is defined as the number of edges emanating from it. The degree distribution of the variable nodes is defined as the polynomial

$$
\begin{equation*}
v(x)=\sum_{i=2}^{d_{v}} n_{i} x^{i-1} \tag{1-239}
\end{equation*}
$$

where $n_{i}$ denotes the fraction of variable nodes with degree $i$, and $d_{v}$ denotes the maximum degree or number of edges connected to a variable node. The degree distribution of the check nodes is defined as the polynomial

$$
\begin{equation*}
\chi(x)=\sum_{i=2}^{d_{c}} \chi_{i} x^{i-1} \tag{1-240}
\end{equation*}
$$

where $\chi_{i}$ denotes the fraction of check nodes with degree $i$, and $d_{c}$ denotes the maximum degree or number of edges connected to a check node.

## Structured LDPC Codes

The sparse parity-check matrix of LDPC codes enables decoding with a complexity that increases linearly with the codeword or block length. However, the corresponding generator matrix of unstructured or pseudorandom LDPC codes is generally not sparse. Since the encoding requires the matrix multiplication indicated in (1-90), the encoding complexity increases with the codeword length. To reduce this complexity and the encoding latency, structured LDPC codes are often used, although the additional structure may make it difficult to match the outstanding error-correction capabilities of unstructured LDPC codes. Two of the most practical classes of structured LDPC codes, which offer rapid encoding, efficient decoding, and excellent performance, are protograph codes and irregular repeat-accumulate codes.

The protograph LDPC codes are a class of LDPC codes that are constructed by first repeatedly duplicating a protograph consisting of the Tanner graph of an LDPC code with a small number of nodes. The protograph may have parallel edges of different types. The derived graph representing the protograph code is constructed by combining the duplicates and then permuting edges that belong to the same type. Many protograph codes increase the code rate by having punctured variable nodes, which are potential variable nodes that represent untransmitted code symbols [27].

The repeat-accumulate codes are a class of structured LDPC codes that have an encoding complexity that increases linearly with the block length. This class may be considered a subclass of the protograph LDPC codes. A repeataccumulate code is a serially concatenated code that may be decoded as either an LDPC code or a turbo code. An outer repetition encoder repeats each of $k$ information bits $\nu$ times to form a block of $k \nu$ bits that are passed through an interleaver. Each interleaver output bit is successively applied to an inner encoder that is a rate-1 recursive convolutional code functioning as an accumulator. The inner-encoder output is the modulo-2 sum of its input and its previous output. A limitation of the repeat-accumulate code, whether it is systematic or not, is that its code rate cannot exceed $1 / 2$.

The irregular repeat-accumulate (IRA) codes are generalizations of repeataccumulate codes that retain the linear complexity of encoding and decoding, but are not limited in their code rates, are more flexible in design options, and can provide a much better performance. The IRA code repeats each information bit a variable number of times. The repeated bits are interleaved, and then a number of them are combined and applied as successive inputs to an accumulator. A systematic $(n, k)$ IRA encoder generates the codeword $\mathbf{d}=[\mathbf{m} \mathbf{p}]$, where $\mathbf{m}$ is the row vector of $k$ information bits, and $\mathbf{p}$ is the row vector of $n-k$ accumulator outputs.

The $(n-k) \times n$ parity-check matrix for a systematic IRA code has the form

$$
\mathbf{H}=\left[\begin{array}{ll}
\mathbf{H}_{1} & \mathbf{H}_{2} \tag{1-241}
\end{array}\right]
$$

where $\mathbf{H}_{1}$ is an $(n-k) \times k$ sparse matrix, and $\mathbf{H}_{2}$ is the $(n-k) \times(n-k)$ sparse matrix with the dual-diagonal form

$$
\mathbf{H}_{2}=\left[\begin{array}{llllllll}
1 & 0 & 0 & & & & &  \tag{1-242}\\
1 & 1 & 0 & & & & & \\
0 & 1 & 1 & & & & & \\
& & & & & & & \\
& & & & \cdot & & & \\
& & & & & 1 & 1 & 0 \\
& & & & & 0 & 1 & 1
\end{array}\right]
$$

The $k \times n$ generator matrix that satisfies (1-91) is

$$
\begin{equation*}
\mathbf{G}=\left[\mathbf{I} \mathbf{H}_{1}^{T} \mathbf{H}_{2}^{-T}\right] \tag{1-243}
\end{equation*}
$$

where $\mathbf{I}$ is the $k \times k$ identity matrix. An array inversion and transpose of (1-242) yield an upper triangular matrix:

$$
\mathbf{H}_{2}^{-T}=\left[\begin{array}{ccccccc}
1 & 1 & 1 & & & &  \tag{1-244}\\
0 & 1 & 1 & & & & \\
0 & 0 & 1 & & & & \\
& & & \cdot & & & \\
& & & & \cdot & & \\
& & & & 1 & 1 \\
& & & & & 0 & 1
\end{array}\right]
$$

As indicated by (1-94), the encoder produces the codeword

$$
\begin{equation*}
\mathbf{c}=\left[\mathbf{m} \mathbf{m H}_{1}^{T} \mathbf{H}_{2}^{-T}\right] \tag{1-245}
\end{equation*}
$$

The form of $\mathbf{H}_{2}^{-T}$ indicates that its premultiplication by the $1 \times(n-k)$ row vector $\mathbf{m H}_{1}^{T}$ may be implemented as an accumulator that generates successive elements of the $1 \times(n-k)$ row vector $\mathbf{m} \mathbf{H}_{1}^{T} \mathbf{H}_{2}^{-T}$. Since $\mathbf{H}_{1}^{T}$ is sparse, far fewer encoder computations are required than for unstructured LDPC codes.

## LDPC Performance

In selecting an LDPC code, there is usually a tradeoff between a favorable waterfall region and a low error floor. The bit error probability of an LDPC code in the waterfall region is mostly dependent on the girth because short cycles prevent nodes from extracting a substantial amount of independent paritycheck information. The bit error probability in the error-floor region is mostly dependent on the minimum Euclidean distance of the symbol set, which may be decreased if the girth is too large. Well-designed irregular LDPC codes can provide lower bit error probabilities than regular codes of the same size in the waterfall region. The price is an increased implementation complexity and a raised error floor primarily because of the large girths that are required. An increase in some column weights tends to decrease the girth but may increase


Figure 1.29: Performance of LDPC code with 16-QAM over Rayleigh channel for codewords of length 2304, 4608, and 9216
the minimum Euclidean distance. LDPC codes often provide lower error floors than turbo codes of similar complexity.

Example 7. Figure 1.29 illustrates the performance over the Rayleigh channel of coherent 16-QAM, rate- $1 / 2$ pseudorandom LDPC codes, and perfect channel-state information. The codeword lengths are 2304, 4608, and 9216 bits. The steepness of the waterfall region increases rapidly with increases in the codeword length.

### 1.10 Problems

1. Derive (1-12) and (1-18) using the procedures outlined in the text.
2. Consider the DPSK demodulator. The random variable $V_{1}(i)$ is the sum of the squares of two Gaussian random variables. Show that these two random variables are independent.
3. Verify (1-67) and (1-68).
4. (a) Suppose that a binary $(7,4)$ Hamming code is used for coherent BPSK communications over the AWGN channel with no fading. The received
output samples are $-0.4,1.0,1.0,1.0,1.0,1.0,0.4$. Use Table 1.2 of $(7,4)$ Hamming codewords to find the decision made when the codeword metric (1-41) is used. (b) Use erasures to show that a Reed-Solomon codeword with $k$ information symbols can be recovered from any $k$ correct symbols.
5. Prove that the word error probability for BPSK and a block code with soft-decision decoding satisfies

$$
P_{w} \leq\left(q^{k}-1\right) Q\left(\sqrt{\frac{2 d_{m} r \mathcal{E}_{b}}{N_{0}}}\right)
$$

6. Use (1-121) and (1-119) to show that the coding gain or power advantage of the BPSK system with a binary block code and maximum-likelihood decoding is roughly $\log _{10} d_{m} r$ relative to no code when $\mathcal{E}_{b} / N_{0} \rightarrow \infty$.
7. (a) Use (1-106) to show that $N\left(d_{m}, d_{m}-t\right)=\binom{d_{m}}{t}$. Can the same result be derived directly? (b) Use (1-108) with $d_{m}=2 t+1$ to derive an upper bound on $A_{\max }$. (c) Explain why this upper bound becomes an equality for perfect codes.
8. (a) Derive the Chernoff bound on $P[X \geq b]$ for a standard zero-mean Gaussian random variable with unit variance. (b) The Chernoff bound can be applied to hard-decision decoding, which can be regarded as a special case of soft-decision decoding with the following branch metric. If symbol $i$ of a candidate binary sequence $\nu$ agrees with the corresponding detected symbol at the demodulator output, then $m(\nu, i)=1$; otherwise $m(\nu, i)=0$. Prove that

$$
P_{2}(l) \leq\left[4 P_{s}\left(1-P_{s}\right)\right]^{l / 2}
$$

This upper bound is not always tight but has great generality since no specific assumptions have been made about the modulation or coding.
9. Consider a system that uses coherent BPSK and a convolutional code over the AWGN channel. (a) What is the coding gain of a binary system with soft decisions, $K=7$, and $r=1 / 2$ relative to an uncoded system for large $\mathcal{E}_{b} / N_{0}$ ? (b) Use the approximation

$$
Q(x) \approx \frac{1}{\sqrt{2 \pi} x} \exp \left(-\frac{x^{2}}{2}\right), \quad x>0
$$

to show that as $\mathcal{E}_{b} / N_{0} \rightarrow \infty$, soft-decision decoding of a binary convolutional code has slightly less than a 3 dB coding gain relative to harddecision decoding.
10. A concatenated code comprises an inner binary ( $2^{m}, m$ ) Hadamard block code and an outer ( $n, k$ ) Reed-Solomon code. The outer encoder maps
every set of $m$ bits into one Reed-Solomon symbol, and every set of $k$ symbols is encoded as an $n$-symbol codeword. After the symbol interleaving, the inner encoder maps every Reed-Solomon symbol into $2^{m}$ bits. After the interleaving of these bits, they are transmitted using a binary modulation. (a) Describe the removal of the encoding by the inner and outer decoders. (b) What is the value of $n$ as a function of $m$ ? (c) What are the block length and the code rate of the concatenated code?
11. (a) Show that iterative demodulation and decoding offer no advantage for binary modulations. Let $y=y_{k}$ denote the $k$ th demodulator output corresponding to bit $b_{k}=\widetilde{q}$. Show that the same information is sent to the decoder as in standard turbo decoding. (b) Use the guidance in the text to verify (1-176).
12. Consider Example 5 in Section 1.6 for a systematic rate- $1 / 3$ binary convolutional code with its code symbols transmitted as BPSK symbols over the AWGN channel. Define the a priori LLR of information bit $b_{1}(k)$ as

$$
L_{k}\left(b_{1}\right)=\ln \left[\frac{P\left(b_{1}(k)=1\right)}{P\left(b_{1}(k)=0\right)}\right]
$$

Show that each branch metric may be economically represented by

$$
\gamma_{k}\left(s^{\prime}, s\right) \sim \exp \left[\frac{2 \sqrt{\mathcal{E}_{s}}}{N_{0}} \sum_{l=1}^{3} y_{k, l} x_{k, l}+b\left(s^{\prime}, s\right) L_{k}\left(b_{1}\right)\right]
$$

where $x_{k, 1}=1-2 b_{1}(k)$.
13. Consider the transmission of information bits over the binary symmetric channel with bit error probability $p$. A transmitted bit $b_{k}$ is received as $y_{k}$. Show that the channel LLR is

$$
L_{c}\left(y_{k}\right)=(-1)^{y_{k}} \log \left(\frac{p}{1-p}\right)
$$

14. If $N_{0}$ is unknown and may be significantly different from symbol to symbol, a potential procedure is to replace the channel LLR of (1-188) with the generalized channel LLR:

$$
L_{g}\left(\mathbf{y}_{k}\right)=\ln \left[\frac{f\left(\mathbf{y}_{k} \mid b_{k}=1, N_{0}=N_{1}\right)}{f\left(\mathbf{y}_{k} \mid b_{k}=0, N_{0}=N_{2}\right)}\right]
$$

where $N_{1}$ and $N_{2}$ are maximum-likelihood estimates of $N_{0}$ obtained from $f\left(\mathbf{y}_{k} \mid b_{k}=1\right)$ and $f\left(\mathbf{y}_{k} \mid b_{k}=0\right)$, respectively. For BPSK with no coding, derive the estimators for $N_{1}$ and $N_{2}$ from (1-33). Then calculate the corresponding $L_{g}\left(y_{k}\right)$ in terms of $\alpha$ and $\mathcal{E}_{s}$. What practical difficulty is encountered if one attempts to use this LLR?
15. Consider an LDPC decoder. (a) If check node $l$ receives inputs only from variable nodes $\alpha$ and $\beta$, what are the LLRs $\mu_{l, \alpha}^{(1)}$ and $\mu_{l, \beta}^{(1)}$ ? (b) If variable node $\alpha$ then receives an input only from check node $l$, what is $\lambda_{\alpha}^{(1)}$ ? Observe how the LLR of one variable node becomes part of the LLR of another variable node in this case.

## Chapter 2

## Direct-Sequence Systems

A spread-spectrum signal is one with an extra modulation that expands the signal bandwidth greatly beyond what is required by the underlying channel code and modulation. Spread-spectrum communication systems are useful for suppressing interference, making secure communications difficult to detect and process, accommodating fading and multipath channels, and providing a multipleaccess capability. Spread-spectrum signals cause relatively minor interference to other systems operating in the same spectral band. The most practical and dominant spread-spectrum systems are direct-sequence and frequency-hopping systems.

There is no fundamental theoretical barrier to the effectiveness of spreadspectrum communications. This remarkable fact is not immediately apparent since the increased bandwidth of a direct-sequence signal necessitates a receive filter that passes more noise power to the demodulator. However, when any signal and white Gaussian noise are applied to a filter matched to the signal, the sampled filter output has a signal-to-noise ratio that depends solely on the energy-to-noise-density ratio. Thus, the bandwidth of the input signal is irrelevant, and spread-spectrum signals have no inherent limitations.

After the information bits are mapped into code symbols, direct-sequence modulation entails the direct addition of a high-rate spreading sequence with the lower-rate data or code-symbol sequence, resulting in a transmitted signal with a relatively wide bandwidth. The removal of the spreading sequence in the receiver causes a contraction of the bandwidth of the direct-sequence signal while not altering the bandwidth of the interference. The difference in bandwidths can be exploited by appropriate filtering to remove a large portion of the interference. This chapter describes basic spreading sequences, both linear and nonlinear, and data modulations that are detected coherently or noncoherently. A detailed analysis shows how the direct-sequence receiver suppresses various forms of interference. The devices that enable despreading with bandpass matched filters are described.
(a)



Figure 2.1: Examples of (a) data modulation and (b) spreading waveform

### 2.1 Definitions and Concepts

A direct-sequence signal is a spread-spectrum signal generated by the direct mixing of the data with a spreading waveform before the final signal modulation. Ideally, a transmitted signal of a direct-sequence system with binary phaseshift keying (DS-BPSK system) or differential PSK (DS-DPSK system) can be represented by

$$
\begin{equation*}
s(t)=A d(t) p(t) \cos \left(2 \pi f_{c} t+\theta\right) \tag{2-1}
\end{equation*}
$$

where $A$ is the signal amplitude, $d(t)$ is the data modulation, $p(t)$ is the spreading waveform, $f_{c}$ is the carrier frequency, and $\theta$ is the phase at $t=0$. The data modulation is a sequence of nonoverlapping rectangular pulses of duration $T_{s}$, each of which has an amplitude $d_{i}=+1$ if the associated data symbol is a 1 and $d_{i}=-1$ if it is a 0 (alternatively, the mapping could be $1 \rightarrow-1$ and $0 \rightarrow+1$ ). The spreading waveform has the form

$$
\begin{equation*}
p(t)=\sum_{i=0}^{N-1} p_{i} \psi\left(t-i T_{c}\right), 0 \leq t \leq N T_{c} \tag{2-2}
\end{equation*}
$$

where $N$ is a large positive integer, and each $p_{i}$ equals +1 or -1 and represents one chip of the spreading sequence. The chip waveform $\psi(t)$ is designed to limit interchip interference in the receiver and is mostly confined to the time interval $\left[0, T_{c}\right]$. Figure 2.1 depicts an example of $d(t)$ and $p(t)$ for a rectangular chip waveform.


Figure 2.2: Functional block diagram of DS-BPSK or DS-DPSK: (a) transmitter and (b) receiver

Message privacy is provided by a direct-sequence system if a transmitted message cannot be recovered without knowledge of the spreading sequence. Although message secrecy can be protected by cryptography, message privacy provides protection even if cryptography is not used. If the data-symbol and chip transitions do not coincide, then it is theoretically possible to separate the data symbols from the chips by detecting and analyzing the transitions. To ensure message privacy, which is assumed henceforth, the data-symbol transitions must coincide with the chip transitions. Another reason for common transitions is the simplification of the receiver implementation. The common transitions imply that the number of chips per data symbol is a positive integer.

Figure 2.2 is a functional or conceptual block diagram of the basic operation of a DS-BPSK or DS-DPSK system. To provide common transitions, data symbols and chips, which represent digital sequences of 0 's and 1 's, are synchronized by the same clock and then modulo-2 added. The adder output is converted according to $0 \rightarrow-1$ and $1 \rightarrow+1$ before the chip-waveform modulation shown in Figure 2.2a. After upconversion and filtering, the modulated signal is transmitted.

As indicated in Figure 2.2b, the received signal is filtered and then multiplied by a synchronized local replica of $p(t)$. If $\psi(t)$ is rectangular with unit amplitude, then $p(t)= \pm 1$ and $p^{2}(t)=1$. Therefore, if the filtered signal is


Figure 2.3: Spectra of desired signal and interference: (a) wideband-filter output and (b) demodulator input
given by (2-1), the multiplication yields the despread signal

$$
\begin{equation*}
s_{1}(t)=p(t) s(t)=A d(t) \cos \left(2 \pi f_{c} t+\theta\right) \tag{2-3}
\end{equation*}
$$

at the input of the BPSK or DPSK demodulator. A standard demodulator extracts the data symbols or provides branch metrics to the decoder.

If $W$ is the bandwidth of $p(t)$ and $B$ is the bandwidth of $d(t)$, the spreading due to $p(t)$ ensures that $s(t)$ has a bandwidth $W \gg B$. Figure 2.3a is a qualitative depiction of the relative spectra of the desired signal and narrowband interference at the output of the wideband filter. Multiplication of the received signal by the spreading waveform, which is called despreading, produces the spectra of Figure 2.3b at the demodulator input. The signal bandwidth is reduced to $B$, while the interference energy is spread over a bandwidth exceeding $W$. Since the filtering action of the demodulator then removes most of the interference spectrum that does not overlap the signal spectrum, most of the original interference energy is eliminated.

The spreading factor or processing gain is defined as the positive integer

$$
\begin{equation*}
G=\frac{T_{s}}{T_{c}} \tag{2-4}
\end{equation*}
$$

which equals the number of chips in a symbol interval. An approximate measure of the interference suppression capability is given by the ratio $W / B$. Whatever the precise definition of a bandwidth, $W$ and $B$ are proportional to $1 / T_{c}$ and $1 / T_{s}$, respectively, with the same proportionality constant. Therefore, $W / B=T_{s} / T_{c}$, and hence the spreading factor is a measure of the interference suppression illustrated in Figure 2.3. Since its spectrum is unchanged by the despreading, white Gaussian noise is not suppressed by a direct-sequence system.

The spectrum of the spreading waveform $p(t)$ is largely determined by the chip waveform $\psi(t)$, which is designed to cause negligible interchip interference among the matched-filter output samples in the receiver. If the bandwidth of $\psi(t)$ is sufficiently large, then the energy in $\psi(t)$ is largely concentrated within a chip interval of duration $T_{c}$. However, in a practical system, a wideband filter in the transmitter is used to limit the out-of-band radiation. This filter and the propagation channel disperse the chip waveform so that the received chip waveform is no longer confined to $\left[0, T_{c}\right]$. A rectangular chip waveform is ideal in the sense that it causes no interchip interference and has a minimal peak-toaverage power ratio, but it can only be approximated in practice.

### 2.2 Spreading Sequences

A direct-sequence receiver computes the correlation between the received spreading sequence and a stored replica of the spreading sequence it is expecting. The correlation should be high when the receiver is synchronized with the received sequence, and low when it is not. Thus, it is critical that the spreading sequence has suitable autocorrelation properties. Synchronization issues are explained in Chapter 4.

To assess what is desirable in an autocorrelation and its associated power spectral density, we first examine the random binary sequence.

The autocorrelation of a stochastic process $y(t)$ is defined as

$$
\begin{equation*}
R_{y}(t, \tau)=E[y(t) y(t+\tau)] \tag{2-5}
\end{equation*}
$$

where $E[\cdot]$ denotes the expected value. A stochastic process is wide-sense stationary (Appendix D.2) if its mean $m_{y}(t)$ is constant and $R_{y}(t, \tau)$ is a function of $\tau$ alone. Thus, the autocorrelation of a wide-sense stationary process may be denoted by $R_{y}(\tau)$.

A cyclostationary process $y(t)$ is one that has a mean and autocorrelation with the same period $T$. Therefore,

$$
\begin{align*}
m_{y}(t+T) & =m_{y}(t)  \tag{2-6}\\
R_{y}(t+T, \tau) & =R_{y}(t, \tau) \tag{2-7}
\end{align*}
$$

A deterministic function $y(t)$ with period $T$ is a cyclostationary process with $R_{y}(t, \tau)=y(t) y(t+\tau)$.

A random binary sequence $x(t)$ is a stochastic process that consists of independent, identically distributed symbols, each of duration $T$. The first symbol transition or start of a new symbol after $t=0$ is a random variable uniformly distributed over the half-open interval $(0, T]$. Each symbol takes the value +1 with probability $1 / 2$ or the value -1 with probability $1 / 2$. Therefore, $E[x(t)]=0$ for all $t$, and

$$
\begin{equation*}
P[x(t)=i]=\frac{1}{2}, \quad i=+1,-1 \tag{2-8}
\end{equation*}
$$



Figure 2.4: Sample function of a random binary sequence
where $P[\cdot]$ denotes the probability. A sample function of a random binary sequence $x(t)$ is illustrated in Figure 2.4. From the definition of an expected value and the two possibilities, it follows that the random binary sequence has autocorrelation

$$
\begin{align*}
R_{x}(t, \tau) & =P[x(t+\tau)=x(t)]-P[x(t+\tau) \neq x(t)] \\
& =1-2 P[x(t+\tau) \neq x(t)] . \tag{2-9}
\end{align*}
$$

This equation and the constant symbol duration $T$ indicate that (2-7) is satisfied, and hence the random binary sequence is cyclostationary.

The random binary sequence is also wide-sense stationary. If $|\tau|>T$, $P[x(t+\tau) \neq x(t)]=1 / 2$. If $|\tau| \leq T$, the uniform distribution of the first transition time implies that the probability that a transition occurs in $[t, t+\tau)$ is $|\tau| / T$. If a transition occurs, then $x(t)$ and $x(t+\tau)$ are independent, and hence differ with probability $1 / 2$; otherwise, $x(t)=x(t+\tau)$. Consequently, $P[x(t+\tau) \neq x(t)]=|\tau| / 2 T$ if $|\tau| \leq T$. Substitution of this result into (2-9) confirms the wide-sense stationarity of $x(t)$ and gives the autocorrelation of the random binary sequence:

$$
\begin{equation*}
R_{x}(\tau)=\Lambda\left(\frac{\tau}{T}\right) \tag{2-10}
\end{equation*}
$$

where the triangular function is defined by

$$
\Lambda(t)=\left\{\begin{array}{cc}
1-|t|, & |t| \leq 1  \tag{2-11}\\
0, & |t|>1
\end{array}\right.
$$

The power spectral density (PSD) of a stationary stochastic process is the Fourier transform of the autocorrelation. Since the triangular function can be generated by the convolution of the rectangular function with itself, the convolution theorem (Appendix C.1) indicates that the Fourier transform of triangular function is equal to the square of the Fourier transform of the rectangular function. Therefore, the PSD of the random binary sequence is

$$
\begin{align*}
S_{x}(f) & =\int_{-\infty}^{\infty} \Lambda\left(\frac{t}{T}\right) \exp (-j 2 \pi f t) d t \\
& =T \operatorname{sinc}^{2} f T \tag{2-12}
\end{align*}
$$

where $j=\sqrt{-1}$ and the sinc function is

$$
\operatorname{sinc}(x)=\left\{\begin{array}{cc}
(\sin \pi x) / \pi x, & x \neq 0  \tag{2-13}\\
1, & x=0
\end{array}\right.
$$

The autocorrelation of a cyclostationary process that is not wide-sense stationary is not a function of the relative delay $\tau$ alone. The periodic autocorrelation or average autocorrelation of a cyclostationary process $y(t)$ with period $T$ is defined as

$$
\begin{equation*}
\bar{R}_{y}(\tau)=\frac{1}{T} \int_{c}^{c+T} R_{y}(t, \tau) d t \tag{2-14}
\end{equation*}
$$

where $c$ is an arbitrary constant. The average $P S D S_{y}(f)$ of a cyclostationary process is the Fourier transform of the average autocorrelation.

The assumption about the random location of the first symbol transition of the random binary sequence is artificial in many applications. For the cyclostationary binary process $x(t)$, this assumption is not made. If $c$ is chosen as the start of a symbol interval, then the substitution of (2-9) into (2-14) and an evaluation yield

$$
\begin{equation*}
\bar{R}_{x}(\tau)=\Lambda\left(\frac{\tau}{T}\right) \tag{2-15}
\end{equation*}
$$

which indicates that the average autocorrelation of the cyclostationary binary process is identical to the autocorrelation of the wide-sense stationary random binary sequence. Therefore, the average PSD of the cyclostationary binary process is identical to the PSD of the wide-sense stationary random binary sequence.

## Shift-Register Sequences

Although it has a favorable autocorrelation, a random binary sequence is impractical as a spreading sequence because the latter must be known at both the transmitter and receiver. Practical spreading sequences are periodic binary sequences. A shift-register sequence is a periodic binary sequence generated by the output of a feedback shift register or by combining the outputs of feedback shift registers. A feedback shift register, which is diagrammed in Figure 2.5, consists of consecutive two-state memory or storage stages and feedback logic. Binary sequences drawn from the alphabet $\{0,1\}$ are shifted through the shift register in response to clock pulses. The contents of the stages, which are identical to their outputs, are logically combined to produce the input to the first stage. The initial contents of the stages and the feedback logic determine the successive contents of the stages. If the feedback logic consists entirely of modulo- 2 adders (exclusive-OR gates), the feedback shift register and its generated sequence are called linear.

The state of an $m$-stage shift register after clock pulse $i$ is the vector

$$
\begin{equation*}
\mathbf{S}(i)=\left[s_{1}(i) s_{2}(i) \ldots s_{m}(i)\right], \quad i \geq 0 \tag{2-16}
\end{equation*}
$$



Figure 2.5: General feedback shift register with $m$ stages
(a)

(b)

| Shift | Contents |  |  |
| :---: | :---: | :---: | :---: |
|  | Stage 1 | Stage 2 | Stage 3 |
| Initial | 0 | 0 | 1 |
| 1 | 1 | 0 | 0 |
| 2 | 0 | 1 | 0 |
| 3 | 1 | 0 | 1 |
| 4 | 1 | 1 | 0 |
| 5 | 1 | 1 | 1 |
| 6 | 0 | 1 | 1 |
| 7 | 0 | 0 | 1 |

Figure 2.6: (a) Three-stage linear feedback shift register and (b) contents after successive shifts
where $s_{l}(i)$ denotes the content of stage $l$ after clock pulse $i$, and $\mathbf{S}(0)$ is the initial state. The definition of a shift register implies that

$$
\begin{equation*}
s_{l}(i)=s_{l-k}(i-k), \quad i \geq k \geq 0, \quad k \leq l \leq m \tag{2-17}
\end{equation*}
$$

where $s_{0}(i)$ denotes the input to stage 1 after clock pulse $i$. The shift-register sequence is extracted from stage $m$. If $a_{i}$ denotes bit $i$ of the shift-register sequence, then $a_{i}=s_{m}(i)$. The state of a feedback shift register uniquely determines the subsequent sequence of states and the shift-register sequence.

The period of a shift-register sequence $\left\{a_{i}\right\}$ is defined as the smallest positive integer $N$ for which $a_{i+N}=a_{i}, i \geq 0$. Since the number of distinct states of an $m$-stage nonlinear feedback shift register is $2^{m}$, the sequence of states and the shift-register sequence have period $N \leq 2^{m}$.

Example 1. Figure 2.6a illustrates a linear feedback shift register with three stages and an output sequence extracted from the final stage. The input to the first stage is the modulo-2 sum of the contents of the second and third stages. After each clock pulse, the contents of the first two stages are shifted to the right, and the input to the first stage becomes its content. The content of the third stage is shifted out of the feedback shift register. If the initial contents of the shift-register stages are 001 , the subsequent contents after successive shifts are listed in Figure 2.6b. Since the shift register returns to its initial state after 7 shifts, the shift-register sequence extracted from the final stage has a period of 7 bits.

A general representation of a linear feedback shift register is shown in Figure 2.7a. If $c_{k}=1$, the corresponding switch is closed; if $c_{k}=0$, it is open. The input to stage 1 of a linear feedback shift register is

$$
\begin{equation*}
s_{0}(i)=\sum_{k=1}^{m} c_{k} s_{k}(i), \quad i \geq 0 \tag{2-18}
\end{equation*}
$$

where the additions are modulo-2, and the feedback coefficient $c_{k}$ equals either 0 or 1 , depending on whether the output of stage $k$ feeds a modulo- 2 adder. An $m$-stage shift register is defined to have $c_{m}=1$; otherwise, the final state would not contribute to the generation of the output sequence, but would only provide a one-shift delay. For example, Figure 2.6 gives $c_{1}=0, c_{2}=c_{3}=1$, and $s_{0}(i)=s_{2}(i) \oplus s_{3}(i)$, where $\oplus$ denotes modulo- 2 addition.

Since the shift-register sequence bit $a_{i}=s_{m}(i),(2-17)$ and (2-18) imply that for $i \geq m$,

$$
\begin{equation*}
a_{i}=s_{0}(i-m)=\sum_{k=1}^{m} c_{k} s_{k}(i-m)=\sum_{k=1}^{m} c_{k} s_{m}(i-k) \tag{2-19}
\end{equation*}
$$

which indicates that each bit satisfies a linear recurrence relation:

$$
\begin{equation*}
a_{i}=\sum_{k=1}^{m} c_{k} a_{i-k}, \quad i \geq m \tag{2-20}
\end{equation*}
$$


(b)


Figure 2.7: Linear feedback shift register: (a) standard representation and (b) high-speed form

The first $m$ bits of the shift-register sequence are determined solely by the initial state:

$$
\begin{equation*}
a_{i}=s_{m-i}(0), \quad 0 \leq i \leq m-1 \tag{2-21}
\end{equation*}
$$

Figure 2.7 a is not the fastest configuration to generate a particular shiftregister sequence. Figure 2.7b illustrates an implementation that allows higherspeed operation. The diagram indicates that

$$
\begin{array}{lll}
s_{l}(i)=s_{l-1}(i-1) \oplus c_{m-l+1} s_{m}(i-1), & i \geq 1, & 2 \leq l \leq m \\
s_{1}(i)=s_{m}(i-1), & & i \geq 1 \tag{2-23}
\end{array}
$$

Repeated application of (2-22) implies that

$$
\begin{array}{rlr}
s_{m}(i) & =s_{m-1}(i-1) \oplus c_{1} s_{m}(i-1), & i \geq 1 \\
s_{m-1}(i-1) & =s_{m-2}(i-2) \oplus c_{2} s_{m}(i-2), & i \geq 2 \\
\vdots &  \tag{2-24}\\
s_{2}(i-m+2) & =s_{1}(i-m+1) \oplus c_{m-1} s_{m}(i-m+1), & i \geq m-1
\end{array}
$$

Addition of these $m-1$ equations yields

$$
\begin{equation*}
s_{m}(i)=s_{1}(i-m+1) \oplus \sum_{k=1}^{m-1} c_{k} s_{m}(i-k), \quad i \geq m-1 \tag{2-25}
\end{equation*}
$$

Substituting (2-23) and then $a_{i}=s_{m}(i)$ into (2-25), we obtain

$$
\begin{equation*}
a_{i}=a_{i-m} \oplus \sum_{k=1}^{m-1} c_{k} a_{i-k}, \quad i \geq m \tag{2-26}
\end{equation*}
$$

Since $c_{m}=1,(2-26)$ is the same as (2-20). Thus, the two implementations can produce the same shift-register sequence indefinitely if the first $m$ bits coincide. However, the two implementations require different initial states and have different sequences of states.

Successive substitutions into the first equation of sequence (2-24) yield

$$
\begin{equation*}
s_{m}(i)=s_{m-i}(0) \oplus \sum_{k=1}^{i} c_{k} s_{m}(i-k), \quad 1 \leq i \leq m-1 \tag{2-27}
\end{equation*}
$$

Substituting $a_{i}=s_{m}(i), a_{i-k}=s_{m}(i-k)$, and $l=m-i$ into (2-27) and then using binary arithmetic, we obtain

$$
\begin{equation*}
s_{l}(0)=a_{m-l} \oplus \sum_{k=1}^{m-l} c_{k} a_{m-l-k}, \quad 1 \leq l \leq m \tag{2-28}
\end{equation*}
$$

If $a_{0}, a_{1}, \ldots a_{m-1}$ are specified, then (2-28) gives the corresponding initial state of the high-speed shift register.

The sum of binary sequence $\mathbf{a}=\left(a_{0}, a_{1}, \cdots\right)$ and binary sequence $\mathbf{b}=$ $\left(b_{0}, b_{1}, \cdots\right)$ is defined to be the binary sequence $\mathbf{d}=\mathbf{a} \oplus \mathbf{b}$, each bit of which is

$$
\begin{equation*}
d_{i}=a_{i} \oplus b_{i}, \quad i \geq 0 \tag{2-29}
\end{equation*}
$$

Consider sequences $\mathbf{a}$ and $\mathbf{b}$ that are generated by the same linear feedback shift register but may differ because the initial states may be different. For the sequence $\mathbf{d}=\mathbf{a} \oplus \mathbf{b},(2-29)$, (2-20), and the associative and distributive laws of binary fields imply that

$$
\begin{align*}
d_{i} & =\sum_{k=1}^{m} c_{k} a_{i-k} \oplus \sum_{k=1}^{m} c_{k} b_{i-k}=\sum_{k=1}^{m}\left(c_{k} a_{i-k} \oplus c_{k} b_{i-k}\right) \\
& =\sum_{k=1}^{m} c_{k}\left(a_{i-k} \oplus b_{i-k}\right)=\sum_{k=1}^{m} c_{k} d_{i-k} \tag{2-30}
\end{align*}
$$

Since the linear recurrence relation is identical, $\mathbf{d}$ can be generated by the same linear feedback logic as $\mathbf{a}$ and $\mathbf{b}$. Thus, if $\mathbf{a}$ and $\mathbf{b}$ are two shift-register sequences of a linear feedback shift register, then $\mathbf{a} \oplus \mathbf{b}$ is also a shift-register sequence.

## Maximal Sequences

If a linear feedback shift register reached the zero state with all its contents equal to 0 at some time, it would always remain in the zero state, and the output sequence would subsequently be all 0 's. Since a linear $m$-stage feedback shift register has exactly $2^{m}-1$ nonzero states, the period of its output sequence cannot exceed $2^{m}-1$. A nonzero sequence of period $2^{m}-1$ generated by a linear feedback shift register is called a maximal or maximal-length sequence. If a linear feedback shift register generates a maximal sequence, then all of its nonzero output sequences are maximal, regardless of the initial states.

Out of $2^{m}$ possible states of a linear feedback shift register, the content of the last stage, which is a bit of the shift-register sequence, is a 0 in $2^{m-1}$ states. Among the nonzero states, this bit is a 0 in $2^{m-1}-1$ states. Therefore, in one period of a maximal sequence, the number of 0 's is exactly $2^{m-1}-1$, whereas the number of 1 's is exactly $2^{m-1}$.

Let $\mathbf{a}(l)=\left(a_{l}, a_{l+1}, \ldots\right)$ denote a maximal sequence that is shifted by $l$ bits relative to sequence $\mathbf{a}(0)$. If $l \neq 0$, modulo $2^{m}-1$, then $\mathbf{a}(0) \oplus \mathbf{a}(l)$ is not the sequence of all 0 's. Since it has been shown that $\mathbf{a}(0) \oplus \mathbf{a}(l)$ is generated by the same shift register as $\mathbf{a}(0)$, it must be a maximal sequence and hence some cyclic shift of $\mathbf{a}(0)$. We conclude that the modulo- 2 sum of a maximal sequence and a cyclic shift of itself by $l$ digits, where $l \neq 0$ modulo $2^{m}-1$, produce another cyclic shift of the original sequence; that is,

$$
\begin{equation*}
\mathbf{a}(0) \oplus \mathbf{a}(l)=\mathbf{a}(k), \quad l \neq 0\left(\operatorname{modulo} 2^{m}-1\right) \tag{2-31}
\end{equation*}
$$

Example 2. In contrast, a non-maximal linear sequence $\mathbf{a}(0) \oplus \mathbf{a}(l)$ is not necessarily a cyclic shift of $\mathbf{a}(0)$ and may not even have the same period. As an example, consider the linear feedback shift register depicted in Figure 2.8. The possible state transitions depend on the initial state. If the initial state is 010 , then the second state diagram indicates that there are two possible states, and hence the shift-register sequence has a period of two. The shift-register sequence is $\mathbf{a}(0)=(0,1,0,1,0,1, \ldots)$, which implies that $\mathbf{a}(1)=(1,0,1,0,1,0, \ldots)$. Therefore, $\mathbf{a}(0) \oplus \mathbf{a}(1)=(1,1,1,1,1,1, \ldots)$, which indicates that there is no value of $k$ for which (2-31) is satisfied.

Maximal sequences with $m \gg 1$ are difficult to distinguish from random sequences. Suppose that one observes $i$ bits within a maximal sequence of period $2^{m}-1$ bits, and $i \leq m$. The $i$ bits were present in the sequence of $m$-bit states of the shift register that generated the maximal sequence. If not all of the $i$ bits are 0 's, the $m-i$ unobserved bits in the $m$-bit state sequence may be any of $2^{m-i}$ possible sequences. Since there are $2^{m}-1$ possible $m$-bit state sequences, the relative frequency of a particular sequence of $i$ observed bits is $2^{m-i} /\left(2^{m}-1\right)$ if the bits are not all 0 's. If one observes $i 0$ 's, then the unobserved bits cannot be all 0 's because the $m$-bit state sequence constitutes a state of the maximal-sequence generator. Thus, the relative frequency of $i$ observed 0's is $\left(2^{m-i}-1\right) /\left(2^{m}-1\right)$. Both of these ratios approach $2^{-i}$ as $m \rightarrow \infty$, which is what would happen if the $m$-bit sequence were random.

## Characteristic Polynomials

Polynomials over the binary field $G F(2)$ (Section 1.3) allow a compact description of the dependence of the shift-register sequence of a linear feedback shift register on its feedback coefficients and initial state. The characteristic polynomial

$$
\begin{equation*}
f(x)=1+\sum_{i=1}^{m} c_{i} x^{i} \tag{2-32}
\end{equation*}
$$

defines a linear feedback shift register of $m$ stages with feedback coefficients $c_{i}, i=1,2, \ldots, m$. The coefficient $c_{m}=1$ assuming that stage $m$ contributes to


Figure 2.8: (a) Nonmaximal linear feedback shift register and (b) state diagrams
the generation of the shift-register sequence. The generating function associated with the shift-register sequence is defined as

$$
\begin{equation*}
G(x)=\sum_{i=0}^{\infty} a_{i} x^{i} \tag{2-33}
\end{equation*}
$$

Substitution of (2-20) into this equation yields

$$
\begin{align*}
G(x) & =\sum_{i=0}^{m-1} a_{i} x^{i}+\sum_{i=m}^{\infty} \sum_{k=1}^{m} c_{k} a_{i-k} x^{i} \\
& =\sum_{i=0}^{m-1} a_{i} x^{i}+\sum_{k=1}^{m} c_{k} x^{k} \sum_{i=m}^{\infty} a_{i-k} x^{i-k} \\
& =\sum_{i=0}^{m-1} a_{i} x^{i}+\sum_{k=1}^{m} c_{k} x^{k}\left[G(x)+\sum_{i=0}^{m-k-1} a_{i} x^{i}\right] . \tag{2-34}
\end{align*}
$$

Combining this equation with (2-32), and defining $c_{0}=1$, we obtain

$$
\begin{align*}
G(x) f(x) & =\sum_{i=0}^{m-1} a_{i} x^{i}+\sum_{k=1}^{m} c_{k} x^{k}\left(\sum_{i=0}^{m-k-1} a_{i} x^{i}\right) \\
& =\sum_{k=0}^{m-1} c_{k} x^{k}\left(\sum_{i=0}^{m-k-1} a_{i} x^{i}\right)=\sum_{k=0}^{m-1} \sum_{i=0}^{m-1} c_{k} a_{l-k} x^{l} \\
& =\sum_{l=0}^{m-1} \sum_{k=0}^{l} c_{k} a_{l-k} x^{l} \tag{2-35}
\end{align*}
$$

which implies that

$$
\begin{equation*}
G(x)=\frac{\sum_{i=0}^{m-1} x^{i}\left(\sum_{k=0}^{i} c_{k} a_{i-k}\right)}{f(x)}, \quad c_{0}=1 . \tag{2-36}
\end{equation*}
$$

Thus, the generating function of the sequence generated by a linear feedback shift register with characteristic polynomial $f(x)$ may be expressed in the form

$$
\begin{equation*}
G(x)=\frac{\phi(x)}{f(x)} \tag{2-37}
\end{equation*}
$$

where the degree of $\phi(x)$ is less than the degree of $f(x)$. The shift-register sequence is said to be generated by $f(x)$. Equation (2-36) explicitly shows that the shift-register sequence is completely determined by the feedback coefficients $c_{k}, k=1,2, \ldots, m$, and the initial state $a_{i}=s_{m-i}(0), i=0,1, \ldots, m-1$.

In Figure 2.6, the feedback coefficients are $c_{1}=0, \quad c_{2}=1$, and $c_{3}=1$, and the initial state gives $a_{0}=1, a_{1}=0$, and $a_{2}=0$. Therefore,

$$
\begin{equation*}
G(x)=\frac{1+x^{2}}{1+x^{2}+x^{3}} . \tag{2-38}
\end{equation*}
$$

Performing the long polynomial division according to the rules of binary arithmetic yields $G(x)=1+x^{3}+x^{5}+x^{6}+x^{7}+x^{10}+\ldots$, which implies the shift-register sequence listed in the figure.

A polynomial $b(x)$ is divisible by the polynomial $p(x)$ if there is a polynomial $h(x)$ such that $b(x)=h(x) p(x)$. A polynomial $p(x)$ over $G F(2)$ of degree $m$ is called irreducible if $p(x)$ is not divisible by any polynomial over $G F(2)$ of degree less than $m$ but greater than zero. If $p(x)$ is irreducible over $G F(2)$, then $p(0) \neq$ 0 , for otherwise $x$ would divide $p(x)$. If $p(x)$ has an even number of terms, then $p(1)=0$. Therefore, the fundamental theorem of algebra over $G F(2)$ implies that $x+1$ divides $p(x)$, and thus an irreducible polynomial over $G F(2)$ must have an odd number of terms. However, since $1+x+x^{5}=\left(1+x^{2}+x^{3}\right)\left(1+x+x^{2}\right)$, some polynomials with an odd number of terms are not irreducible.

If a shift-register sequence $\left\{a_{i}\right\}$ is periodic with period $n$, then its generating function $G(x)=\phi(x) / f(x)$ may be expressed as

$$
\begin{align*}
G(x) & =g(x)+x^{n} g(x)+x^{2 n} g(x)+\cdots=g(x) \sum_{i=0}^{\infty} x^{i n} \\
& =\frac{g(x)}{1+x^{n}} \tag{2-39}
\end{align*}
$$

where $g(x)$ is a polynomial of degree $n-1$ and represents the first period of the shift-register sequence.

Theorem 1. (a) The polynomial $1 / f(x)$ represents a sequence with period $n$ or less only if $f(x)$ divides $1+x^{n}$. (b) If $f(x)$ divides $1+x^{n}$, then $G(x)$ represents a sequence with period $n$ or less.

Proof. If a shift-register sequence has period $n,(2-37)$ and (2-39) indicate that

$$
\begin{equation*}
g(x)=\frac{\phi(x)\left(1+x^{n}\right)}{f(x)} \tag{2-40}
\end{equation*}
$$

and thus $f(x)$ divides $\phi(x)\left(1+x^{n}\right)$. Since it is valid to set $\phi(x)=1$, it follows that $f(x)$ divides $\left(1+x^{n}\right)$. The generating function is $G(x)=1 / f(x)$ and represents a sequence with period $n$. Therefore, $1 / f(x)$ represents a sequence with period $n$ or less only if $f(x)$ divides $1+x^{n}$.

Conversely, if the characteristic polynomial $f(x)$ divides $1+x^{n}$, then $f(x)$ $h(x)=1+x^{n}$ for some polynomial $h(x)$. Therefore,

$$
\begin{equation*}
G(x)=\frac{\phi(x)}{f(x)}=\frac{\phi(x) h(x)}{1+x^{n}}=\phi(x) h(x) \sum_{i=0}^{\infty} x^{i n} \tag{2-41}
\end{equation*}
$$

Since the degree of $\phi(x)$ is less than the degree of $f(x)$, the degree of $\phi(x) h(x)$ is less than the degree of $f(x) h(x)$. Therefore, a sequence with period $n$ or less is generated if $f(x)$ divides $1+x^{n}$.

The nonmaximal linear feedback shift register of Figure 2.8 has characteristic polynomial $1+x+x^{2}+x^{3}$, which divides $1+x^{4}$. Sequences of periods 4 , 2 , and 1 are generated.

A polynomial $f(x)$ over $G F(2)$ of positive degree $m$ is called primitive if the smallest positive integer $n$ for which the polynomial divides $1+x^{n}$ is $n=2^{m}-1$. Suppose that a primitive characteristic polynomial $f(x)$ of positive degree $m_{0}$ is not irreducible and can be factored so that $f(x)=f_{1}(x) f_{2}(x)$, where $f_{1}(x)$ is of positive degree $m_{1}$ and $f_{2}(x)$ is of positive degree $m_{0}-m_{1}$. A partial-fraction expansion of the generating function $G(x)=1 / f(x)$ yields

$$
\begin{equation*}
\frac{1}{f(x)}=\frac{a(x)}{f_{1}(x)}+\frac{b(x)}{f_{2}(x)} \tag{2-42}
\end{equation*}
$$

Since $f_{1}(x)$ and $f_{2}(x)$ can serve as characteristic polynomials, the period of the sequence represented by the first term in the expansion cannot exceed $2^{m_{1}}-1$, whereas the period of the sequence represented by the second term cannot exceed $2^{m_{0}-m_{1}}-1$. Therefore, the period of the sequence represented by $1 / f(x)$

Table 2.1: Primitive polynomials

| Degree | Primitive | Degree | Primitive | Degree | Primitive |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 7 | 7 | 103 | 8 | 534 |
| 3 | 51 |  | 122 | 9 | 1201 |
|  | 31 |  | 163 | 10 | 1102 |
| 4 | 13 |  | 112 | 11 | 5004 |
|  | 32 |  | 172 | 12 | 32101 |
| 5 | 15 |  | 543 | 13 | 33002 |
|  | 54 |  | 523 | 14 | 30214 |
|  | 57 |  | 532 | 15 | 300001 |
|  | 37 |  | 573 | 16 | 310012 |
|  | 76 |  | 302 | 17 | 110004 |
|  | 75 |  | 323 | 18 | 1020001 |
| 6 | 141 |  | 313 | 19 | 7400002 |
|  | 551 |  | 352 | 20 | 1100004 |
|  | 301 |  | 742 | 21 | 50000001 |
|  | 361 |  | 763 | 22 | 30000002 |
|  | 331 |  | 712 | 23 | 14000004 |
|  | 741 |  | 753 | 24 | 702000001 |
|  |  |  | 772 | 25 | 110000002 |

cannot exceed $\left(2^{m_{1}}-1\right)\left(2^{m_{0}-m_{1}}-1\right) \leq 2^{m_{0}}-3$. However, the definition of a primitive polynomial and Theorem 1 imply that this period is $2^{m_{0}}-1$, and hence we have a contradiction. Thus, a primitive characteristic polynomial must be irreducible.

Theorem 2. A characteristic polynomial of degree $m$ generates a maximal sequence of period $2^{m}-1$ if and only if it is a primitive polynomial.

Proof: To prove sufficiency, we observe that if $f(x)$ is a primitive characteristic polynomial, then the generating function $1 / f(x)$ represents a sequence with period $2^{m}-1$, which indicates that a maximal sequence is generated. If a sequence of smaller period could be generated, then theorem 1 implies that $f(x)$ would have to divide $1+x^{n_{1}}$ for $n_{1}<n$, which contradicts the assumption of a primitive polynomial.

To prove necessity, we observe that if the characteristic polynomial $f(x)$ generates the maximal sequence with period $n=2^{m}-1$, then $f(x)$ cannot divide $1+x^{n_{1}}, n_{1}<n$, because a sequence with a smaller period would result, and such a sequence cannot be generated by the maximal sequence generator defined by $f(x)$. Since $f(x)$ does divide $1+x^{n}$, it must be a primitive polynomial.

Primitive polynomials have been tabulated and may be generated by recursively producing polynomials and evaluating whether they are primitive by using them as characteristic polynomials [60]. Those that generate maximal sequences are primitive. Primitive polynomials for which $m \leq 7$ and one of those of minimal coefficient weight for $8 \leq m \leq 25$ are listed in Table 2.1 as octal numbers in increasing order (e.g., $51 \leftrightarrow 101100 \leftrightarrow 1+x^{2}+x^{3}$ ).

For any positive integer $m$, the number of different primitive polynomials of degree $m$ over $G F(2)$ is [60]

$$
\begin{equation*}
\lambda(m)=\frac{\phi_{e}\left(2^{m}-1\right)}{m} \tag{2-43}
\end{equation*}
$$

where the Euler function $\phi_{e}(n)$ is the number of positive integers that are less than and relatively prime to the positive integer $n$. If $n$ is a prime number, $\phi_{e}(n)=n-1$. In general,

$$
\begin{equation*}
\phi_{e}(n)=n \prod_{i=1}^{k} \frac{\nu_{i}-1}{\nu_{i}} \leq n-1 \tag{2-44}
\end{equation*}
$$

where $\nu_{1}, \nu_{2}, \ldots, \nu_{k}$ are the prime integers that divide $n$. Thus, $\lambda(6)=\phi_{e}(63) / 6$ $=6$ and $\lambda(13)=\phi_{e}(8191) / 13=630$.

## Autocorrelations and Power Spectra

Prior to the application of a binary sequence to the modulation waveform, a binary sequence a with components $a_{i} \in G F(2)$ is mapped into a binary antipodal sequence $\mathbf{p}$ with components $p_{i} \in\{-1,+1\}$ by means of the transformation

$$
\begin{equation*}
p_{i}=(-1)^{a_{i}+1}, \quad i \geq 0 \tag{2-45}
\end{equation*}
$$

or, alternatively, $p_{i}=(-1)^{a_{i}}$. The periodic autocorrelation of a periodic binary sequence a with period $N$ is defined as the periodic autocorrelation of the corresponding binary antipodal sequence $\mathbf{p}$ :

$$
\begin{align*}
\theta_{p}(k) & =\frac{1}{N} \sum_{i=n}^{n+N-1} p_{i} p_{i+k}, n=0,1, \ldots \\
& =\frac{1}{N} \sum_{i=0}^{N-1} p_{i} p_{i+k} \tag{2-46}
\end{align*}
$$

which has period $N$ because $\theta_{p}(k+N)=\theta_{p}(k)$, where $k$ is an integer. Substitution of (2-45) into (2-46) yields

$$
\begin{align*}
\theta_{p}(k) & =\frac{1}{N} \sum_{i=0}^{N-1}(-1)^{a_{i}+a_{i+k}}=\frac{1}{N} \sum_{i=0}^{N-1}(-1)^{a_{i} \oplus a_{i+k}} \\
& =\frac{A_{k}-D_{k}}{N} \tag{2-47}
\end{align*}
$$

where $A_{k}$ denotes the number of agreements in the corresponding bits of a and its shifted version $\mathbf{a}(k)$, and $D_{k}$ denotes the number of disagreements. Equivalently, $A_{k}$ is the number of 0's in one period of $\mathbf{a} \oplus \mathbf{a}(k)$, and $D_{k}=N-A_{k}$ is the number of 1's.

A deterministic function $x(t)$ with period $T$ is a cyclostationary process with autocorrelation $R_{x}(t, \tau)=x(t) x(t+\tau)$. We derive the average autocorrelation of the spreading waveform $p(t)$ assuming an ideal periodic spreading waveform of infinite extent and the rectangular chip waveform

$$
\psi(t)= \begin{cases}1, & 0 \leq t<T_{c}  \tag{2-48}\\ 0, & \text { otherwise }\end{cases}
$$

If a spreading sequence has period $N$, then $p(t)$ has period $T=N T_{c}$. If a chip boundary is aligned with $t=0$, then (2-2), (2-48), and (2-14) with $c=0$ give the average autocorrelation of $p(t)$ :

$$
\begin{equation*}
\bar{R}_{p}(\tau)=\frac{1}{N T_{c}} \sum_{i=0}^{N-1} p_{i} \sum_{l=-\infty}^{\infty} p_{l} \int_{0}^{N T_{c}} \psi\left(t-i T_{c}\right) \psi\left(t-l T_{c}+\tau\right) d t \tag{2-49}
\end{equation*}
$$

Any delay can be expressed in the form $\tau=k T_{c}+\epsilon$, where $k$ is an integer and $0 \leq \epsilon<T_{c}$. Substituting this form into (2-49), we observe that the integrand is nonzero only if $l=i+k$ or $l=i+k+1$. Therefore,

$$
\begin{align*}
\bar{R}_{p}\left(k T_{c}+\epsilon\right) & =\frac{1}{N T_{c}} \sum_{i=0}^{N-1} p_{i} p_{i+k} \int_{0}^{N T_{c}} \psi\left(t-i T_{c}\right) \psi\left(t-i T_{c}+\epsilon\right) d t \\
& +\frac{1}{N T_{c}} \sum_{i=0}^{N-1} p_{i} p_{i+k+1} \int_{0}^{N T_{c}} \psi\left(t-i T_{c}\right) \psi\left(t-i T_{c}+\epsilon-T_{c}\right) d t \tag{2-50}
\end{align*}
$$

Using (2-46) and (2-48) in (2-50), we obtain

$$
\begin{equation*}
\bar{R}_{p}\left(k T_{c}+\epsilon\right)=\left(1-\frac{\epsilon}{T_{c}}\right) \theta_{p}(k)+\frac{\epsilon}{T_{c}} \theta_{p}(k+1) \tag{2-51}
\end{equation*}
$$

where $\theta_{p}(k)$ is given by (2-47).
For a maximal sequence with $N=2^{m}-1,(2-47)$ and (2-31) imply that

$$
\theta_{p}(k)=\left\{\begin{array}{cc}
1, & k=0(\operatorname{modulo} N)  \tag{2-52}\\
-\frac{1}{N}, & k \neq 0(\operatorname{modulo} N)
\end{array}\right.
$$

The substitution of (2-52) into (2-51) yields $\bar{R}_{p}(\tau)$ over one period:

$$
\begin{equation*}
\bar{R}_{p}(\tau)=\frac{N+1}{N} \Lambda\left(\frac{\tau}{T_{c}}\right)-\frac{1}{N}, \quad|\tau| \leq N T_{c} / 2 \tag{2-53}
\end{equation*}
$$

Since it has period $N T_{c}$, the average autocorrelation of the maximal-sequence waveform can be compactly expressed as

$$
\begin{equation*}
\bar{R}_{p}(\tau)=\frac{N+1}{N} \Lambda\left(\frac{\tau}{T_{c}}\right)-\frac{1}{N}+\frac{N+1}{N} \sum_{i=-\infty, i \neq 0}^{\infty} \Lambda\left(\frac{\tau-i N T_{c}}{T_{c}}\right) \tag{2-54}
\end{equation*}
$$

Over one period, this autocorrelation resembles that of a random binary sequence, which is given by $(2-10)$ with $T=T_{c}$. Both autocorrelations are shown in Figure 2.9.

For the DS-BPSK signal with chip duration $T_{c}$ and energy $\mathcal{E}_{c}$ per chip,

$$
\begin{equation*}
s(t)=\sqrt{\frac{2 \mathcal{E}_{c}}{T_{c}}} d(t) p(t) \cos \left(2 \pi f_{c} t+\theta\right) \tag{2-55}
\end{equation*}
$$



Figure 2.9: Autocorrelations of maximal sequence and random binary sequence

The data modulation $d(t)$ is modeled as a random binary sequence with autocorrelation given by $(2-10)$, the chip waveform is given by $(2-48)$, and $\theta$ is modeled as a random variable uniformly distributed over $[0,2 \pi)$ and statistically independent of $d(t)$. We obtain the autocorrelation

$$
\begin{equation*}
R_{s}(t, \tau)=\frac{\mathcal{E}_{c}}{T_{c}} p(t) p(t+\tau) \Lambda\left(\frac{\tau}{T_{s}}\right) \cos 2 \pi f_{c} \tau \tag{2-56}
\end{equation*}
$$

where $p(t)$ is the periodic spreading waveform with period $T_{c}$. Since its mean is zero and $R_{s}\left(t+T_{s}, \tau\right)=R_{s}(t, \tau), s(t)$ is a cyclostationary process with period $T_{s}$. Substituting (2-56) into (2-14), we obtain the average autocorrelation of a direct-sequence signal:

$$
\begin{equation*}
\bar{R}_{s}(\tau)=\frac{\mathcal{E}_{c}}{T_{c}} \bar{R}_{p}(\tau) \Lambda\left(\frac{\tau}{T_{s}}\right) \cos 2 \pi f_{c} \tau \tag{2-57}
\end{equation*}
$$

where $\bar{R}_{p}(\tau)$ is the average autocorrelation of $p(t)$. If the spreading factor is $G=T_{s} / T_{c}=N$ and $G \geq 20$, the substitution of (2-54) into (2-57) and the discarding of negligible terms give

$$
\begin{align*}
& \bar{R}_{s}(\tau) \approx \frac{\mathcal{E}_{c}}{T_{s}}\left[(G+1) \Lambda\left(\frac{\tau}{T_{c}}\right)-1\right] \Lambda\left(\frac{\tau}{T_{s}}\right) \cos 2 \pi f_{c} \tau \\
\approx & \frac{\mathcal{E}_{c}}{T_{s}}\left[(G+1) \Lambda\left(\frac{\tau}{T_{c}}\right)-\Lambda\left(\frac{\tau}{T_{s}}\right)\right] \cos 2 \pi f_{c} \tau, G \geq 20 . \tag{2-58}
\end{align*}
$$

The evaluation of the Fourier transform by using (2-12) provides the average $P S D$ of a direct-sequence signal with a maximal spreading sequence:

$$
\begin{equation*}
S_{s}(f)=\frac{\mathcal{E}_{c}}{2}\left[S_{s 1}\left(f-f_{c}\right)+S_{s 1}\left(f+f_{c}\right)\right] \tag{2-59}
\end{equation*}
$$

where the lowpass equivalent PSD is

$$
\begin{equation*}
S_{s 1}(f) \approx \frac{G+1}{G} \operatorname{sinc}^{2}\left(f T_{c}\right)-\operatorname{sinc}^{2}\left(f T_{s}\right) \tag{2-60}
\end{equation*}
$$

This PSD is plotted in Figure 2.10. The low values of the PSD in the vicinity of $f T_{c}=0$ are due to the imbalance of the ones and zeroes in a maximal sequence.

A pseudonoise or pseudorandom sequence is a periodic binary sequence with a nearly even balance of 0's and 1's and an autocorrelation that roughly resembles, over one period, the autocorrelation of a random binary sequence.


Figure 2.10: Power spectral density of direct-sequence signal with maximal spreading sequence and $\mathrm{G}=31$

Maximal sequences are pseudonoise sequences with autocorrelations that facilitate timing synchronization in the receiver (Chapter 4). However, maximal sequences do not have favorable cross-correlations and are inadequate when direct-sequence systems are part of a network with multiple-access interference. Consequently, maximal sequences are not used as spreading sequences in networks of direct-sequence systems, but they provide building blocks for the construction of other sequences that are inherently resistant to multiple-access interference (Chapter 7).

## Walsh Sequences

Short orthogonal sequences potentially enable multiple users to synchronously transmit messages without causing mutual interference in the receiver. They also serve as components of composite sequences (Chapter 7).

In constructing $N$ orthonormal sequences of length $N$ with components in $\{-1,+1\}$, the first issue is to establish the values of $N$ for which the construction is possible. Since the cross-correlation of two sequences is proportional to the number of chip agreements minus the number of disagreements, $N$ must be an even number. To find further necessary conditions, suppose that $N$ orthonormal sequences are represented as rows in an $N \times N$ matrix $\mathbf{H}$ with elements equal
to +1 or -1 . An interchange of the rows or columns of $\mathbf{H}$ or a multiplication of a row or column by -1 does not change the orthonormality. By multiplying by -1 those columns with -1 in the first row, we obtain an $\mathbf{H}$ with a first row that has all elements equal to +1 . The orthonormality condition then requires that each of the $N-1$ remaining rows must have $N / 2$ elements equal to +1 and $N / 2$ elements equal to -1 . An appropriate interchange of columns establishes a second row with its first $N / 2$ elements equal to +1 and its remaining $N / 2$ elements equal to -1 . If $N \geq 4$, and there are $\alpha$ elements equal to +1 in the first half of the third row and $N / 2-\alpha$ in the second half, then the orthogonality of the second and third rows requires that $\alpha=N / 2-\alpha$, which implies that $\alpha=N / 4$. Since $\alpha$ must be an integer, $N$ must be divisible by 4 . Thus, $a$ necessary condition for the existence of $N$ orthonormal sequences of length $N$ is that $N=2$ or $N$ is a multiple of 4 .

This necessary condition is not a sufficient condition. However a specific construction procedure establishes the existence of $2^{n} \times 2^{n}$ matrices with orthonormal rows for $n \geq 1$. Two binary sequences, each of length two, are orthogonal if each sequence is described by one of the rows of the $2 \times 2$ matrix

$$
\mathbf{H}_{1}=\left[\begin{array}{ll}
+1 & +1  \tag{2-61}\\
+1 & -1
\end{array}\right]
$$

A set of $2^{n}$ mutually orthogonal sequences, each of length $2^{n}$, is obtained by using the rows of the matrix

$$
\mathbf{H}_{n}=\left[\begin{array}{ll}
\mathbf{H}_{n-1} & \mathbf{H}_{n-1}  \tag{2-62}\\
\mathbf{H}_{n-1} & \overline{\mathbf{H}}_{n-1}
\end{array}\right], \quad n \geq 2
$$

where $\overline{\mathbf{H}}_{n-1}$ is the complement of $\mathbf{H}_{n-1}$, obtained by replacing each +1 and -1 by -1 and +1 , respectively, and $\mathbf{H}_{1}$ is defined by (2-61). Any pair of rows in $\mathbf{H}_{n}$ differ in exactly $2^{n-1}$ columns, thereby ensuring orthogonality of the corresponding sequences. The $2^{n} \times 2^{n}$ matrix $\mathbf{H}_{n}$, which is called a Hadamard matrix, can be used to generate $2^{n}$ orthogonal spreading sequences for synchronous direct-sequence communications. The orthogonal spreading sequences generated from a Hadamard matrix are called Walsh sequences.

### 2.3 Long Nonlinear Sequences

A long spreading sequence is a spreading sequence with a period that is much longer than the data-symbol duration and may even exceed the message duration. A short spreading sequence is a spreading sequence with a period that is equal to or less than the data-symbol duration. Since short sequences are susceptible to interception, mathematical cryptanalysis, and hence regeneration, long spreading sequences and programmable sequence generators are needed for communications with a high level of security. However, if a modest level of security is acceptable, short or moderate-length spreading sequences are preferable for rapid acquisition, burst communications, multiple-access communications, and multiuser detection. Suitable short spreading sequences, notably the Hadamard, Gold, and Kasami sequences, are covered in Chapter 7.

## Susceptibility to Cryptanalysis

The algebraic structure of linear feedback shift registers makes them susceptible to cryptanalysis. Let

$$
\begin{equation*}
\mathbf{c}=\left[c_{1} c_{2} \ldots c_{m}\right]^{T} \tag{2-63}
\end{equation*}
$$

denote the column vector of the $m$ feedback coefficients of an $m$-stage linear feedback shift register, where $T$ denotes the transpose of a matrix or vector. The column vector of $m$ successive sequence bits produced by the shift register starting at bit $i$ is

$$
\mathbf{a}_{i}=\left[\begin{array}{lll}
a_{i} & a_{i+1} & \ldots a_{i+m-1} \tag{2-64}
\end{array}\right]^{T} .
$$

Let $\mathbf{A}(i)$ denote the $m \times m$ matrix with columns consisting of the $\mathbf{a}_{k}$ vectors for $i \leq k \leq i+m-1$ :

$$
\mathbf{A}(i)=\left[\begin{array}{llll}
a_{i+m-1} & a_{i+m-2} & \cdots & a_{i}  \tag{2-65}\\
a_{i+m} & a_{i+m-1} & \cdots & a_{i+1} \\
\vdots & \vdots & & \vdots \\
a_{i+2 m-2} & a_{i+2 m-3} & \cdots & a_{i+m-1}
\end{array}\right]
$$

The linear recurrence relation (2-20) indicates that the shift-register sequence and feedback coefficients are related by

$$
\begin{equation*}
\mathbf{a}_{i+m}=\mathbf{A}(i) \mathbf{c}, \quad i \geq 0 \tag{2-66}
\end{equation*}
$$

If $2 m$ consecutive shift-register sequence bits are known, then $\mathbf{A}(i)$ and $\mathbf{a}_{i+m}$ are completely known for some $i$. If $\mathbf{A}(i)$ is invertible, then the feedback coefficients can be computed from

$$
\begin{equation*}
\mathbf{c}=\mathbf{A}^{-1}(i) \mathbf{a}_{i+m}, \quad i \geq 0 . \tag{2-67}
\end{equation*}
$$

A shift-register sequence is completely determined by the feedback coefficients and any state vector. Since any $m$ successive sequence bits determine a state vector, $2 m$ successive bits provide enough information to reproduce the shiftregister sequence unless $\mathbf{A}(i)$ is not invertible. In that case, one or more additional bits are required.

## Nonlinear Sequence Generators

If a binary sequence has period $n$, it can always be generated by an $n$-stage linear feedback shift register by connecting the output of the last stage to the input of the first stage and inserting $n$ consecutive bits of the sequence into the shift-register, as illustrated in Figure 2.11. The polynomial associated with one period of the binary sequence is

$$
\begin{equation*}
g(x)=\sum_{i=0}^{n-1} a_{i} x^{i} . \tag{2-68}
\end{equation*}
$$

The characteristic function is $1+x^{n}$.


Figure 2.11: Linear generator of binary sequence with period $n$

Let $\operatorname{gcd}\left(g(x), 1+x^{n}\right)$ denote the greatest common polynomial divisor of the polynomials $g(x)$ and $1+x^{n}$. Then (2-39) implies that the generating function of the sequence may be expressed as

$$
\begin{equation*}
G(x)=\frac{g(x) / \operatorname{gcd}\left(g(x), 1+x^{n}\right)}{\left(1+x^{n}\right) / \operatorname{gcd}\left(g(x), 1+x^{n}\right)} . \tag{2-69}
\end{equation*}
$$

If $\operatorname{gcd}\left(g(x), 1+x^{n}\right) \neq 1$, the degree of the denominator of $G(x)$ is less than $n$. Therefore, the sequence represented by $G(x)$ can be generated by a linear feedback shift register with fewer stages than $n$ and with the characteristic polynomial given by the denominator. The appropriate initial state can be determined from the coefficients of the numerator.

The linear equivalent of the generator of a sequence is the linear shift register with the fewest stages that produce the sequence. The number of stages in the linear equivalent is called the linear span or linear complexity of the sequence. If the linear span is equal to $m$, then (2-67) determines the linear equivalent after the observation of $2 m$ consecutive sequence bits.

Security improves as the linear span of a shift-register sequence increases, but there are practical limits to the number of shift-register stages. To produce shift-register sequences with a large enough linear span for high security, the feedback logic in Figure 2.5 may be nonlinear. Among other alternatives, the outputs of two or more linear feedback shift registers or several outputs of shift-register stages may be applied to a nonlinear device to produce the final shift-register sequence. Nonlinear generators with relatively few shift-register stages can produce sequences with an enormous linear span.

A spread-spectrum key is a set of parameters that determines the generation of a specific spreading sequence. The initial states of the shift registers, the feedback connections, and which stages are accessed for other purposes may be determined by the spread-spectrum key that is the ultimate source of the security of the spreading sequences. The basic architecture or configuration of a sequence generator cannot be kept secret indefinitely, so the key does not contain this type of information. A change in the key of a generator must result in a major change in its shift-register sequence.

Example 3. Figure 2.12a depicts a nonlinear generator that preserves the linear feedback shift register but performs a nonlinear operation on the outputs of the stages. Two stages have their outputs applied to an AND gate to produce the shift-register sequence. The initial contents of the shift-register stages are indicated by the enclosed binary numbers. Since the linear generator produces a maximal sequence of length 7, the nonlinear sequence has period 7. The first


Figure 2.12: (a) Nonlinear generator and (b) its linear equivalent
period of the sequence is (0000011), from which the linear equivalent with the initial contents shown in Figure 2.12b is derived by evaluating (2-69).

A key for the nonlinear generator of Figure 2.12a comprises the six bits 001011, the first three of which specify the initial contents, and the second three of which specify the feedback connections. A key for the linear generator of Figure 2.12b comprises the twelve bits 100000111111.

Although a large linear span is necessary for the cryptographic integrity of a sequence, it is not necessarily sufficient because other statistical characteristics, such as a nearly even distribution of 1 's and 0 's, are required. A long sequence of many 0 's followed by a single 1 has a linear span equal to the length of the sequence, but the sequence is very weak. The generator of Figure 2.12a produces a relatively large number of 0's because the AND gate produces a 1 only if both of its inputs are 1's.

Example 4. A sequence generator that uses a multiplexer is shown in Figure 2.13. The outputs of various stages of feedback shift register 1 are applied to the multiplexer, which interprets the binary number determined by these outputs as an address. The multiplexer uses this address to select one of the stages of feedback shift register 2 . The selected stage provides the multiplexer output and hence one bit of the output sequence. Suppose that shift register 1 has $m$ stages and shift register 2 has $n$ stages. If $h$ stages of shift register 1 , where $h \leq m$, are applied to the multiplexer, then the address is one of the numbers $0,1, \ldots, 2^{h}-1$. Therefore, if $n \geq 2^{h}$, each address specifies a distinct stage of shift register 2. A key of $2 m+2 n+h$ bits specifies the initial states of the two registers, the feedback connections, and which stages are used for addressing. The feedback of both shift registers may be nonlinear, but the structures of the nonlinearities are not specified by the key.


Figure 2.13: Nonlinear sequence generator with multiplexer

### 2.4 DS-BPSK System

Modulations are considered energy efficient if they provide a relatively low bit error rate for a given received energy regardless of the bandwidth requirements. Modulations are considered spectrally efficient if they provide a relatively high received information rate for a given bandwidth regardless of the bit error rate. Spread-spectrum systems are designed to be energy efficient rather than spectrally efficient. Although $q$-ary PAM systems with $q>4$ and differential $q$-ary PSK systems with $q \geq 4$ have higher spectral efficiencies than binary systems, they are unsuitable for direct-sequence systems because of their lower energy efficiencies. Therefore, we focus on the BPSK, QPSK, DPSK, and CSK modulations in this chapter.

A received DS-BPSK signal with ideal carrier synchronization can be represented during a codeword of $n$ symbols by

$$
\begin{equation*}
s(t)=\sum_{l=0}^{n-1} \alpha_{l} \sqrt{2 \mathcal{E}_{s}} d_{l} p_{l}(t) \cos 2 \pi f_{c} t, \quad 0 \leq t \leq n T_{s} \tag{2-70}
\end{equation*}
$$

where $\alpha_{l}$ is the fading amplitude, $\mathcal{E}_{s}$ is the energy per symbol when $\alpha_{l}=1$, $d_{l}= \pm 1$ is the $l$ th code symbol, $p_{l}(t)$ is the spreading waveform for $d_{l}$, and $f_{c}$ is the carrier frequency. Each data or code symbol has a duration of $T_{s}$. The spreading waveform for the $l$ th symbol interval is

$$
\begin{equation*}
p_{l}(t)=\sum_{i=0}^{G-1} p_{l, i} \psi\left(t-i T_{c}-l T_{s}\right) \cos 2 \pi f_{c} t, \quad l T_{s} \leq t \leq(l+1) T_{s} \tag{2-71}
\end{equation*}
$$

where $p_{l, i}= \pm 1$, the chip duration is $T_{c}$, and the spreading factor is a positive integer $G=T_{s} / T_{c}$. Assuming that the chip waveform $\psi(t)$ is well-approximated by a waveform of duration $T_{c}$, it is convenient, and entails no loss of generality, to normalize the energy of $\psi(t)$ according to

$$
\begin{equation*}
\int_{0}^{T_{c}} \psi^{2}(t) d t=\frac{1}{G} \tag{2-72}
\end{equation*}
$$

Using this equation and assuming that $f_{c} \gg 1 / T_{c}$ so that an integral over a double-frequency term is negligible, an integration of $s(t)$ over a code-symbol interval indicates that $\mathcal{E}_{s}$ is the energy per code symbol.

A normalized rectangular chip waveform has

$$
\psi(t)=\left\{\begin{array}{cl}
\frac{1}{\sqrt{T_{s}}}, & 0 \leq t<T_{c}  \tag{2-73}\\
0, & \text { otherwise }
\end{array}\right.
$$

This idealized waveform cannot be transmitted and received over a realistic channel, but it is useful as a mathematically tractable approximation. A normalized sinusoidal chip waveform has

$$
\psi(t)=\left\{\begin{array}{cl}
\sqrt{\frac{2}{T_{s}}} \sin \left(\frac{\pi}{T_{c}} t\right), & 0 \leq t \leq T_{c}  \tag{2-74}\\
0, & \text { otherwise }
\end{array}\right.
$$

To determine the receiver structure, we assume that the received signal and noise is $r(t)=s(t)+n(t)$, where $n(t)$ denotes the zero-mean, white Gaussian noise with a time-varying noise power spectral density. A frequency translation or downconversion to baseband is followed by matched filtering. Matched-filter $l$, which is matched to $p_{l}(t)$, produces the output samples

$$
\begin{equation*}
y_{l}=\sqrt{2} \int_{l T_{s}}^{(l+1) T_{s}}[s(t)+n(t)] p_{l}(t) \cos \left(2 \pi f_{c} t\right) d t, \quad l=0,1,2, \ldots, n-1 \tag{2-75}
\end{equation*}
$$

where the factor $\sqrt{2}$ has been inserted for mathematical convenience. Substituting (2-70) and assuming that $f T_{s} \gg 1$, we obtain

$$
\begin{equation*}
y_{l}=\alpha_{l} \sqrt{\mathcal{E}_{s}} d_{l}+n_{l}, \quad l=0,1,2, \ldots, n-1 \tag{2-76}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{l}=\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} n(t) p_{l}(t) \cos \left(2 \pi f_{c} t\right) d t \tag{2-77}
\end{equation*}
$$

Applying the noise analysis of Section 1.1, we find that the joint density of $y_{l}$ given $d_{l}$ is

$$
\begin{equation*}
f\left(y_{l} \mid d_{l}\right)=\frac{1}{\pi N_{0 l}} \exp \left[\frac{\left(y_{l}-\alpha_{l} \sqrt{\mathcal{E}_{s}} d_{l}\right)^{2}}{N_{0 l}}\right], \quad l=0,1, \ldots, n-1 \tag{2-78}
\end{equation*}
$$

where $N_{0 l} / 2$ denotes the noise-power spectral density during the reception of symbol $l$. Applying the analytical method of Section 1.1 and dropping irrelevant terms and factors, we find that the codeword metric is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=0}^{n} d_{l} \frac{\alpha_{l} y_{l}}{N_{0 l}} \tag{2-79}
\end{equation*}
$$

where $\mathbf{d}$ is the set of $n$ data symbols. In the $l$ th term, the factor $\alpha_{l} y_{l} / N_{0 i}$ is called a symbol metric because it depends on a single symbol.


Figure 2.14: Basic elements of the demodulator for DS-BPSK

The main components of the conventional receiver for DS-BPSK are shown in Figure 2.14. In the receiver, the radio-frequency front end includes devices for wideband filtering, automatic gain control, and other tasks. These devices are assumed to have a minor effect on the operation of the demodulator and hence are omitted from the figure and subsequent analysis. Figure 2.14 depicts a demodulator in the form of a correlator that is more practical and flexible for digital processing than the illustrative one shown in Figure 2.2. It is a suboptimal but reasonable approach against non-Gaussian interference.

In the demodulator of Figure 2.14, the output of a synchronization system is applied to a mixer that removes the carrier of the received signal and thereby provides a baseband input to the chip-matched filter (CMF). The output of the chip-matched filter is applied to the analog-to-digital converter (ADC) that uses the synchronized chip-rate clock to produce chip-rate samples that are represented by several bits for subsequent digital computation. These chiprate samples are applied to a despreader consisting of a mixer followed by an accumulator. The mixer multiplies the samples by the synchronized chips generated by the acquisition and tracking system. Then $G$ successive products are added in an accumulator to produce the $\left\{y_{l}\right\}$ at the symbol rate.

For soft-decision decoding, channel-state information is used to compute the symbol metrics. For each codeword, the codeword metrics are computed by adding the symbol metrics, and a codeword decision is made. Alternatively, successive hard decisions are made based on the signs of the $\left\{y_{l}\right\}$. The resulting symbol sequence is used to make a codeword decision.

The sequence generator, multiplier, and summer function as a discrete-time matched filter that is matched to each $G$-bit sequence of the spreading sequence. This matched filter has a fixed impulse response for short spreading sequences and has a time-varying impulse response for long spreading sequences.

Because of the large bandwidth of a direct-sequence signal, the energy of a symbol can be largely confined to the symbol interval. For the AWGN channel, the output of a matched filter is largely confined to a time interval of shorter
duration than a symbol duration, and the intersymbol interference is negligible. For a fading channel, if the multipath delay spread (Section 6.2) is less than the data-symbol duration $T_{s}$ and the spreading factor $G$ is sufficiently large, then the intersymbol interference is negligible. The lack of significant intersymbol interference is an important advantage of direct-sequence communications and is always assumed in this chapter.

In the subsequent analysis of the impact of interference, perfect phase, frequency, sequence, and symbol synchronizations are assumed. Although higher sampling rates may be advantageous in practical systems, chip-rate sampling suffices in principle and is assumed in the analysis.

It is assumed that fading is absent and that the AWGN channel is not time-varying so that the codeword metric is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=0}^{n} d_{i} y_{i} . \tag{2-80}
\end{equation*}
$$

Therefore, a hard decision for a single symbol $l$ is $\widehat{d_{l}}=\operatorname{sgn}\left(y_{l}\right)$.
The received signal over a symbol interval is

$$
\begin{equation*}
r(t)=s(t)+i(t)+n(t), \quad 0 \leq t \leq T_{s} \tag{2-81}
\end{equation*}
$$

where $i(t)$ is the interference, and $n(t)$ denotes the zero-mean, white Gaussian noise. If $f_{c} \gg 1 / T_{c}$, then the $i$ th chip associated with data symbol $d_{0}$ at the output of the ADC is

$$
\begin{align*}
Z_{i} & =\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} r(t) \psi\left(t-i T_{c}\right) \cos 2 \pi f_{c} t d t \\
& =S_{i}+J_{i}+N_{s i}, \quad 0 \leq i \leq G-1 \tag{2-82}
\end{align*}
$$

where the $\sqrt{2}$ is introduced for mathematical convenience, and

$$
\begin{gather*}
S_{i}=\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} s(t) \psi\left(t-i T_{c}\right) \cos 2 \pi f_{c} t d t=d_{0} \frac{\sqrt{\mathcal{E}_{s}}}{G}  \tag{2-83}\\
J_{i}=\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} i(t) \psi\left(t-i T_{c}\right) \cos 2 \pi f_{c} t d t  \tag{2-84}\\
N_{s i}=\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} n(t) \psi\left(t-i T_{c}\right) \cos 2 \pi f_{c} t d t . \tag{2-85}
\end{gather*}
$$

The symbol metric is

$$
\begin{align*}
V & =y_{0}=\sum_{i=0}^{G-1} p_{i} Z_{i} \\
& =d_{0} \sqrt{\mathcal{E}_{s}}+V_{1}+V_{2} \tag{2-86}
\end{align*}
$$

where

$$
\begin{gather*}
V_{1}=\sum_{i=0}^{G-1} p_{i} J_{i}  \tag{2-87}\\
V_{2}=\sum_{i=0}^{G-1} p_{i} N_{s i} . \tag{2-88}
\end{gather*}
$$

The white Gaussian noise has autocorrelation

$$
\begin{equation*}
R_{n}(\tau)=\frac{N_{0}}{2} \delta(\tau) \tag{2-89}
\end{equation*}
$$

where $N_{0} / 2$ is the two-sided noise PSD. As explained in Section 1.1, the $\left\{N_{s i}\right\}$ are real-valued, zero-mean, independent, identically distributed Gaussian random variables. Since $V_{2}$ is a linear combination of these independent random variables, $V_{2}$ is a Gaussian random variable. Assuming that $f_{c} \gg 1 / T_{c}$, (2-85), (2-88), and (2-89) yield

$$
\begin{equation*}
E\left[V_{2}\right]=0, \operatorname{var}\left(V_{2}\right)=\frac{N_{0}}{2} \tag{2-90}
\end{equation*}
$$

It is natural and analytically desirable to model a long spreading sequence as a random binary sequence. This model does not seem to obscure important exploitable characteristics of long sequences and is a reasonable approximation even for short sequences. A random binary sequence consists of statistically independent symbols, each of which takes the value +1 with probability $1 / 2$ or the value -1 with probability $1 / 2$. Thus, $E\left[p_{i}\right]=E[p(t)]=0$. It then follows from (2-87) that $E\left[V_{1}\right]=0$. Since $p_{i}$ and $p_{k}$ are independent for $i \neq k$,

$$
\begin{equation*}
E\left[p_{i} p_{k}\right]=0, \quad i \neq k \tag{2-91}
\end{equation*}
$$

and hence

$$
\begin{equation*}
E\left[V_{1}\right]=0, \operatorname{var}\left(V_{1}\right)=\sum_{i=0}^{G-1} E\left[J_{i}^{2}\right] \tag{2-92}
\end{equation*}
$$

Since $V_{1}$ is the sum of independent, uniformly bounded random variables, the central limit theorem (Corollary 2, Appendix A.2) implies that the probability distribution function of $V_{1}$ is approximately Gaussian if $G \gg 1$. Since the terms in $V_{2}$ are derived from white noise, $V_{1}$ and $V_{2}$ are independent. Therefore, the symbol metric $V$ is Gaussian with the mean and variance given by

$$
\begin{array}{r}
E[V]=d_{0} \sqrt{\mathcal{E}_{s}} \\
\operatorname{var}(V)=\frac{N_{0}}{2}+\sum_{i=0}^{G-1} E\left[J_{i}^{2}\right] \tag{2-94}
\end{array}
$$

Consider hard decisions based on the symbol metrics. If $d_{0}=+1$ represents the logic symbol 1 and $d_{0}=-1$ represents the logic symbol 0 , then the comparator produces the symbol 1 if $V>0$ and the symbol 0 if $V<0$. An error
occurs if $V<0$ when $d_{0}=+1$ or if $V>0$ when $d_{0}=-1$. The probability that $V=0$ is zero. Since $V$ has a Gaussian distribution, a straightforward evaluation indicates that the symbol-error probability is

$$
\begin{equation*}
P_{s}=Q\left[\frac{|E[V]|}{\sqrt{\operatorname{var}(V)}}\right] \tag{2-95}
\end{equation*}
$$

where $Q(x)$ is defined by (1-43).

## Tone Interference at Carrier Frequency

For tone interference with the same carrier frequency as the desired signal, a nearly exact, closed-form equation for the symbol error probability can be derived. The tone interference has the form

$$
\begin{equation*}
i(t)=\sqrt{2 I} \cos \left(2 \pi f_{c} t+\phi\right) \tag{2-96}
\end{equation*}
$$

where $I$ is the average power and $\phi$ is the phase relative to the desired signal. Assuming that $f_{c} \gg 1 / T_{c}$, then (2-84), (2-87), (2-96), and a change of variables give

$$
\begin{equation*}
V_{1}=\sqrt{I} \cos \phi \sum_{i=0}^{G-1} p_{i} \int_{0}^{T_{c}} \psi(t) d t \tag{2-97}
\end{equation*}
$$

Let $k_{1}$ denote the number of chips in $\left[0, T_{s}\right]$ for which $p_{i}=+1$; the number for which $p_{i}=-1$ is $G-k_{1}$. Equations (2-97), (2-73), and (2-74) yield

$$
\begin{equation*}
V_{1}=\sqrt{\frac{I \kappa}{T_{s}}} T_{c}\left(2 k_{1}-G\right) \cos \phi \tag{2-98}
\end{equation*}
$$

where $\kappa$ depends on the chip waveform, and

$$
\kappa= \begin{cases}1, & \text { rectangular chip }  \tag{2-99}\\ \frac{8}{\pi^{2}}, & \text { sinusoidal chip }\end{cases}
$$

These equations indicate that the use of sinusoidal chip waveforms instead of rectangular ones reduces by $\sqrt{8 / \pi^{2}}=0.46 \mathrm{~dB}$ the effect of tone interference at the carrier frequency. Equation (2-98) indicates that tone interference at the carrier frequency is completely rejected if $G$ is even and hence $k_{1}=G / 2$ in every symbol interval.

In the random-binary-sequence model, $p_{i}$ is equally likely to be +1 or -1 . Therefore, the conditional symbol error probability given the value of $\phi$ is

$$
\begin{equation*}
P_{s}(\phi)=\sum_{k_{1}=0}^{G}\binom{G}{k_{1}}\left(\frac{1}{2}\right)^{G}\left[\frac{1}{2} P_{s}\left(\phi, k_{1},+1\right)+\frac{1}{2} P_{s}\left(\phi, k_{1},-1\right)\right] \tag{2-100}
\end{equation*}
$$

where $P_{s}\left(\phi, k_{1}, d_{0}\right)$ is the conditional symbol error probability given the values of $\phi, k_{1}$, and $d_{0}$. Under these conditions, $V_{1}$ is a constant, and hence $V$ has a

Gaussian distribution. Equations (2-86) and (2-98) imply that the conditional expected value of $V$ is

$$
\begin{equation*}
E\left[V \mid \phi, k_{1}, d_{0}\right]=d_{0} \sqrt{\mathcal{E}_{s}}+\sqrt{\frac{I \kappa}{T_{s}}} T_{c}\left(2 k_{1}-G\right) \cos \phi \tag{2-101}
\end{equation*}
$$

The conditional variance of $V$ is equal to the variance of $V_{2}$, which is given by (2-90). Using (2-95) to evaluate $P_{s}\left(\phi, k_{1},+1\right)$ and $P_{s}\left(\phi, k_{1},-1\right)$ separately and then consolidating the results yield

$$
\begin{equation*}
P_{s}\left(\phi, k_{1}, d_{0}\right)=Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}}+d_{0} \sqrt{\frac{2 I T_{c} \kappa}{G N_{0}}}\left(2 k_{1}-G\right) \cos \phi\right] . \tag{2-102}
\end{equation*}
$$

Assuming that $\phi$ is uniformly distributed over $[0,2 \pi)$ during each symbol interval and exploiting the periodicity of $\cos \phi$, we obtain the symbol error probability

$$
\begin{equation*}
P_{s}=\frac{1}{\pi} \int_{0}^{\pi} P_{s}(\phi) d \phi \tag{2-103}
\end{equation*}
$$

where $P_{s}(\phi)$ is given by (2-100) and (2-102).

## General Tone Interference

To simplify the preceding equations for $P_{s}$ and to examine the effects of tone interference with a carrier frequency different from the desired frequency, a Gaussian approximation is used. Consider interference due to a single tone of the form

$$
\begin{equation*}
i(t)=\sqrt{2 I} \cos \left(2 \pi f_{1} t+\theta_{1}\right) \tag{2-104}
\end{equation*}
$$

where $I, f_{1}$, and $\theta_{1}$ are the average power, frequency, and phase angle of the interference signal at the receiver. The frequency $f_{1}$ is assumed to be close enough to the desired frequency $f_{c}$ that the tone is undisturbed by the initial wideband filtering that precedes the correlator. If $f_{1}+f_{c} \gg f_{d}=f_{1}-f_{c}$ so that a term involving $f_{1}+f_{c}$ is negligible, then (2-104), (2-84), and a change of variable yield

$$
\begin{equation*}
J_{i}=\sqrt{I} \int_{0}^{T_{c}} \psi(t) \cos \left(2 \pi f_{d} t+\theta_{1}+i 2 \pi f_{d} T_{c}\right) d t \tag{2-105}
\end{equation*}
$$

Substitution into (2-87) gives

$$
\begin{equation*}
\operatorname{var}\left(V_{1}\right)=I \sum_{i=0}^{G-1}\left[\int_{0}^{T_{c}} \psi(t) \cos \left(2 \pi f_{d} t+\theta_{1}+i 2 \pi f_{d} T_{c}\right) d t\right]^{2} \tag{2-106}
\end{equation*}
$$

For a rectangular chip waveform, evaluation of the integral and trigonometry
yields

$$
\begin{align*}
& \operatorname{var}\left(V_{1}\right)=\frac{I T_{c}}{G} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right) \sum_{i=0}^{G-1}\left[\cos \left(i 2 \pi f_{d} T_{c}+\theta_{1}+\pi f_{d} T_{c}\right)\right]^{2} \\
& =\frac{I T_{c}}{2 G} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right)\left[G+\sum_{i=0}^{G-1} \cos \left(i 4 \pi f_{d} T_{c}+2 \theta_{1}+2 \pi f_{d} T_{c}\right)\right] \tag{2-107}
\end{align*}
$$

To evaluate the inner summation, we use the identity

$$
\begin{equation*}
\sum_{\nu=0}^{n-1} \cos (a+\nu b)=\cos \left(a+\frac{n-1}{2} b\right) \frac{\sin (n b / 2)}{\sin (b / 2)} \tag{2-108}
\end{equation*}
$$

which is proved by using mathematical induction and trigonometric identities. Evaluation and simplification yield

$$
\begin{equation*}
\operatorname{var}\left(V_{1}\right)=\frac{I T_{c}}{2} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right)\left[1+\frac{\operatorname{sinc}\left(2 f_{d} T_{s}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos 2 \phi\right] \tag{2-109}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi=\theta_{1}+\pi f_{d} T_{s} \tag{2-110}
\end{equation*}
$$

Since $V_{1}$ is the sum of independent, uniformly bounded random variables, the central limit theorem (Corollary 2, Appendix A.2) implies that the conditional distribution function of $V_{1}$ given the value of $\phi$ is approximately Gaussian if $G \gg 1$. The independence of the thermal noise and the interference then imply that the conditional distribution of $V$ is approximately Gaussian with mean and variance given by (2-93) and (2-94).

Using (2-109) and (2-95), we find that the conditional symbol error probability for rectangular chip waveforms is approximated by

$$
\begin{equation*}
P_{s}(\phi)=Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}(\phi)}}\right] \tag{2-111}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0 e}(\phi)=N_{0}+I T_{c} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right)\left[1+\frac{\operatorname{sinc}\left(2 f_{d} G T_{c}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos 2 \phi\right] \tag{2-112}
\end{equation*}
$$

and $N_{0 e}(\phi) / 2$ can be interpreted as the equivalent two-sided PSD of the interference and noise, given the value of $\phi$.

For sinusoidal chip waveforms, the substitution of (2-74) into (2-106), and then the use of trigonometric identities, simple integrations, and (2-108) yield (2-111) with

$$
\begin{equation*}
N_{0 e}(\phi)=N_{0}+I T_{c}\left(\frac{8}{\pi^{2}}\right)\left(\frac{\cos \pi f_{d} T_{c}}{1-4 f_{d}^{2} T_{c}^{2}}\right)^{2}\left[1+\frac{\operatorname{sinc}\left(2 f_{d} G T_{c}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos 2 \phi\right] \tag{2-113}
\end{equation*}
$$



Figure 2.15: Symbol error probability for DS-BPSK system, tone interference at carrier frequency, and $G=17 \mathrm{~dB}$

Equations (2-112) and (2-113) indicate that a sinusoidal chip waveform provides a $\pi^{2} / 8=0.91 \mathrm{~dB}$ advantage relative to a rectangular chip waveform when $f_{d}=0$, but this advantage decreases as $\left|f_{d}\right|$ increases and ultimately disappears.

If $\theta_{1}$ in (2-110) is modeled as a random variable that is uniformly distributed over $[0,2 \pi)$ during each symbol interval, then the modulo- $2 \pi$ character of $\cos 2 \phi$ in (2-112) implies that its distribution is unchanged if $\phi$ is assumed to be uniformly distributed over $[0,2 \pi)$. The symbol error probability, which is obtained by averaging $P_{s}(\phi)$ over the range of $\phi$, is

$$
\begin{equation*}
P_{s}=\frac{2}{\pi} \int_{0}^{\pi / 2} Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}(\phi)}}\right] d \phi \tag{2-114}
\end{equation*}
$$

where the fact that $\cos 2 \phi$ takes all its possible values over $[0, \pi / 2]$ has been used to shorten the integration interval.

Example 5. Figure 2.15 depicts the symbol error probability as a function of the despread signal-to-interference ratio, $\mathcal{E}_{s} / I T_{c}$, for one tone-interference signal, rectangular chip waveforms, $f_{d}=0, G=50=17 \mathrm{~dB}$, and $\mathcal{E}_{s} / N_{0}=14$ dB and 20 dB . One pair of graphs are computed using the approximate model of (2-112) and (2-114), whereas the other pair are derived from the nearly exact model of $(2-100)$, $(2-102)$, and $(2-103)$ with $\kappa=1$. For the nearly exact model, $P_{s}$ depends not only on $\mathcal{E}_{s} / I T_{c}$, but also on $G$. A comparison of the two graphs indicates that the error introduced by the Gaussian approximation is on the order of or less than 0.1 dB when $P_{s} \geq 10^{-6}$. This example and others provide evidence that the Gaussian approximation introduces insignificant error if $G \geq 50$ and practical values for the other parameters are assumed.

Example 6. Figure 2.16 uses the approximate model to plot $P_{s}$ versus the normalized frequency offset $f_{d} T_{c}$ for rectangular and sinusoidal chip waveforms, $G=17 \mathrm{~dB}, \mathcal{E}_{s} / N_{0}=14 \mathrm{~dB}$, and $\mathcal{E}_{s} / I T_{c}=10 \mathrm{~dB}$. There is a sharp decrease in the symbol error probability even for small values of the frequency offset. The


Figure 2.16: Symbol error probability for DS-BPSK system, rectangular and sinusoidal chip waveforms, $G=17 \mathrm{~dB}, \mathcal{E}_{s} / N_{0}=14 \mathrm{~dB}$, and $\mathcal{E}_{s} / I T_{c}=10 \mathrm{~dB}$ in the presence of tone interference
performance advantage of sinusoidal chip waveforms is apparent, but their realization in a received BPSK waveform is impeded by the distortions introduced by the transmitter and communication channel.

## Gaussian Interference

Gaussian interference is interference that approximates a zero-mean Gaussian process (Appendix A.1) for which the $\left\{J_{i}\right\}$ are independent Gaussian random variables. Assuming that $\psi(t)$ is rectangular,

$$
\begin{equation*}
E\left[J_{i}^{2}\right]=\frac{1}{T_{s}} \int_{0}^{T_{c}} \int_{0}^{T_{c}} R\left(t_{1}-t_{2}\right) \cos \left(2 \pi f_{c} t_{1}\right) \cos \left(2 \pi f_{c} t_{2}\right) d t_{1} d t_{2} \tag{2-115}
\end{equation*}
$$

where $R(t)$ is the autocorrelation of $i(t)$. After a trigonometric expansion, we change variables by using $\tau=t_{1}-t_{2}$ and $s=t_{1}+t_{2}$. Since the Jacobian of this transformation is 2 , we obtain

$$
\begin{align*}
E\left[J_{i}^{2}\right] & =\frac{1}{2 T_{s}} \int_{-T_{c}}^{T_{c}} R(\tau) d \tau\left[\int_{|\tau|}^{2 T_{c}-|\tau|}\left(\cos 2 \pi f_{c} \tau+\cos 2 \pi f_{c} s\right) d s\right] \\
& \approx \frac{1}{G} \int_{-T_{c}}^{T_{c}} R(\tau) \Lambda\left(\frac{\tau}{T_{c}}\right) \cos 2 \pi f_{c} \tau d \tau \tag{2-116}
\end{align*}
$$

where the approximation is valid if we assume that $f_{c} T_{s} \gg 1$, which implies that

$$
\begin{equation*}
\frac{1}{T_{s}} \int_{|\tau|}^{2 T_{c}-|\tau|}\left(\cos 2 \pi f_{c} s\right) d s=\frac{\left.\sin 2 \pi f_{c}\left(2 T_{c}-|\tau|\right)-\sin 2 \pi f_{c}|\tau|\right)}{2 \pi f_{c} T_{s}} \ll 1 \tag{2-117}
\end{equation*}
$$

Since $E\left[J_{i}^{2}\right]$ does not depend on the index $i, V_{1}$ is the sum of $G$ independent, identically distributed Gaussian random variables. Therefore, $V_{1}$ has a Gaussian distribution function, and (2-92) gives

$$
\begin{equation*}
\operatorname{var}\left(V_{1}\right)=G E\left[J_{i}^{2}\right] \approx \int_{-\infty}^{\infty} R(\tau) \Lambda\left(\frac{\tau}{T_{c}}\right) \cos 2 \pi f_{c} \tau d \tau \tag{2-118}
\end{equation*}
$$

where the integration limits are extended to $\pm \infty$ because the integrand is truncated. Since $R(\tau) \Lambda\left(\frac{\tau}{T_{c}}\right)$ is an even function, the cosine function may be replaced by a complex exponential. Then the convolution theorem and the Fourier transform of $\Lambda(t)$ yield the alternative form

$$
\begin{equation*}
\operatorname{var}\left(V_{1}\right) \approx T_{c} \int_{-\infty}^{\infty} S(f) \operatorname{sinc}^{2}\left[\left(f-f_{c}\right) T_{c}\right] d f \tag{2-119}
\end{equation*}
$$

where $S(f)$ is the PSD of the interference after passage through the initial wideband filter of the receiver.

Since the independence of the thermal noise and the interference implies that $V_{1}+V_{2}$ is the sum of independent Gaussian random variables, $V$ has a Gaussian distribution function. The mean and variance of $V$ are given by (2-93), (2-94), and (2-119). Thus, (2-95) yields the symbol error probability:

$$
\begin{equation*}
P_{s}=Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}}}\right) \tag{2-120}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0 e} \approx N_{0}+2 T_{c} \int_{-\infty}^{\infty} S(f) \operatorname{sinc}^{2}\left[\left(f-f_{c}\right) T_{c}\right] d f \tag{2-121}
\end{equation*}
$$

Suppose that the PSD of the interference is

$$
S(f)=\left\{\begin{array}{cc}
\frac{I}{2 W_{1}}, & {\left[\left.f-f_{1}\left|\leq \frac{W_{1}}{2}, \quad\right| f+f_{1} \right\rvert\, \leq \frac{W_{1}}{2}\right.}  \tag{2-122}\\
0, & \text { otherwise }
\end{array}\right.
$$

If $f_{c} \gg 1 / T_{c}$, the integration over negative frequencies in (2-121) is negligible and

$$
\begin{equation*}
N_{0 e} \approx N_{0}+\frac{I T_{c}}{W_{1}} \int_{f_{1}-W_{1} / 2}^{f_{1}+W_{1} / 2} \operatorname{sinc}^{2}\left[\left(f-f_{c}\right) T_{c}\right] d f \tag{2-123}
\end{equation*}
$$

which indicates that $f_{1} \approx f_{c}$ increases the impact of the interference power.
If $f_{1} \approx f_{c}$ and $W_{1} T_{c} \geq 1$,

$$
\begin{equation*}
N_{0}+I T_{c} \sin c^{2}\left(W_{1} T_{c}\right)<N_{0 e}<N_{0}+I T_{c} \tag{2-124}
\end{equation*}
$$

which indicates that more interference power is required for worst-case Gaussian interference to degrade $P_{s}$ as much as tone interference at the carrier frequency.

### 2.5 Quaternary Systems

A received quaternary direct-sequence signal with a chip waveform of duration $T_{c}$ has the form

$$
\begin{equation*}
s(t)=\sqrt{\mathcal{E}_{s}} d_{1}(t) p_{1}(t) \cos 2 \pi f_{c} t+\sqrt{\mathcal{E}_{s}} d_{2}\left(t+t_{0}\right) p_{2}\left(t+t_{0}\right) \sin 2 \pi f_{c} t \tag{2-125}
\end{equation*}
$$

where two binary spreading waveforms, $p_{1}(t)$ and $p_{2}(t)$, and two binary data signals, $d_{1}(t)$ and $d_{2}(t)$, are used with two quadrature carriers, and $t_{0}$ is the relative delay between the in-phase and quadrature components of the signal. Let $T_{s}$ denote the duration of the data symbols or code bits before the generation of (2-125), and let $T_{s 1}=2 T_{s}$ denote the duration of each of the data symbols of $d_{1}(t)$ and $d_{2}(t)$. Of the available desired-signal power, half is in each of the two components of (2-125). Let $T_{c}$ denote the common duration of the chips of the spreading waveforms $p_{1}(t)$ and $p_{2}(t)$. For a direct-sequence QPSK (DS-QPSK) system, $t_{0}=0$; for a direct-sequence offset QPSK (DS-OQPSK) system, $t_{0}=$ $T_{c} / 2$.

Since the data signals and chips are binary, the received signal can be represented by

$$
\begin{equation*}
s(t)=\sqrt{\mathcal{E}_{s} / 2} \cos \left\{2 \pi f_{c} t-\tan ^{-1}\left[\frac{d_{2}\left(t+t_{0}\right) p_{2}\left(t+t_{0}\right)}{d_{1}(t) p_{1}(t)}\right]\right\} \tag{2-126}
\end{equation*}
$$

This signal has a constant envelope if

$$
\begin{equation*}
\left|d_{1}(t) p_{1}(t)\right|=\left|d_{2}\left(t+t_{0}\right) p_{2}\left(t+t_{0}\right)\right|=1 \tag{2-127}
\end{equation*}
$$

Therefore, (2-73) and (2-74) indicate that a direct-sequence signal with OQPSK has a constant envelope if the chip waveforms are rectangular or sinusoidal.

In addition to having a constant envelope, the OQPSK waveform has maximum phase transitions of $\pi / 2$ radians instead of the maximum phase transitions of $\pi$ radians for QPSK. As a result, OQPSK limits spectral regrowth after nonlinear amplification in the transmitter and facilitates symbol synchronization in the receiver. To limit the spectral sidelobes of the direct-sequence signal, which may interfere with other signals, the OQPSK chip waveforms may be sinusoidal or have other shapes that make the PSD compact.

The spreading factor for each component of (2-125) is the positive integer

$$
\begin{equation*}
G_{1}=\frac{T_{s 1}}{T_{c}}=2 G \tag{2-128}
\end{equation*}
$$

where $G$ is the spreading factor of a BPSK system with the same values of $T_{c}$ and $T_{s}$. However, we cannot expect any great improvement in the suppression of interference. In both binary and quaternary systems, the despreading spreads the interference over a similar spectral band largely determined by $T_{c}$ and the chip waveform.

Figure 2.17 displays the main components of the transmitter for a quaternary direct-sequence system. A serial-to-parallel ( $\mathrm{S} / \mathrm{P}$ ) converter provides two separate data streams that multiply distinct spreading-sequences produced by


Figure 2.17: Basic elements of the transmitter of a quaternary direct-sequence signal


Figure 2.18: Quadrature downconverter
the spreading sequence generator (SSG). The chip-waveform modulator (CWM) provides pulse shaping, which is followed by the modulation of the in-phase and quadrature signals. The delay is used if the modulation is OQPSK.

After passing through the receiver front end, the received signal is applied to a quadrature downconverter that produces in-phase and quadrature components near baseband, as illustrated in Figure 2.18, where $\sqrt{2}$ is introduced for mathematical convenience. The pair of mixers have inputs from a phase synchronization system that generates sinusoidal signals at frequency $f_{c}$. For coherent demodulation, the cosine and sine waveforms produced by the synchronization system must have no phase shift relative to the cosine and sine components, respectively, of the received signal waveform. Without perfect phase synchronization, crosstalk terms are present in both the in-phase and quadrature outputs of the quadrature converter, but these terms are suppressed if $p_{1}(t)$ and $p_{2}(t)$ have a low cross-correlation. Even with perfect phase synchronization, there are double-frequency terms that are blocked by the lowpass filters in the quadrature downconverter.


Figure 2.19: Basic elements of the demodulator of a direct-sequence signal with dual quaternary modulation. $\mathrm{SS}=$ spreading sequence

## Dual Quaternary System

In the classical or dual quaternary system, the data symbols of $d_{1}(t)$ and $d_{2}(t)$ are independent. As illustrated in Figure 2.19, the in-phase and quadrature output signals of the quadrature downconverter are applied to chip-matched filters (CMFs) with outputs that are sampled at the chip rate by analog-todigital converters (ADCs). The ADC outputs are the demodulated signals, which are then despread. The comparator (comp) in each branch is present when hard-decision decoding is used. Output symbols from the two comparators are applied to a parallel-to-serial P/S converter, the output of which is applied to the decoder. When soft-decision decoding is used, the comparators are absent, and the symbol metrics are directly applied to the $\mathrm{P} / \mathrm{S}$ converter and then the decoder.

For the received signal given by (2-125), chip waveforms satisfying (2-72), and perfect phase synchronization, the upper symbol metric at the end of a symbol interval during which $d_{1}(t)=d_{10}$ is

$$
\begin{equation*}
V=d_{10} \sqrt{2 \mathcal{E}_{s}}+V_{1}+V_{2} \tag{2-129}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{1}=\sum_{i=0}^{G_{1}-1} p_{1 i} J_{i}, \quad V_{2}=\sum_{i=0}^{G_{1}-1} p_{1 i} N_{s i} \tag{2-130}
\end{equation*}
$$

and $J_{i}$ and $N_{s i}$ are given by (2-84) and (2-85), respectively. Similarly, the lower symbol metric at the end of a channel-symbol interval during which $d_{2}(t)=d_{20}$ is

$$
\begin{equation*}
U=d_{20} \sqrt{2 \mathcal{E}_{s}}+U_{1}+U_{2} \tag{2-131}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{1}=\sum_{i=0}^{G_{1}-1} p_{2 i} J_{i}^{\prime}, \quad U_{2}=\sum_{i=0}^{G_{1}-1} p_{2 i} N_{i}^{\prime} \tag{2-132}
\end{equation*}
$$

$$
\begin{align*}
J_{i}^{\prime} & =\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} i(t) \psi\left(t-i T_{c}\right) \sin 2 \pi f_{c} t d t  \tag{2-133}\\
N_{i}^{\prime} & =\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} n(t) \psi\left(t-i T_{c}\right) \sin 2 \pi f_{c} t d t \tag{2-134}
\end{align*}
$$

We model the spreading sequences as random binary sequences, which implies that

$$
\begin{equation*}
E[V]=d_{10} \sqrt{2 \mathcal{E}_{s}}, \quad E(U)=d_{20} \sqrt{2 \mathcal{E}_{s}} \tag{2-135}
\end{equation*}
$$

For the reasons stated in Section 2.4, both $V_{2}$ and $U_{2}$ are real-valued, zeromean, identically distributed Gaussian random variables. Since $n(t)$ is white noise with PSD $N_{0} / 2$, we find that

$$
\begin{equation*}
\operatorname{var}\left(V_{2}\right)=\operatorname{var}\left(U_{2}\right)=N_{0} . \tag{2-136}
\end{equation*}
$$

Consider the general tone-interference model of Section 2.4. Since both $V_{1}$ and $U_{1}$ are sums of independent, uniformly bounded random variables, the central limit theorem (Corollary 2, Appendix A.2) implies that the distribution functions of both $V_{1}$ and $U_{1}$ are approximately Gaussian if $G \gg 1$. Averaging the error probabilities for the two parallel symbol streams of the dual quaternary system, we obtain the conditional symbol error probability:

$$
\begin{equation*}
P_{s}(\phi)=\frac{1}{2} Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}^{(0)}(\phi)}}\right]+\frac{1}{2} Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}^{(1)}(\phi)}}\right] \tag{2-137}
\end{equation*}
$$

where $N_{0 e}^{(0)}(\phi)$ and $N_{0 e}^{(1)}(\phi)$ arise from the upper and lower branches of Figure 2.21 , respectively.

The equivalent two-sided PSD $N_{0 e}^{(0)}(\phi)$ is given by (2-112) and (2-113) with symbol duration $T_{s 1}=2 T_{s}$ in place of $T_{s}$. To calculate $N_{0 e}^{(1)}(\phi)$, we use (2-104), a trigonometric expansion, and a change of integration variable in (2-133). If $f_{1}+f_{c} \gg f_{d}=f_{1}-f_{c}$ so that a term involving $f_{1}+f_{c}$ is negligible, we obtain

$$
\begin{equation*}
J_{i}^{\prime}=-\sqrt{I} \int_{0}^{T_{c}} \psi(t) \sin \left(2 \pi f_{d} t+\theta_{1}+i 2 \pi f_{d} T_{c}\right) d t \tag{2-138}
\end{equation*}
$$

which is the same as (2-105) with $\theta_{1}$ replaced by $\theta_{1}+\pi / 2$. Therefore, $N_{0 e}^{(1)}(\phi)$ is given by $(2-112)$ and (2-113) with $T_{s} \rightarrow T_{s 1}=G_{1} T_{c}$ and $\phi \rightarrow \phi+\pi / 2$. For rectangular chip waveforms (QPSK and OQPSK signals),

$$
\begin{equation*}
N_{0 e}^{(l)}(\phi)=N_{0}+I T_{c} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right)\left[1+\frac{\operatorname{sinc}\left(2 f_{d} G_{1} T_{c}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos (2 \phi+l \pi)\right], l=0,1 \tag{2-139}
\end{equation*}
$$

and for sinusoidal chip waveforms,
$N_{0 e}^{(l)}(\phi)=N_{0}+I T_{c}\left(\frac{8}{\pi^{2}}\right)\left(\frac{\cos \pi f_{d} T_{c}}{1-4 f_{d}^{2} T_{c}^{2}}\right)^{2}\left[1+\frac{\operatorname{sinc}\left(2 f_{d} G_{1} T_{c}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos (2 \phi+l \pi)\right], l=0,1$


Figure 2.20: Symbol error probability for quaternary and binary direct-sequence systems with $G=17 \mathrm{~dB}, \mathcal{E}_{s} / N_{0}=14 \mathrm{~dB}$, and $G \mathcal{E}_{s} / I T_{s}=10 \mathrm{~dB}$ in the presence of tone interference
where

$$
\begin{equation*}
\phi=\theta_{1}+2 \pi f_{d} T_{s} . \tag{2-141}
\end{equation*}
$$

These equations indicate that $P_{s}(\phi)$ for a DS-QPSK system and the worst value of $\phi$ are usually lower than $P_{s}(\phi)$ for a DS-BPSK system with the same chip waveform and the worst value of $\phi$. The symbol error probability for DSQPSK is determined by integrating $P_{s}(\phi)$ over the distribution of $\phi$ during a symbol interval. For a uniform distribution, the two integrals are equal. Using the periodicity of $\cos 2 \phi$ to shorten the integration interval, we obtain

$$
\begin{equation*}
P_{s}=\frac{2}{\pi} \int_{0}^{\pi / 2} Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}^{(0)}(\phi)}}\right] d \phi . \tag{2-142}
\end{equation*}
$$

Example 7. The dual quaternary system provides a slight advantage relative to the binary system against tone interference. Both systems provide the same $P_{s}$ when $f_{d}=0$ and nearly the same $P_{s}$ when $f_{d}>1 / T_{s}$. Figure 2.20 illustrates $P_{s}$ versus the normalized frequency offset $f_{d} T_{c}$ for quaternary and binary systems, $G=17 \mathrm{~dB}, \mathcal{E}_{s} / N_{0}=14 \mathrm{~dB}$, and $\mathcal{E}_{s} / I T_{c}=10 \mathrm{~dB}$.


Figure 2.21: Basic elements of demodulator for a direct-sequence signal with balanced QPSK. SS=spreading sequence

## Balanced QPSK System

In a balanced QPSK system, the same data symbols are carried by both the in-phase and quadrature components, which implies that the received directsequence signal has the form given by

$$
\begin{equation*}
s(t)=\sqrt{\mathcal{E}_{s}} d(t) p_{1}(t) \cos 2 \pi f_{c} t+\sqrt{\mathcal{E}_{s}} d(t) p_{2}(t) \sin 2 \pi f_{c} t \tag{2-143}
\end{equation*}
$$

The duration of a data symbol is $T_{s}$, the chip duration is $T_{c}$, and the spreading factor for each quadrature component is $G=T_{s} / T_{c}$.

A receiver for this system is shown in Figure 2.21. The synchronization system is assumed to operate perfectly so that the crosstalk terms are negligible. If the data symbol is $d_{0}$, then the symbol metric at the input to the comparator is

$$
\begin{equation*}
V=d_{0} \sqrt{2 \mathcal{E}_{s}}+\sum_{i=0}^{G-1} p_{1 i} J_{i}+\sum_{i=0}^{G-1} p_{2 i} J_{i}^{\prime}+\sum_{i=0}^{G-1} p_{1 i} N_{i}+\sum_{i=0}^{G-1} p_{2 i} N_{i}^{\prime} \tag{2-144}
\end{equation*}
$$

If $p_{1}(t)$ and $p_{2}(t)$ are approximated by independent random binary sequences, then the last four terms of (2-144) are zero-mean uncorrelated random variables. Therefore, the variance of $V$ is equal to the sum of the variances of these four random variables, and

$$
\begin{equation*}
E[V]=d_{0} \sqrt{2 \mathcal{E}_{s}} \tag{2-145}
\end{equation*}
$$

Assume that a balanced QPSK system receives tone interference. For a rectangular chip waveform, variance calculations of the interference terms in (2-144) similar to those leading to (2-109) indicate that

$$
\begin{align*}
\operatorname{var}(V) & =N_{0}+\frac{1}{2} I T_{c} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right)\left[1+\frac{\operatorname{sinc}\left(2 f_{d} T_{s}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos 2 \phi\right] \\
& +\frac{1}{2} I T_{c} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right)\left[1-\frac{\operatorname{sinc}\left(2 f_{d} T_{s}\right)}{\operatorname{sinc}\left(2 f_{d} T_{c}\right)} \cos 2 \phi\right] \\
& =N_{0}+I T_{c} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right) . \tag{2-146}
\end{align*}
$$

Thus, $P_{s}(\phi)$ is independent of $\phi$.
The final two sums in (2-144) are Gaussian and independent of each other and the first two sums. By the central limit theorem, each of the first two sums
is Gaussian, and these two sums are independent because they are functions of different spreading sequences. Therefore, $V$ has an approximately Gaussian probability distribution, and (2-95) yields

$$
\begin{equation*}
P_{s}=P_{s}(\phi)=Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}}}\right) \tag{2-147}
\end{equation*}
$$

where for rectangular chip waveforms,

$$
\begin{equation*}
N_{0 e}=N_{0}+I T_{c} \operatorname{sinc}^{2}\left(f_{d} T_{c}\right) \tag{2-148}
\end{equation*}
$$

Similarly, for sinusoidal chip waveforms,

$$
\begin{equation*}
N_{0 e}=N_{0}+I T_{c}\left(\frac{8}{\pi^{2}}\right)\left(\frac{\cos \pi f_{d} T_{c}}{1-4 f_{d}^{2} T_{c}^{2}}\right)^{2} \tag{2-149}
\end{equation*}
$$

If $f_{d}=0$ and the interference is given by (2-96), a nearly exact model similar to the one in Section 2.4 implies that the conditional symbol error probability is

$$
P_{s}(\phi)=\sum_{k_{1}=0}^{G} \sum_{k_{2}=0}^{G}\binom{G}{k_{1}}\binom{G}{k_{2}}\left(\frac{1}{2}\right)^{2 G}\left[\begin{array}{c}
\frac{1}{2} P_{s}\left(\phi, k_{1}, k_{2},+1\right)  \tag{2-150}\\
+\frac{1}{2} P_{s}\left(\phi, k_{1}, k_{2},-1\right)
\end{array}\right]
$$

where $k_{1}$ and $k_{2}$ are the number of chips in a symbol for which $p_{1}(t)=+1$ and $p_{2}(t)=+1$, respectively, and $P_{s}\left(\phi, k_{1}, k_{2}, d_{0}\right)$ is the conditional symbol error probability given the values of $\phi, k_{1}$, and $k_{2}$ and that $d(t)=d_{0}$.

A derivation analogous to that of $(2-102)$ yields

$$
\begin{equation*}
E\left[V \mid \phi, k_{1}, k_{2}, d_{0}\right]=d_{0} \sqrt{2 \mathcal{E}_{s}}+\sqrt{\frac{I \kappa}{T_{s}}} T_{c}\left[\left(2 k_{1}-G\right) \cos \phi-\left(2 k_{2}-G\right) \sin \phi\right] \tag{2-151}
\end{equation*}
$$

and hence

$$
\begin{equation*}
P_{s}\left(\phi, k_{1}, k_{2}, d_{0}\right)=Q\left\{\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}}+d_{0} \sqrt{\frac{I T_{c} \kappa}{G N_{0}}}\left[\left(2 k_{1}-G\right) \cos \phi-\left(2 k_{2}-G\right) \sin \phi\right]\right\} \tag{2-152}
\end{equation*}
$$

If $\phi$ is uniformly distributed over $[0,2 \pi)$ during a symbol interval, then

$$
\begin{equation*}
P_{s}=\frac{1}{2 \pi} \int_{0}^{2 \pi} P_{s}(\phi) d \phi \tag{2-153}
\end{equation*}
$$

Numerical comparisons of the nearly exact model with the approximate results given by $(2-147)$ for $f_{d}=0$ indicate that the approximate results typically introduce an insignificant error if $G \geq 50$.

Example 8. Figure 2.22 illustrates the performance advantage of the balanced QPSK system of Figure 2.19 against tone interference when $f_{d}<1 / T_{s}$. Equations (2-137) to (2-142) and (2-147) to (2-149) are used for the dual quaternary and the balanced QPSK systems, respectively, and $G_{1}=2 G, G=17 \mathrm{~dB}$,


Figure 2.22: Symbol error probability for direct-sequence systems with balanced QPSK and dual quaternary modulations, rectangular and sinusoidal chip waveforms, $G=17 \mathrm{~dB}, \mathcal{E}_{s} / N_{0}=14 \mathrm{~dB}$, and $G \mathcal{E}_{s} / I T_{s}=10 \mathrm{~dB}$ in the presence of tone interference
$\mathcal{E}_{s} / N_{0}=14 \mathrm{~dB}$, and $\mathcal{E}_{s} / I T_{c}=10 \mathrm{~dB}$. The normalized frequency offset is $f_{d} T_{c}$. The advantage of the balanced QPSK system when $f_{d}$ is small exists because a tone at the carrier frequency cannot have a phase that causes desired-signal cancelation simultaneously in both receiver branches.

Straightforward evaluations verify that direct-sequence signals with both types of quaternary modulation provide the same symbol-error probability against Gaussian interference as direct-sequence signals with BPSK.

A major benefit of direct-sequence spread spectrum is that the despreading and filtering in the receiver tend to whiten the interference PSD over the code-symbol passband. The net effect of the interference after the despreading is similar to what it would have been if the interference and noise were white Gaussian noise with the equivalent two-sided PSD $N_{0 e} / 2$ or $N_{0 e}(\phi) / 2$. Chapter 9 presents an analysis and simulation of a direct-sequence system with an LDPC channel code.

## Complex Binary Spreading Sequences

A complex binary spreading sequence is a sequence comprising two binary sequences that serve as real and imaginary components of the spreading sequence of a quaternary system. Although they confer no performance advantage, spreading by complex binary sequences is sometimes used to enable a reduction


Figure 2.23: Complex multiplier that produces $c_{1}+j c_{2}=\left(a_{1}+j a_{2}\right)\left(b_{1}+j b_{2}\right)$
in the peak-to-average power ratio of the transmitted signal.
Consider a complex binary spreading sequence represented by the row vector $\mathbf{p}=\mathbf{p}_{1}+j \mathbf{p}_{2}$, where $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ are binary sequences that have component or chip values $\pm 1 / \sqrt{2}$. Similarly, a complex binary data sequence is represented by $\mathbf{d}=\mathbf{d}_{1}+j \mathbf{d}_{2}$, where $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ are binary sequences that have bit values $= \pm 1 / \sqrt{2}$. If the spreading factor is $G$, there is one data bit for every $G$ chips. If $d(t)=d$ over $\left[0, T_{s}\right], p_{i .1}=\operatorname{Re}\left(p_{i}\right)$, and $p_{i .2}=\operatorname{Im}\left(p_{i}\right)$, the transmitted sequence for this data symbol is generated by the complex multiplication given by

$$
\begin{equation*}
z_{i}=d p_{i}=z_{i, 1}+j z_{i, 2}, \quad i=1,2, \ldots, G \tag{2-154}
\end{equation*}
$$

where

$$
\begin{gather*}
z_{i, 1}=d_{1} p_{i, 1}-d_{2} p_{i, 2}  \tag{2-155}\\
z_{i, 2}=d_{1} p_{i, 2}+d_{2} p_{i, 1} . \tag{2-156}
\end{gather*}
$$

A general complex multiplier is illustrated in Figure 2.23.
Complex sequences ensure balanced power in the in-phase and quadrature branches of the transmitter, which limits the peak-to-average power fluctuations of the transmitted signal. Suppose that different bit rates or quality-of-service requirements make it desirable for the data sequences to have unequal amplitudes. Consider the data symbol $d=d_{1}+j d_{2}$ with $|d|^{2}=1$. If the spreading sequences are zero-mean, antipodal, and independent, then

$$
\begin{equation*}
E\left[z_{i, 1}^{2}\right]=E\left[z_{i, 2}^{2}\right]=\left(d_{1}^{2}+d_{2}^{2}\right) / 2=\frac{|d|^{2}}{2} \tag{2-157}
\end{equation*}
$$

which indicates that the power in the in-phase and quadrature components of $z_{i}$ are equal despite any disparity between $d_{1}^{2}$ and $d_{2}^{2}$.


Figure 2.24: Complex-variable representation of direct-sequence receiver with complex binary spreading sequence

If $d(t)=d$ over $\left[0, T_{s}\right]$, then the received desired signal for this symbol is

$$
\begin{equation*}
s(t)=\sum_{i=0}^{G-1} \sqrt{2 \mathcal{E}_{s}} \operatorname{Re}\left[d p_{i} \psi\left(t-i T_{c}\right) e^{j 2 \pi f_{c} t+j \phi}\right], 0 \leq t \leq T_{s} \tag{2-158}
\end{equation*}
$$

Figure 2.24 displays the receiver representation with complex variables. If there is perfect phase coherence in the receiver and $f_{c} \gg 1 / T_{c}$, then $\phi=0$ and the signal component of the $i$ th chip associated with this data symbol at the output of the ADC is

$$
\begin{align*}
S_{i} & =\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} s(t) \psi\left(t-i T_{c}\right) e^{-j 2 \pi f_{c} t} d t \\
& =\frac{\sqrt{\mathcal{E}_{s}} d p_{i}}{G}, \quad 0 \leq i \leq G-1 \tag{2-159}
\end{align*}
$$

where the $\sqrt{2}$ is introduced for mathematical convenience, and a negligible double-frequency term has been omitted. For $G$ chips per data bit, the sum of $G$ multiplications by the complex-conjugate spreading sequence produces the symbol metric equal to $\sqrt{\mathcal{E}_{s}} d$.

In terms of real-valued variables, the received desired signal of (2-158) is

$$
\begin{align*}
s(t) & =\sum_{i=0}^{G-1} \sqrt{2 \mathcal{E}_{s}}\left[\psi\left(t-i T_{c}\right)\left(d_{1} p_{i, 2}-d_{2} p_{i, 2}\right) \cos \left(2 \pi f_{c} t+\phi\right)\right. \\
& \left.-\left(d_{2} p_{i, 1}+d_{1} p_{i .2}\right) \sin \left(2 \pi f_{c} t+\phi\right)\right], 0 \leq t \leq T_{s} \tag{2-160}
\end{align*}
$$

The physical implementation of the receiver represented in Figure 2.24 is shown in Figure 2.25. The synchronization system provides the inputs $p_{i .1}$ and $p_{i .2}$ to the complex multiplier. The upper and lower ADCs provide the inputs $\sqrt{\mathcal{E}_{s}}\left(d_{1} p_{i .1}-d_{2} p_{i, 2}\right) / G$ and $\sqrt{\mathcal{E}_{s}}\left(d_{2} p_{i .1}+d_{1} p_{i, 2}\right) / G$, respectively. The inputs to the decision devices are $\sqrt{\mathcal{E}_{s}} d_{1}$ and $\sqrt{\mathcal{E}_{s}} d_{2}$, respectively.

Complex-valued polyphase sequences are considered in Section 7.2.

## Power Spectral Densities

Many communication signals are modeled as bandpass signals having the form

$$
\begin{equation*}
s(t)=\operatorname{Re}\left[s_{l}(t) \exp \left(j 2 \pi f_{c} t\right)\right] \tag{2-161}
\end{equation*}
$$



Figure 2.25: Implementation of direct-sequence receiver with complex binary spreading sequence
where $s_{l}(t)$ is called the complex envelope or equivalent lowpass waveform of $s(t)$, and

$$
\begin{equation*}
s_{l}(t)=\frac{A}{\sqrt{2}}\left[\delta_{1}(t)+j \delta_{2}(t)\right] \tag{2-162}
\end{equation*}
$$

where $\sqrt{2}$ accounts for the division of power between the two component waveforms. We consider modulations with the idealized forms

$$
\begin{equation*}
\delta_{i}(t)=\sum_{k=-\infty}^{\infty} a_{i k} \psi\left(t-k T_{p}-t_{i}\right), \quad i=1,2 \tag{2-163}
\end{equation*}
$$

where $T_{p}$ is the pulse duration, $\psi(t)$ is a pulse waveform with energy $T_{p}$, and $t_{i}$ is the relative offset of $\delta_{i}(t)$. Each $\left\{a_{i k}\right\}$ is a sequence of independent, zero-mean, identically distributed random variables and

$$
\begin{equation*}
E\left[a_{1 k} a_{2 l}\right]=0, \quad E\left[a_{1 k}^{2}\right]=E\left[a_{2 l}^{2}\right]=1 \tag{2-164}
\end{equation*}
$$

Equation (2-163) describes an infinite stream of symbols, which is an approximation that serves to simplify the evaluations of the autocorrelations and PSDs. As shown in Section 3.5, a finite set of symbols has a less compact spectrum.

Under the preceding assumptions, $E\left[\delta_{i}(t) \delta_{i}(t+\tau)\right]$ is cyclostationary with period $T_{p}$, and the average autocorrelation of the real-valued $\delta_{i}(t)$ is

$$
\begin{align*}
\bar{R}_{\delta i}(\tau) & =\frac{A^{2}}{2 T_{p}} \int_{0}^{T_{p}} E\left[\delta_{i}(t) \delta_{i}(t+\tau)\right] d t \\
& =\sum_{k=-\infty}^{\infty} \frac{A^{2}}{2 T_{p}} \int_{0}^{T_{p}} \psi\left(t-k T_{p}-t_{i}\right) \psi\left(t-k T_{p}-t_{i}+\tau\right) d t \tag{2-165}
\end{align*}
$$

Changing variables, we obtain

$$
\begin{align*}
\bar{R}_{\delta i}(\tau) & =\sum_{k=-\infty}^{\infty} \frac{A^{2}}{2 T_{p}} \int_{t-k T_{p}-t_{i}}^{t-k T_{p}-t_{i}+T_{p}} \psi(x) \psi(x+\tau) d x \\
& =\frac{A^{2}}{2 T_{p}} \int_{-\infty}^{\infty} \psi(x) \psi(x+\tau) d x \tag{2-166}
\end{align*}
$$

Equations (2-162) and (2-166) imply that the average autocorrelation of the complex process is

$$
\begin{equation*}
\bar{R}_{l}(\tau)=\frac{A^{2}}{T_{p}} \int_{-\infty}^{\infty} \psi(x) \psi(x+\tau) d x \tag{2-167}
\end{equation*}
$$

The Fourier transform of $\psi(t)$ is

$$
\begin{equation*}
G(f)=\int_{-\infty}^{\infty} \psi(t) e^{-j 2 \pi f t} d t \tag{2-168}
\end{equation*}
$$

Taking the Fourier transform of (2-167) and using (2-168) twice, we obtain the PSD

$$
\begin{equation*}
S_{l}(f)=A^{2} \frac{|G(f)|^{2}}{T_{p}} \tag{2-169}
\end{equation*}
$$

For ordinary QPSK and OQPSK with independent and zero-mean $\delta_{1}(t)$ and $\delta_{2}(t),(2-169)$ is valid if we set $T_{p}=T_{s}=2 T_{b}$, where $T_{s}$ is the symbol duration and $T_{b}$ is the bit duration. If $\psi(t)$ is rectangular with unit amplitude over $\left[0,2 T_{b}\right]$, then (2-169), (2-168), and an elementary integration indicate that the $P S D$ for $Q P S K$ and $O Q P S K$ is

$$
\begin{equation*}
S_{l}(f)=2 A^{2} T_{b} \operatorname{sinc}^{2}\left(2 T_{b} f\right) \tag{2-170}
\end{equation*}
$$

If the pulse waveform is

$$
\begin{equation*}
\psi(t)=\sqrt{2} \sin \left(\frac{\pi t}{2 T_{b}}\right), \quad 0 \leq t<2 T_{b} \tag{2-171}
\end{equation*}
$$

then a straightforward evaluation of $G(f)$ using trigonometry and trigonometric integrals gives the $P S D$ :

$$
\begin{equation*}
S_{l}(f)=\frac{16 A^{2} T_{b}}{\pi^{2}}\left[\frac{\cos \left(2 \pi T_{b} f\right)}{16 T_{b}^{2} f^{2}-1}\right]^{2} \tag{2-172}
\end{equation*}
$$

which is much more compact than that of BPSK, DPSK, QPSK, and OQPSK with rectangular pulse waveforms.

For a direct-sequence signal with BPSK, DPSK, QPSK, or OQPSK, the PSDs for rectangular and sinusoidal chip waveforms are given by (2-170) and (2-172), respectively, with $T_{c}$ in place of $2 T_{b}$.

### 2.6 Pulsed Interference and Decoding Metrics

Pulsed interference is interference that occurs periodically or sporadically for brief durations. Whether it is generated unintentionally or by an opponent, pulsed interference can cause a substantial increase in the bit error rate of a communication system relative to the rate caused by continuous interference with the same average power. Pulsed interference may be produced in a receiver by a signal with a variable center frequency that sweeps over a frequency range that intersects or includes the receiver passband.

Consider a DS-BPSK system that operates in the presence of pulsed interference. Let $\mu$ denote either the pulse duty cycle, which is the ratio of the pulse duration to the repetition period, or the probability of pulse occurrence if the pulses occur randomly. We assume that the received interference energy is conserved regardless of $\mu$. During a pulse, the interference is modeled as white Gaussian interference with two-sided PSD $I_{0} / 2 \mu$, where $I_{0} / 2$ is the equivalent PSD of continuous interference $(\mu=1)$. Let $N_{0 e} / 2$ denote the equivalent twosided noise PSD. In the absence of a pulse, $N_{0 e}=N_{0}$, whereas in the presence of a pulse,

$$
\begin{equation*}
N_{0 e}=N_{0}+I_{0} / \mu \tag{2-173}
\end{equation*}
$$

If the interference pulse duration approximately equals or exceeds the channelsymbol duration, then (1-42) implies that the probability of an error in a binary code symbol is

$$
\begin{equation*}
P_{s} \simeq \mu Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+I_{0} / \mu}}\right)+(1-\mu) Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}}\right), \quad 0 \leq \mu \leq 1 \tag{2-174}
\end{equation*}
$$

If $\mathcal{E}_{s} \gg N_{0}$ and $I_{0} \gg N_{0}$, calculus gives the value of $\mu$ that minimizes $P_{s}$ :

$$
\mu_{0} \simeq\left\{\begin{array}{cc}
0.7\left(\frac{\mathcal{E}_{s}}{I_{0}}\right)^{-1}, & \frac{\mathcal{E}_{s}}{I_{0}}>0.7  \tag{2-175}\\
1, & \frac{\mathcal{E}_{s}}{I_{0}} \leq 0.7
\end{array}\right.
$$

Thus, worst-case pulsed interference is more damaging than continuous interference if $\mathcal{E}_{s} / I_{0}>0.7$.

By substituting $\mu=\mu_{0}$ into (2-174), we obtain an approximate expression for the worst-case $P_{s}$ when $I_{0} \gg N_{0}$ :

$$
P_{s} \simeq\left\{\begin{array}{cl}
0.083\left(\frac{\mathcal{E}_{s}}{I_{0}}\right)^{-1}, & \frac{\mathcal{E}_{s}}{I_{0}}>0.7  \tag{2-176}\\
Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{I_{0}}}\right), & \frac{\mathcal{E}_{s}}{I_{0}} \leq 0.7
\end{array}\right.
$$

which indicates that the worst-case $P_{s}$ varies inversely, rather than exponentially, with $\mathcal{E}_{s} / I_{0}$ if this ratio is sufficiently large. To restore a nearly exponential dependence on $\mathcal{E}_{s} / I_{0}$, a channel code and symbol interleaving are necessary.

Decoding metrics that are effective against white Gaussian noise are not necessarily effective against worst-case pulsed interference. We examine the performance of five different metrics against pulsed interference when the directsequence system uses BPSK, ideal symbol interleaving, a binary convolutional
code, and Viterbi decoding [100]. The results are the same when either dual or balanced QPSK is the modulation.

Let $B(l)$ denote the total information weight of the paths at Hamming distance $l$ from the correct path over an unmerged segment in the trellis diagram of the convolutional code. Let $P_{2}(l)$ denote the probability of an error in comparing the correct path segment with a particular path segment that differs in $l$ symbols. According to $(1-137)$ with $k=1$, the information-bit error rate is upper-bounded by

$$
\begin{equation*}
P_{b} \leq \sum_{l=d_{f}}^{\infty} B(l) P_{2}(l) \tag{2-177}
\end{equation*}
$$

where $d_{f}$ is the minimum free distance. If $r$ is the code rate, $\mathcal{E}_{b}$ is the energy per information bit, $T_{b}$ is the bit duration, and $G_{u}$ is the spreading factor of the uncoded system, then

$$
\begin{equation*}
\mathcal{E}_{s}=r \mathcal{E}_{b}, \quad T_{s}=r T_{b}, \quad G=r G_{u} \tag{2-178}
\end{equation*}
$$

The decrease in the spreading factor is compensated by the coding gain. An upper bound on $P_{b}$ for worst-case pulsed interference is obtained by maximizing the right-hand side of (2-177) with respect to $\mu$, where $0 \leq \mu \leq 1$. The maximizing value of $\mu$, which depends on the decoding metric, is not necessarily equal to the actual worst-case $\mu$ because a bound rather than an equality is maximized. However, the discrepancy is small when the bound is tight.

The simplest practical decoding metric to implement is provided by applying the input sequence to a hard-decision decoder. Assuming that the deinterleaving ensures the independence of symbol errors, (1-138) indicates that hard-decision decoding gives
$P_{2}(l)=\left\{\begin{array}{cl}\sum_{i=(l+1) / 2}^{l}\binom{l}{i} P_{s}^{i}\left(1-P_{s}\right)^{l-i}, & l \text { odd } \\ \sum_{i=l / 2+1}^{l}\binom{l}{i} P_{s}^{i}\left(1-P_{s}\right)^{l-i}+\frac{1}{2}\binom{l}{l / 2}\left[P_{s}\left(1-P_{s}\right)\right]^{l / 2}, & l \text { even. }\end{array}\right.$
Since $\mu=\mu_{0}$ approximately maximizes $P_{s}$, it also approximately maximizes the upper bound on $P_{b}$ for hard-decision decoding given by (2-176) to (2-179).

Example 9. Figure 2.26 depicts the upper bound on $P_{b}$ as a function of $\mathcal{E}_{b} / I_{0}$ for worst-case pulsed interference, $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and binary convolutional codes with several constraint lengths and rates. Tables 1.4 and 1.5 for $B(l)$ are used, and the series in (2-177) is truncated after the first 7 terms. This truncation gives reliable results only if $P_{b} \leq 10^{-3}$ because the series converges very slowly. However, the truncation error is partially offset by the error incurred by the use of the union bound because the latter error is in the opposite direction. Figure 2.26 indicates the significant advantage of raising the constraint length $K$ and reducing $r$ at the cost of increased implementation complexity and synchronization requirements, respectively.

Let $y_{i}$ denote the symbol metric of code symbol $d_{i}$ of a codeword of length $n$. Let $N_{0 i} / 2$ denote the equivalent noise PSD due to the white Gaussian in-


Figure 2.26: Worst-case performance against pulsed interference of DS-BPSK system with convolutional codes of constraint length $K$ and rate $r, \mathcal{E}_{b} / N_{0}=20$ dB , and hard decisions
terference and noise in symbol metric $y_{i}$, which has variance $N_{0 i} / 2$. According to (2-86), $y_{i}$ has mean value

$$
\begin{equation*}
E\left[y_{i}\right]=d_{i} \sqrt{\mathcal{E}_{s}} \tag{2-180}
\end{equation*}
$$

where $d_{i}= \pm 1$. Therefore, the density of $y_{i}$ is

$$
\begin{equation*}
f\left(y_{i} \mid d_{i}\right)=\frac{1}{\sqrt{\pi N_{0 i}}} \exp \left[-\frac{\left(y_{i}-d_{i} \sqrt{\mathcal{E}_{s}}\right)^{2}}{N_{0 i}}\right], \quad i=1,2, \ldots, n \tag{2-181}
\end{equation*}
$$

From the log-likelihood function and the statistical independence of the samples, it follows that when the values of $N_{01}, N_{02}, \ldots, N_{0 L}$ are known, the maximumlikelihood metric for optimal soft-decision decoding of the sequence of $n$ code symbols is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \frac{y_{i} d_{i} \sqrt{\mathcal{E}_{s}}}{N_{0 i}} . \tag{2-182}
\end{equation*}
$$

Since each $y_{i}$ is assumed to be an independent Gaussian random variable, $U(\mathbf{d})$ is a Gaussian random variable.

Let $d_{1 i}$ denote bit $i$ of the correct sequence, and let $d_{2 i}$ denote bit $i$ of an incorrect sequence at Hamming distance $l$. If the quantization of the sample values is infinitely fine, the probability that $U(2)=U(1)$ is zero. Therefore, the probability of an error in comparing a correct sequence with an incorrect one
that differs in $l$ symbols, $P_{2}(l)$, is equal to probability that $M_{0}=U(2)-U(1)>$ 0 . The symbols that are the same in both sequences are irrelevant to the calculation of $P_{2}(l)$ and are ignored subsequently. Since either $d_{2 i}=d_{1 i}$ or $d_{2 i}=-d_{1 i}$, after reordering the terms, we have

$$
\begin{equation*}
M_{0}=\sqrt{\mathcal{E}_{s}} \sum_{i=1}^{n} \frac{\left(d_{2 i}-d_{1 i}\right) y_{i}}{N_{0 i}}=-\sqrt{\mathcal{E}_{s}} \sum_{i=1}^{l} \frac{2 d_{1 i} y_{i}}{N_{0 i}} \tag{2-183}
\end{equation*}
$$

where $l$ is the number of disagreements between the sequences $\left\{d_{2 i}\right\}$ and $\left\{d_{1 i}\right\}$. Let $P_{2}(l \mid \nu)$ denote the conditional probability that $M_{0}>0$ given that an interference pulse occurs during $\nu$ out of $l$ differing symbols and does not occur during $l-\nu$ symbols. Since $M_{0}$ is a Gaussian random variable, we obtain

$$
\begin{equation*}
P_{2}(l \mid \nu)=Q\left(\frac{\left|E\left[M_{0} \mid \nu\right]\right|}{\sqrt{\operatorname{var}\left[M_{0} \mid \nu\right]}}\right) \tag{2-184}
\end{equation*}
$$

where $E\left[M_{0} \mid \nu\right]$ is the conditional mean of $M_{0}$ and $\operatorname{var}\left[M_{0} \mid \nu\right]$ is the conditional variance of $M_{0}$. Because of the interleaving, the probability that a symbol is interfered is statistically independent of the other symbols of the sequence and equals $\mu$. Evaluating $P_{2}(l)$ and substituting into (2-177) yield

$$
\begin{equation*}
P_{b} \leq \sum_{l=d_{f}}^{\infty} B(l) \sum_{\nu=0}^{l}\binom{l}{\nu} \mu^{\nu}(1-\mu)^{l-\nu} P_{2}(l / \nu) \tag{2-185}
\end{equation*}
$$

When an interference pulse occurs, $N_{0 i}=N_{0}+I_{0} / \mu$; otherwise, $N_{0 i}=N_{0}$. Reordering the symbols for notational simplicity, observing that $d_{1 i}^{2}=d_{2 i}^{2}=$ $\mathcal{E}_{s d}$, and using (2-180), we obtain

$$
\begin{align*}
E\left[M_{0} \mid \nu\right] & =d_{i} \sqrt{\mathcal{E}_{s}} \sum_{i=1}^{\nu} \frac{\left(d_{2 i}-d_{1 i}\right) E\left[y_{i}\right]}{N_{0}+I_{0} / \mu}+d_{i} \sqrt{\mathcal{E}_{s}} \sum_{i=\nu+1}^{l} \frac{\left(d_{2 i}-d_{1 i}\right) E\left[y_{i}\right]}{N_{0}} \\
& =\sum_{i=1}^{\nu} \frac{-2 \mathcal{E}_{s}}{N_{0}+I_{0} / \mu}+\sum_{i=\nu+1}^{l} \frac{-2 \mathcal{E}_{s}}{N_{0}} \\
& =-2 \mathcal{E}_{s}\left[\frac{\nu}{N_{0}+I_{0} / \mu}+\frac{l-\nu}{N_{0}}\right] . \tag{2-186}
\end{align*}
$$

Using the statistical independence of the samples and observing that var $\left[y_{i}\right]=$ $N_{0 i} / 2$, we find similarly that

$$
\begin{equation*}
\operatorname{var}\left[M_{0} \mid \nu\right]=2 \mathcal{E}_{s}\left[\frac{\nu}{N_{0}+I_{0} / \mu}+\frac{l-\nu}{N_{0}}\right] \tag{2-187}
\end{equation*}
$$

Substituting (2-186) and (2-187) into (2-184), we obtain

$$
\begin{equation*}
P_{2}[l \mid \nu]=Q\left\{\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}}\left[l-\nu\left(1+\frac{\mu N_{0}}{I_{0}}\right)^{-1}\right]^{1 / 2}\right\} \tag{2-188}
\end{equation*}
$$

The substitution of this equation into (2-185) gives the upper bound on $P_{b}$ for the maximum-likelihood metric.


Figure 2.27: Worst-case performance against pulsed interference of directsequence system with convolutional codes of constraint length $K$ and rate $r$, $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and maximum-likelihood (ML) and AGC metrics

Example 10. The upper bound on $P_{b}$ versus $\mathcal{E}_{b} / I_{0}$ for worst-case pulsed interference, $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and several binary convolutional codes is shown in Figure 2.27. Although the worst value of $\mu$ varies with $\mathcal{E}_{b} / I_{0}$, it is found that worst-case pulsed interference causes very little degradation relative to continuous interference. When $K=9$ and $r=1 / 2$, the maximum-likelihood metric provides a performance that is more than 4 dB superior at $P_{b}=10^{-5}$ to that provided by hard-decision decoding; when $K=9$ and $r=1 / 3$, the advantage is approximately 2.5 dB . However, the implementation of the maximum-likelihood metric entails knowledge of not only the presence of interference, but also its PSD. Estimates of the $N_{0 i}$ might be based on power measurements in adjacent frequency bands only if the interference PSD is fairly uniform over the desired-signal and adjacent bands. Any measurement of the power within the desired-signal band is contaminated by the presence of the desired signal, the average power of which is usually unknown a priori because of the fading. Since iterative estimation of the $N_{0 i}$ and decoding is costly in terms of system latency and complexity, we examine another approach.

Consider an automatic gain control (AGC) device that measures the average power at the demodulator output before sampling and then weights the sampled demodulator output $y_{i}$ in proportion to the inverse of the measured power to form the $A G C$ metric. The average power during channel-symbol $i$ is $N_{0 i} B+$ $\mathcal{E}_{s} / T_{s}$, where $B$ is the equivalent bandwidth of the demodulator and $T_{s}$ is the channel-symbol duration. If the power measurement is perfect and $B T_{s} \approx 1$, then the $A G C$ metric is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \frac{d_{i} y_{i}}{N_{0 i}+\mathcal{E}_{s}} \tag{2-189}
\end{equation*}
$$



Figure 2.28: Performance against pulsed interference of direct-sequence system with convolutional code with white-noise metric, $K=7, r=1 / 2$, and $\mathcal{E}_{b} / N_{0}=$ 20 dB
which is a Gaussian random variable. For this metric,

$$
\begin{align*}
E\left[M_{0} \mid \nu\right] & =-\sum_{i=1}^{\nu} \frac{2 \mathcal{E}_{s}}{N_{0}+I_{0} / \mu+\mathcal{E}_{s}}-\sum_{i=\nu+1}^{l} \frac{2 \mathcal{E}_{s}}{N_{0}+\mathcal{E}_{s}} \\
& =-2 \mathcal{E}_{s}\left[\frac{\nu}{N_{0}+I_{0} / \mu+\mathcal{E}_{s}}+\frac{l-\nu}{N_{0}+\mathcal{E}_{s}}\right] \tag{2-190}
\end{align*}
$$

where $\nu$ is the number of symbols affected by interference pulses. Similarly, since $\operatorname{var}\left[y_{i}\right]=N_{0 i} / 2$,

$$
\begin{equation*}
\operatorname{var}\left[M_{0} \mid \nu\right]=2 \mathcal{E}_{s}\left[\frac{\nu\left(N_{0}+I_{0} / \mu\right)}{\left(N_{0}+I_{0} / \mu+\mathcal{E}_{s}\right)^{2}}+\frac{(l-\nu) N_{0}}{\left(N_{0}+\mathcal{E}_{s}\right)^{2}}\right] \tag{2-191}
\end{equation*}
$$

Substitution of these equations into (2-184) yields
$P_{2}(l / \nu)=Q\left\{\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}} \frac{l\left(N_{0}+\mathcal{E}_{s}+I_{0} / \mu\right)-\nu I_{0} / \mu}{\left[l\left(N_{0}+\mathcal{E}_{s}+I_{0} / \mu\right)^{2}-\nu\left(N_{0}+I_{0} / \mu-\mathcal{E}_{s}^{2} / N_{0}\right) I_{0} / \mu\right]^{1 / 2}}\right\}$.

This equation and (2-185) give the upper bound on $P_{b}$ for the AGC metric.

Example 11. The upper bound on $P_{b}$ versus $\mathcal{E}_{b} / I_{0}$ for worst-case pulsed interference, the AGC metric, the rate- $1 / 2$ binary convolutional code with $K=$ 7 , and $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$ is plotted in Figure 2.27. The figure indicates that the potential performance of the AGC metric is nearly as good as that of the maximum-likelihood metric.

The energy $N_{0 i} B T_{s}+\mathcal{E}_{s}$ may be measured by a radiometer, which is a device that measures the energy at its input. An ideal radiometer (Section 10.2) provides an unbiased estimate of the energy received during a symbol interval. The radiometer outputs are accurate estimates only if the standard deviation of the output is much less than its expected value. Therefore, the potential performance of the AGC metric is expected to be significantly degraded in practice unless each interference pulse extends over many channel symbols and its energy is measured over the corresponding interval.

The maximum-likelihood metric for continuous interference ( $N_{0 i}$ is constant for all $i$ ) is the white-noise metric:

$$
\begin{equation*}
U(k)=\sum_{i=1}^{n} d_{i} y_{i} \tag{2-193}
\end{equation*}
$$

which is much simpler to implement than the AGC metric. For the white-noise metric, calculations similar to the preceding ones yield

$$
\begin{equation*}
P_{2}(l \mid \nu)=Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}} l\left(l+\nu \frac{I_{0}}{\mu N_{0}}\right)^{-1 / 2}\right] \tag{2-194}
\end{equation*}
$$

This equation and (2-185) give the upper bound on $P_{b}$ for the white-noise metric.

Example 12. Figure 2.28 illustrates the upper bound on $P_{b}$ versus $\mathcal{E}_{b} / I_{0}$ for $K=7, r=1 / 2, \mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and several values of $\zeta=\mu / \mu_{0}$. The figure demonstrates the vulnerability of soft-decision decoding with the whitenoise metric to short high-power pulses if interference power is conserved. The high values of $P_{b}$ for $\zeta<1$ are due to the domination of the metric by a few degraded symbol metrics.

Consider a coherent BPSK demodulator that erases its output and hence a received symbol whenever an interference pulse occurs. The presence of the pulse might be detected by examining a sequence of the demodulator outputs and determining which ones have inordinately large magnitudes compared with the others. Alternatively, the demodulator might decide that a pulse has occurred if an output has a magnitude that exceeds a known upper bound for the desired signal. Consider an ideal demodulator that unerringly detects the pulses and erases the corresponding received symbols. Following the deinterleaving of the demodulated symbols, the decoder processes symbols that have a probability of being erased equal to $\mu$. The unerased symbols are decoded by using the white-noise metric. The erasing of $\nu$ symbols causes two sequences that differ in $l$ symbols to be compared on the basis of $l-\nu$ symbols where


Figure 2.29: Performance against pulsed interference of DS-BPSK with convolutional code, erasures metric, $K=7, r=1 / 2$, and $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$
$0 \leq \nu \leq l$. As a result, the erasures metric provides

$$
\begin{equation*}
P_{2}(l \mid \nu)=Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}}(l-\nu)}\right] \tag{2-195}
\end{equation*}
$$

The substitution of this equation into (2-185) gives the upper bound on $P_{b}$ for errors-and-erasures decoding.

Example 13. The upper bound on $P_{b}$ is illustrated in Figure 2.29 for $K=7, r=1 / 2, \quad \mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and several values of $\zeta=\mu / \mu_{0}$. In this example, erasures provide no advantage over the white-noise metric in reducing the required $\mathcal{E}_{b} / I_{0}$ for $P_{b}=10^{-5}$ if $\zeta>0.85$, but are increasingly useful as $\zeta$ decreases.

Example 14. Consider an ideal demodulator that unerringly activates erasures only when $\mu$ is small enough that the erasures are more effective than the white-noise metric. When this condition does not occur, the white-noise metric is used. The upper bound on $P_{b}$ for this ideal erasures metric, worst-case pulsed interference, $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and several binary convolutional codes is illustrated in Figure 2.30. The required $\mathcal{E}_{b} / I_{0}$ at $P_{b}=10^{-5}$ is roughly 2 dB less than for worst-case hard-decision decoding. However, a practical demodulator sometimes erroneously makes erasures or fails to erase, and its performance advantage may be much more modest than that of the ideal erasures metric.


Figure 2.30: Worst-case performance against pulsed interference of directsequence system with convolutional codes of constraint length $K$ and rate $r$, ideal erasures metric, and $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$

### 2.7 Noncoherent Systems

Coherent direct-sequence systems may be impractical when high mobility causes fast fading. A noncoherent direct-sequence system avoids the need for phase synchronization with the carrier in the receiver. The ADC outputs are chip-rate in-phase and quadrature sequences that are applied to a metric generator, as shown in Figure 2.31. The symbol metrics produced by the metric generator are used to make a symbol decision every symbol period. For soft-decision decoding, the symbol metrics are directly applied to the decoder.

Because of its relatively simple implementation and the fact that it sacrifices only 1 dB relative to coherent detection, noncoherent orthogonal $q$-ary codeshift keying (CSK) is a prime choice for the data modulation in a noncoherent direct-sequence system with short spreading sequences.

A direct-sequence system with code-shift keying (DS-CSK system) encodes $q=2^{m}$ nonbinary symbols as $q$ orthogonal $m$-bit Walsh sequences drawn from a Hadamard matrix $\mathbf{H}_{m}$. Each of the $m$ bits is combined with an $n$-bit spreading sequence $\mathbf{p}=\left[p_{1}, p_{2}, \ldots, p_{n}\right]$. Let $\mathbf{b}=\left[b_{k, 1}, b_{k, 2}, \ldots, b_{k, m}\right]$ denote the Walsh sequence for symbol $k$. The composite spreading sequence representing a symbol $k$ is

$$
\begin{equation*}
\mathbf{q}_{k}=\left[b_{k, 1} \mathbf{p}, b_{k, 2} \mathbf{p}, \ldots, b_{k, m} \mathbf{p}\right] \tag{2-196}
\end{equation*}
$$



Figure 2.31: Demodulator for noncoherent direct-sequence system

The length of $\mathbf{q}_{k}$ is the spreading factor $G=m n$. Since the underlying Walsh sequences for the symbols are orthogonal, the composite symbols remain orthogonal.

The principal components of the encoder of the composite spreading sequence are depicted in Figure 2.32. The bit sequence of a symbol is stored in the lower shift register, and the short spreading sequence is stored in the upper shift register. The outputs of the lower and upper shift registers are applied to the modulo-two adder at the bit rate and chip rate, respectively. The composite spreading sequence is mapped into $\pm 1$ prior to transmission.

The received direct-sequence signal with $q$-ary CSK for symbol $k$ of duration $T_{s}$ is

$$
\begin{align*}
s_{k}(t) & =\sqrt{\mathcal{E}_{s}} q_{k}(t) \cos \left(2 \pi f_{c} t+\phi\right)+\sqrt{\mathcal{E}_{s}} q_{k}\left(t+t_{0}\right) \sin \left(2 \pi f_{c} t+\phi\right) \\
0 & \leq t \leq T_{s} \tag{2-197}
\end{align*}
$$

where $\mathcal{E}_{s}$ is the energy per $q$-ary symbol, $t_{0}$ is the relative delay between the in-phase and quadrature components of the signal, $\phi$ is the received phase, the composite spreading waveform is

$$
\begin{equation*}
q_{k}(t)=\sum_{i=0}^{G-1} q_{k i} \psi\left(t-i T_{c}\right) \tag{2-198}
\end{equation*}
$$

and $q_{k i}$ is chip $i$ of the composite spreading sequence for symbol $k$. The chip duration is $T_{c}$, and the energy of the chip waveform satisfies (2-72).

The total received signal during the reception of symbol $k$ is

$$
\begin{equation*}
r(t)=s_{k}(t)+i(t)+n(t) \tag{2-199}
\end{equation*}
$$

where $i(t)$ is the interference, and $n(t)$ is the AWGN. An evaluation similar to that in Section 2.5 indicates that the in-phase sequence applied to the metric generator of Figure 2.33 is

$$
\begin{equation*}
I_{i}=\frac{\sqrt{\mathcal{E}_{s} / 2}}{G} q_{k i}(\cos \phi+\sin \phi)+J_{i}+N_{s i}, i=0,1, \ldots, G-1 \tag{2-200}
\end{equation*}
$$



Figure 2.32: Encoder of composite spreading sequence for CSK
where $J_{i}$ and $N_{s i}$ are defined by (2-84) and (2-85), respectively. Similarly, the quadrature sequence applied to the metric generator is

$$
\begin{equation*}
Q_{i}=\frac{\sqrt{\mathcal{E}_{s} / 2}}{G} b_{k i}(\cos \phi-\sin \phi)+J_{i}^{\prime}+N_{s i}^{\prime}, \quad i=0,1, \ldots, G-1 \tag{2-201}
\end{equation*}
$$

where $J_{i}^{\prime}$ and $N_{s i}^{\prime}$ are defined by (2-133) and (2-134), respectively.
In the metric generator of Figure 2.33, the sampled outputs of the in-phase and quadrature matched filters that are matched to transmitted symbol $k$ are

$$
\begin{align*}
I_{s}(k) & =\sqrt{\mathcal{E}_{s} / 2}(\cos \phi+\sin \phi)+V_{1}(k)+U_{1}(k)  \tag{2-202}\\
Q_{s}(k) & =\sqrt{\mathcal{E}_{s} / 2}(\cos \phi-\sin \phi)+V_{2}(k)+U_{2}(k) \tag{2-203}
\end{align*}
$$

respectively, where

$$
\begin{align*}
& V_{1}(l)=\sum_{i=0}^{G-1} q_{l i} J_{i}, \quad U_{1}(l)=\sum_{i=0}^{G-1} q_{l i} N_{s i l}  \tag{2-204}\\
& V_{2}(l)=\sum_{i=0}^{G-1} q_{l i} J_{i}^{\prime}, \quad U_{2}(l)=\sum_{i=0}^{G-1} q_{l i} N_{s i}^{\prime l} \tag{2-205}
\end{align*}
$$

are the interference and noise components. Using the orthogonality of the spreading sequences, we find that the sampled outputs of the in-phase and quadrature matched filters that are matched to symbol $l \neq k$ are

$$
\begin{equation*}
I_{s}(l)=V_{1}(l)+U_{1}(l), Q_{s}(l)=V_{2}(l)+U_{2}(l), l \neq k \tag{2-206}
\end{equation*}
$$



Figure 2.33: Metric generator for the noncoherent detection of orthogonal spreading sequences
respectively. After the squaring and combining operations, the symbol metrics passed to the decoder are

$$
\begin{array}{r}
R_{k}=I_{s}^{2}(k)+Q_{s}^{2}(k) \\
R_{l}=I_{s}^{2}(l)+Q_{s}^{2}(l), \quad l \neq k \tag{2-208}
\end{array}
$$

Assuming the Gaussian interference model of Section 2.4, we find that each $I_{s}(l)$ and each $Q_{s}(l)$ has a Gaussian distribution, and

$$
\begin{equation*}
\operatorname{var}\left[I_{s}(l)\right]=\operatorname{var}\left[Q_{s}(l)\right]=N_{0 e} / 2, l=1,2, \ldots q \tag{2-209}
\end{equation*}
$$

where $N_{0 e}$ is given by (2-121). For hard-decision decoding, the symbol metrics are compared and a symbol decision is made. As shown in Appendix E, each symbol metric $R_{l}, l \neq k$, has a central chi-squared density with two degrees of freedom and variance $\sigma^{2}=N_{0 e} / 2$. The symbol metric $R_{k}$ associated with transmitted symbol $k$ has a chi-squared density with two degrees of freedom, variance $\sigma^{2}=N_{0 e} / 2$, and noncentral parameter $\lambda=\mathcal{E}_{s}$. We make the plausible approximation that the $\left\{I_{s}(k), Q_{s}(k)\right\}$ are independent of the $\left\{I_{s}(l), Q_{s}(l)\right\}$, in the sense that any dependence is negligible. A derivation paralleling that of (1-73) leads to the symbol error probability:

$$
\begin{equation*}
P_{s}=\sum_{i=1}^{q-1} \frac{(-1)^{i+1}}{i+1}\binom{q-1}{i} \exp \left[-\frac{i \mathcal{E}_{s}}{(i+1) N_{0 e}}\right] \tag{2-210}
\end{equation*}
$$

For the same $N_{0 e}$ and $\mathcal{E}_{s}=m \mathcal{E}_{b}$, a comparison of (2-210) with (2-120) indicates that the bit error probability as a function of $\mathcal{E}_{b} / N_{0 e}$ of the directsequence system with noncoherent binary CSK is approximately 4 dB worse than that of the system with coherent BPSK. This difference arises primarily


Figure 2.34: Metric generator for a DS-DPSK system
because binary CSK uses orthogonal rather than antipodal signals. A much more complicated system with coherent binary CSK would only recover roughly 1 dB of the disparity. The performance of a noncoherent 8-ary DS-CSK system in the presence of wideband Gaussian interference and the same $N_{0 e}$ is slightly better than that of a coherent DS-BPSK system. However, 8 matched filters are required, which offsets the advantage that phase synchronization is not required.

In a system that uses a single binary sequence and a minimum amount of hardware, the symbol 1 is signified by the transmission of the sequence, whereas the symbol 0 is signified by the absence of a transmission. Decisions are made after comparing the envelope-detector output with a threshold. One problem with this system is that the optimal threshold is a function of the amplitude of the received signal, which must somehow be estimated. Another problem is the degraded performance of the symbol synchronizer when many consecutive zeros are transmitted. Thus, a system with two binary CSK sequences is much more practical.

A DS-DPSK system signifies the symbol 1 by the transmission of a spreading sequence without any change in the carrier phase; the symbol 0 is signified by the transmission of the same sequence after a phase shift of $\pi$ radians in the carrier phase. Thus, the symbol sequence is determined by the phase shifts between consecutive spreading sequences. In the metric generator, chip-rate in-phase and quadrature sequences are multiplied by the spreading sequence to produce symbol-rate despread sequences, as illustrated in Figure 2.34. These sequences are multiplied by previous despread sequences in mixers, the outputs of which are added to generate the symbol metrics. Since the symbol information is embedded in the phase shifts, pairs of symbol metrics are used in the decoding. An analysis of this system for hard decisions and wideband Gaussian interference indicates that its performance is roughly 1 dB inferior to that of a system with noncoherent 8-ary CSK.

### 2.8 Despreading with Bandpass Matched Filters

A matched filter can be implemented at baseband as a digital filter. Alternatively, bandpass matched filtering can be implemented by analog devices. Despreading short spreading sequences with bandpass matched filters provides sinusoidal pulses with polarities that depend on the data modulation. The pulses can be used for timing synchronization and as the basis for producing the symbol metrics of simple direct-sequence receivers.

The spreading waveform for a short spreading sequence

$$
\begin{equation*}
p(t)=\sum_{i=-N}^{N} p_{1}\left(t-i T_{s}\right),-N T_{s} \leq t \leq N T_{s} \tag{2-211}
\end{equation*}
$$

where $N$ is a large positive integer, $p_{1}(t)$ is one period of the spreading waveform, and $T_{s}$ is its period. Over a single symbol interval,

$$
p_{1}(t)=\left\{\begin{array}{cc}
\sum_{i=0}^{G-1} p_{1 i} \psi\left(t-i T_{c}\right), & 0 \leq t \leq T_{s}  \tag{2-212}\\
0, & \text { otherwise }
\end{array}\right.
$$

where $\psi(t)$ is the chip waveform, $p_{1 i}= \pm 1$, and $T_{s}=G T_{c}$. As explained in Section 1.1, a filter is said to be matched to a signal $x(t), 0 \leq t \leq T$, if the impulse response of the filter is $h(t)=x(T-t)$. Consider a bandpass matched filter that is matched to

$$
x(t)=\left\{\begin{array}{cl}
p_{1}(t) \cos \left(2 \pi f_{c} t+\theta_{1}\right), & 0 \leq t \leq T_{s}  \tag{2-213}\\
0, & \text { otherwise }
\end{array}\right.
$$

where $f_{c}$ is the desired carrier frequency or a suitable intermediate frequency.
We evaluate the filter response to the received signal corresponding to a single data symbol:

$$
s(t)=\left\{\begin{array}{cc}
2 A p_{1}\left(t-t_{0}\right) \cos \left(2 \pi f_{1} t+\theta\right), & t_{0} \leq t \leq t_{0}+T_{s}  \tag{2-214}\\
0, & \text { otherwise }
\end{array}\right.
$$

where $t_{0}$ is a measure of the uncertainty in the arrival time, the polarity of $A$ is determined by the data symbol, and $f_{1}$ is the received carrier frequency, which differs from $f_{c}$ because of oscillator instabilities and the Doppler shift. Let $f_{d}=f_{1}-f_{c}$ denote the frequency mismatch. We assume that

$$
\begin{equation*}
\left|t_{0}\right| \ll T_{s}, \quad f_{d} T_{s} \ll 1 \ll f_{c} T_{s} \tag{2-215}
\end{equation*}
$$

Then the matched-filter response to $s(t)$ is

$$
\begin{array}{r}
y_{s}(t)=\int_{. t-T_{s}}^{t} s(u) p_{1}\left(u+T_{s}-t\right) \cos \left[2 \pi f_{c}\left(u+T_{s}-t\right)+\theta_{1}\right] d u \\
=A \int_{\max \left(t-T_{s}, t_{0}\right)}^{\min \left(t, t_{0}+T_{s}\right)} p_{1}\left(u-t_{0}\right) p_{1}\left(u-t+T_{s}\right) \cos \left(2 \pi f_{d} u+2 \pi f_{c} t+\theta_{2}\right) d u \\
\approx A_{s}(t) \cos \left(2 \pi f_{c} t+\theta_{3}\right), t_{0} \leq t \leq t_{0}+2 T_{s} \tag{2-216}
\end{array}
$$

where $\theta_{2}=\theta-\theta_{1}-2 \pi f_{c} T_{s}, \theta_{3}=\theta_{2}+2 \pi f_{d} t_{0}$, and

$$
\begin{equation*}
A_{s}(t)=A \int_{\max \left(t-T_{s}, t_{0}\right)}^{\min \left(t, t_{0}+T_{s}\right)} p_{1}\left(u-t_{0}\right) p_{1}\left(u-t+T_{s}\right) d u \tag{2-217}
\end{equation*}
$$

In the absence of noise, the matched-filter output $y_{s}(t)$ is a compressed bipolar sinusoidal pulse of duration $2 T_{s}$. At the sampling time $t=T_{s}$,

$$
\begin{align*}
A_{s}\left(T_{s}\right)=A \int_{\max \left(0, t_{0}\right)}^{\min \left(T_{s}, t_{0}+T_{s}\right)} & p_{1}\left(u-t_{0}\right) p_{1}(u) d u \\
& \approx A T_{s}, \quad\left|t_{0}\right| \ll T_{s} \tag{2-218}
\end{align*}
$$

with a polarity determined by $A$.
The response of the matched filter to the interference and noise, denoted by $N(t)=i(t)+n(t)$, may be expressed as

$$
\begin{align*}
y_{n}(t) & =\int_{t-T_{s}}^{t} N(u) p\left(u+T_{s}-t\right) \cos \left[2 \pi f_{c}\left(u+T_{s}-t\right)+\theta_{1}\right] d u \\
& =N_{1}(t) \cos \left(2 \pi f_{c} t+\theta_{3}\right)+N_{2}(t) \sin \left(2 \pi f_{c} t+\theta_{3}\right) \tag{2-219}
\end{align*}
$$

where

$$
\begin{align*}
& N_{1}(t)=\int_{t-T_{s}}^{t} N(u) p\left(u+T_{s}-t\right) \cos \left(2 \pi f_{c} u+\theta+2 \pi f_{d} t_{0}\right) d u  \tag{2-220}\\
& N_{2}(t)=\int_{t-T_{s}}^{t} N(u) p\left(u+T_{s}-t\right) \sin \left(2 \pi f_{c} u+\theta+2 \pi f_{d} t_{0}\right) d u \tag{2-221}
\end{align*}
$$

These equations exhibit the spreading and filtering of the interference spectrum required in a direct-sequence receiver.

The matched-filter output is

$$
\begin{array}{r}
y(t)=y_{s}(t)+y_{n}(t) \\
=E(t) \cos \left[2 \pi f t+\theta_{4}(t)\right] \tag{2-222}
\end{array}
$$

where the envelope is

$$
\begin{equation*}
E(t)=\left\{\left[A_{s}(t)+N_{1}(t)\right]^{2}+N_{2}^{2}(t)\right\}^{1 / 2} \tag{2-223}
\end{equation*}
$$



Figure 2.35: Surface-acoustic-wave (SAW) transversal filter

If

$$
\begin{equation*}
\left|A_{s}(t)+N_{1}(t)\right| \gg\left|N_{2}(t)\right| \tag{2-224}
\end{equation*}
$$

then at the sampling time,

$$
\begin{equation*}
E\left(T_{s}\right) \approx\left|A T_{s}+N_{1}\left(T_{s}\right)\right| . \tag{2-225}
\end{equation*}
$$

This equation indicates that the degradation due to the interference and noise in the sampled bandpass-filter envelope is comparable to the degradation in the sampled output of the baseband matched filter.

## Surface-Acoustic-Wave Filters

Figure 2.35 illustrates the basic form of a surface-acoustic-wave (SAW) transversal filter, which provides an implementation of a bandpass matched filter. The SAW transversal filter is a passive matched filter that essentially stores a replica of the underlying spreading sequence and waits for the received sequence to align itself with the replica. The SAW delay line consists primarily of a piezoelectric substrate, which serves as the acoustic propagation medium, and interdigital transducers, which serve as the taps and the input transducer. The transversal filter is matched to one period of the spreading waveform, the propagation delay between taps is $T_{c}$, and $f_{c} T_{c}$ is an integer. The bandpass chip-matched filter following the summer is matched to $\psi(t) \cos \left(2 \pi f_{c} t+\theta\right)$. It is easily verified that the impulse response of the transversal filter is that of a filter matched to $p_{1}(t) \cos \left(2 \pi f_{c} t+\theta\right)$.

An active matched filter can be implemented as a $S A W$ convolver [61], which is depicted in Figure 2.36. The received signal and a reference signal are applied


Figure 2.36: SAW convolver. $\mathrm{IDT}=$ interdigital transducer
to separate interdigital transducers that generate acoustic waves at opposite ends of a substrate. The reference signal is a recirculating, time-reversed replica of the spreading waveform. The acoustic waves travel in opposite directions with speed $v$, and the acoustic terminations suppress reflections. The receivedsignal wave is launched at position $x=0$ and the reference wave at $x=L$. The received-signal wave travels to the right in the substrate and has the form

$$
\begin{equation*}
F(t, x)=f\left(t-\frac{x}{v}\right) \cos \left[2 \pi f_{c}\left(t-\frac{x}{v}\right)+\theta\right] \tag{2-226}
\end{equation*}
$$

where $f(t)$ is the modulation at position $x=0$. The reference wave travels to the left and has the form

$$
\begin{equation*}
G(t, x)=g\left(t+\frac{x-L}{v}\right) \cos \left[2 \pi f_{c}\left(t+\frac{x-L}{v}\right)+\theta_{1}\right] \tag{2-227}
\end{equation*}
$$

where $g(t)$ is the modulation at position $x=L$. Both $f(t)$ and $g(t)$ are assumed to have bandwidths much smaller than $f_{c}$.

Beam compressors, which consist of thin metallic strips, focus the acoustic energy to increase the convolver's efficiency. When the acoustic waves overlap beneath the central electrode, a nonlinear piezoelectric effect causes a surface charge distribution that is spatially integrated by the electrode. The primary component of the convolver output is proportional to

$$
\begin{equation*}
y(t)=\int_{0}^{L}[F(t, x)+G(t, x)]^{2} d x . \tag{2-228}
\end{equation*}
$$

Substituting (2-226) and (2-227) into (2-228) and using trigonometry, we find that $y(t)$ is the sum of a number of terms, some of which are negligible if $f_{c} L / v \gg 1$. Others are slowly varying and are easily blocked by a filter. The most useful component of the convolver output is

$$
\begin{equation*}
y_{s}(t)=\left[\int_{0}^{L} f\left(t-\frac{x}{v}\right) g\left(t+\frac{x-L}{v}\right) d x\right] \cos \left(4 \pi f_{c} t+\theta_{2}\right) \tag{2-229}
\end{equation*}
$$

where $\theta_{2}=\theta+\theta_{1}-2 \pi f_{c} L / v$. Changing variables, we find that the amplitude of the output is

$$
\begin{equation*}
A_{s}(t)=\int_{t-L / v}^{t} f(y) g(2 t-y-L / v) d y \tag{2-230}
\end{equation*}
$$

where the factor $2 t$ results from the counterpropagation of the two acoustic waves.

Suppose that an input pulse over a symbol interval is a single period $p_{1}(t)$ of the spreading waveform $p(t)$ given by (2-211). Then

$$
f(t)=\left\{\begin{array}{cc}
A p_{1}\left(t-t_{0}\right) & t_{0} \leq t \leq t_{0}+T_{s}  \tag{2-231}\\
0, & \text { otherwise }
\end{array}\right.
$$

where $t_{0}$ is the uncertainty in the arrival time of an acquisition pulse relative to the launching of the reference signal at $x=L$. The reference signal is

$$
\begin{equation*}
g(t)=\sum_{i=-N}^{N} p_{1}\left(T_{s}-t+i T_{s}\right) \operatorname{rect}\left(t-i T_{s}, T_{s}\right) \tag{2-232}
\end{equation*}
$$

where $\operatorname{rect}\left(t, T_{s}\right)$ is the unit rectangular pulse over $\left[0, T_{s}\right]$. Then (2-230) indicates that $A_{s}(t)=0$ unless $t_{0}<t<t_{0}+L / v+T_{s}$. We assume that $0<L \leq 2 v T_{s}$. Substitution of (2-231) and (2-232) into (2-230) and a change of the integration variable yield

$$
\begin{align*}
A_{s}(t)=\sum_{i=-3}^{3} \int_{\max \left(t-t_{0}-L / v, 0\right)}^{\min \left(t-t_{0}, T_{s}\right)} & p_{1}(y) p_{1}\left[. y-2 t+(i+1) T_{s}+t_{0}+L / v\right] \\
& \times \operatorname{rect}\left(-y+2 t-t_{0}-L / v-i T_{s}, T_{s}\right) d y \\
0<L \leq & 2 v T_{s}, t_{0}<t<t_{0}+L / v+T_{s},\left|t_{0}\right|<T_{s} \tag{2-233}
\end{align*}
$$

Let

$$
\begin{equation*}
\tau=\frac{T_{s}+t_{0}+L / v}{2} \tag{2-234}
\end{equation*}
$$

When $t=\tau$,

$$
\begin{equation*}
A_{s}(\tau)=A \int_{\max \left(\tau-t_{0}-L / v, 0\right)}^{\min \left(\tau-t_{0}, T_{s}\right)} p_{1}^{2}(y) d y \tag{2-235}
\end{equation*}
$$

The maximum possible magnitude of $A_{s}(\tau)$ is produced if $\tau-t_{0} \geq T_{s}$ and $\tau-t_{0}-L / v \leq 0$; that is, if

$$
\begin{equation*}
t_{0}+T_{s} \leq \tau \leq t_{0}+\frac{L}{v} \tag{2-236}
\end{equation*}
$$

This requirement is satisfied if

$$
\begin{equation*}
L \geq v T_{s} \tag{2-237}
\end{equation*}
$$

Thus, if $L$ is large enough, then the envelope of the convolver output at $t=\tau$ has the maximum possible magnitude, which is $|A| T_{s}$.

Thus, the envelope has a large peak value. For acquisition, a preamble is transmitted that comprises several periods of a spreading sequence with an autocorrelation that has sharp spikes. The received preamble is applied to a SAW convolver that feeds an envelope detector. Then a peak detector produces timing information that facilitates acquisition.


Figure 2.37: Chip configurations within convolver at time instants $t=4 T_{c}, 5 T_{c}$, and $6 T_{c}$ when $t_{0}=0, L / v=6 T_{c} T=4 T_{c}$

Example 15. Let $t_{0}=0, L / v=6 T_{c}$, and $T=4 T_{c}$. The chips propagating in the convolver for three separate time instants $t=4 T_{c}, 5 T_{c}$, and $6 T_{c}$ are illustrated in Figure 2.37. The top diagrams refer to the counterpropagating periodic reference signal, whereas the bottom diagrams refer to the single received pulse of four chips. The chips are numbered consecutively. The received pulse is completely contained within the convolver during $4 T_{c} \leq t \leq 6 T_{c}$. The maximum magnitude of the output occurs at time $t=5 T_{c}$, which is the instant of perfect alignment of the reference signal and the received chips.

## Multipath-Resistant Coherent System

The coherent demodulation of a direct-sequence signal requires the generation of a phase-coherent synchronization signal with the correct carrier frequency in the receiver. Prior to the despreading, the signal-to-noise ratio (SNR) may be too low for the received signal to serve as the input to a phase-locked loop that produces a synchronization signal. An inexpensive method of generating a synchronization signal is to use a recirculation loop, which is a loop designed to reinforce a periodic input signal by positive feedback.

As illustrated in Figure 2.38, the feedback elements are an attenuator of gain $K$ and a delay line with a delay $T_{0}$. The basic concept behind this architecture is that successive signal pulses are coherently added while the interference and noise are noncoherently added, thereby producing an output pulse with an improved SNR.

The input consists of a symbol waveform having the form

$$
\begin{equation*}
s_{0}(t)=A(t) \cos \left(2 \pi f_{c} t+\theta\right), \quad 0 \leq t \leq T_{s} \tag{2-238}
\end{equation*}
$$

where $T_{s}$ is the symbol duration. The figure indicates that the loop output is

$$
\begin{array}{r}
s_{1}(t)=s_{0}(t)+K s_{1}\left(t-T_{0}\right), \quad T_{0} \leq t \leq N T_{s} \\
s_{1}(t)=s_{0}(t), \quad 0 \leq t \leq T_{s} . \tag{2-239}
\end{array}
$$

Substitution of this equation into itself and then repeating this substitution process lead to

$$
\begin{equation*}
s_{1}(t)=\sum_{m=0}^{n-1} K^{m} s_{0}\left(t-m T_{0}\right)+K^{n} s_{1}\left(t-n T_{0}\right), n T_{0} \leq t \leq T_{s} \tag{2-240}
\end{equation*}
$$



Figure 2.38: Recirculation loop
which indicates that $s_{1}(t)$ increases with $n$ if enough input pulses are available. To prevent an eventual loop malfunction, $K<1$ is a design requirement that is assumed henceforth.

We assume that varies much more slowly than the cosine and that

$$
\begin{equation*}
n f_{c} T_{0} \ll 1 \tag{2-241}
\end{equation*}
$$

Under this condition, the feedback waveforms add constructively, and

$$
\begin{array}{r}
s_{0}\left(t-m T_{0}\right) \approx s_{0}(t), \quad m \leq n \\
s_{1}\left(t-n T_{0}\right) \approx s_{0}(t) \tag{2-242}
\end{array}
$$

Therefore, (2-240) reduces to

$$
\begin{align*}
s_{1}(t) & \approx s_{0}(t) \sum_{m=0}^{n} K^{m} \\
& =s_{0}(t)\left(\frac{1-K^{n+1}}{1-K}\right), \quad n T_{0} \leq t \leq T_{s} \tag{2-243}
\end{align*}
$$

If $S$ is the average power in the input waveform, then (2-243) indicates that the average power in the output pulse waveform in the interval $n \widehat{T}_{s} \leq t<$ $(n+1) \widehat{T}_{s}$ is approximately

$$
\begin{equation*}
S_{n}=\left(\frac{1-K^{n+1}}{1-K}\right)^{2} S, \quad K<1 \tag{2-244}
\end{equation*}
$$

If $\widehat{T}_{s}$ is large enough that the recirculated noise is uncorrelated with the input noise, which has average power $\sigma^{2}$, then the output noise power after $n$ recirculations is

$$
\begin{align*}
\sigma_{n}^{2} & =\sigma^{2} \sum_{m=0}^{n}\left(K^{2}\right)^{m} \\
& =\sigma^{2}\left(\frac{1-K^{2 n+2}}{1-K^{2}}\right), \quad K<1 \tag{2-245}
\end{align*}
$$



Figure 2.39: Direct-sequence receiver with decision-directed loop

The improvement in the SNR due to the presence of the recirculation loop is

$$
\begin{align*}
I(n, K) & =\frac{S_{n} / \sigma_{n}^{2}}{S / \sigma^{2}}=\frac{\left(1-K^{n+1}\right)(1+K)}{\left(1+K^{n+1}\right)(1-K)} \\
& \leq \frac{1+K}{1-K}, \quad K<1 . \tag{2-246}
\end{align*}
$$

If $K^{n}$ is small, the upper bound on $I(n, K)$ is nearly attained after $n$ recirculations. However, the upper bound on $n$ is constrained by (2-241).

Figure 2.39 illustrates a coherent decision-directed demodulator for a directsequence signal with BPSK. The bandpass matched filter despreads the input signal and produces compressed bipolar sinusoidal pulses, as indicated by (2-217). A compressed pulse due to a direct-path signal may be followed by one or more compressed pulses due to multipath signals (Chapter 6), as illustrated conceptually in Figure 2.40a for pulses corresponding to the transmitted symbols 101. Each compressed pulse is delayed by one symbol and then mixed with the digital symbol produced by the decision device. If this symbol is correct, it coincides with the same data symbol that is modulated onto the compressed pulse. Consequently, the mixer removes the data modulation and produces a phase-coherent reference pulse that is independent of the data symbol, as illustrated in Figure 2.40b, where the two middle pulses are inverted in phase relative to the corresponding pulses in Figure 2.40a. The reference pulses have the correct phases and the spreading waveforms needed for despreading and coherent detection. The reference pulses are amplified by the recirculation loop. The loop output and the matched-filter output are applied to a mixer that produces the despread baseband integrator input illustrated in Figure 2.40c. The length of the integration interval is equal to a symbol duration. The sampling times, which occur at the boundaries of the integration intervals, are determined by the synchronized pulses produced by the symbol synchronizer. The sampled integrator output is applied to a decision device that produces the data output. Since multipath components are


Figure 2.40: Conceptual waveforms of the demodulator: (a) matched-filter output, (b) recirculation loop input or output, and (c) baseband integrator input
coherently integrated, the demodulator provides an improved performance in a fading environment.

This coherent decision-directed receiver potentially suppresses interference almost as much as the receiver of Figure 2.14. The decision-directed receiver is much simpler to implement because specialized timing acquisition and tracking systems are unnecessary, but it requires a short spreading sequence, and the implementation losses are considerable. More efficient exploitation of multipath components is possible with rake combining (Section 6.12).

### 2.9 Problems

1. The characteristic polynomial associated with a linear feedback shift register is $f(x)=1+x^{2}+x^{3}+x^{5}+x^{6}$. The initial state is $a_{0}=a_{1}=0, a_{2}=$ $a_{3}=a_{4}=a_{5}=1$. Use polynomial long division to determine the first nine bits of the output sequence.
2. If the characteristic polynomial associated with a linear feedback shift register is $1+x^{m}$, what is the linear recurrence relation? Write the generating function associated with the output sequence. Use polynomial long division to determine the possible periods of the output sequence.
3. Prove by exhaustive search that the polynomial $f(x)=1+x^{2}+x^{3}$ is primitive.
4. Derive the characteristic polynomial of the linear equivalent of Figure 2.12a. Verify the structure of Figure 2.12 b and derive the initial contents indicated in the figure.
5. Derive the first line of (2-107) using the steps specified in the text.
6. This problem illustrates the limitations of an approximate model in an extreme case. Suppose that tone interference at the carrier frequency is coherent with a DS-BPSK signal so that $\phi=0$ in (2-96). Assume that $N_{0} \rightarrow 0$ and $\mathcal{E}_{s}>G I T_{c} \kappa$. Show that $P_{s} \rightarrow 0$. Show that the general tone-interference model of Section 2.4 leads to a nonzero approximate expression for $P_{s}$.
7. Starting with (2-115), verify (2-116).
8. Consider DS-QPSK systems with complex binary sequences that satisfy: (a) $\mathbf{d}_{2}=0$, (b) $\mathbf{d}_{1}=\mathbf{d}_{2}$, (c) $\mathbf{p}_{2}=0 \mathbf{p}_{1}=\mathbf{p}_{2}$. Which of these systems is potentially viable and which have significant weaknesses?
9. Consider DS-BPSK with hard decisions, a required $P_{s}=10^{-5}$, and $N_{0}$ $=0$. How much additional power is required against worst-case pulsed interference beyond that required against continuous interference. Use $Q(\sqrt{20})=10^{-5}$.
10. Assuming that $\mathcal{E}_{s} \gg N_{0}$ and $I_{0} \gg N_{0}$, (2-174) implies that the probability of an error in a binary code symbol is

$$
P_{s} \simeq \mu Q\left(\sqrt{\frac{2 \mathcal{E}_{s} \mu}{I_{0}}}\right), \quad 0 \leq \mu \leq 1 .
$$

Use this equation and the fact $Q(1.2)=0.115$ to verify (2-175).
11. Consider DS-DPSK over the AWGN channel and hard decisions. Derive the worst-case duty cycle and $P_{s}$ for strong pulsed interference when the PSD of continuous interference is $I_{0} / 2 \gg N_{0} / 2$. Show that DPSK has more than 3 dB disadvantage relative to BPSK against worst-case pulsed interference when $\mathcal{E}_{s} / I_{0}$ is large.
12. What are the values of $E\left[M_{0} \mid \nu\right]$ and $\operatorname{var}\left[M_{0} \mid \nu\right]$ for the white-noise metric? Derive the worst-case duty cycle and $P_{s}$ for strong pulsed interference when the PSD of continuous interference is $I_{0} / 2 \gg N_{0} / 2$. Show that DPSK has more than 3 dB disadvantage relative to BPSK against worstcase pulsed interference when $\mathcal{E}_{s} / I_{0}$ is large.
13. Expand (2-216) to determine the degradation in $A_{s}(T)$ when $f_{d} T_{s}$ is not negligible and the chip waveform is rectangular.
14. Evaluate the impulse response of a transversal filter with the form of Figure 2.35. Show that this impulse response is equal to that of a bandpass filter matched to $p_{1}(t) \cos \left(2 \pi f_{c} t+\theta\right)$ if $f_{c} T_{c}$ is an integer.
15. Why can the terms with $i>3$ and $i<-3$ be omitted in (2-233)? Why is there only a single term in (2-235)?

## Chapter 3

## Frequency-Hopping Systems

Frequency hopping is the periodic changing of the carrier frequency of a transmitted signal. This time-varying characteristic potentially endows a communication system with great strength against interference. Whereas a directsequence system relies on spectral spreading, spectral despreading, and filtering to suppress interference, the basic mechanism of interference suppression in a frequency-hopping system is that of avoidance. When the avoidance fails, it is only temporary because of the periodic changing of the carrier frequency. The impact of the interference is further mitigated by the pervasive use of channel codes, which are more essential for frequency-hopping systems than for directsequence systems. The basic concepts, spectral and performance aspects, and coding and modulation issues of frequency-hopping systems are presented in this chapter. A detailed description of the versatile continuous-phase frequency-shift keying as the data modulation is presented. The potentially powerful multisymbol noncoherent demodulation and the digital demodulation of continuousphase frequency-shift keying are explored. The effects of partial-band interference and multitone jamming are examined, and the most important issues in the design of frequency synthesizers are described.

### 3.1 Concepts and Characteristics

The sequence of carrier frequencies transmitted by a frequency-hopping system is called the frequency-hopping pattern. The set of $M$ possible carrier frequencies $\left\{f_{1}, f_{2}, \ldots, f_{M}\right\}$ is called the hopset. The rate at which the carrier frequency changes is called the hop rate. Frequency hopping occurs over a frequency band called the hopping band, which includes $M$ frequency channels. Each frequency channel is defined as a spectral region that includes a single


Figure 3.1: Frequency-hopping pattern
carrier frequency of the hopset as its center frequency and has a bandwidth $B$ large enough to include most of the power in a signal pulse with a specific carrier frequency. Figure 3.1 illustrates the frequency channels associated with a particular frequency-hopping pattern. The time interval between hops is called the hop interval. Its duration is called the hop duration and is denoted by $T_{h}$. The hopping band has hopping bandwidth $W \geq M B$.

Figure 3.2a depicts the general form of a frequency-hopping transmitter. Pattern-control bits, which are the output bits of a pattern generator, change at the hop rate so that a frequency synthesizer produces a frequency-hopping pattern. The data-modulated signal is mixed with the frequency-hopping pattern to produce the frequency-hopping signal. If the data modulation is some form of angle modulation $\phi(t)$, then the received signal for the $i$ th hop is

$$
\begin{equation*}
s(t)=\sqrt{2 \mathcal{E}_{s} / T_{s}} \cos \left[2 \pi f_{c i} t+\phi(t)+\phi_{i}\right], \quad(i-1) T_{h} \leq t \leq i T_{h} \tag{3-1}
\end{equation*}
$$

where $\mathcal{E}_{s}$ is the energy per symbol, $T_{s}$ is the symbol duration, $f_{c i}$ is the carrier frequency for the $i$ th hop, and $\phi_{i}$ is a random phase angle for the $i$ th hop.

The frequency-hopping pattern produced by the receiver synthesizer of Fig. 3.2b is synchronized with the pattern produced by the transmitter but is offset by a fixed intermediate frequency, which may be zero. The mixing operation removes the frequency-hopping pattern from the received signal and hence is called dehopping. The mixer output is applied to a bandpass filter that excludes double-frequency components and power that originated outside the appropriate frequency channel. The filter output is the data-modulated dehopped signal, which has the form of (3-1) with $f_{c i}$ for all hops replaced by the common intermediate frequency.

Although it provides no advantage against white noise, frequency hopping enables signals to hop out of frequency channels with interference or slow


Figure 3.2: Basic elements of frequency-hopping system: (a) transmitter and (b) receiver
frequency-selective fading. To fully escape from the effects of narrowband interference signals, disjoint frequency channels are necessary. The disjoint channels may be contiguous or have unused spectral regions between them. Some spectral regions with steady interference or a susceptibility to fading may be omitted from the hopset, a process called spectral notching.

To ensure that a frequency-hopping pattern is difficult to reproduce or dehop by an opponent, the pattern should be pseudorandom with a large period and an approximately uniform distribution over the frequency channels. The pattern generator is a nonlinear sequence generator that maps each generator state to the pattern-control bits that specify a frequency. The linear span or linear complexity of a nonlinear sequence is the number of stages of the shortest linear feedback shift register that can generate the sequence or the successive generator states. A large linear span inhibits the reconstruction of a frequency-hopping pattern from a short segment of it.

An architecture that enhances the transmission security of a frequencyhopping system is shown in Fig. 3.3. The structure or algorithm of the pattern generator is determined by a set of pattern-control bits that comprise the spread-spectrum key and the time-of-day (TOD). The spread-spectrum key, which is the ultimate source of security, is a set of bits that are changed infre-


Figure 3.3: Secure method of synthesizer control
quently. The spread-spectrum key may be generated by combining secret bits with two sets of address bits that identify both the transmitting device and the receiving device at the other end of a communication link. The TOD is a set of bits that are derived from the stages of the TOD counter and change with every transition of the TOD clock. For example, the spread-spectrum key might change daily, whereas the TOD might change every second. The purpose of the TOD is to vary the pattern-generator algorithm without constantly changing the spread-spectrum key. In effect, the pattern-generator algorithm is controlled by a time-varying key. The hop-rate clock, which regulates when the changes occur in the pattern generator, operates at a much higher rate than the TOD clock. In a receiver, the hop-rate clock is produced by the synchronization system. In both the transmitter and receiver, the TOD clock may be derived from the hop-rate clock. The TOD control bits initiate or reset the TOD counter to a desired state.

A frequency-hopping pulse with a fixed carrier frequency occurs during a portion of the hop interval called the dwell interval. As illustrated in Fig. 3.4, the dwell time is the duration of the dwell interval during which the channel symbols are transmitted and the peak amplitude occurs. The hop duration $T_{h}$ is equal to the sum of the dwell time $T_{d}$ and the switching time $T_{s w}$. The switching time is equal to the dead time, which is the duration of the interval when no signal is present, plus the rise and fall times of a pulse. Even if the switching time is insignificant in the transmitted signal, it is more substantial in the dehopped signal in the receiver because of the imperfect synchronization of received and receiver-generated waveforms. The nonzero switching time, which may include an intentional guard time, decreases the transmitted symbol duration $T_{s}$. If $T_{s o}$ is the symbol duration in the absence of frequency hopping, then $T_{s}=T_{s o}\left(T_{d} / T_{h}\right)$. The reduction in symbol duration expands the transmitted spectrum and thereby reduces the number of frequency channels within a fixed hopping band. Since the receiver filtering ensures that rise and fall times of pulses have durations on the order of a symbol duration, $T_{s w}>T_{s}$ in practical systems.


Figure 3.4: Time durations and amplitude changes of a frequency-hopping pulse

Frequency hopping may be classified as fast or slow relative to the information rate. Fast frequency hopping occurs if there is more than one hop for each information symbol. Slow frequency hopping occurs if one or more information symbols are transmitted in the time interval between frequency hops. Slow frequency hopping is highly preferable because the transmitted waveform is much more spectrally compact (cf. Section 3.5), there is no noncoherent combining loss due to the subdivision of symbols, and the overhead cost of the switching time is greatly reduced.

To obtain the full advantage of block or convolutional channel codes in a slow frequency-hopping system, the code symbols should be interleaved in such a way that the symbols of a block codeword or the symbols within a few free distances in a convolutional code fade independently. In frequency-hopping systems operating over a frequency-selective fading channel, the realization of this independence requires certain constraints among the system parameter values (Section 6.13).

Frequency-selective fading and Doppler shifts make it difficult to maintain phase coherence from hop to hop between frequency synthesizers in the transmitter and the receiver. Furthermore, the time-varying delay between the frequency changes of the received signal and those of the synthesizer output in the receiver causes the phase shift in the dehopped signal to differ for each hop interval. Thus, frequency-hopping systems use noncoherent or differentially coherent demodulators unless a pilot signal is available, the hop duration is very long, or elaborate iterative phase estimation (perhaps as part of turbo decoding) is used.

In military applications, the ability of frequency-hopping systems to avoid interference is potentially neutralized by a repeater jammer (also known as a follower jammer), which is a device that intercepts a signal, processes it, and then transmits jamming at the same center frequency. To be effective against a frequency-hopping system, the jamming energy must reach the victim receiver before it hops to a new carrier frequency. Thus, the hop rate is the critical factor in protecting a system against a repeater jammer. Hop rates of at most a few kilohops per second are adequate. The limitations of repeater jamming are analyzed in [101].

### 3.2 Basic Data Modulations

In this section, we describe three suitable data modulations. The more powerful and complex continuous phase-shift keying modulations are described in subsequent sections.

## OSK

In a frequency-hopping system with orthogonal-shift keying (OSK), each transmitted symbol is represented by a member of a set of orthogonal signals. The predominant form of OSK is frequency-shift keying (FSK), in which the orthogonal signals have different subcarrier frequencies. The frequency subchannels associated with FSK signals do not have to be contiguous, but contiguous subchannels simplify the system and expedite synchronization. Continuous-phase FSK signals with $N$ possible carrier frequencies and symbol duration $T_{s}$ require that each carrier frequency $f_{i}$ is selected so that

$$
\begin{equation*}
f_{i} T_{s}=m_{i}, \quad 1 \leq i \leq N \tag{3-2}
\end{equation*}
$$

where $m_{i}$ is a positive integer. Therefore, subcarrier frequencies must be separated by integer multiples of $1 / T_{s}$. Subsequently in this book, orthogonal continuous-phase FSK is called OSK.

The inner product or correlation of two signals $s_{1}(t)$ and $s_{2}(t)$ over an interval $\left[0, T_{s}\right]$ is

$$
\begin{equation*}
C=\int_{0}^{T_{s}} s_{1}(t) s_{2}(t) d t \tag{3-3}
\end{equation*}
$$

If $C=0$, the two signals are said to be orthogonal. Two possible OSK signals, each representing a different channel symbol, are proportional to

$$
\begin{equation*}
s_{1}(t)=\cos \left(2 \pi f_{1} t+\theta_{1}\right), \quad s_{2}(t)=\cos \left(2 \pi f_{2} t+\theta_{2}\right) \tag{3-4}
\end{equation*}
$$

The substitution of these equations into (3-3), a trigonometric expansion, the evaluation of the resulting integrals, and the use of (3-2) indicates that the orthogonality condition is satisfied.

In a frequency-hopping system with OSK (FH-OSK system), a frequency channel comprises $q$ subchannels. Each subchannel has a center frequency that is one of a set $S_{q}$ of $q$ orthogonal OSK frequencies that offset the frequencyhopping carrier frequency for each transmitted symbol within each hop dwell interval. The bandwidth of a subchannel is determined by the bandlimited filtering in the receiver. In a typical design, the $q$ subchannels are separated by $1 / T_{s}$ and a frequency channel has a bandwidth approximately equal to $q / T_{s}$. In the modulator of an FH-OSK system, each code symbol selects one of the frequencies in $S_{q}$. The sequence of symbol frequencies are mixed with the frequency-hopping pattern to produce the frequency-hopping signal.

In a noncoherent receiver, the frequency-hopping carrier frequency is removed, and the remaining OSK signal is applied to a demodulator that may have the structure of Fig. 1.3. Figure 3.5 depicts the main elements of an alternative noncoherent OSK demodulator. To derive the alternative implementation, we observe that when the received waveform $r(t)=A \cos \left[2 \pi f_{l} t+\theta\right], 0 \leq$


Figure 3.5: Noncoherent demodulator of FH-OSK
$t \leq T_{s}$, is applied to a filter with impulse response $\cos \left[2 \pi f_{l}\left(T_{s}-t\right)\right], 0 \leq t \leq T_{s}$, the filter output at time $t$ is

$$
\begin{align*}
y_{l}(t) & =\int_{0}^{t} r(\tau) \cos \left[2 \pi f_{l}\left(\tau-t+T_{s}\right)\right] d \tau \\
& =\left\{\int_{0}^{t} r(\tau) \cos \left(2 \pi f_{l} \tau\right) d \tau\right\} \cos \left[2 \pi+f_{l}\left(t-T_{s}\right)\right] \\
& +\left\{\int_{0}^{t} r(\tau) \sin \left(2 \pi f_{l} \tau\right) d \tau\right\} \sin \left[2 \pi f_{l}\left(t-T_{s}\right)\right] \\
& =R_{l}(t) \cos \left[2 \pi f_{l}\left(t-T_{s}\right)+\phi(t)\right], \quad 0 \leq t \leq T_{s} \tag{3-5}
\end{align*}
$$

where the envelope of $y_{l}(t)$ is

$$
\begin{equation*}
R_{l}(t)=\left\{\left[\int_{0}^{t} r(\tau) \cos \left(2 \pi f_{l} \tau\right) d \tau\right]^{2}+\left[\int_{0}^{t} r(\tau) \sin \left(2 \pi f_{l} \tau\right) d \tau\right]^{2}\right\}^{1 / 2} \tag{3-6}
\end{equation*}
$$

The envelope is extracted by an envelope detector and sampled to produce $R_{l}\left(T_{s}\right)=R_{l}$, which is given by (1-77)-(1-79). Thus, the demodulator structure depicted in Fig. 3.5 provides the same symbol metrics as that of Fig. 1.3. A practical envelope detector consists of a peak detector followed by a lowpass filter.

The computational requirements of the maximum-likelihood metric (1-63) lead to a consideration of suboptimal ones. Comparing the series representation of the Bessel function $I_{0}(x)$ given by (H-14) to that of $\exp \left(x^{2} / 2\right)$, it follows that

$$
\begin{equation*}
I_{0}(x) \leq \exp \left(\frac{x^{2}}{2}\right) \tag{3-7}
\end{equation*}
$$

Substituting this upper bound into the maximum-likelihood codeword metric, we obtain the square-law metric:

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} \frac{\mathcal{E}_{s} R_{d_{i}}^{2}}{N_{0 i}^{2}} \tag{3-8}
\end{equation*}
$$

where $R_{d_{i}}$ is the sample value of the envelope-detector output that is associated with code symbol $d_{i}$ of candidate codeword $\mathbf{d}$, and $N_{0 i} / 2$ is the two-sided power spectral density (PSD) of the interference and noise over all the OSK subchannels during code symbol $d_{i}$. The constant $\mathcal{E}_{s}$ has been retained in this metric to make it dimensionless. The advantage of this metric is that the impact of a large $R_{d_{i}}$ is alleviated by a large $N_{0 i}$, and hence a single large symbol metric due to interference is unlikely to completely corrupt the codeword metric.

The implementation of the square-law metric requires the measurement of the interference power. An iterative method of power estimation based on the expectation-maximization algorithm (Section 9.1) provides approximate maximum-likelihood estimates, but system latency and computational requirements are greatly increased.

Another strategy is to revert to hard-decision decoding. A third strategy is to use a square-law metric with clipping or soft-limiting of each envelopedetector output:

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} c l\left(b, R_{d_{i}}^{2}\right) \tag{3-9}
\end{equation*}
$$

where the clipping function is defined as

$$
\operatorname{cl}(b, x)=\left\{\begin{array}{cc}
1, & x \geq b  \tag{3-10}\\
x, & -b<x<b \\
-1, & x \leq-b .
\end{array}\right.
$$

and $b$ is the clipping level. Hard decisions and clipping prevent a single corrupted sample from undermining the codeword detection. Although clipping is potentially more effective than hard decisions, its implementation requires an accurate measurement of the signal power for properly setting the clipping level.

Instead of the square-law metric with clipping, one might use a suboptimal metric that has the form

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} g\left(\frac{R_{d_{i}}^{2}}{\sum_{m=1}^{n} R_{d_{m}}^{2}}\right) \tag{3-11}
\end{equation*}
$$

for some monotonically increasing function $g(\cdot)$. Although this metric does not require the estimation of each $N_{0 i}$, it is sensitive to each $N_{0 i}$.

## DPSK

To avoid spectral spreading due to an amplifier nonlinearities, it is desirable for the data modulation to have a constant amplitude, as it is often impossible
to implement a filter with the appropriate bandwidth and center frequency for spectral shaping of a signal after it emerges from the final power amplifier. Since it has a constant amplitude, does not require coherent demodulation, and is energy efficient, differential phase-shift keying (DPSK) is a good datamodulation candidate for a frequency-hopping system.

After the dehopping of frequency hopping with DPSK (FH-DPSK), the DPSK demodulator is configured as in Fig. 1.4. Hard decisions and clipping prevent a single corrupted sample from undermining the codeword detection. When clipping is used, the codeword metric is

$$
\begin{equation*}
U(\mathbf{d})=\sum_{i=1}^{n} c l[b, V(i)], \quad 1 \leq d_{i} \leq q \tag{3-12}
\end{equation*}
$$

where $V(i)$ is defined by (1-80).
A disadvantage of FH-DPSK is the need for an initial phase-reference symbol at the start of every dwell interval. This extra symbol reduces $\mathcal{E}_{s}$ by a factor $(N-1) / N$, where $N$ is the number of symbols per hop or dwell interval and $N \geq 2$. A more significant disadvantage is that the maximum phase shift between symbols is $\pi$ radians, which can cause spectral regrowth after nonlinear amplification in the transmitter.

## $\pi / 4$-DQPSK

As discussed in Section 2.5, OQPSK limits spectral regrowth after nonlinear amplification in the transmitter and facilitates symbol synchronization in the receiver by having a maximum phase change between symbols of $\pi / 2$ radians instead of the $\pi$ radians of QPSK. However, OQPSK is not amenable to noncoherent or differential detection. A version of differential QPSK (DQPSK) called $\pi / 4$-DQPSK has an intermediate maximum phase change of $3 \pi / 4$ radians and can be differentially detected.

After the dehopping of frequency hopping with $\pi / 4$-DQPSK (FH-DQPSK), one of four possible differential phases representing two bits are detected by the demodulator of a $\pi / 4$-DQPSK receiver. These differential phases are equal to $\pi x_{n} / 4$, where the symbol $x_{n}$ is equal to $\pm 1$ or $\pm 3$. Thus, $\pi / 4$-DQPSK symbols have one of eight possible phases, and these phases are selected alternately from two identical constellations that are rotated by $\pi / 4$ radians with respect to each other. The complex envelope of a $\pi / 4$-DQPSK signal with an infinite stream of symbols is

$$
\begin{array}{r}
s_{l}(t)=A \sum_{n=-\infty}^{\infty} \psi\left(t-n T_{s}\right) \exp \left(j \phi_{n-1}+j \frac{\pi x_{n}}{4}\right) \\
\phi_{n-1}=\frac{\pi}{4} \sum_{k=\infty}^{n-1} x_{k} \tag{3-13}
\end{array}
$$

where $\psi(t)$ is a unit rectangular pulse over $\left[0, T_{s}\right]$.


Figure 3.6: Metric generator of $\pi / 4$-DQPSK

The demodulator has the form of Fig. 2.31 with a metric generator shown in Fig. 3.6 and a complex multiplier shown in Fig. 2.23 in the absence of noise; the normalized complex inputs to the complex multiplier for symbol $n$ are

$$
\begin{array}{r}
a_{n}=a_{n, 1}+j a_{n, 2}=\exp \left(j \phi_{n-1}+j \frac{\pi x_{n}}{4}\right) \\
b_{n}=b_{n, 1}+j b_{n, 2}=\exp \left(j \phi_{n-1}\right) \tag{3-14}
\end{array}
$$

Therefore, in the absence of noise, the complex output of the complex multiplier is

$$
c_{n}=c_{n, 1}+j c_{n, 2}=a_{n} b_{n}^{*}=\left\{\begin{array}{cl}
\exp \left(j \frac{\pi}{4}\right) & x_{n}=+1  \tag{3-15}\\
\exp \left(-j \frac{\pi}{4}\right) & x_{n}=-1 \\
\exp \left(j \frac{3 \pi}{4}\right) & x_{n}=+3 \\
\exp \left(-j \frac{3 \pi}{4}\right) & x_{n}=-3
\end{array} .\right.
$$

This equation indicates that the comparator should decide which symbol was transmitted by observing in which quadrant $c_{n}$ lies. An analysis [72] shows that the Gray-labeled $\pi / 4$-DQPSK has the bit error probability

$$
\begin{equation*}
P_{b}=Q_{1}(\alpha, \beta)-\frac{1}{2} I_{0}(\alpha \beta) \exp \left(-\frac{\alpha^{2}+\beta^{2}}{2}\right) \tag{3-16}
\end{equation*}
$$

where $Q_{1}(\alpha, \beta)$ is the Marcum $Q$-function defined by (H-26) of Appendix H.3, and

$$
\begin{equation*}
\alpha=\sqrt{\frac{2 \mathcal{E}_{b}}{N_{0}}\left(1-\sqrt{\frac{1}{2}}\right)}, \beta=\sqrt{\frac{2 \mathcal{E}_{b}}{N_{0}}\left(1+\sqrt{\frac{1}{2}}\right)} \tag{3-17}
\end{equation*}
$$

Equation (3-16) indicates that there is an approximate 2.3 dB disadvantage in bit error rate compared with QPSK.

We assume that the $\left\{x_{n}\right\}$ are independent and that the four possible symbol values are equally likely. Then the autocorrelation of the complex envelope given by $(3-13)$ is

$$
\begin{align*}
R(t, t+\tau) & =E\left[s_{l}^{*}(t) s_{l}(t+\tau)\right] \\
& =A^{2} \sum_{n=-\infty}^{\infty} \psi\left(t-n T_{s}\right) \psi\left(t-n T_{s}+\tau\right) \tag{3-18}
\end{align*}
$$

which indicates that the signal is a cyclostationary process with period $T_{s}$. Therefore, the average autocorrelation is

$$
\begin{align*}
\bar{R}(\tau) & =\frac{A^{2}}{T_{s}} \sum_{n=-\infty}^{\infty} \int_{0}^{T_{s}} \psi\left(t-n T_{s}\right) \psi\left(t-n T_{s}+\tau\right) d t \\
& =\frac{A^{2}}{T_{s}} \sum_{n=-\infty}^{\infty} \int_{-n T_{s}}^{-n T_{s}+T_{s}} \psi(x) \psi(x+\tau) d x \\
& =\frac{A^{2}}{T_{s}} \int_{-\infty}^{\infty} \psi(x) \psi(x+\tau) d x \tag{3-19}
\end{align*}
$$

Taking the inverse Fourier transform and evaluating two consecutive integrals, we obtain (2-170). Thus, the $\pi / 4$-DQPSK signal has the same PSD as QPSK and OQPSK. The Bluetooth frequency-hopping system includes $\pi / 4$-DQPSK as a modulation scheme.

### 3.3 Partial-Band Interference

## Dependence on Data Modulation

If partial-band interference has power that is uniformly distributed over $J$ frequency channels out of $M$ in the hopping band, then the fraction of the hopping band with interference is $\mu=J / M$. The interference PSD in each of the interfered channels is $I_{t 0} / 2 \mu$, where $I_{t 0} / 2$ denotes the interference PSD that would exist if the interference power were uniformly distributed over the hopping band. When the frequency-hopping signal uses a carrier frequency that lies within the spectral region occupied by the partial-band interference, this interference is modeled as additional white Gaussian noise that increases the two-sided noise PSD from $N_{0} / 2$ to $N_{0} / 2+I_{t 0} / 2 \mu$. Assuming that the interference power is always much larger than the noise power, the symbol error probability is

$$
\begin{align*}
P_{s} & =\mu G\left(\frac{\mathcal{E}_{s}}{N_{0}+I_{t 0} / \mu}\right)+(1-\mu) G\left(\frac{\mathcal{E}_{s}}{N_{0}}\right) \\
& \approx \mu G\left(\frac{\mu \mathcal{E}_{s}}{I_{t 0}}\right), I_{t 0} \gg \mu N_{0} \tag{3-20}
\end{align*}
$$

where $G(x)$ is the symbol error probability with $\mathcal{E}_{s} / N_{0}$ replaced by $x$.

Consider an FH-OSK system with noncoherent detection and hard decisions. For the AWGN channel, (1-73) indicates that

$$
\begin{equation*}
G(x)=\sum_{i=1}^{q-1} \frac{(-1)^{i+1}}{i+1}\binom{q-1}{i} \exp \left[-\frac{i x}{(i+1)}\right] \tag{3-21}
\end{equation*}
$$

where $q$ is the alphabet size of the orthogonal symbols.
For the fading channel, the symbol energy may be expressed as $\mathcal{E}_{s} \alpha^{2}$, where $\mathcal{E}_{s}$ represents the average energy, and $\alpha$ is a random fading amplitude with $E\left[\alpha^{2}\right]=1$. For Ricean fading, which is fully discussed in Section 6.2, (6-161) indicates that

$$
\begin{equation*}
G(x)=\sum_{i=1}^{q-1}(-1)^{i+1}\binom{q-1}{i} \frac{\kappa+1}{\kappa+1+(\kappa+1+x) i} \exp \left[-\frac{i \kappa x}{\kappa+1+(\kappa+1+x) i}\right] \tag{3-22}
\end{equation*}
$$

For Rayleigh fading and binary FH-OSK, we set $\kappa=0$ and $q=2$ to obtain

$$
\begin{equation*}
G(x)=\frac{1}{2+x} \tag{3-23}
\end{equation*}
$$

In a frequency-hopping system with DPSK (FH-DPSK system), the first symbol in each dwell interval serves as a reference signal that carries no information. If this loss is negligible, then for the AWGN channel, (1-89) indicates that

$$
\begin{equation*}
G(x)=\frac{1}{2} \exp (-x) \tag{3-24}
\end{equation*}
$$

For Rayleigh fading and DPSK, (6-151) indicates that

$$
\begin{equation*}
G(x)=\frac{1}{2+2 x} \tag{3-25}
\end{equation*}
$$

Using (3-20) and approximating $\mu$ by a continuous variable, both (3-23) and (3-25) indicate that the worst-case value of $\mu$ in the presence of strong interference is $\mu_{0}=1$. Thus, for both binary orthogonal FH-OSK and FH-DPSK over the Rayleigh channel, strong interference spread uniformly over the entire hopping band hinders communications more than interference concentrated over part of the band.

If a large amount of interference power is received over a small portion of the hopping band, then unless accurate channel-state information is available, softdecision decoding metrics for the AWGN channel may be ineffective because of the possible dominance of a codeword metric by a single-symbol metric (cf. Section 2.6 on pulsed interference). This dominance is reduced by hard decisions, erasures, or clipping.

## Examples of Impact

In this subsection, we consider several examples of the use of a Reed-Solomon code (Section 1.2) with an FH-OSK system in the presence of partial-band
interference. A primary advantage of the Reed-Solomon code is that the code is maximum-distance separable and hence accommodates erasures. Another advantage is its inherent compatibility with q-ary modulations.

In a frequency-hopping system, symbol interleaving (Section 1.4) within a hop dwell interval and among different dwell intervals and subsequent deinterleaving in the receiver are used to disperse errors due to the fading or interference. This dispersal facilitates the removal of the errors by the decoder. In the subsequent examples, we assume ideal interleaving and deinterleaving that ensures the independence of symbol errors and assume that the switching time between hops is negligible.

Example 1. We consider a q-ary FH-OSK system that uses a ReedSolomon code with no erasures in the presence of partial-band interference and Ricean fading. For hard-decision decoding of a loosely packed Reed-Solomon code, (1-112) and (1-74) indicate that the information-bit error probability is

$$
\begin{equation*}
P_{i b} \approx \frac{q}{2(q-1)} \sum_{i=t+1}^{n}\binom{n-1}{i-1} P_{s}^{i}\left(1-P_{s}\right)^{n-i} \tag{3-26}
\end{equation*}
$$

The energy per channel symbol is

$$
\begin{equation*}
\mathcal{E}_{s}=r\left(\log _{2} q\right) \mathcal{E}_{b} \tag{3-27}
\end{equation*}
$$

where $r$ is the code rate. Equations (3-20) and (3-22) are applicable.
Figure 3.7 shows $P_{i b}$ for an FH-OSK system with $q=32, \mathcal{E}_{b} / I_{t 0}=10 \mathrm{~dB}$, and an extended Reed-Solomon $(32,12)$ code in the presence of Ricean fading. For $\kappa>0$, the graphs exhibit peaks as the fraction of the band with interference varies. These peaks indicate that the concentration of the interference power over part of the hopping band (perhaps intentionally by a jammer) is more damaging than uniformly distributed interference. Smaller peaks become sharper and occur at smaller values of $\mu$ as $\mathcal{E}_{b} / I_{t 0}$ increases. For Rayleigh fading, which corresponds to $\kappa=0$, peaks are absent in the figure, and full-band interference is the most damaging.

Much better performance against partial-band interference can be obtained by inserting erasures (Section 1.2) among the demodulator output symbols before the symbol deinterleaving and hard-decision decoding. The decision to erase is made independently for each code symbol. It is based on channel-state information (CSI), which indicates the codeword symbols that have a high probability of being incorrectly demodulated. The CSI must be reliable so that only degraded symbols are erased.

The CSI may be obtained from $\nu$ known pilot symbols that are transmitted along with the data symbols in each dwell interval of a frequency-hopping signal. A hit is said to occur in a dwell interval if the signal encounters partial-band interference during the interval. If $\delta$ or more of the $\nu$ pilot symbols are incorrectly demodulated, then the receiver decides that a hit has occurred, and all $N$ symbols in the same dwell interval are erased. Only one symbol of a codeword is erased if the interleaving ensures that only a single symbol of the codeword is in any particular dwell interval. Pilot symbols decrease the information rate, but this loss is negligible if $\nu \ll N$, which is assumed henceforth.


Figure 3.7: Performance of orthogonal FH-OSK system with Reed-Solomon $(32,12)$ code, $q=32$, no erasures, $\mathcal{E}_{b} / I_{t 0}=10 \mathrm{~dB}$, and Ricean factor $\kappa . S N R=$ $\mathcal{E}_{b} / N_{0}$

The probability of the erasure of a code symbol is

$$
\begin{equation*}
P_{\epsilon}=\mu P_{\epsilon 1}+(1-\mu) P_{\epsilon 0} \tag{3-28}
\end{equation*}
$$

where $P_{\epsilon 1}$ is the erasure probability given that a hit occurred, and $P_{\epsilon 0}$ is the erasure probability given that no hit occurred. If $\delta$ or more errors among the $\nu$ known pilot symbols cause an erasure, then

$$
\begin{equation*}
P_{\epsilon i}=\sum_{l=\delta}^{\nu}\binom{\nu}{l} P_{s i}^{l}\left(1-P_{s i}\right)^{\nu-l}, \quad i=0,1 \tag{3-29}
\end{equation*}
$$

where $P_{s 1}$ is the conditional channel-symbol error probability given that a hit occurred, and $P_{s 0}$ is the conditional channel-symbol error probability given that no hit occurred.

A codeword symbol error can only occur if there is no erasure. Since pilot and codeword symbol errors are statistically independent when the partialband interference is modeled as a white Gaussian process, the probability of a codeword symbol error is

$$
\begin{equation*}
P_{s}=\mu\left(1-P_{\epsilon 1}\right) P_{s 1}+(1-\mu)\left(1-P_{\epsilon 0}\right) P_{s 0} \tag{3-30}
\end{equation*}
$$

and the conditional channel-symbol error probabilities are

$$
\begin{equation*}
P_{s 1}=G\left(\frac{\mathcal{E}_{s}}{N_{0}+I_{t 0} / \mu}\right), \quad P_{s 0}=G\left(\frac{\mathcal{E}_{s}}{N_{0}}\right) \tag{3-31}
\end{equation*}
$$

where $G(x)$ depends on the modulation and fading.


Figure 3.8: Performance of orthogonal FH-OSK system over the AWGN channel with Reed-Solomon $(32,12)$ code, $q=32, \nu=2$, and $\delta=1 . S N R=\mathcal{E}_{b} / N_{0}$ and $S I R=\mathcal{E}_{b} / I_{t 0}$

The word error probability for errors-and-erasures decoding is upperbounded in (1-113). Most word errors result from decoding failures. If the associated bits are arbitrarily assigned values, then $P_{b} \approx P_{w} / 2$. Therefore, the information-bit error probability is given by

$$
\begin{equation*}
P_{b} \approx \frac{1}{2} \sum_{l=0}^{n} \sum_{i=i_{0}}^{n-l}\binom{n}{l}\binom{n-l}{i} P_{s}^{i} P_{\epsilon}^{l}\left(1-P_{s}-P_{\epsilon}\right)^{n-i-l} \tag{3-32}
\end{equation*}
$$

where $i_{0}=\max \left(0,\left\lceil\left(d_{m}-l\right) / 2\right\rceil\right)$ and $\lceil x\rceil$ denotes the smallest integer greater than or equal to $x$.

Example 2. Figure 3.8 plots the bit error probability $P_{b}$ given by (3-28)-(3-32) for FH-OSK and errors-and-erasures decoding. In Fig. 3.8, the FH-OSK system transmits over the AWGN channel and uses $q=32$, an extended ReedSolomon $(32,12)$ code, $\nu=2$, and $\delta=1$. A comparison of this figure with the $\kappa=\infty$ graphs of Fig. 3.7 indicates that when $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, erasures provide nearly a 7 dB improvement in the required $\mathcal{E}_{b} / I_{t 0}$ for $P_{b}=10^{-5}$. The erasures also confer strong protection against partial-band interference that is concentrated in less than $20 \%$ of the hopping band.

There are other options for generating CSI in addition to demodulating pilot symbols. One might use a radiometer (Section 10.2) to measure the energy in the current frequency channel, a future channel, or an adjacent channel. Erasures are inserted if the energy is inordinately large. This method does not have the overhead cost in information rate that is associated with the use


Figure 3.9: Performance of orthogonal FH-OSK system over the AWGN channel with Reed-Solomon (8,3) code, $q=8, \nu=4$, and $\delta=1 . S N R=\mathcal{E}_{b} / N_{0}$ and $S I R=\mathcal{E}_{b} / I_{t 0}$
of pilot symbols. Other methods include attaching a parity-check bit to each code symbol representing multiple bits to check whether the symbol was correctly received, or using the soft information provided by the inner decoder of a concatenated code.

The envelope-detector outputs in Fig. 3.5 provide the symbol metrics used in several low-complexity schemes for erasure insertion [4]. The output threshold test (OTT) compares the largest symbol metric to a threshold to determine whether the corresponding demodulated symbol should be erased. The ratio threshold test (RTT) computes the ratio of the largest symbol metric to the second largest one. This ratio is then compared with a threshold to determine an erasure. If the values of both $\mathcal{E}_{b} / N_{0}$ and $\mathcal{E}_{b} / I_{t 0}$ are known, then optimal thresholds for the OTT, the RTT, or a hybrid method can be calculated. The OTT is resilient against fading and tends to outperform the RTT when $\mathcal{E}_{b} / I_{t 0}$ is sufficiently low, but the opposite is true when $\mathcal{E}_{b} / I_{t 0}$ is sufficiently high. The main disadvantage of the OTT and the RTT relative to the pilot-symbol method is the need to estimate $\mathcal{E}_{b} / N_{0}$ and either $\mathcal{E}_{b} / I_{t 0}$ or $\mathcal{E}_{b} /\left(N_{0}+I_{t 0}\right)$. The joint maximum-output ratio threshold test (MO-RTT) uses both the maximum and the second largest of the symbol metrics. It is robust against both fading and partial-band interference.

Example 3. Figure 3.9 depicts the information-bit error probability $P_{i b}$ for an orthogonal FH-OSK system over the AWGN channel with $q=8$, an extended Reed-Solomon $(8,3)$ code, $\nu=4$, and $\delta=1$. A comparison of Figs. 3.9 and 3.8 indicates that reducing the alphabet size while preserving the code rate


Figure 3.10: Performance of FH-DPSK system over the AWGN channel with Reed-Solomon $(32,12)$ code, binary channel symbols, $\nu=10$, and $\delta=1$. $S N R=\mathcal{E}_{b} / N_{0}$ and $S I R=\mathcal{E}_{b} / I_{t 0}$
has increased the system sensitivity to $\mathcal{E}_{b} / N_{0}$, increased the susceptibility to interference concentrated in a small fraction of the hopping band, and raised the required $\mathcal{E}_{b} / I_{t 0}$ for a specified $P_{i b}$ by 5 to 9 dB .

Another approach is to represent each nonbinary code symbol by a sequence of $\log _{2} q$ consecutive binary channel symbols. We consider binary DPSK because it is inherently stronger than binary FH-OSK. Equations (3-28), (3-29), (3-31), and (3-32) are applicable. However, since a code-symbol error occurs if any of its $\log _{2} q$ component channel symbols is incorrect, (3-30) is replaced by

$$
\begin{equation*}
P_{s}=1-\left[1-\mu\left(1-P_{\epsilon 1}\right) P_{s 1}-(1-\mu)\left(1-P_{\epsilon 0}\right) P_{s 0}\right]^{\log _{2} q} . \tag{3-33}
\end{equation*}
$$

Example 4. The results for an FH-DPSK system with an extended ReedSolomon $(32,12)$ code, $\nu=10$ binary pilot symbols, and $\delta=1$ are shown in Fig. 3.10. We assume that $N \gg 10$ so that the loss due to the reference symbol in each dwell interval is negligible. The graphs in Fig. 3.9 are similar in form to those of Fig. 3.8, but the transmission of binary rather than nonbinary symbols has caused approximately a 10 dB increase in the required $\mathcal{E}_{b} / I_{t 0}$ for a specified $P_{i b}$. Figure 3.10 is applicable to FH-OSK if $\mathcal{E}_{b} / I_{t 0}$ and $\mathcal{E}_{b} / N_{0}$ are both increased by 3 dB .

Example 5. An alternative to erasures is an FH-DPSK system with concatenated coding (Section 1.5). Consider a concatenated code comprising a Reed-Solomon ( $n, k$ ) outer code, a binary convolutional inner code, and a channel interleaver to ensure independent channel-symbol errors. After demodulation and deinterleaving in the receiver, the inner Viterbi decoder performs


Figure 3.11: Performance of FH-DPSK system over the AWGN channel with Reed-Solomon $(32,12)$ code, binary channel symbols, $\nu=10$, and $\delta=1$. $S N R=\mathcal{E}_{b} / N_{0}$ and $S I R=\mathcal{E}_{b} / I_{t 0}$
hard-decision decoding to limit the impact of individual symbol metrics. For the AWGN channel, the analysis of Section 1.5, (3-20), and (3-24) indicate that the upper bound on the symbol error probability is given by

$$
\begin{equation*}
P_{s 1} \leq \frac{\mu \log _{2} q}{2 k} \sum_{l=d_{f}}^{\infty} B(l) \exp \left(\frac{\mu l \mathcal{E}_{s}}{I_{t 0}}\right) \tag{3-34}
\end{equation*}
$$

where $\mathrm{B}(1)$ is the information-weight distribution defined by (1-136). Equation (1-154) then provides an upper bound on $P_{b}$. Figure 3.11 depicts this bound for an outer Reed-Solomon $(31,21)$ code and an inner rate- $1 / 2, K=7$ convolutional code. Based on this upper bound, the concatenated code provides a better performance than the Reed-Solomon $(32,12)$ code with erasures and binary channel symbols but a much worse performance than the latter code with erasures and nonbinary channel symbols.

Figures 3.8 through 3.11 indicate that a reduction in the alphabet size for channel symbols increases the system susceptibility to partial-band interference. The primary reason is the reduced energy per channel symbol. However, for a fixed hopping band, the number of frequency channels decreases as $q$ increases, thereby making an FH-OSK system more vulnerable to multiple-access interference (Chapter 7).

## Turbo and LDPC Codes

Turbo and LDPC codes (Chapter 1) are potentially the most effective codes for suppressing partial-band interference if the system latency and computational complexity of these codes are acceptable. A turbo-coded frequency-hopping system that uses spectrally compact channel symbols also resists multiple-access interference. Accurate estimates of channel parameters, such as the variance of the interference and noise and the fading amplitude, are needed in the iterative decoding algorithms. When the channel dynamics are slower than the hop rate, all the received symbols of a dwell interval may be used in estimating the channel parameters associated with that dwell interval. After each iteration by a component decoder, its log-likelihood ratios are updated and the extrinsic information is transferred to the other component decoder. A channel estimator can convert a log-likelihood ratio transferred after a decoder iteration into a posteriori probabilities that can be used to improve the estimates of the fading attenuation and the noise variance for each dwell interval (Section 9.4). Known symbols may be inserted into the transmitted code symbols to facilitate the estimation, but the energy per information bit is reduced. The operation of a receiver with iterative LDPC decoding and channel estimation is similar (Section 9.2).

### 3.4 CPM and CPFSK

In a network of frequency-hopping systems and a fixed hopping bandwidth, it is highly desirable to choose a spectrally compact data modulation so that the hopset is large and hence the number of collisions among the frequency-hopping signals in a network is kept small. A continuous-phase modulation (CPM) belongs to a class of frequency modulations that maintain a continuous-phase variation and hence provide spectrally compact modulations. The main issue for CPM is energy efficiency, which is reduced by non-orthogonality and spectral compactness. However, when one imposes bandwidth constraints because many frequency channels are desired, information theory indicates that the disadvantage disappears. The information-theory details are in Section 9.3.

## Modulations

We define the frequency pulse $g(t)$ as a piecewise continuous function that vanishes outside the interval $\left[0, L T_{s}\right]$; that is,

$$
\begin{equation*}
g(t)=0, \quad t<0, \quad t>L T_{s} \tag{3-35}
\end{equation*}
$$

where $L$ is a positive integer and $T_{s}$ is the symbol duration. The function is normalized so that

$$
\begin{equation*}
\int_{0}^{L T_{s}} g(x) d x=\frac{1}{2} \tag{3-36}
\end{equation*}
$$

The phase response is defined as the continuous function

$$
\phi(t)=\left\{\begin{array}{cc}
0, & t<0  \tag{3-37}\\
\int_{0}^{t} g(x) d x, & 0 \leq t \leq L T_{s} \\
1 / 2, & t>L T_{s}
\end{array}\right.
$$

The general form of a signal with $C P M$ is

$$
\begin{equation*}
s(t)=A \cos \left[2 \pi f_{c} t+\phi(t, \mathbf{q})\right] \tag{3-38}
\end{equation*}
$$

where $A$ is the amplitude, $f_{c}$ is the carrier frequency, and $\phi(t, \mathbf{q})$ is the phase function that carries the message. The phase function has the form

$$
\begin{equation*}
\phi(t, \mathbf{q})=2 \pi h \sum_{i=-\infty}^{\infty} q_{i} \phi\left(t-i T_{s}\right) \tag{3-39}
\end{equation*}
$$

where $h$ is a constant called the deviation ratio or modulation index, and the vector $\mathbf{q}$ is a sequence of $q$-ary channel symbols. Each symbol $q_{i}$ takes one of $q$ values; if $q$ is even,

$$
\begin{equation*}
\left\{q_{i}\right\} \in \pm 1, \pm 3, \ldots, \pm(q-1) \tag{3-40}
\end{equation*}
$$

The phase function is continuous and (3-39) indicates that the phase in any specified symbol interval depends on the previous symbols.

Since $g(t)$ is a piecewise continuous function, $\phi(t, \mathbf{q})$ is differentiable. The frequency function of the CPM signal, which is proportional to the derivative of $\phi(t, \mathbf{q})$, is

$$
\begin{equation*}
\frac{1}{2 \pi} \phi^{\prime}(t, \mathbf{q})=h \sum_{i=-\infty}^{n} q_{i} g\left(t-i T_{s}\right), \quad n T_{s} \leq t \leq(n+1) T_{s} \tag{3-41}
\end{equation*}
$$

If $L=1$, the CPM is called a full-response modulation; if $L>1$, it is called a partial-response modulation, and each frequency pulse extends over two or more symbol intervals. The normalization condition for a full-response modulation implies that the phase change over a symbol interval is equal to $h \pi q_{i}$.

Continuous-phase frequency-shift keying (CPFSK) is a full-response subclass of CPM for which the instantaneous frequency is constant over each symbol interval. Because of the normalization, a CPFSK frequency pulse is given by

$$
g(t)=\left\{\begin{array}{cl}
\frac{1}{2 T_{s}}, & 0 \leq t \leq T_{s}  \tag{3-42}\\
0, & \text { otherwise }
\end{array}\right.
$$

and its phase response is

$$
\phi(t)=\left\{\begin{array}{cc}
0, & t<0  \tag{3-43}\\
\frac{t}{2 T_{s}}, & 0 \leq t \leq T_{s} \\
\frac{1}{2}, & t>T_{s}
\end{array}\right.
$$

A CPFSK signal shifts among frequencies separated by $f_{d}=h / T_{s}$. The substitution of (3-43) into (3-39) indicates that

$$
\begin{array}{r}
\phi(t, \mathbf{q})=\phi\left(n T_{s}\right)+\frac{\pi h q_{n}}{T_{s}}\left(t-n T_{s}\right), \quad n T_{s} \leq t \leq(n+1) T_{s} \\
\phi\left(n T_{s}\right)=\phi\left[(n-1) T_{s}\right]+\pi h q_{n-1} \tag{3-45}
\end{array}
$$

Minimum-shift keying (MSK) is defined as binary CPFSK with $h=1 / 2$. The two frequencies are separated by $f_{d}=1 / 2 T_{s}$, and the two possible signals are proportional to

$$
\begin{equation*}
s_{1}(t)=\cos \left[2 \pi f_{c} t-\frac{\pi}{2 T_{s}} t+\phi_{1}\right], s_{2}(t)=\cos \left[2 \pi f_{c} t+\frac{\pi}{2 T_{s}} t+\phi_{2}\right] \tag{3-46}
\end{equation*}
$$

Assuming that $f_{c}=m / 4 T_{s}$, where $m$ is a positive integer, the substitution of (3-46) into (3-3) yields $C=0$, which indicates that MSK signals are orthogonal.

## Multitone Jamming

A sophisticated jammer with knowledge of the spectral locations of the frequency channels can cause increased system degradation by transmitting one tone or narrowband signal of sufficient power in a subset of the frequency channels, which is called multitone jamming. Frequency channels with many symbols per dwell interval have an approximate bandwidth

$$
\begin{equation*}
B \approx \frac{h q}{T_{s}}=\frac{h q}{T_{b} \log _{2} q} \tag{3-47}
\end{equation*}
$$

where $T_{b}$ is the duration of a bit, and the factor $\log _{2} q$ accounts for the increase in symbol duration when a nonbinary modulation is used. For FH-CPFSK, $h$ is the deviation ratio, whereas for FH-OSK, $h=1$. For FH-DPSK, $h q \approx 1$. If the hopset size is $M$, the total hopping bandwidth is

$$
\begin{equation*}
W \approx M B \tag{3-48}
\end{equation*}
$$

To assess the impact of this sophisticated multitone jamming on harddecision decoding, we assume that thermal noise is absent and that each jamming tone is located in one CPFSK or OSK subchannel within a frequency channel encompassing $q$ subchannels. There will be no symbol error if the desired-signal power $S$ exceeds the power of the jamming tone. Thus, if $I_{t}$ is the total available jamming power, then the jammer can maximize symbol errors by placing tones with power levels slightly above $S$ whenever possible in approximately $J$ frequency channels such that

$$
J=\left\{\begin{array}{lc}
1, & I_{t}<S  \tag{3-49}\\
\left\lfloor\frac{I_{t}}{S}\right\rfloor, & S \leq I_{t}<M S \\
M, & M S \leq I_{t}
\end{array}\right.
$$

If a transmitted tone enters a jammed frequency channel and $I_{t} \geq S$, then we assume that $P_{s}=1 / 2$. Since $J / M$ is the probability that a frequency channel is jammed, and no error occurs if $I_{t}<S$, the symbol error probability is

$$
P_{s} \approx \begin{cases}0, & I_{t}<S  \tag{3-50}\\ \frac{J}{2 M}, & I_{t} \geq S\end{cases}
$$

Let $\mathcal{E}_{b}=S T_{b}$ denote the energy per bit, and $I_{t 0}=I_{t} / W$ denote the PSD of the interference power that would exist if it were uniformly spread over the
hopping band. Substitution of (3-47) - (3-49) into (3-50) and the approximation $\lfloor x\rfloor \approx x$ yield

$$
P_{s} \approx\left\{\begin{array}{cc}
\frac{1}{2}, & \frac{\mathcal{E}_{b}}{I_{t 0}}<\frac{h q}{\log _{2} q}  \tag{3-51}\\
\left(\frac{h q}{2 \log _{2} q}\right)\left(\frac{\mathcal{E}_{b}}{I_{t 0}}\right)^{-1}, & \frac{h q}{\log _{2} q} \leq \frac{\mathcal{E}_{b}}{I_{t 0}} \leq W T_{b} \\
0, & \frac{\mathcal{E}_{b}}{I_{t 0}}>W T_{b}
\end{array}\right.
$$

This equation exhibits an inverse linear dependence of $P_{s}$ on $\mathcal{E}_{b} / I_{t 0}$, which indicates that the jamming has an impact qualitatively similar to that of Rayleigh fading. The symbol error probability decreases with $q$ and $h$, which indicates that FH-CPFSK with $h<1$ is more resistant to multitone jamming than FHOSK. The FH-DPSK and FH-MSK systems are equally resistant.

### 3.5 Power Spectral Densities of FH-CPM

The finite extent of the dwell intervals causes a spreading of the power spectral density of an FH-CPM signal relative to a CPM signal of infinite duration. The reason is that an FH-CPM signal has a continuous phase over each dwell interval with $N$ symbols but has a phase discontinuity every $T_{h}=N T_{s}+T_{s w}$ seconds at the beginning of another dwell interval, where $N$ is the number of symbols per dwell interval. Thus, the dehopped signal is a cyclostationary process with period $T_{h}$, and hence its average autocorrelation can be determined by integrating its autocorrelation over a single dwell time.

To simplify the derivation of the PSD, we neglect the switching time and set $T_{h}=T_{d}=N T_{s}$. Let $\psi(t)$ denote a rectangular pulse over $\left[0, T_{h}\right]$. The received signal during a dwell time may be expressed as

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{A \psi(t) \exp \left[j \phi(t, \mathbf{q}) \exp \left(j 2 \pi f_{c} t+j \theta\right)\right]\right\}, \quad 0 \leq t \leq T_{h} \tag{3-52}
\end{equation*}
$$

where $A$ is the amplitude during a dwell interval, $f_{c}$ is the carrier frequency during the hop interval, $\theta$ is the phase at the beginning of the dwell interval, and $\phi(t, \mathbf{q})$ is the phase function defined by (3-39). The complex envelope of the FH-CPM signal is

$$
\begin{equation*}
F(t, \mathbf{q})=A \psi(t) \exp [j \phi(t, \mathbf{q})+j \theta] \tag{3-53}
\end{equation*}
$$

The data symbols are modeled as independent random variables. We find that the autocorrelation of $F(t, \mathbf{q})$ is

$$
\begin{align*}
R_{f}(t, t+\tau) & =E\left[F^{*}(t, \mathbf{q}) F(t+\tau, \mathbf{q})\right] \\
& =A^{2} R_{c}(t, t+\tau) \psi(t) \psi(t+\tau) \tag{3-54}
\end{align*}
$$

where the asterisk denotes the complex conjugate, and the autocorrelation of the complex envelope of the underlying CPM signal is

$$
\begin{equation*}
R_{c}(t, t+\tau)=E\{\exp [j \phi(t+\tau, \mathbf{q})-j \phi(t, \mathbf{q})]\} \tag{3-55}
\end{equation*}
$$

The average autocorrelation of $F(t, \mathbf{q}\}$, found by substituting (3-54) into the definition (2-14), is

$$
\begin{align*}
R_{f}(\tau) & =\frac{1}{N T_{s}} \int_{0}^{N T_{s}} R_{f}(t, t+\tau) d t \\
& =\frac{A^{2}}{N T_{s}} \int_{0}^{N T_{s}} \psi(t) \psi(t+\tau) R_{c}(t, t+\tau) d t \tag{3-56}
\end{align*}
$$

Since $\psi(t) \psi(t+\tau)=0$ if $|\tau| \geq N T_{s}$,

$$
\begin{equation*}
R_{f}(\tau)=0, \quad|\tau| \geq N T_{s} \tag{3-57}
\end{equation*}
$$

Since the data symbols are independent random variables,

$$
\begin{equation*}
R_{c}(t, t-\tau)=R_{c}^{*}(t-\tau, t) \tag{3-58}
\end{equation*}
$$

The substitution of (3-57) and (3-58) into (3-56) and a change of the integration variable yield

$$
\begin{equation*}
R_{f}(-\tau)=R_{f}^{*}(\tau) \tag{3-59}
\end{equation*}
$$

Thus, only $R_{f}(\tau)$ for $0 \leq \tau<N T_{s}$ remains to be evaluated, and

$$
\begin{equation*}
R_{f}(\tau)=\frac{A^{2}}{N T_{s}} \int_{0}^{N T_{s}-\tau} R_{c}(t, t+\tau) d t, \tau \in\left[0, N T_{s}\right) \tag{3-60}
\end{equation*}
$$

Let $\tau=\nu T_{s}+\epsilon$, where $\nu$ is a nonnegative integer, $0 \leq \nu<N$, and $0 \leq \epsilon<T_{s}$. Since the data symbols are independent, (3-45) and (3-55) imply that $R_{c}(t, t+\tau)$ is periodic with period $T_{s}$. Then

$$
\begin{array}{r}
R_{f}\left(\nu T_{s}+\epsilon\right)=\frac{A^{2}}{N T_{s}} \int_{0}^{(N-\nu) T_{s}-\epsilon} R_{c}\left(t, t+\nu T_{s}+\epsilon\right) d t \\
=\frac{A^{2}}{N T_{s}}\left[\sum_{i=0}^{N-\nu-2} \int_{i T_{s}}^{(i+1) T_{s}} R_{c}\left(t, t+\nu T_{s}+\epsilon\right) d t+\int_{(N-\nu-1) T_{s}}^{(N-\nu) T_{s}-\epsilon} R_{c}\left(t, t+\nu T_{s}+\epsilon\right) d t\right] \\
=\frac{A^{2}}{N T_{s}}\left[(N-\nu-1) \int_{0}^{T_{s}} R_{c}\left(t, t+\nu T_{s}+\epsilon\right) d t+\int_{0}^{T_{s}-\epsilon} R_{c}\left(t, t+\nu T_{s}+\epsilon\right) d t\right] . \tag{3-61}
\end{array}
$$

Let

$$
\begin{equation*}
\phi_{d}(t, \tau, k)=\phi\left(t+\tau-k T_{s}\right)-\phi\left(t-k T_{s}\right) . \tag{3-62}
\end{equation*}
$$

The definition of $\phi(t)$ in (3-43) implies that if $\dot{k}>(t+\tau) / T_{s}$ or $k<1-L$, then $\phi_{d}(t, \tau, k)=0$. Thus, the substitution of (3-45) into (3-55) yields

$$
\begin{align*}
R_{c}(t, t+\tau) & =\prod_{k=1-L}^{\left\lfloor(t+\tau) / T_{s}\right\rfloor} E\left\{\exp \left[j 2 \pi h q_{k} \phi_{d}(t, \tau, k)\right]\right\} \\
t & \in\left[0, T_{s}\right), \quad \tau \in\left[0, N T_{s}\right) \tag{3-63}
\end{align*}
$$

If each symbol is equally likely to have any of the $q$ possible values, then

$$
\begin{equation*}
R_{c}(t, t+\tau)=\prod_{k=1-L}^{\left\lfloor(t+\tau) / T_{s}\right\rfloor}\left\{\frac{1}{q} \sum_{l=-(q-1), o d d}^{q-1} \exp \left[j 2 \pi h l \phi_{d}(t, \tau, k)\right]\right\} \tag{3-64}
\end{equation*}
$$

where the sum only includes odd values of the index $l$. After a change of the index to $m=(l+q-1) / 2$, the sum can be evaluated as a geometric series. We obtain

$$
\begin{align*}
R_{c}(t, t+\tau) & =\prod_{k=1-L}^{\left\lfloor(t+\tau) / T_{s}\right\rfloor} \frac{1}{q} \frac{\sin \left[2 \pi h q \phi_{d}(t, \tau, k)\right]}{\sin \left[2 \pi h \phi_{d}(t, \tau, k)\right]} \\
t & \in\left[0, T_{s}\right), \quad \tau \in\left[0, N T_{s}\right) \tag{3-65}
\end{align*}
$$



Figure 3.12: Dirichlet function for $L=4$ and $L=8$
where a factor in the product is set equal to +1 if $2 h \phi_{d}(t, \tau, k)$ is equal to an even integer, and is set equal to -1 if $2 h \phi_{d}(t, \tau, k)$ is equal to an odd integer.

Equation (3-65) indicates that $R_{c}(t, t+\tau)$ is real valued, and then (3-60) and (3-59) indicate that $R_{f}(\tau)$ is a real-valued, even function. Therefore, the average PSD of the dehopped signal, which is the Fourier transform of the average autocorrelation $R_{f}(\tau)$, is

$$
\begin{equation*}
S_{l}(f)=2 \int_{0}^{N T_{s}} R_{f}(\tau) \cos (2 \pi f \tau) d \tau \tag{3-66}
\end{equation*}
$$

The average PSD can be calculated by substituting (3-61) and (3-65) into (3-66) and then numerically evaluating the integrals, which extend over finite intervals [45]. The PSD of CPM with or without frequency hopping but with many data symbols is obtained by taking $N \rightarrow \infty$.

For FH-CPM with full-response CPM, analytical simplifications are computationally useful. A version of the Dirichlet function, which is used in the theory of Fourier series, is defined as

$$
D_{L}(x)=\left\{\begin{array}{cl}
\frac{\sin (L x / 2)}{L \sin (x / 2)}, & x \neq 2 \pi n  \tag{3-67}\\
1 & x=2 \pi n
\end{array}\right.
$$

where $L$ and $n$ are integers. The Dirichlet function is plotted in Fig. 3.12 for $L=4$ and $L=8$. We define

$$
B(x)=D_{q}\left(\frac{2 \pi h x}{T_{s}}\right)=\left\{\begin{array}{cl}
\frac{\sin \left(\frac{q \pi h}{T_{s}} x\right)}{q \sin \left(\frac{\pi h}{T_{s}} x\right)} & \frac{h x}{T_{s}} \neq 1,2 \ldots  \tag{3-68}\\
1 & \frac{h x}{T_{s}}=1,2 \ldots
\end{array}\right.
$$

Using $\tau=\nu T_{s}+\epsilon, L=1$, and (3-62) in (3-65), we obtain

$$
\begin{align*}
R_{c}(t, t+\tau) & =\left\{\begin{array}{cc}
B(\epsilon), & \nu=0,0 \leq t \leq T_{s}-\epsilon \\
B\left(T_{s}-t\right) B(t+\epsilon) \Phi^{\nu-1}, & 1 \leq \nu<N, 0 \leq t \leq T_{s}-\epsilon \\
B\left(T_{s}-t\right) B\left(t-T_{s}+\epsilon\right) \Phi^{\nu}, & 0 \leq \nu<N, T_{s}-\epsilon \leq t<T_{s}
\end{array}\right. \\
\Phi & =B\left(T_{s}\right) . \tag{3-69}
\end{align*}
$$

The substitution of (3-69) into (3-61) and changes in the integration variables yield

$$
\begin{array}{r}
R_{f}(\epsilon)=\frac{A^{2}}{T_{s}}\left[B(\epsilon)\left(T_{s}-\epsilon\right)+\frac{N-1}{N} \int_{0}^{\epsilon} B(t-\epsilon) B(t) d t\right], \quad \nu=0 \\
R_{f}\left(\nu T_{s}+\epsilon\right)=\frac{A^{2}}{T_{s}} \Phi^{\nu-1}\left[\begin{array}{c}
\frac{N-\nu}{N} \int_{0}^{T_{s}-\varepsilon} B\left(T_{s}-t\right) B(t+\epsilon) d t \\
+\Phi \frac{N-\nu-1}{N} \int_{0}^{\epsilon} B(t-\epsilon) B(t) d t
\end{array}\right], \quad 1 \leq \nu<N \tag{3-70}
\end{array}
$$

which can be evaluated numerically. Equation (3-66) indicates that the PSD is

$$
\begin{equation*}
S_{l}(f)=2 \sum_{\nu=0}^{N-1} \int_{0}^{T_{s}} R_{f}\left(\nu T_{s}+\epsilon\right) \cos \left[2 \pi f\left(\nu T_{s}+\epsilon\right)\right] d \epsilon . \tag{3-71}
\end{equation*}
$$

Substitution of (3-70) into (3-71) followed by numerical integrations of the finite integrals give the PSDs for FH-CPM with full-response q-ary CPM.

When there are many data symbols per hop, we take $N \rightarrow \infty$ in (3-70) and obtain the autocorrelation:

$$
\begin{array}{rr}
R_{f}(\epsilon)=\frac{A^{2}}{T_{s}}\left[B(\epsilon)\left(T_{s}-\epsilon\right)+\int_{0}^{\epsilon} B(t-\epsilon) B(t) d t\right], & \nu=0 \\
R_{f}\left(\nu T_{s}+\epsilon\right)=\Phi^{\nu-1} D(\epsilon), & \nu \geq 1 \\
D(\epsilon)=\frac{A^{2}}{T_{s}}\left[\int_{0}^{T_{s}-\epsilon} B\left(T_{s}-t\right) B(t+\epsilon) d t+\Phi \int_{0}^{\epsilon} B(t-\epsilon) B(t) d t\right] . \tag{3-72}
\end{array}
$$

Separating the first term of (3-71), expressing the cosines in (3-71) as the real parts of complex exponentials, substituting (3-72), taking $N \rightarrow \infty$, calculating the infinite sum, and simplifying algebraically, we obtain

$$
\begin{array}{r}
S_{l}(f)=2 \int_{0}^{T_{s}} R_{f}(\epsilon) \cos (2 \pi f \epsilon) d \epsilon \\
+\frac{2 \int_{0}^{T_{s}} D(\epsilon)\left[\cos 2 \pi f\left(T_{s}+\epsilon\right)-\Phi \cos 2 \pi f \epsilon\right] d \epsilon}{1+\Phi^{2}-2 \Phi \cos 2 \pi f T_{s}} \tag{3-73}
\end{array}
$$

A lengthy series of integral evaluations and mathematical manipulations leads to the closed-form expression [72]:

$$
\begin{equation*}
S_{l}(f)=A^{2} \frac{T_{s}}{q} \sum_{n=1}^{q}\left[A_{n}^{2}(f)+\frac{2}{q} \sum_{m=1}^{q} A_{n}(f) A_{m}(f) B_{n m}(f)\right] \tag{3-74}
\end{equation*}
$$

where

$$
\begin{gather*}
A_{n}(f)=\frac{\sin \left[\pi f T_{s}-\frac{\pi h}{2}(2 n-q-1)\right]}{\pi f T_{s}-\frac{\pi h}{2}(2 n-q-1)}  \tag{3-75}\\
B_{n m}(f)=\frac{\cos \left(2 \pi f T_{s}-q_{n m}\right)-\Phi \cos q_{n m}}{1+\Phi^{2}-2 \Phi \cos 2 \pi f T_{s}}  \tag{3-76}\\
q_{n, m}=\pi(n+m-q-1), \quad \Phi=\frac{\sin q \pi h}{q \sin \pi h} . \tag{3-77}
\end{gather*}
$$

If the denominator in (3-75) is zero, we set $A_{n}(f)=1$. If $h$ is an even integer, we set $\Phi=1$; if $h$ is an odd integer, we set $\Phi=-1$.

A measure of the spectral compactness of a signal is provided by the fractional in-band power $F_{i b}(B)$ defined as the fraction of power for $f \in[-B / 2, B / 2]$. Thus,

$$
\begin{equation*}
F_{i b}(B)=\frac{\int_{-B / 2}^{B / 2} S_{l}(f) d f}{\int_{-\infty}^{\infty} S_{l}(f) d f}, \quad B \geq 0 \tag{3-78}
\end{equation*}
$$

The required bandwidth $B$ of a frequency channel is determined by setting $F_{i b}(B)$ equal to a required fraction of signal power in the output of a receiver filter with the same bandwidth as the frequency channel. We define the normalized bandwidth as

$$
\begin{equation*}
\zeta=B T_{s} . \tag{3-79}
\end{equation*}
$$

The required fraction of signal power must exceed at least 0.9 and often 0.95 to prevent significant signal distortion and excessive spectral splatter, which is

Table 3.1: Normalized bandwidth (99\%) for FH-CPFSK

|  | Deviation ratio |  |
| :---: | ---: | ---: |
| Symbols/dwell | $h=0.5$ | $h=0.7$ |
| 1 | 18.844 | 18.688 |
| 2 | 9.9375 | 9.9688 |
| 4 | 5.1875 | 5.2656 |
| 16 | 1.8906 | 2.1250 |
| 64 | 1.2813 | 1.8750 |
| 256 | 1.2031 | 1.8125 |
| 1024 | 1.1875 | 1.7969 |
| No hopping | 1.1875 | 1.781 |

the interference produced in frequency channels other than the one being used by a frequency-hopping pulse.

The degree to which spectral splatter may cause errors depends primarily on the separation $F_{s}$ between carrier frequencies and the percentage of the signal power included in a frequency channel. Usually, only pulses in adjacent frequency channels produce a significant amount of spectral splatter in a frequency channel. An increase in $F_{s}$ decreases the impact of spectral splatter but also reduces the number of frequency channels if the hopping bandwidth is fixed. As a result, the rate at which users hop into the same channel increases. This increase may cancel any improvement due to the reduction of the spectral splatter.

The normalized $99 \%$ bandwidth, which is denoted by $\zeta_{99}$, is determined from (3-78) by setting $F_{i b}\left(B_{99}\right)=0.99$, solving the equation for $B_{99}$, and then computing $\zeta_{99}=B_{99} T_{s}$. The normalized $99 \%$ bandwidths of frequency hopping with binary CPFSK and deviation ratios $h=0.5$ and $h=0.7$ are listed in Table 3.1 for different values of $N$. As $N$ increases, the PSD becomes more compact and approaches that of CPFSK without frequency hopping. For $N \geq$ 64, the frequency hopping causes little spectral spreading.

Fast frequency hopping, which corresponds to $N=1$, entails a very large $99 \%$ bandwidth. This fact and the large switching times are the main reasons why slow frequency hopping is preferable to fast frequency hopping and is the predominant form of frequency hopping. Consequently, frequency hopping is always assumed to be slow frequency hopping subsequently unless it is explicitly stated otherwise.

An advantage of FH-CPFSK with $h<1$ is that it requires less bandwidth than orthogonal CPFSK $(h=1)$. The increased number of frequency channels due to the decreased bandwidth does not improve performance over the AWGN channel. However, the increase is advantageous against a fixed number of interference tones, optimized jamming, and multiple-access interference in a network of frequency-hopping systems (Section 9.4).

For MSK and a large number of symbols, the substitution of $q=2$ and $h=1 / 2$ into (3-74)-(3-77) and mathematical simplification indicate that the PSD of MSK is

$$
\begin{equation*}
S_{l}(f)=\frac{16 A^{2} T_{b}}{\pi^{2}}\left[\frac{\cos \left(2 \pi T_{b} f\right)}{16 T_{b}^{2} f^{2}-1}\right]^{2} \tag{3-80}
\end{equation*}
$$



Figure 3.13: Fractional out-of-band power (FOBP) for equivalent lowpass waveforms of QPSK and MSK and positive frequencies

The fractional out-of-band power of the complex envelope is defined as $F_{o b}(f)=1-F_{i b}(f)$. The closed-form expressions for the PSDs of QPSK and binary MSK are used to generate Fig. 3.13. The graphs depict $F_{o b}(f)$ in decibels for positive frequencies in units of $1 / T_{b}$, where $T_{b}=T_{s} / \log _{2} q$ for a $q$-ary modulation. The normalized bandwidth $\zeta_{99}$ for positive and negative frequencies is approximately 1.2 for binary MSK, but approximately 8 for BPSK.

An even more compact spectrum is obtained by passing the MSK frequency pulses through a Gaussian filter with transfer function

$$
\begin{equation*}
H(f)=\exp \left[-\frac{(\ln 2)}{B^{2}} f^{2}\right] \tag{3-81}
\end{equation*}
$$

where $B_{1}$ is the two-sided $3-\mathrm{dB}$ bandwidth, which is the positive frequency such that $H\left(B_{1}\right) \geq H(0) / 2$. The filter response to a unit-amplitude MSK frequency pulse is the Gaussian MSK (GMSK) pulse:

$$
\begin{equation*}
g(t)=Q\left[\frac{2 \pi B_{1}}{\sqrt{\ln 2}}\left(t-\frac{T_{s}}{2}\right)\right]-Q\left[\frac{2 \pi B_{1}}{\sqrt{\ln 2}}\left(t+\frac{T_{s}}{2}\right)\right] \tag{3-82}
\end{equation*}
$$

where $T_{s}=T_{b}$. As $B_{1}$ decreases, the spectrum of a GMSK signal becomes more compact. However, each pulse has a longer duration, and hence there is more intersymbol interference. If $B_{1} T_{s}=0.3$, which is specified in the Global System
for Mobile (GSM) cellular communication system, the normalized bandwidth $\zeta_{99}=0.92$. Each pulse may be truncated for $|t|>1.5 T_{s}$ with little loss. The performance loss relative to unfiltered MSK is approximately 0.5 dB but can be reduced by using equalization techniques that mitigate the intersymbol interference.

### 3.6 Digital Demodulation of FH-CPFSK

In principle, the FH-CPFSK receiver does symbol-rate sampling of matchedfilter outputs. However, the details of an actual implementation are more involved, primarily because aliasing is to be avoided. A practical digital demodulator for symbol-by-symbol detection is described in this section. Multisymbol detection is analyzed in the next section.

The dehopped FH-CPFSK signal during a dwell interval has the form

$$
\begin{equation*}
s_{1}(t)=A \cos \left[2 \pi f_{1} t+\phi(t, \mathbf{q})+\phi_{0}\right] \tag{3-83}
\end{equation*}
$$

where $A$ is the amplitude, $f_{1}$ is the intermediate frequency, $\phi(t, \mathbf{q})$ is the phase function, and $\phi_{0}$ is the initial phase. This signal is applied to the noncoherent digital demodulator illustrated in Fig. 3.14. An error $f_{e}$ in the estimated carrier frequency used in the dehopping leads to an $f_{1}$ that differs from the desired $f_{I F}$ by the carrier offset frequency $f_{e}=f_{1}-f_{I F}$. The quadrature downconverter, which is shown in Fig. 2.17, uses a sinusoidal signal at frequency $f_{I F}-f_{o}$, where $f_{o}$ is the downconverter offset frequency, and a pair of mixers to produce in-phase and quadrature components near baseband. The mixer outputs are passed through lowpass filters to remove the double-frequency components. The filter outputs are the in-phase and quadrature CPFSK signals with center frequency at $f_{o}+f_{e}$. As shown in Fig. 3.14, each of these signals is sampled by an analog-to-digital converter (ADC).

A critical choice in the design of the digital demodulator is the sampling rate of the ADCs. This rate must be large enough to prevent aliasing and to accommodate the IF offset. To simplify the demodulator implementation, it is highly desirable for the sampling rate to be an integer multiple of the symbol rate $1 / T_{s}$. Thus, we assume a sampling rate $f_{s}=L / T_{s}$, where $L$ is a positive integer.


Figure 3.14: Digital demodulator of dehopped FH-CPFSK signal

To determine the appropriate sampling rate and offset frequency, we use the sampling theorem and its corollary (Appendix D.4), which pertain to the recovery of a signal from its samples. If $x(t)$ is sampled at rate $1 / T$, then $x(t)$ can be recovered from the samples if the Fourier transform of $x(t)$ is bandlimited so that $X(f)=0$ for $|f|>1 / 2 T$. If the sampling rate is not high enough to satisfy this condition, which is called aliasing, the samples may not correspond to a unique continuous-time signal.

The lowpass filters of the quadrature downconverter have bandwidths wide enough to accommodate both $f_{o}+f_{e}$ and the bandwidth of $s_{1}(t)$. The receiver timing or symbol synchronization may be derived from the frequency-hopping pattern synchronization (Section 4.8). If the timing is correct, then the sampled ADC output due to the desired signal in the upper branch of Fig. 3.14 is the sequence

$$
\begin{equation*}
x_{n}=A \cos \left[2 \pi\left(f_{o}+f_{e}\right) n T_{s} / L+\phi\left(n T_{s} / L, \mathbf{q}\right)+\phi_{0}\right] \tag{3-84}
\end{equation*}
$$

where $\phi\left(n T_{s} / L, q\right)$ is the sampled phase function of the CPFSK modulation, and $\phi_{0}$ is the unknown initial phase. A similar sequence

$$
\begin{equation*}
y_{n}=A \sin \left[2 \pi\left(f_{o}+f_{e}\right) n T_{s} / L+\phi\left(n T_{s} / L, \mathbf{q}\right)+\phi_{0}\right] \tag{3-85}
\end{equation*}
$$

is produced in the lower branch. Equation (3-45) indicates that during the $m$ th symbol interval,

$$
\begin{equation*}
\phi\left(n T_{s} / L, \mathbf{q}\right)=\frac{\pi h q_{m}}{L}(n-L m)+\phi_{1}(m), L m \leq n \leq L m+L-1 \tag{3-86}
\end{equation*}
$$

where $q_{m}$ denotes the symbol received during the interval, the phase due to previous symbols is

$$
\begin{equation*}
\phi_{1}(m)=\pi h \sum_{i=m_{0}}^{m-1} q_{i} \tag{3-87}
\end{equation*}
$$

$m_{0}$ is the starting symbol, and the $\left\{q_{i}\right\}$ are previous symbols.
The Fourier transforms of the in-phase and quadrature outputs of the quadrature downconverter occupy the upper band $\left[f_{o}+f_{e}-B / 2, f_{o}+f_{e}+B / 2\right]$ and the lower band $\left[-f_{o}-f_{e}-B / 2,-f_{o}-f_{e}+B / 2\right]$, where $B$ is the one-sided bandwidth of the dehopped FH-CPFSK signal. To avoid aliasing when the sampling rate is $L / T_{s}$, the sampling theorem requires that

$$
\begin{equation*}
f_{o}+f_{\max }+\frac{B}{2}<\frac{L}{2 T_{s}} \tag{3-88}
\end{equation*}
$$

where $f_{\max }$ is the largest $\left|f_{e}\right|$ that is likely to occur.
To prevent the upper and lower bands from overlapping, and hence distorting the discrete-time Fourier transforms (DTFTs) (Appendix D.4), it is necessary that $f_{o}+f_{e}-B / 2>-f_{o}-f_{e}+B / 2$. Thus, the necessary condition is

$$
\begin{equation*}
f_{o}>f_{\max }+\frac{B}{2} \tag{3-89}
\end{equation*}
$$

Combining the two preceding inequalities, we obtain the necessary condition:

$$
\begin{equation*}
f_{\max }<\min \left[f_{o}, \frac{L}{2 T_{s}}-f_{o}\right]-\frac{B}{2} \tag{3-90}
\end{equation*}
$$

To accommodate the largest possible value of $f_{\max }$, this upper bound should be maximized by choosing

$$
\begin{equation*}
f_{o}=\frac{L}{4 T_{s}} \tag{3-91}
\end{equation*}
$$

With this choice of the downconverter offset, we find that $f_{\max }$ can be accommodated provided that $L$ is large enough that

$$
\begin{equation*}
\frac{L}{4 T_{s}}>f_{\max }+\frac{B}{2} \tag{3-92}
\end{equation*}
$$

Let $x_{n}+j y_{n}$ denote the complex-valued representation of the input to the complex demodulator. Once the ADC outputs with appropriate DTFTs are produced, the downconverter offset has no further role. It is removed by the complex demodulator, which computes

$$
\begin{align*}
z_{n} & =\left(x_{n}+j y_{n}\right) \exp \left[-j 2 \pi f_{o} n T_{s} / L-j \widehat{\phi}_{1}(m)\right] \\
& =A \exp \left\{j 2 \pi\left[n\left(\frac{2 f_{e} T_{s}+h q_{m}}{2 L}\right)-\frac{h q_{m} m}{2}\right]+j \phi_{e}(m)\right\} \\
L m & \leq n \leq L m+L-1 \tag{3-93}
\end{align*}
$$

where $\widehat{\phi}_{1}(m)$ is the estimate of $\phi_{0}+\phi_{1}(m)$ obtained from previous demodulated symbols, and

$$
\begin{equation*}
\phi_{e}(m)=\left[\phi_{0}+\phi_{1}(m)\right]-\widehat{\phi}_{1}(m) . \tag{3-94}
\end{equation*}
$$

As shown in Fig. 3.14, this sequence and the accompanying noise are applied to a metric generator.

The metric generator comprises $q$ discrete-time symbol-matched filters. Symbol-matched filter $k$ of the metric generator, which is matched to symbol $\beta_{k}$, has an impulse response $g_{k, n}$ of length $L$ :

$$
\begin{equation*}
g_{k, l}=\exp \left\{j 2 \pi\left[\frac{h \beta_{k}(L-1-l)}{2 L}\right]\right\}, 0 \leq l \leq L-1,1 \leq k \leq q \tag{3-95}
\end{equation*}
$$

The response of symbol-matched filter $k$ to $z_{n}$ at discrete-time $L m+L-1$, which is denoted by $C_{k}\left(q_{m}\right)$, is the result of a complex discrete-time convolution:

$$
\begin{equation*}
C_{k}(m)=\sum_{n=L m}^{L m+L-1} z_{n} g_{k, L m+L-1-n}^{*}, 1 \leq k \leq q \tag{3-96}
\end{equation*}
$$

The Dirichlet function, which is defined by (3-67) and plotted in Fig. 3.12, arises when computing the following sum:

$$
\begin{equation*}
\sum_{n=0}^{L-1} e^{j x n}=\frac{1-e^{j x L}}{1-e^{j x}}=L D_{L}(x) e^{-j x(L-1) / 2} \tag{3-97}
\end{equation*}
$$

The Dirichlet function has a positive main lobe over $x \in(-2 \pi / L, 2 \pi / L)$.
Substituting (3-93) and (3-95) into (3-96), changing the summation index, evaluating the resulting geometric series, and then using (3-97), we obtain the matched-filter outputs in the absence of noise:

$$
\begin{align*}
C_{k}(m) & =A L D_{L}\left(\frac{2 \pi f_{e} T_{s}+\pi h\left(q_{m}-\beta_{k}\right)}{L}\right) \\
& \times \exp \left\{j \pi\left[\frac{(L-1)\left(2 f_{e} T_{s}+h\left(q_{m}-\beta_{k}\right)\right)}{2 L}+2 f_{e} T_{s} m\right]+j \phi_{e}(m)\right\} \\
1 & \leq k \leq q \tag{3-98}
\end{align*}
$$

These outputs are generated at the symbol rate.
For noncoherent detection, the $q$ symbol metrics produced at the symbol rate are the magnitudes of the matched-filter outputs. Assuming that $\beta_{k_{0}}=q_{m}$, the symbol metrics in the absence of noise are

$$
\left|C_{k}(m)\right|=\left\{\begin{array}{cc}
A L D_{L}\left(\frac{2 \pi f_{e} T_{s}}{L}\right), & k=k_{0}  \tag{3-99}\\
A L D_{L}\left(\left[\frac{\pi h\left(q_{m}-\beta_{k}\right)}{L}+\frac{2 \pi f_{e} T_{s}}{L}\right]\right), & k \neq k_{0}
\end{array}\right.
$$

When hard decisions are made, the largest of the $\left|C_{k}(m)\right|$ determines the symbol decision. If $f_{e} T_{s} \ll 1$, then

$$
\left|C_{k}(m)\right| \approx\left\{\begin{array}{cll}
A L, & k=k_{0}, & f_{e} T_{s} \ll L  \tag{3-100}\\
A L D_{L}\left[\frac{\pi h\left(q_{m}-\beta_{k}\right)}{L}\right] & k \neq k_{0}, & f_{e} T_{s} \ll L
\end{array}\right.
$$

which indicates an increased susceptibility to noise as $h$ decreases. However, the performance of an FH-CPFSK system with a modest value of $h$, which makes more frequency channels available, can be greatly improved by using multisymbol detection and a turbo code.

### 3.7 Multisymbol Noncoherent Demodulation of CPFSK

With multisymbol noncoherent demodulation [113] for $N$ symbols, the receiver correlates the received waveform over all possible $N$-symbol patterns before making a decision about all $N$ symbols. The reason multisymbol detection is effective is that it exploits the memory embedded in the phase function of the CPFSK. The drawback is the considerable implementation complexity of multisymbol detection, even for two-symbol detection.

The multisymbol demodulation for CPFSK differs from the demodulations analyzed in Section 1.1 primarily because the phase shift associated with a symbol is related to the phase shift associated with the previous symbol. A multisymbol block of $N$ consecutive symbols, each drawn from an alphabet of q symbols, is denoted by

$$
\begin{equation*}
\widetilde{\mathbf{q}}=\left[q_{1}, \ldots, q_{N}\right], \quad q_{i} \in\{ \pm 1, \pm 3, \ldots, \pm(q-1)\} \tag{3-101}
\end{equation*}
$$

### 3.7. MULTISYMBOL NONCOHERENT DEMODULATION OF CPFSK183

Equation (3-45) indicates that for the block time interval $0 \leq t \leq N T_{s}$, the phase shift at the beginning of the time interval for symbol $i$ is related to the phase shifts for the previous symbols by

$$
\begin{equation*}
\phi_{i}=\phi_{0}+\sum_{i=1}^{N-1} \pi h q_{i-1} \tag{3-102}
\end{equation*}
$$

where $\phi_{0}$ is the initial phase for symbol 0 including the channel phase shift, which remains constant over the block. Because of the recursive phase relationship given by (3-102), knowledge of the initial phase $\phi_{0}$ and the multisymbol block $\widetilde{\mathbf{q}}$ is equivalent to knowing all the $\left\{\phi_{i}\right\}$.

The $N$ symbols to be detected are represented by delayed versions of $q$-ary complex envelopes: $s_{1}(t), s_{2}(t), \ldots, s_{q}(t)$, where

$$
\begin{equation*}
s_{k}(t)=\frac{1}{\sqrt{T_{s}}} \exp \left(\frac{j 2 \pi k h t}{T_{s}}\right), \quad t \in\left[0, T_{s}\right), \quad k=1,2, \ldots, q \tag{3-103}
\end{equation*}
$$

The cross-correlation of the symbol waveforms is

$$
\begin{align*}
K_{l, m} & =\int_{0}^{T_{s}} s_{m}(t) s_{l}^{*}(t) d t \\
& =\frac{\sin [\pi h(l-m)]}{\pi h(l-m)} e^{j \pi h(l-m)}, \quad m \neq l \tag{3-104}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{T_{s}}\left|s_{l}(t)\right|^{2} d t=1, \quad l=1,2, \ldots, q \tag{3-105}
\end{equation*}
$$

The fading amplitude $\alpha$ is assumed to be constant over the multisymbol block, and the symbol energy for all the waveforms when $\alpha=1$ is $\mathcal{E}_{s}$. For the AWGN channel, $\alpha=1$. For the fading channel, $\alpha$ is a random variable. For both channels, $\mathcal{E}_{s}$ and $N_{0}$ are assumed to be known. If $s_{q_{i}}(t)$ is transmitted during the time interval $\left[(i-1) T_{s}, i T_{s}\right]$, then for the AWGN channel, the received signal can be expressed as

$$
\begin{array}{r}
r_{i}(t)=\operatorname{Re}\left[\alpha \sqrt{2 \mathcal{E}_{s}} s_{m}\left[t-(i-1) T_{s}\right] e^{j\left(2 \pi f_{c} t+\phi_{i}\right)}\right]+n(t) \\
(i-1) T_{s} \leq t \leq i T_{s}, \quad 1 \leq i \leq n \tag{3-106}
\end{array}
$$

where $n(t)$ is the zero-mean white Gaussian noise with PSD equal to $N_{0} / 2$.
A frequency translation or downconversion to baseband is followed by matched filtering. The receiver requires $q$ matched filters, each implemented as a pair of baseband matched filters. When symbol $m$ is transmitted, matchedfilter $l$, which is matched to $s_{l}(t)$, produces the output samples

$$
\begin{array}{r}
y_{l, m}(i)=\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} r_{i}(t) \exp e^{-j \cdot 2 \pi f_{c} t \cdot} \cdot s_{l}^{*}\left[t-(i-1) T_{s}\right] d t \\
 \tag{3-107}\\
l=1,2, \ldots, q
\end{array}
$$

where the factor $\sqrt{2}$ has been inserted for mathematical convenience. The substitution of (3-104) and (3-106) into (3-107) and the assumption that each of the $\left\{s_{k}(t)\right\}$ has a spectrum confined to $|f|<f_{c}$ yields

$$
\begin{equation*}
y_{l, m}(i)=\alpha \sqrt{\mathcal{E}_{s}} e^{j \phi_{i}} K_{l, m}+n_{l, i} \tag{3-108}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{l, i}=\sqrt{2} \int_{(i-1) T_{s}}^{i T_{s}} n(t) \exp e^{-j .2 \pi f_{c} t .} s_{l}^{*}\left[t-(i-1) T_{s}\right] d t \tag{3-109}
\end{equation*}
$$

This equation implies that

$$
\begin{equation*}
E\left[n_{l, i} n_{m, i}^{*}\right]=N_{0} K_{l, m} \tag{3-110}
\end{equation*}
$$

Let $\mathbf{K}$ denote the $q \times q$ matrix with $(\ell, m)^{t h}$ element equal to $K_{l, m}$. Let $\mathbf{n}_{i}$ denote the $1 \times q$ row vector with its $l^{t h}$ element equal to $n_{l, i}$. For $1 \leq i \leq$ $N,(3-110)$ indicates that the covariance of the noise is the $q \times q$ matrix

$$
\begin{equation*}
\mathbf{R}=\mathbf{E}\left(\mathbf{n}_{i} \mathbf{n}_{i}^{H}\right)=N_{0} \mathbf{K} \tag{3-111}
\end{equation*}
$$

Let $\mathbf{y}_{i}$ denote the $1 \times q$ column vector with its $l^{\text {th }}$ element equal to $y_{l, q_{i}}$. Equation (3-110) indicates that

$$
\begin{equation*}
\mathbf{y}_{i}=\alpha e^{j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{q_{i}}+\mathbf{n}_{i} \tag{3-112}
\end{equation*}
$$

where $\mathbf{k}_{q_{i}}$ denotes the $q_{i}^{t h}$ column of $\mathbf{K}$.
Since $\mathbf{n}_{\mathrm{i}}$ is Gaussian, the vector $\mathbf{y}_{\mathbf{i}}$ given the values of $\alpha, \widetilde{\mathbf{q}}$, and $\phi_{0}$ has a Gaussian distribution with mean $\alpha e^{j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{m}$ and covariance $\mathbf{R}=N_{0} \mathbf{K}$. Thus, the conditional joint density is
$f\left(\mathbf{y}_{i} \mid \widetilde{\mathbf{q}}, \alpha, \phi_{0}\right)=\frac{1}{\pi^{M} \operatorname{det}(\mathbf{R})} \exp \left[-\left(\mathbf{y}_{i}-\alpha e^{j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{q_{i}}\right)^{H} \mathbf{R}^{-1}\left(\mathbf{y}_{i}-\alpha e^{j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{q_{i}}\right)\right]$
where $\operatorname{det}(\mathbf{R})$ is the determinant of $\mathbf{R}$. The exponent of the conditional density can be simplified as

$$
\begin{array}{r}
-\left(\mathbf{y}_{i}-\alpha e^{j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{q_{i}}\right)^{H} \mathbf{R}^{-1}\left(\mathbf{y}_{i}-\alpha e^{j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{q_{i}}\right) \\
=-\mathbf{y}_{i}^{H} \mathbf{R}^{-1} \mathbf{y}_{i}-\alpha^{2} \mathcal{E}_{s} \mathbf{k}_{q_{i}}^{H} \mathbf{R}^{-1} \mathbf{k}_{q_{i}}+2 \operatorname{Re}\left(\alpha e^{-j \phi_{i}} \sqrt{\mathcal{E}_{s}} \mathbf{k}_{q_{i}}^{H} \mathbf{R}^{-1} \mathbf{y}_{i}\right) \tag{3-114}
\end{array}
$$

Since $\mathbf{K K} \mathbf{K}^{-1}=\mathbf{I}$ and $\mathbf{K}^{H}=\mathbf{K}, \mathbf{k}_{q_{i}}^{H} \mathbf{K}^{-1}$ is the row vector with " 1 " in position $m$ and zeros elsewhere. Therefore, the exponent becomes

$$
\begin{equation*}
-\frac{\mathbf{y}_{i}^{H} \mathbf{K}^{-1} \mathbf{y}_{i}+a^{2} \mathcal{E}_{s}}{N_{0}}+2 \frac{a \sqrt{\mathcal{E}_{s}}}{N_{0}} \operatorname{Re}\left(e^{-j \phi_{i}} y_{i, q_{i}}\right) \tag{3-115}
\end{equation*}
$$

where $y_{q_{i}, q_{i}}$ is the output of the filter matched to symbol $q_{i}$ given that symbol $q_{i}$ was transmitted. Using (3-115) as the exponent of the conditional density and
discarding terms that are common to all hypotheses, the normalized conditional likelihood function becomes

$$
\begin{equation*}
\bar{f}\left(\mathbf{y}_{i} \mid \widetilde{\mathbf{q}}, \alpha, \phi_{0}\right)=\exp \left[2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}} \operatorname{Re}\left(e^{-j \phi_{i}} y_{i, q_{i}}\right)\right] \tag{3-116}
\end{equation*}
$$

Let $\tilde{\mathbf{y}}=\left[\mathbf{y}_{1}, \cdots, \mathbf{y}_{N}\right]$ denote the received $q \times N$ block of $N$ received vectors. The multisymbol noncoherent detector computes the conditional probability density $f\left(\tilde{\mathbf{y}} \mid \widetilde{\mathbf{q}}, \alpha, \phi_{0}\right)$ for each of the $q^{N}$ possible values of $\widetilde{\mathbf{q}}$. Given $\widetilde{\mathbf{q}}$, the fading amplitude $\alpha$ of the block, and the phase $\phi_{0}$, each phase $\phi_{i}$ is specified. Therefore, the $\left\{\mathbf{y}_{i}\right\}$ are independent, and

$$
\begin{align*}
\bar{f}\left(\tilde{\mathbf{y}} \mid \widetilde{\mathbf{q}}, \alpha, \phi_{0}\right) & =\prod_{i=1}^{N} f\left(\mathbf{y}_{i} \mid \widetilde{\mathbf{q}}, \alpha, \phi_{0}\right) \\
& =\prod_{i=1}^{N} f\left(\mathbf{y}_{i} \mid q_{i}, \alpha, \phi_{0}\right) . \tag{3-117}
\end{align*}
$$

Substituting (3-116) and (3-102) into (3-117), the conditional likelihood function given the postulated symbol block $\widetilde{\mathbf{q}}$ is

$$
\begin{equation*}
\bar{f}\left(\tilde{\mathbf{y}} \mid \widetilde{\mathbf{q}}, \alpha, \phi_{0}\right)=\exp \left\{2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}} \operatorname{Re}\left[e^{-j \phi_{0}} \mu(\widetilde{\mathbf{q}})\right]\right\} \tag{3-118}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu(\widetilde{\mathbf{q}})=\sum_{i=1}^{N} y_{i, q_{i}} \exp \left\{-j \pi h \sum_{k=1}^{N-1} q_{k}\right\} \tag{3-119}
\end{equation*}
$$

Marginalizing (3-118) with respect to $\phi_{0}$, which is assumed to be uniformly distributed over $[0,2 \pi)$, yields

$$
\begin{equation*}
\bar{f}(\tilde{\mathbf{y}} \mid \widetilde{\mathbf{q}}, \alpha)=I_{0}\left(2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}}|\mu(\widetilde{\mathbf{q}})|\right) \tag{3-120}
\end{equation*}
$$

For each of the $q^{N}$ hypotheses about the $N$ symbols in a block, the multisymbol detector computes the conditional likelihood function using (3-120) or its logarithm. A hard-decision detector selects the hypothesis that maximizes the conditional likelihood function.

To enable soft-decision decoding of a binary code with iterative demodulation and decoding (Section 1.7), the demodulator computes the log-likelihood ratio (LLR) for each code bit. Let $\mathbf{b}(\widetilde{\mathbf{q}})$ denote the vector of $N \log _{2} q$ code bits associated with the hypothetical block of symbols $\widetilde{\mathbf{q}}$. Let $b_{l}(\tilde{\mathbf{q}})$ denote code bit $l$ of the vector $\mathbf{b}(\tilde{\mathbf{q}})$. Equation (1-209) and a derivation analogous to the derivation of (1-215) give the extrinsic LLR:

$$
\begin{equation*}
\Lambda\left(b_{l}\right)=\ln \left\{\frac{\sum_{\widetilde{\mathbf{q}} \in D(l, 1)} f(\tilde{\mathbf{y}} \mid \tilde{\mathbf{q}}, \alpha) \prod_{i=1, i \neq l}^{N \log _{2} q} P\left[b_{i}(\widetilde{\mathbf{q}})\right]}{\sum_{\widetilde{\mathbf{q}} \in D(l, 0)} f(\tilde{\mathbf{y}} \mid \tilde{\mathbf{q}}, \alpha) \prod_{i=1, i \neq l}^{N \log _{2} q} P\left[b_{i}(\widetilde{\mathbf{q}})\right]}\right\} \tag{3-121}
\end{equation*}
$$

where $P\left[b_{i}(\widetilde{\mathbf{q}})\right]$ is the a priori probability of $b_{i}(\widetilde{\mathbf{q}})$. Substituting (3-120) into (3-121) yields

$$
\begin{equation*}
\Lambda\left(b_{l}\right)=\ln \left\{\frac{\sum_{\widetilde{\mathbf{q}} \in D(l, 1)} I_{0}\left(2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}}|\mu(\widetilde{\mathbf{q}})|\right) \prod_{i=1, i \neq l}^{N \log _{2} q} P\left[b_{i}(\widetilde{\mathbf{q}})\right]}{\sum_{\widetilde{\mathbf{q}} \in D(l, 0)} I_{0}\left(2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}}|\mu(\widetilde{\mathbf{q}})|\right) \prod_{i=1, i \neq l}^{N \log _{2} q} P\left[b_{i}(\widetilde{\mathbf{q}})\right]}\right\} \tag{3-122}
\end{equation*}
$$

The a priori LLR computed by the decoder is

$$
\begin{equation*}
v_{i}=\ln \left\{\frac{P\left[b_{i}(\tilde{\mathbf{q}})=1\right]}{P\left[b_{i}(\tilde{\mathbf{q}})=0\right]}\right\} \tag{3-123}
\end{equation*}
$$

Substitution of this equation into (3-122) and the application of the max-star operator defined by (1-174) give

$$
\begin{align*}
& \Lambda\left(b_{l}\right)=\max _{\widetilde{\mathbf{q}} \in D(l, 1)} *\left[\ln I_{0}\left(2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}}|\mu(\tilde{\mathbf{q}})|\right)+\sum_{i=1, i \neq l}^{N \log _{2} q} b_{i}(\tilde{\mathbf{q}}) v_{i}\right] \\
& -\underset{\tilde{\mathbf{q}} \in D(l, 0)}{\max *}\left[\ln I_{0}\left(2 \frac{\alpha \sqrt{\mathcal{E}_{s}}}{N_{0}}|\mu(\tilde{\mathbf{q}})|\right)+\sum_{i=1, i \neq l}^{N \log _{2} q} b_{i}(\tilde{\mathbf{q}}) v_{i}\right] . \tag{3-124}
\end{align*}
$$

In a non-iterative BICM receiver (Section 6.11), the a priori probabilities are all equal and therefore may be dropped from the logarithm by setting all $v_{i}$ in (3-124) to zero. In an iterative BICM-ID receiver, the extrinsic information feedback from the decoder may be used as an estimate for the a priori LLRs $v_{i}$. When $q=2$ and $N=1$, there is just a single bit per block, which eliminates the two summations in (3-124) and implies that there is no benefit to iterating. However, when $q^{N}>2$, there will be more than one bit per block and it becomes advantageous to iterate.

The bandwidth of coded CPFSK is a function of the modulation index $h$, code rate $r$, and modulation order $q$. When the bandwidth is constrained to not exceed $B_{\text {max }}$, there is a particular combination of these parameters that minimizes the value of $\mathcal{E}_{b} / N_{0}$ required to achieve a specified bit error rate. To find accurate approximations of the optimal parameters, one can leverage the information-theoretic analysis of Section 9.3 and use the average mutual information (AMI) as the performance metric. The parameter values that maximize this metric are selected. The benefit of using AMI as a performance metric is that it provides a fairly accurate prediction of the performance that can be achieved with a capacity-approaching code without requiring that the code actually be simulated. Once a good design is identified, the effectiveness of the design is confirmed by simulation.

When there is no bandwidth constraint, the $\mathcal{E}_{b} / N_{0}$ required for reliable communication increases as $h$ decreases from $h=1$. This behavior changes when there is a bandwidth constraint imposed to limit the bandwidth of frequency

### 3.7. MULTISYMBOL NONCOHERENT DEMODULATION OF CPFSK187

channels in a frequency-hopping system. The normalized bandwidth is defined by (3-79). The bandwidth constraint may be expressed as

$$
\begin{equation*}
\zeta_{99}=B_{99} T_{s} / r \leq B_{\max } T_{s} / r=\zeta_{\max } \tag{3-125}
\end{equation*}
$$

where the symbol duration is $T_{s}=r T_{b}$. The AMI-based optimization minimizes the $\mathcal{E}_{b} / N_{0}$ required for reliable communication under this bandwidth constraint, which is achieved by jointly optimizing the parameters $q, h$, and $r$ for the given channel type (AWGN or Rayleigh fading) and decoder type.

For each value of $q$, the procedure is to find the minimum $\mathcal{E}_{b} / N_{0}$ and the optimum code rate for each valid value of $h$ that is considered. To determine the global minimum, the process must be repeated for all $h$, but it is sufficient to consider closely sampled values of $h$. There is an upper limit on $h$ such that even if a full-rate code were used (i.e. $r=\log _{2} q$ ), the bandwidth constraint would be violated.

Simulations were performed to demonstrate the achievable performance when an actual channel code is used, thereby confirming the relevance of the information-theoretic bounds. Systems with CPFSK modulation and $q=2$ and $q=4$ were considered. For systems with $q=2$, the modulation index was set to $h=0.6$, which is the optimal value for the single-symbol noncoherent detector under bandwidth constraint $\zeta_{\max }=2 \mathrm{~Hz} / \mathrm{bps}$ according to the informationtheoretic analysis. The code rate was set to its corresponding optimal value $r=0.64$. The simulated system uses the widely deployed turbo code from the Universal Mobile Telecommunications System (UMTS) specification, which uses parallel convolutional codes with a constraint length of 4, a specified coderate matching algorithm, and an optimized variable-length interleaver that is set to 2048 [26]. The rate $r=0.64$ was achieved by using a message length of $K=4800$ bits and a codeword length of $N_{c}=7500$ bits. The demodulator was implemented using the proposed noncoherent $N$-symbol demodulator with $N=1,2$, and 4 . The turbo code was decoded using 30 iterations of the logMAP algorithm. When $q^{N}>2$, a BICM-ID receiver was used, in which case the soft output from each decoder iteration was used by the demodulator as a priori information.

Example 6. Simulations were run for both an AWGN channel and a Rayleigh fading channel. Figure 3.15 shows results for the AWGN channel with $q=2$. Three curves are shown corresponding to length $N=1,2$, and 4 multisymbol blocks. In addition, a vertical line is shown for each value of $N$ which corresponds to the minimum $\mathcal{E}_{b} / N_{0}$ found from the previous information-theoretic analysis. The value of $\mathcal{E}_{b} / N_{0}$ required for the turbo-coded system to achieve a bit error rate of $10^{-5}$ in AWGN is $8.90 \mathrm{~dB}, 6.13 \mathrm{~dB}$, and 4.44 dB for $N=1,2$, and 4 , respectively. These values are less than 1 dB from the corresponding information-theoretic bounds.

Example 7. Figure 3.16 shows results for the Rayleigh fading channel with $q=2$. In the simulations, the fading amplitude was held constant for blocks of $N$ consecutive symbols and varied independently from one block to the next. As in the previous figure, a vertical line is shown for each value of $N$ which corresponds to the minimum $\mathcal{E}_{b} / N_{0}$ found from the information-theoretic


Figure 3.15: Bit error rate for N-symbol detection of CPFSK signal over AWGN channel when $q=2, h=0.6$, and $r=0.64$ [113]


Figure 3.16: Bit error rate for N -symbol detection of CPFSK signal with Rayleigh fading when $q=2, h=0.6$ and $r=0.64$ [113]
analysis. The value of $\mathcal{E}_{b} / N_{0}$ required for the turbo-coded system to achieve a bit error rate of $10^{-5}$ in Rayleigh fading is $12.04 \mathrm{~dB}, 9.41 \mathrm{~dB}$, and 7.72 dB for $N=1,2$, and 4 , respectively. These values are between 1.26 and 1.41 dB from the corresponding information-theoretic bounds. Thus, the gap between the theoretical $\mathcal{E}_{b} / N_{0}$ and the value required with the actual turbo code is slightly higher for Rayleigh fading than it is for AWGN.

For systems with $q=4$, the modulation index was set to $h=0.67$ for the AWGN channel and $h=0.45$ for the Rayleigh fading channel. These are the information-theoretic optimal values for the single-symbol noncoherent detector under bandwidth constraint $\zeta_{\text {max }}=2 \mathrm{~Hz} / \mathrm{bps}$. The UMTS standard turbo code was again used, with the rate set to $r=5100 / 6528$ for the AWGN channel and $r=3800 / 6528$ for the Rayleigh fading channel. The codeword length was 6528 bits for both channels. For all values of $N, 30$ iterations of BICM-ID reception were performed by using a combination of the proposed receiver and the logMAP decoding algorithm.

Example 8. Figure 3.17 shows results for the AWGN channel with $q=4$ and three values of $N$. The value of $\mathcal{E}_{b} / N_{0}$ required for the turbo-coded system to achieve a bit error rate of $10^{-5}$ in AWGN is $6.70 \mathrm{~dB}, 4.72 \mathrm{~dB}$, and 3.37 dB for $N=1,2$, and 4 , respectively. These values are between 0.94 and 1.37 dB from the corresponding information-theoretic bounds, which are indicated by the dashed lines. By increasing the alphabet size from $q=2$ to $q=4$, the value of $\mathcal{E}_{b} / N_{0}$ required to achieve a bit error rate of $10^{-5}$ in AWGN is decreased by approximately 3 dB .

Example 9. Figure 3.18 shows results for the Rayleigh fading channel with $q=4$. The value of $\mathcal{E}_{b} / N_{0}$ required for the turbo-coded system to achieve a bit error rate of $10^{-5}$ in Rayleigh fading is $9.63 \mathrm{~dB}, 7.65 \mathrm{~dB}$, and 6.54 dB for $N=1,2$, and 4 , respectively. These values are between 1.44 and 2.13 dB from the corresponding information-theoretic bounds. By increasing the alphabet size from $q=2$ to $q=4$, the value of $\mathcal{E}_{b} / N_{0}$ required to achieve a bit error rate of $10^{-5}$ in Rayleigh fading is decreased by approximately 3 dB .

For symbol-by-symbol demodulation, we set $N=1$ in (9-49). Since the Bessel function increases monotonically with $x>0$, the symbol metric for hard symbol decisions reduces to

$$
\begin{equation*}
f(\tilde{\mathbf{y}} \mid \mathbf{q}, \alpha)=\left|y_{1, q_{1}}\right| \tag{3-126}
\end{equation*}
$$

which indicates that for each of the q hypotheses, we compute the magnitude of the output of the filter matched to the hypothesis, and hence the digital demodulation of Section 3.6 is applicable.

There are three primary problems associated with multisymbol demodulation:

1. Phase stability over $N$ symbols is required.
2. The computational requirements, including those for channel-state estimation, are very high.
3. The large latency or processing delay must be accommodated.


Figure 3.17: Bit error rate for N-symbol detection of CPFSK signal over AWGN channel when $q=4, h=0.67$, and $r=0.78$ [113]


Figure 3.18: Bit error rate for N -symbol detection of CPFSK signal with Rayleigh fading when $q=4, h=0.45$, and $r=0.58$ [113]

An alternative to multisymbol demodulation that alleviates these problems is symbol-by-symbol demodulation with $N=1$ and $q \geq 4$, which entails much less computational complexity and latency than $N=4$ and $q=2$. The cost of using symbol-by-symbol demodulation instead of multisymbol demodulation is the increased $\mathcal{E}_{b} / N_{0}$ required to achieve a specified bit error rate. An FHCPFSK system with channel-state estimation and symbol-by-symbol demodulation is analyzed and simulated in Chapter 9.

### 3.8 Hybrid Systems

Frequency-hopping systems reject interference by hopping to avoiding it, whereas direct-sequence systems reject interference by spreading and then filtering it. This distinction leads to several relative advantages. When frequencyhopping and direct-sequence systems are constrained to use the same fixed bandwidth, the direct-sequence systems have an inherent advantage because they can use coherent BPSK rather than a noncoherent modulation. Coherent BPSK has an approximately 4 dB advantage relative to noncoherent orthogonal CPFSK over the AWGN channel and an even larger advantage over fading channels.

A major advantage of frequency-hopping systems is that it is possible to hop into noncontiguous frequency channels over a much wider band than can be occupied by a direct-sequence signal. Other major advantages of frequency hopping are the possibility of excluding frequency channels with steady or frequent interference, the reduced susceptibility to the near-far problem (Section 7.7), and the relatively rapid acquisition of the frequency-hopping pattern (Section 4.8). A disadvantage of frequency hopping is that it is not amenable to transform-domain or nonlinear adaptive filtering (Section 5.3) to reject narrowband interference within a frequency channel. In practical systems, the dwell time is too short for adaptive filtering to have a significant effect.

A hybrid frequency-hopping direct-sequence (FH-DS) system is a frequencyhopping system that uses direct-sequence spreading during each dwell interval or, equivalently, a direct-sequence system in which the carrier frequency changes periodically. In the transmitter of the hybrid FH-DS system of Fig. 3.19, a single code generator controls both the spreading sequence and the hopping pattern. The spreading sequence is added modulo-2 to the data sequence. Hops occur periodically after a fixed number of sequence chips. Because of the phase changes due to the frequency hopping, noncoherent modulation such as CSK or DPSK is usually required unless the hop rate is very low. In the noncoherent receiver, the frequency hopping and the spreading sequence of the FH-DS signal are removed in succession to produce the inputs to the metric generator. The metric generators for CSK and DPSK are shown in Figs. 2.30 and 2.31, respectively.

Frequency synchronization is done by the same methods used by other frequency-hopping systems. Serial-search timing acquisition occurs in two stages. The first stage provides alignment of the hopping patterns, whereas the second stage over the unknown timing of the spreading sequence finishes acquisition rapidly because the timing uncertainty has been reduced by the first


Figure 3.19: Hybrid frequency-hopping direct-sequence system: (a) transmitter and (b) receiver. $\mathrm{BF}=$ bandpass filter; $\mathrm{QD}=$ quadrature downconverter; CMFs = chip-matched filters; ADCs $=$ analog-to-digital converters
stage to a fraction of a hop duration.
In principle, the receiver of a hybrid FH-DS system curtails partial-band interference by both dehopping and despreading, but diminishing returns are encountered. The hopping of the FH-DS signal allows the avoidance of the interference spectrum part of the time. When the system hops into a frequency channel with interference, the interference is spread and filtered by the hybrid receiver. However, during a hop interval, interference that would be avoided by an ordinary frequency-hopping receiver is passed by the bandpass filter of a hybrid receiver because the bandwidth must be large enough to accommodate the direct-sequence signal that remains after the dehopping. This large bandwidth also limits the number of available frequency channels, which increases the susceptibility to narrowband interference and the near-far problem. Thus, hybrid FH-DS systems are seldom used except perhaps in specialized military applications because the addition of direct-sequence spreading weakens some of the strengths of frequency hopping, and the addition of frequency hopping weakens some of the strengths of direct-sequence spreading.

A chirp is a signal that monotonically increases or decreases its frequency uniformly in time. It is essentially a frequency-hopping signal with predictable hops and hence is not as useful as unpredictable frequency-hopping signals for communications. A time-hopping system transmits codewords at a high rate during transmission intervals and does not transmit during intervals of pseudorandom duration between transmission intervals. When transmitting, it has a reduced number of available frequency channels or a reduced spectral factor.

The synchronization complexity is the main obstacle to the implementation of time hopping by itself or in a hybrid time-hopping and frequency-hopping system.

### 3.9 Frequency Synthesizers

A frequency synthesizer [80-82, 90] converts a standard reference frequency into many desired frequencies. In a frequency-hopping system, each hopset frequency must be synthesized. In practical applications, a hopset frequency has the form

$$
\begin{equation*}
f_{h i}=f_{1}+r_{i} f_{r}, \quad i=1,2, \ldots, M \tag{3-127}
\end{equation*}
$$

where the $\left\{r_{i}\right\}$ are rational numbers, $f_{r}$ is the reference frequency, and $f_{1}$ is a frequency in the spectral band of the hopset. The reference signal, which is a tone at the reference frequency, is usually generated by dividing or multiplying by a positive integer the frequency of the tone produced by a stable source, such as an atomic or crystal oscillator. The use of a single reference signal ensures that any output frequency of the synthesizer has the same stability and accuracy as the reference. The two predominant types of frequency synthesizers are the direct digital and indirect synthesizers. Most practical synthesizers are hybrids of these fundamental types.

## Direct Digital Synthesizer

A direct digital synthesizer converts the stored sample values of a sinusoidal wave into a continuous-time sinusoidal wave with a specified frequency. Figure 3.20 illustrates the principal components of a digital frequency synthesizer. A signal at frequency $f_{1}$ upconverts the synthesizer output frequency $f_{0}$ to a desired spectral location. Therefore, if $f_{1}+f_{\min }$ and $f_{1}+f_{\max }$ are the minimum and maximum desired frequencies, respectively, the synthesizer needs to generate frequencies such that

$$
\begin{equation*}
f_{\min } \leq f_{0} \leq f_{\max } \tag{3-128}
\end{equation*}
$$

The sine table stores $N$ values of $\sin \theta$ for $\theta=0,2 \pi / N, \ldots, 2 \pi(N-1) / N$. Frequency data, which is produced by the pattern control bits in a frequencyhopping system, determines the synthesized frequency by specifying a phase increment $2 \pi k / N$, where $k$ is a positive integer. The phase accumulator, which is a discrete-time integrator, converts the phase increment into successive samples of the phase by adding the increment to the content of an internal register at the rate $f_{r}$ after every cycle of the reference signal. A phase sample $\theta(i, k)=i(2 \pi k / N)$, where $i$ denotes the reference signal cycle, defines an address or memory location in the sine table in which the values of $\sin (\theta(i, k))$ are stored. Each value of $\sin (\theta(i, k))$ is applied to a digital-to-analog converter (DAC), which performs a sample-and-hold operation at a sampling rate $f_{r}$. The DAC output is applied to an anti-aliasing lowpass filter, the output of which


Figure 3.20: Digital frequency synthesizer. $\mathrm{Q}=$ quantizer, $\mathrm{C}=$ combiner, DAC $=$ digital-to-analog converter
is upconverted by frequency $f_{1}$ to generate the desired output signal. The reference frequency is limited by the speed of the DAC.

Let $\nu$ denote the number of bits used to represent the $2^{\nu} \geq N$ possible values of the phase accumulator contents. Since the contents are updated at the rate $f_{r}$, the longest time period of distinct phase samples before repetition is $N / f_{r}$. Therefore, the smallest frequency that can be generated by the direct digital synthesizer before upconversion, which is produced when $k=1$, is

$$
\begin{equation*}
f_{\min }=\frac{f_{r}}{N} . \tag{3-129}
\end{equation*}
$$

When the phase accumulator input is $k$, the generated frequency before upconversion is

$$
\begin{equation*}
f_{0 k}=k f_{\min }, 1 \leq k \leq N \tag{3-130}
\end{equation*}
$$

which implies that $f_{\min }$ is the frequency resolution.
The maximum frequency $f_{\max }$ that can be generated is produced by using only a few samples of $\sin \theta$ per period. From the sampling theorem, it is known that $f_{\max }<f_{r} / 2$ is required to avoid aliasing. Practical DAC and lowpass-filter requirements further limit $f_{\max }$ to approximately $0.4 f_{r}$. Thus, $s \geq 2.5$ samples of $\sin \theta$ per period are used in synthesizing $f_{\text {max }}$, and

$$
\begin{equation*}
f_{\max } \leq \frac{f_{r}}{s} . \tag{3-131}
\end{equation*}
$$

The lowpass filter may be implemented with a linear phase across a flat passband extending slightly above $f_{r} / s$. Suppose that $f_{\min }$ and $f_{\max }$ are specified minimum and maximum frequencies that must be produced by a synthesizer. Equations (3-129) and (3-131) imply that

$$
\begin{equation*}
\frac{s f_{\max }}{f_{\min }} \leq N \leq 2^{\nu} \tag{3-132}
\end{equation*}
$$

The sine table stores $2^{n}$ words, each comprising $m$ bits, and hence has a memory requirement of $2^{n} m$ bits. The periodic and symmetric character of a sine wave implies that only sample values for the first quadrant of the sine wave
need to be stored. Each stored word represents one possible value of $\sin \theta$ in the first quadrant or, equivalently, one possible magnitude of $\sin \theta$. The input to the sine table from the phase accumulator requires $n+2$ parallel bits. The two most significant bits are the sign bit and the quadrant bit. The sign bit specifies the polarity of $\sin \theta$. The quadrant bit specifies whether $\sin \theta$ is in the first or second quadrant or in the third or fourth quadrant. The $n$ least significant bits of the input determine the address in which the magnitude of $\sin \theta$ is stored. The address specified by the $n$ least significant bits is appropriately modified by the quadrant bit when $\theta$ is in the second or fourth quadrants. The sign bit along with the $m$ output bits of the sine table are applied to the DAC.

During each cycle of the reference frequency, the phase accumulator generates $\nu \geq \log _{2} N$ bits. If $\nu>n$, then the $\nu-n$ least significant bits are not passed by the quantizer to the sine table. The truncation of the potential table input bits from $\nu+2$ to $n+2$ bits causes the table output to remain constant for $\nu-n+1$ samples of $\sin \theta$ per period. If $\nu<n$, then all $\nu$ bits are used, but some of the words in the sine table are not needed.

If $\nu<n$, then the output of the sine table is $\sin [\widehat{\theta}(i, k)]$, where $\widehat{\theta}(i, k)$ approximates $\theta(i, k)$. The phase error, $\theta_{e}(i, k)=\theta(i, k)-\widehat{\theta}(i, k)$, causes spurious spectral lines in the spectrum of $\sin [\widehat{\theta}(i, k)]$. The amplitudes of the spurious spectral lines are determined by the coefficients of the Fourier series of $\theta_{e}(i, k)$, and the largest amplitude is approximately $2^{-(n+2)}$. If no reduction method is implemented, the power in the largest of the spectral lines in the worst case is

$$
\begin{equation*}
E_{s}=\left(2^{-(n+2)}\right)^{2}=(-6 n-12) d B \tag{3-133}
\end{equation*}
$$

For $\theta_{e}(i, k) \ll 1$, a trigonometric expansion indicates that

$$
\begin{equation*}
\sin (\theta(i, k)) \approx \sin [\widehat{\theta}(i, k)]+\theta_{e}(i, k) \cos [\widehat{\theta}(i, k)] \tag{3-134}
\end{equation*}
$$

To reduce the amplitudes of the spurious spectral lines, the quantizer is included in the synthesizer shown in Fig.3.20. The quantizer computes $\theta_{e}(i, k)$ and sends it to a combiner that implements the right-hand side of (3-134), thereby providing a more accurate estimate of the desired $\sin (\theta(i))$. The computational requirements are a multiplication and an addition with $m$ bits of precision at the sample rate. Another method of reducing the spurious amplitudes is to add random dithering samples to the quantizer input. These samples cause the randomization of $\theta_{e}(i)$ and hence a reduction in the spurious amplitudes.

Since $m$ output bits of the sine table specify the magnitude of $\sin \theta$, a quantization error is produced. The worst-case amplitude-quantization noise power is

$$
\begin{equation*}
E_{q}=\left(2^{-m}\right)^{2} \cong-6 m d B \tag{3-135}
\end{equation*}
$$

Amplitude-quantization noise increases the amplitudes of spurious spectral lines in $\sin [\widehat{\theta}(i, k)]$.

Example 10. A direct digital synthesizer is to be designed to cover 1 kHz to 1 MHz with a 1 kHz spacing, $E_{q} \leq-45 \mathrm{~dB}$, and $E_{s} \leq-60 \mathrm{~dB}$. We set $f_{\min }=$ 1 kHz , and hence $f_{1}=0$. According to (3-135), the use of 8 -bit words in the sine
table is adequate for the required quantization noise level. According to (3-133), $n=8$ is adequate for the required $E_{s}$. With $n=8$, the table contains $2^{8}=256$ distinct words, and the sine table has $n+2=10$ input bits. If $s \leq 4$, then since $f_{\text {max }} / f_{\text {min }}=10^{3},(3-132)$ is satisfied by $N=4 \cdot 10^{3}$ and $\nu=12$. Thus, a 12 -bit phase accumulator is needed, but the 4 least significant bits in the accumulator are not used in the addressing of the sine table. Equation (3-129) indicates that $f_{r}=4 \mathrm{MHz}$ is required.

The direct digital synthesizer can be easily modified to produce a modulated output when high-speed digital data is available. For amplitude modulation, the table output is applied to a multiplier. Phase modulation may be implemented by adding the appropriate bits to the phase accumulator output. Frequency modulation entails a modification of the accumulator input bits. For a quaternary modulation, the quadrature signals may be generated by separate sine and cosine tables.

A direct digital synthesizer can produce nearly instantaneous, continuousphase frequency changes and a very fine frequency resolution despite its relatively small size, weight, and power requirements. Its output frequencies span the range $\left[f_{\min }, f_{\max }\right]$, but its maximum frequency is increased by an upconversion. The phase response of the lowpass filter largely determines the switching time to change frequencies. A disadvantage is the stringent requirement for the lowpass filter to suppress frequency spurs generated during changes in the synthesized frequency.

## Indirect Frequency Synthesizers

An indirect frequency synthesizer uses voltage-controlled oscillators and feedback loops. Like direct digital synthesizers, indirect synthesizers inherently produce phase-continuous outputs after frequency changes. Indirect synthesizers usually require less hardware than comparable direct digital synthesizers, but require more time to switch from one frequency to another. Since indirect synthesizers rely on feedback and direct digital synthesizers have a feedforward configuration, the amount of phase noise in the outputs of indirect synthesizers is larger.

The principal components of a single-loop indirect synthesizer, which is similar in operation to a phase-locked loop, are depicted in Fig. 3.21. The control bits, which determine the value of the modulus or divisor $N$, are supplied by a pattern generator. The input signal at frequency $f_{1}$ may be provided by another synthesizer. Since the feedback loop forces the frequency of the divider output, $\left(f_{0}-f_{1}\right) / N$, to closely approximate the reference frequency $f_{r}$, the output of the voltage-controlled oscillator ( VCO ) is a sine wave with frequency

$$
\begin{equation*}
f_{0}=N f_{r}+f_{1} \tag{3-136}
\end{equation*}
$$

where $N$ is a positive integer.
Phase detectors in frequency-hopping synthesizers are usually digital devices that measure zero-crossing times rather than the phase differences measured when mixers are used. Digital phase detectors have an extended linear range,


Figure 3.21: Indirect frequency synthesizer with single loop. DAC = digital-toanalog converter; $\mathrm{VCO}=$ voltage-controlled oscillator
are less sensitive to input-level variations, and simplify the interface with a digital divider.

Equation (3-136) indicates that the frequency resolution of the single-loop synthesizer is $f_{r}$. It is usually necessary to have a loop bandwidth on the order of $f_{r} / 10$ to ensure stable operation and the suppression of sidebands that are offset from $f_{0}$ by $f_{r}$. The switching time $t_{s}$ required for changing frequencies is less than or equal to $T_{s w}$ defined previously for frequency-hopping pulses, which may have additional guard time inserted. The switching time tends to be inversely proportional to the loop bandwidth and is roughly approximated by

$$
\begin{equation*}
t_{s}=\frac{25}{f_{r}} \tag{3-137}
\end{equation*}
$$

which indicates that a low resolution and a low switching time may not be achievable by a single loop.

To decrease the switching time while maintaining the frequency resolution of a single loop, a coarse steering signal can be stored in a ROM, converted into analog form by a DAC, and applied to the VCO (as shown in Fig. 3.21) immediately after a frequency change. The steering signal reduces the frequency step that must be acquired by the loop when a hop occurs. An alternative approach is to place a fixed divider with modulus $M$ after the loop so that the divider output frequency is $f_{0}=N f_{r} / M+f_{1} / M$. By this means, $f_{r}$ can be increased without sacrificing resolution provided that the VCO output frequency, which equals $M f_{0}$, is not too large for the divider in the feedback loop. To limit the transmission of spurious frequencies, it may be desirable to inhibit the transmitter output during frequency transitions.

The switching time can be dramatically reduced by using two synthesizers that alternately produce the output frequency. One synthesizer produces the output frequency while the second one is being tuned to the next frequency fol-


Figure 3.22: Dual-modulus divider
lowing a command from the pattern generator. If the hop duration exceeds the switching time of each synthesizer, then the second synthesizer begins producing the next frequency before a control switch routes its output to a modulator or a mixer.

A divider, which is a binary counter that produces a square-wave output, counts down by one unit every time its input crosses zero. If the modulus or divisor is the positive integer $N$, then after $N$ zero crossings, the divider output crosses zero and changes state. The divider then resumes counting down from $N$. As a result, the output frequency is equal to the input frequency divided by $N$. Programmable dividers have limited operating speeds that impair their ability to accommodate a high-frequency VCO output. A problem is avoided by the down-conversion of the VCO output by the mixer shown in Fig. 3.21, but spurious components are introduced. Since fixed dividers can operate at much higher speeds than programmable dividers, one might consider placing a fixed divider before the programmable divider in the feedback loop. However, if the fixed divider has a modulus $N_{1}$, then the loop resolution becomes $N_{1} f_{r}$, so this solution is usually unsatisfactory.

Figure 3.22 depicts a dual-modulus divider, which maintains a frequency resolution equal to $f_{r}$ while allowing synthesizer operation at high frequencies. The principal component of the dual-modulus divider is the dual prescalar, which comprises two fixed dividers with divisors equal to the positive integers $P$ and $P+Q$, respectively. Divider 1 and divider 2 are programmable dividers that divide by the nonnegative integers $A$ and $B$, respectively, where $B>A$. These programmable dividers are only required to accommodate a frequency $f_{i n} / P$. The dual prescalar initially divides by the modulus $P+Q$. This modulus changes whenever a programmable divider reaches zero. After $(P+Q) A$ input transitions, divider 1 reaches zero, and the modulus control causes the dual prescalar to divide by $P$. Divider 2 has counted down to $B-A$. After $P(B-A)$ more input transitions, divider 2 reaches zero and causes an output transition. The two programmable dividers are then reset, and the dual prescalar reverts
to division by $P+Q$. Thus, each output transition corresponds to $A(P+Q)+$ $P(B-A)=A Q+P B$ input transitions, which implies that the dual-modulus divider has a modulus

$$
\begin{equation*}
N=A Q+P B, \quad B>A \tag{3-138}
\end{equation*}
$$

and produces the output frequency $f_{\text {in }} / N$.
If $Q=1$ and $P=10$, then the dual-modulus divider is called a $10 / 11$ divider, and

$$
\begin{equation*}
N=10 B+A, \quad B>A \tag{3-139}
\end{equation*}
$$

which can be increased in unit steps by changing $A$ in unit steps. Since $B>A$ is required, a suitable range for A and minimum value of B are

$$
\begin{equation*}
0 \leq A \leq 9, \quad B_{\min }=10 \tag{3-140}
\end{equation*}
$$

The relations (3-136), (3-139), and (3-140) indicate that the range of a synthesized hopset is from $f_{1}+100 f_{r}$ to $f_{1}+\left(10 B_{\max }+9\right) f_{r}$, where $B_{\max }$ is the maximum value of $B$. Therefore, a spectral band between $f_{\min }$ and $f_{\max }$ is covered by the hopset if

$$
\begin{equation*}
f_{1}+100 f_{r} \leq f_{\min } \tag{3-141}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{1}+\left(10 B_{\max }+9\right) f_{r} \geq f_{\max } \tag{3-142}
\end{equation*}
$$

Example 11. The Bluetooth communication system is used to establish wireless communications among portable electronic devices. The system has a hopset of 79 carrier frequencies, its hop rate is 1600 hops per second, its hop band is between 2400 and 2483.5 MHz , and the bandwidth of each frequency channel is 1 MHz . Consider a system in which the 79 carrier frequencies are spaced 1 MHz apart from 2402 MHz to 2480 MHz . A $10 / 11$ divider with $f_{r}=1 \mathrm{MHz}$ provides the desired increment, which is equal to the frequency resolution. Equation (3-137) indicates that $t_{s}=25 \mu \mathrm{~s}$, which indicates that 25 potential data symbols have to be omitted during each hop interval. Inequality $(3-141)$ indicates that $f_{1}=2300 \mathrm{MHz}$ is a suitable choice. Then $(3-142)$ is satisfied by $B_{\max }=18$. Therefore, dividers $A$ and $B$ require 4 and 5 control bits, respectively, to specify their potential values. If the control bits are stored in a random access memory ( ROM ), then each ROM location contains 9 bits. The number of ROM addresses is at least 79 , the number of frequencies in the hopset. Thus, a ROM input address requires 7 bits.

## Multiple Loops

A multiple-loop frequency synthesizer uses two or more single-loop synthesizers to obtain both fine frequency resolution and fast switching. A three-loop frequency synthesizer is shown in Fig. 3.23. Loops $A$ and $B$ have the form of Fig. 3.22, but loop $A$ does not have a mixer and filter in its feedback. Loop $C$


Figure 3.23: Indirect frequency synthesizer with three loops
has the mixer and filter but lacks the divider. The reference frequency $f_{r}$ is chosen to ensure that the desired switching time is realized. The divisor $M$ is chosen so that $f_{r} / M$ is equal to the desired resolution. Loop $A$ and the divider generate increments of $f_{r} / M$ while loop $B$ generates increments of $f_{r}$. Loop $C$ combines the outputs of loops $A$ and $B$ to produce the output frequency

$$
\begin{equation*}
f_{0}=B f_{r}+A \frac{f_{r}}{M}+f_{1} \tag{3-143}
\end{equation*}
$$

where $B, A$, and $M$ are positive integers because they are produced by dividers. Loop $C$ is preferable to a mixer and bandpass filter because the filter would have to suppress a closely spaced, unwanted component when $A f_{r} / M$ and $B f_{r}$ were far apart.

To ensure that each output frequency is produced by unique values of $A$ and $B$, it is required that $A_{\max }=A_{\min }+M-1$. To prevent degradation in the switching time, it is required that $A_{\min }>M$. Both requirements are met by choosing

$$
\begin{equation*}
A_{\min }=M+1, \quad A_{\max }=2 M \tag{3-144}
\end{equation*}
$$

According to (3-143), a range of frequencies from $f_{\min }$ to $f_{\max }$ is covered if

$$
\begin{equation*}
B_{\min } f_{r}+A_{\min } \frac{f_{r}}{M}+f_{1} \leq f_{\min } \tag{3-145}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{\max } f_{r}+A_{\max } \frac{f_{r}}{M}+f_{1} \geq f_{\max } \tag{3-146}
\end{equation*}
$$

Example 12. Consider the Bluetooth system of Example 11 but with the more stringent requirement that $t_{s}=2.5 \mu s$, which only sacrifices 3 potential data symbols per hop interval. The single-loop synthesizer of Example 11


Figure 3.24: Fractional-N frequency synthesizer. $\quad \mathrm{CP}=$ charge pump; $\mathrm{VCO}=$ voltage-controlled oscillator
cannot provide this short switching time. The required switching time is provided by a three-loop synthesizer with $f_{r}=10 \mathrm{MHz}$. The resolution of 1 MHz is achieved by taking $M=10$. Equations (3-144) indicate that $A_{\text {min }}=11$ and $A_{\max }=20$. Inequalities (3-145) and (3-146) are satisfied if $f_{1}=2300 \mathrm{MHz}$, $B_{\text {min }}=9$, and $B_{\max }=16$. The maximum frequencies that must be accommodated by the dividers in loops $A$ and $B$ are $A_{\max } f_{r}=200 \mathrm{MHz}$ and $B_{\max } f_{r}=160 \mathrm{MHz}$, respectively. Dividers $A$ and $B$ require 5 control bits.

## Fractional-N Synthesizer

A fractional- $N$ synthesizer uses a single loop and auxiliary hardware to produce an average output frequency

$$
\begin{equation*}
f_{0}=\left(B+\frac{A}{M}\right) f_{r}+f_{1}, 0 \leq A \leq M-1 \tag{3-147}
\end{equation*}
$$

Although the switching time is inversely proportional to $f_{r}$, the resolution is $f_{r} / M$, which can be made arbitrarily small in principle.

The synthesis method uses a dual-modulus divider with frequency-division modulus equal to either $B$ or $B+1$. As shown in Fig. 3.24, the modulus is controlled by a digital sequence $\beta(n)$, where $n$ is the discrete-time index. The sequence is generated by the delta-sigma converter at a clock rate equal to $f_{r}$, and the divider modulus is $B+\beta(n)$. The average value of $\beta(n)$ is

$$
\begin{equation*}
\overline{\beta(n)}=\frac{A}{M} \tag{3-148}
\end{equation*}
$$

so that the average divider modulus is $B+A / M$. The phase detector compares the arrival times of the rising edges of the frequency-divider output with those of the reference signal and produces an output that is a function of the difference in arrival times. A charge pump, which uses two current sources to charge or discharge capacitors, draws proportionate charge into the lowpass filter, the output of which is the control signal of the VCO. Since the feedback forces the lower input to the phase detector to have an average frequency $f_{r}$, the average output frequency is given by (3-147).

A delta-sigma converter, which is also called a sigma-delta converter, is a high resolution analog-to-digital converter. When its input is a multiplebit representation of $A / M$, the delta-sigma modulator generates the sequence $\beta(n)$. If this sequence were periodic, then high-level fractional spurs, which are harmonic frequencies that are integer multiples of $f_{r} / M$, would appear at the VCO input, thereby frequency-modulating its output signal. Fractional spurs are greatly reduced by modulus randomization, which randomizes $\beta(n)$ while maintaining (3-148). Modulus randomization is implemented by dithering or randomly changing the least significant bit of the input to the delta-sigma modulator. Quantization noise $q(n)=\beta(n)-\overline{\beta(n)}$ is introduced into the synthesizer loop. To limit the effect of the quantization noise, the modulus randomization is designed so that the quantization noise has a high-pass spectrum. A lowpass loop filter can then eliminate most of the noise.

Example 13. Consider a fractional-N synthesizer for the Bluetooth system of Example 12 but with $t_{s}=2.5 \mu s$. If we set $f_{1}=2300 \mathrm{MHz}$, then effectively the synthesizer needs to cover 102 MHz to 180 MHz . The switching time is achieved by taking $f_{r}=10 \mathrm{MHz}$. The resolution is achieved by taking $M=10$. Equation (3-147) indicates that the required frequencies are covered by varying $B$ from 10 to 18 and $A$ from 0 to 9 . The integers $B$ and $A$ require 5 and 4 control bits, respectively.

### 3.10 Problems

1. Approximate $\mu$, the fraction of frequency channels with interference, by a continuous variable over the interval $[0,1]$. What is the worst-case value of $\mu$ for binary FH-OSK, noncoherent detection, hard decisions, and the AWGN channel in the presence of strong interference? What is the corresponding worst-case symbol error probability? Why does it not depend on the number of frequency channels?
2. This problem illustrates the importance of a channel code to a frequencyhopping system in the presence of worst-case partial-band interference. Consider binary FH-OSK, noncoherent detection, hard decisions, and the AWGN channel. (a) Use the results of Problem 1 to calculate the required $\mathcal{E}_{b} / I_{t 0}$ to obtain a bit error rate $P_{b}=10^{-5}$ when no channel code is used. (b) Calculate the required $\mathcal{E}_{b} / I_{t 0}$ for $P_{b}=10^{-5}$ when a $(23,12)$ Golay code is used. As a first step, use the first term in (1-111) to estimate the required symbol error probability. What is the coding gain?
3. Consider binary FH-OSK, noncoherent detection, hard decisions, and the Rayleigh channel in the presence of strong interference. Show that interference spread uniformly over the entire hopping band hinders communications more than uniform interference concentrated over part of the band.
4. An interference tone with power $I$ has the same carrier frequency as an FH-DPSK signal with power $S$ during a dwell interval. Derive the bit error probability in the absence of noise.
5. Derive the PSD of a $\pi / 4$-DQPSK signal.
6. Use the procedure outlined in the text to verify (3-65).
7. Derive (3-73) by following the steps outlined in the text.
8. Use (3-74)-(3-77) to derive the PSD of an MSK signal given by (3-80).
9. Derive (3-98) by following the steps outlined in the text.
10. Design a direct digital synthesizer to cover 2402 MHz to 2480 MHz with a 1 MHz frequency resolution, $E_{q} \leq-45 \mathrm{~dB}$, and $E_{s} \leq-60 \mathrm{~dB}$.
11. It is desired to cover $100-100.99 \mathrm{MHz}$ in 10 kHz increments with an indirect frequency synthesizer containing a single loop and a dual-modulus divider. A $10 / 11$ divider is used with $f_{1}=0$ and $Q=1$. (a) What is a suitable range of values of A ? (b) What are a suitable value of P and a suitable range of values of $B$ if it is required to minimize the highest frequency applied to the programmable dividers?
12. It is desired to cover $198-200 \mathrm{MHz}$ in 10 Hz increments with a switching time equal to 2.5 ms . An indirect frequency synthesizer with three loops in the form of Fig. 3.23 is used. It is desired to limit the maximum frequency to be accommodated by loop $B$. What are suitable values of the parameters $f_{r}, f_{1}, M, A_{\min }, A_{\max }, B_{\min }$, and $B_{\max }$ ?
13. Specify the design parameters of a fractional-N synthesizer that covers $198-200 \mathrm{MHz}$ in 10 Hz increments with a switching time equal to $250 \mu \mathrm{~s}$.

## Chapter 4

## Frequency and Timing Synchronization

The methods of frequency and timing synchronization for both direct-sequence and frequency-hopping systems are presented in this chapter. Frequency synchronization refers to the synchronization of the receiver-generated carrier frequency with the received carrier frequency. Although the use of precision clocks in both the transmitter and the receiver limits the frequency uncertainty in the receiver, clock drifts, range uncertainty, and the Doppler shift may cause synchronization problems. A spread-spectrum receiver requires timing synchronization to generate a spreading sequence or frequency-hopping pattern that is synchronized with the received spreading sequence or frequency-hopping pattern. After timing synchronization, the received and receiver-generated chips or dwell intervals must precisely or nearly coincide. Any misalignment causes the signal amplitude at the demodulator output to fall in accordance with the autocorrelation or partial autocorrelation function. A practical implementation of timing synchronization is greatly facilitated by dividing synchronization into the two operations of acquisition and tracking. Timing acquisition provides coarse synchronization by limiting the possible timing offsets of the receiver-generated chips or dwell intervals to a finite number of quantized candidates. Timing acquisition is almost always the dominant design issue and the most expensive component of a complete spread-spectrum system. Following the timing acquisition, timing tracking is activated to provide fine synchronization by which synchronization errors are further reduced or at least maintained within certain bounds. Symbol synchronization, which is needed to provide timing pulses for symbol detection to the decoder, is derived from the timing synchronization.

### 4.1 Synchronization of Direct-Sequence Signals

Both frequency and timing synchronization of direct-sequence signals must precede phase synchronization. Timing synchronization, which is often called code synchronization, refers to the synchronization of the receiver-generated spreading sequence with the received spreading sequence. Prior to despreading, which requires timing synchronization, the signal-to-noise ratio (SNR) is unlikely to be sufficiently high for successful phase tracking by a phase-locked loop even if the frequency synchronization is perfect. Therefore, noncoherent synchronization of the frequency and timing is required. The timing synchronization provides not only the chip timing but also the symbol timing. Then the symbol timing is used to facilitate the tracking of the carrier phase, which can be done with standard decision-directed or power-law methods [7].

Consider the estimation of waveform parameters that are components of the vector $\boldsymbol{\theta}$. The observed signal is

$$
\begin{equation*}
r(t)=s(t, \boldsymbol{\theta})+n(t), \quad 0 \leq t \leq T \tag{4-1}
\end{equation*}
$$

where the real-valued signal $s(t, \boldsymbol{\theta})$ has a known waveform except for $\boldsymbol{\theta}$, and $n(t)$ is zero-mean, white Gaussian noise. We assume that for all values of the waveform parameters, $s(t, \boldsymbol{\theta})$ belongs to the signal space $L^{2}[0, T]$ of complex-valued functions $f$ such that $|f|^{2}$ is integrable over $[0, T]$. As shown in Appendix F.4, the sufficient statistic for maximum-likelihood estimation is

$$
\begin{equation*}
\Lambda_{s}[r(t)]=2 \int_{0}^{T} r(t) s(t, \boldsymbol{\theta}) d t-\int_{0}^{T} s^{2}(t, \boldsymbol{\theta}) d t \tag{4-2}
\end{equation*}
$$

If $s(t, \boldsymbol{\theta})$ depends on a random vector $\boldsymbol{\phi}$, we base the maximum-likelihood estimation on $E_{\phi}\left[\Lambda_{s}[r(t)]\right]$, where $E_{\boldsymbol{\phi}}[\cdot]$ denotes the expected value with respect to $\phi$. Therefore, the sufficient statistic becomes

$$
\begin{equation*}
\Lambda_{a}[r(t)]=E_{\boldsymbol{\phi}}\left[2 \int_{0}^{T} r(t) s(t, \boldsymbol{\theta}) d t-\int_{0}^{T} s^{2}(t, \boldsymbol{\theta}) d t\right] \tag{4-3}
\end{equation*}
$$

The maximum-likelihood estimator is

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}=\arg \max _{\boldsymbol{\theta}} \Lambda_{a}[r(t)] \tag{4-4}
\end{equation*}
$$

## Joint Frequency and Timing Synchronization

We assume that pilot signals without data symbols are transmitted to enable estimation. For a DS-BPSK system, the pilot signal is

$$
\begin{equation*}
s(t, \boldsymbol{\theta})=\sqrt{2 S} p(t-\tau) \cos \left(2 \pi f_{c} t+2 \pi f_{d} t+\phi\right), 0 \leq t \leq T \tag{4-5}
\end{equation*}
$$

where $S$ is the average power, $p(t)= \pm 1$ is the known spreading waveform, $f_{c}$ is the known carrier frequency, $\phi$ is the received carrier phase, $\tau$ is the timing offset in the receiver, $0 \leq \tau<T$, and $f_{d}$ is the frequency offset relative to
the nominal carrier frequency. The frequency offset may be due to a Doppler shift or to a drift or instability in the transmitter or receiver oscillator. Since the phase synchronization must follow the acquisition of the code timing and frequency offsets, $\boldsymbol{\theta}=\left(\tau, f_{d}\right)$ and the carrier phase $\phi$ is modeled as a random variable.

The second term within the brackets of (4-3) is the signal energy over the observation interval. If we assume that $\tau \ll T$, then this energy does not vary significantly with $\tau$. Therefore, we drop this term and base the maximumlikelihood estimation on the sufficient statistic

$$
\begin{equation*}
\Lambda_{a}[r(t)]=E_{\boldsymbol{\phi}}\left[\int_{0}^{T} r(t) s(t, \boldsymbol{\theta}) d t\right] \tag{4-6}
\end{equation*}
$$

The substitution of (4-5) into (4-6) yields

$$
\begin{equation*}
\Lambda_{a}[r(t)]=E_{\phi}\left\{. \sqrt{2 S} \int_{0}^{T} r(t) p(t-\tau) \cos \left(2 \pi f_{c} t+2 \pi f_{d} t+\phi\right) d t\right\} \tag{4-7}
\end{equation*}
$$

Prior to frequency synchronization, it is assumed that $\phi$ is uniformly distributed over $[0,2 \pi)$. A trigonometric expansion and an integration of (4-7) over $\phi$ using (H-16) of Appendix H. 3 give

$$
\begin{equation*}
\Lambda_{s}[r(t)]=I_{0}\left(\sqrt{2 S V\left(\tau, f_{d}\right)}\right) \tag{4-8}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind and order zero defined by (H-14), and

$$
\begin{align*}
V\left(\tau, f_{d}\right) & =\left[\int_{0}^{T} r(t) p(t-\tau) \cos \left(2 \pi f_{c} t+2 \pi f_{d} t\right) d t\right]^{2} \\
& +\left[\int_{0}^{T} r(t) p(t-\tau) \sin \left(2 \pi f_{c} t+2 \pi f_{d} t\right) d t\right]^{2} \tag{4-9}
\end{align*}
$$

Since $I_{0}(x)$ is a monotonically increasing function of $x$, (4-8) implies that $V\left(\tau, f_{d}\right)$ is a sufficient statistic for maximum-likelihood estimation. Ideally, the estimates $\widehat{\tau}$ and $\widehat{f}_{d}$ are determined by considering all possible values of $\tau$ and $f_{d}$ and then choosing those values that maximize (4-9):

$$
\begin{equation*}
\left(\widehat{\tau}, \widehat{f}_{d}\right)=\arg \max _{\left(\tau, f_{d}\right)} V\left(\tau, f_{d}\right) \tag{4-10}
\end{equation*}
$$

In a practical implementation of this joint estimation, the receiver correlates the received signal with quantized values of the candidate code phases and carrier frequencies.

## Frequency Synchronization

An alternative to the joint synchronization of the frequency and timing is sequential synchronization. The frequency estimation, which is called frequency
binning, is done by passing the pilot signal through a bank of filters, each of which is followed by a detector. The largest detector's output provides the frequency estimate. If the detector is a radiometer, the frequency estimator is a channelized radiometer, which is analyzed in Section 10.4. Another method is to apply a single discrete Fourier transform that covers the set of candidate carrier frequencies. The transform may be implemented as a fast Fourier transform [71] but is still more computationally complex and slower than other methods. If $\widehat{\tau} \approx 0$, then the sufficient statistic for frequency estimation is

$$
\begin{align*}
V\left(f_{d}\right) & =\left[\int_{0}^{T} r(t) p(t) \cos \left(2 \pi f_{c} t+2 \pi f_{d} t\right) d t\right]^{2} \\
& +\left[\int_{0}^{T} r(t) p(t) \sin \left(2 \pi f_{c} t+2 \pi f_{d} t\right) d t\right]^{2} \tag{4-11}
\end{align*}
$$

If $V\left(f_{d}\right)$ exceeds a threshold for at least one value of $f_{d}$, the maximum-likelihood estimator is

$$
\begin{equation*}
\widehat{f_{d}}=\arg \max _{f_{d}} V\left(f_{d}\right) \tag{4-12}
\end{equation*}
$$

We assume that $f \in\left[-f_{\max }, f_{\max }\right]$, where $f_{\max }$ is the maximum deviation of the carrier frequency from its nominal value $f_{c}$. If $V\left(f_{d}\right)$ is computed for $2 K$ values of $f_{d}$ and the observation time $T$ is sufficiently long, then the frequency estimation error in the absence of noise is

$$
\begin{equation*}
f_{e} \leq \frac{f_{\max }}{K} \tag{4-13}
\end{equation*}
$$

The maximum phase shift caused by frequency estimation error $f_{e}$ over one received chip interval is $2 \pi f_{e} T_{c}$. Let $\phi_{\max }$ denote the maximum phase shift that can be accommodated. Then the maximum number of chips that can be safely received before pilot symbols are needed for a new estimation of $f_{d}$ is

$$
\begin{equation*}
N=\frac{\phi_{\max }}{2 \pi f_{e} T_{c}} \geq \frac{K \phi_{\max }}{2 \pi f_{\max } T_{c}} \tag{4-14}
\end{equation*}
$$

The maximum number of data symbols is $\lfloor N / G\rfloor$. In a practical system, we want $N \gg G=T_{s} / T_{c}$, which implies that we need

$$
\begin{equation*}
K \gg \frac{2 \pi f_{\max } T_{s}}{\phi \max } \tag{4-15}
\end{equation*}
$$

Once the frequency is initially estimated, the small changes in the Doppler shift and the oscillators can be tracked with versions of the phase-locked loop.

## Timing Synchronization

Assuming that $\widehat{f}_{d} \approx f_{d}$, the sufficient statistic for the estimation of the received timing offset $\tau$ is

$$
\begin{align*}
V(\tau) & =\left[\int_{0}^{T} r(t) p(t-\tau) \cos \left(2 \pi f_{c} t+2 \pi f_{d} t\right) d t\right]^{2} \\
& +\left[\int_{0}^{T} r(t) p(t-\tau) \sin \left(2 \pi f_{c} t+2 \pi f_{d} t\right) d t\right]^{2} \tag{4-16}
\end{align*}
$$

and the maximum-likelihood estimate is

$$
\begin{equation*}
\widehat{\tau}=\arg \max _{\tau} V(\tau) \tag{4-17}
\end{equation*}
$$

where $\tau$ is restricted to some set of possible values or uncertainty region.
The estimator defined by (4-17) entails quadrature downconversion and correlations with a $T$-second portion of the spreading waveform. The estimation accuracy increases with $T$ until it approaches the duration of the spreading sequence.

### 4.2 Rapid Timing Acquisition

Timing acquisition is the operation by which the timing of the receiver-generated spreading sequence is brought to within a fraction of a chip of the timing of the received sequence. The fundamental challenge is that the usual despreading mechanism cannot be used to reduce the bandwidth of the desired signal and suppress interference during acquisition or coarse synchronization.

When the spreading sequences are relatively short, rapid acquisition is possible. For long spreading sequences, serial-search or sequential acquisition is necessary. To reduce the acquisition time, parallel processors may be used. Since the presence of the data modulation impedes acquisition, the latter is facilitated by the transmission of the spreading sequence without any data modulation until acquisition occurs.

## Matched-Filter Acquisition

Matched-filter acquisition provides potentially rapid acquisition based on implementing (4-17) when short programmable sequences give adequate security. Successive periods of the spreading waveform are transmitted without data modulation during the time allocated to acquisition, and the matched filter is matched to one period of the spreading waveform. The matched-filter output is given by (1-2) and (1-3).

In an analog implementation, the envelope of the matched-filter output, which ideally comprises sharp autocorrelation spikes, is compared with one or more thresholds, one of which is closest to the peak value of a spike. This


Figure 4.1: Digital matched filter for noncoherent acquisition
peak value marks the end of one period of the spreading sequence. Since the data-symbol boundaries coincide with the beginning and end of a spreading sequence, the occurrence of this peak provides information used for both symbol synchronization and timing acquisition. The sequence length and integration time of the matched filter are limited by errors in compensating for the frequency offsets and chip-rate errors, both of which decrease the peak value of the spike.

A digital matched filter (DMF) for noncoherent matched-filter acquisition of a binary spreading waveform, which offers great flexibility, is illustrated in Fig.4.1. The received spreading waveform is decomposed into in-phase and quadrature baseband components, each of which is applied to a separate branch. In each branch, the output of a chip-matched filter (CMF) is sampled by an analog-to-digital converter (ADC). The ADC produces quantized samples of $n \geq 1$ bits at a sampling rate that is $m \geq 1$ times the chip rate. For example, a one-bit ADC makes hard decisions on the received chips by observing the polarities of the sample values. Successive samples are applied to a multidimensional data shift register, which comprises $n$ shift registers in parallel. Shifts occur at the sampling rate. A reference shift register stores reference weights equal to the chip values of the spreading sequence, and $m$ consecutive identical reference weights correspond to each chip. The multiple-bit output of each stage of a data shift register is multiplied by the multiple-bit output of the corresponding stage of the reference shift register. The sum of the products calculated by each shift register is squared, and the two squares are added to produce the DMF samples. When the peak is detected, a threshold is exceeded, the counter records the corresponding sample time, and an enabling signal is sent to the tracking system and demodulator.

The effect of the sampling times on the matched-filter output amplitude is illustrated in Fig. 4.2, which depicts the idealized output amplitude for one period of a short spreading sequence, a high sampling rate, and no noise. The duration of the high amplitude is $2 T_{0}=2 T_{c}$. If the peak output occurs at


Figure 4.2: Chip-matched filter output and sampling times
time $t=0$, then the two sampling times closest to the peak occur at times $-x$ and $T-x$, where $T=\frac{T_{c}}{m}$. The magnitude of the smallest sampling-time offset relative to $t=0$ is

$$
\begin{equation*}
y=\min \left(x, T_{c} / m-x\right), 0 \leq x \leq T . \tag{4-18}
\end{equation*}
$$

If $x$ is uniformly distributed over $\left[0, T_{c} / m\right]$, then $y$ is uniformly distributed over $\left[0, T_{c} / 2 m\right]$. Therefore,

$$
\begin{equation*}
E[y]=\frac{T_{c}}{4 m}, E\left[y^{2}\right]=\frac{T_{c}^{2}}{12 m^{2}} . \tag{4-19}
\end{equation*}
$$

If the amplitude function approximates the triangular shape depicted in the figure, the average output power is attenuated by

$$
\begin{equation*}
E\left[\left(1-\frac{y}{T_{c}}\right)^{2}\right]=1-\frac{1}{2 m}+\frac{1}{12 m^{2}} \tag{4-20}
\end{equation*}
$$

Thus, if $m=1$, the power loss is nearly 3 dB , whereas if $m=4$, the power loss is 0.58 dB .

Matched-filter acquisition is useful when serial-search acquisition with a long sequence fails or takes too long. A short sequence for acquisition is embedded within the long sequence. The short sequence may be a subsequence of the long sequence and is stored in the programmable reference shift register. Figure 4.3 depicts the configuration of a matched filter for short-sequence acquisition and a serial-search system for long-sequence acquisition. The control signal activates the matched filter when it is needed and deactivates it otherwise. When the matched-filter output crosses a threshold, the sample number of the crossing time and the output level are applied to the peak detector. The peak detector sends to the serial-search system the sample number of the largest level during the short-sequence duration. The receipt of the sample number starts a longsequence generator in the serial-search system at a predetermined initial state.


Figure 4.3: Serial-search acquisition system enabled by matched filter

The long sequence is used for verifying the acquisition and for despreading the received direct-sequence signal. Several matched filters in parallel may be used to expedite the process.

## Sequential Estimator

In a benign environment, sequential estimation methods [33] provide rapid acquisition when a short spreading sequence is adequate for security. The basic idea is to exploit the structure of the linear feedback shift register (Section 2.2). Successive received chips are detected and then loaded into the shift register of the receiver's spreading-sequence generator to establish its initial state, which then uniquely and unambiguously determines the subsequently generated spreading sequence in synchronism with the received sequence. The tracking system then ensures that the local spreading sequence remains synchronized.

A recursive soft sequential estimator, which provides some protection against interference, is illustrated in Fig. 4.4. Each sampled output of the chip-matched filter (Section 2.4) is applied to a recursive soft-in, soft-out (SISO) decoder similar to those used in turbo decoders (Section 1.6). The SISO decoder simultaneously receives extrinsic information from prior sampled outputs associated with prior chips. The extrinsic information is related to the current chip but was dispersed by the spreading-sequence generator in the transmitter. The SISO decoder processes all soft information to calculate the log-likelihood ratio (LLR) associated with each chip. These LLRs are sent to the first stage of the soft shift register, which stores and shifts successive LLRs at the chip rate and provides the extrinsic information. The soft shift register stores the most recent consecutive LLRs and shifts out the oldest LLR from its final stage. If the stored LLRs have sufficiently high values, then a load command activates hard decisions that convert the consecutive LLRs into consecutive chip values. After they are loaded into the appropriate successive stages, the chip values de-


Figure 4.4: Recursive soft sequential estimator. LFSR $=$ linear feedback shift register; $\mathrm{SISO}=$ soft in, soft out; $\mathrm{MF}=$ matched filter
termine the initial state of the linear feedback shift register (LFSR). The LFSR generates the receiver's synchronized spreading sequence, which is used for despreading and is applied the tracking system. If the tracking system detects a synchronization problem, it sends a reload signal to the soft shift register, which begins a new estimation of an initial state of the LFSR.

### 4.3 Serial-Search Acquisition

The timing uncertainty of a local spreading sequence relative to a received spreading sequence covers a region that may be quantized into a finite number of smaller regions called cells. Serial-search acquisition is acquisition based on consecutive or serial tests of the cells until it is determined that a particular cell corresponds to the alignment of the two sequences to within a fraction of a chip. To access different cells, the receiver changes its clock rate. These changes adjust the timing offset of the local sequence generated by the receiver relative to the timing offset of the received sequence.

Figure 4.5 depicts the principal components of a serial-search acquisition system. The received direct-sequence signal and a local spreading sequence are applied to a noncoherent acquisition correlator (Section 4.4) that produces a decision variable (4-16) for each cell. If the received and local spreading sequences are not aligned, the decision variable is unlikely to exceed the test threshold, and the test fails. If there are one or more test failures, the cell under test is rejected, and the phase of the local sequence is retarded or advanced, possibly by generating an extra clock pulse or by blocking one. A new cell


Figure 4.5: Serial-search acquisition system
is then tested. If the sequences are nearly aligned, the decision variable is high, the threshold is exceeded, the search is stopped, and the two sequences run in parallel at some fixed phase offset. Subsequent tests verify that the correct cell has been identified. If a cell fails the verification tests, the search is resumed. If a cell passes, the two sequences are assumed to be coarsely synchronized, demodulation begins, and the tracking system is activated. The threshold-detector output continues to be monitored so that any subsequent loss of synchronization activates the serial search.

There may be several cells that potentially provide a valid acquisition. However, if none of these cells corresponds to perfect synchronization, the detected energy is reduced below its potential peak value. The step size is the separation between cells. If the step size is one-half of a chip, then one of the cells corresponds to an alignment within one-fourth of a chip. On the average, the misalignment of this cell is one-eighth of a chip, which may cause a negligible degradation. As the step size decreases, both the average detected energy during acquisition and the number of cells to be searched increase.

The dwell time is the amount of time required for testing a cell and is approximately equal to the length of the integration interval in the noncoherent acquisition correlator. An acquisition system is called a single-dwell system if a single test determines whether a cell is accepted as the correct one. If verification testing occurs before acceptance, the system is called a multiple-dwell system. The dwell times either are fixed or are variable but bounded by some maximum value. The dwell time for the initial test of a cell is usually designed to be much shorter than the dwell times for verification tests. This approach expedites the acquisition by quickly eliminating the bulk of the incorrect cells. In any serial-search system, the dwell time allotted to a test is limited by the Doppler shift, which causes the received and local chip rates to differ. As a result, an initial close alignment of the two sequences may disappear by the end of the test.


Figure 4.6: Flow graph of multiple-dwell system with consecutive-count strategy


Figure 4.7: Flow graph of multiple-dwell system with up-down strategy

A multiple-dwell system may use a consecutive-count strategy, in which a failed test causes a cell to be immediately rejected, or an up-down strategy, in which a failed test causes a repetition of a previous test. Figures 4.6 and 4.7 depict the flow graphs of the consecutive-count and up-down strategies, respectively, that require $D$ tests to be passed before acquisition is declared. If the threshold is not exceeded during test 1 , the cell fails the test, and the next cell is tested. If it is exceeded, the cell passes the test, the search is stopped, and the system enters the verification mode. The same cell is tested again, but the dwell time and the threshold may be changed. Once all the verification tests have been passed, the timing tracking is activated, and the system enters the lock mode. In the lock mode, the lock detector continually verifies that timing synchronization is maintained. If the lock detector decides that synchronization has been lost, reacquisition begins in the search mode.

The order in which the cells are tested is determined by the general search strategy. Figure 4.8 a depicts a uniform search over the $q$ cells of the timing uncertainty. The broken lines represent the discontinuous transitions of the search from one part of the timing uncertainty to another. The broken-center $Z$ search, illustrated in Fig. 4.8b, is appropriate when a priori information makes part of the timing uncertainty more likely to contain the correct cell than the rest of the region. a priori information may be derived from the detection of a short preamble. If the sequences are synchronized with the time of day, then


Figure 4.8: Trajectories of search positions: (a) uniform search and (b) brokencenter $Z$ search
the receiver's estimate of the transmitter range combined with the time of day provides the a priori information.

The acquisition time is the amount of time required for an acquisition system to locate the correct cell and initiate the tracking system. To derive the statistics of the acquisition time [56], one of the $q$ possible cells is considered the correct cell, and the other $(q-1)$ cells are incorrect. The difference in timing offsets among cells is $\Delta T_{c}$, where the step size $\Delta$ is usually either 1 or $1 / 2$. Let $L$ denote the number of times the correct cell is tested before it is accepted and acquisition terminates. Let $C$ denote the number of the correct cell and $\pi_{j}$ denote the probability that $C=j$. Let $\nu(L, C)$ denote the number of incorrect cells tested during the acquisition process. The functional dependence is determined by the search strategy. Let $T_{r}(L, C)$ denote the total rewinding time, which is the time required for the search to move discontinuously to a different cell within the timing uncertainty. Since an incorrect cell is always ultimately rejected, there are only three types of events that occur during a serial search. Either the $n$th incorrect cell is dismissed after $T_{11}(n)$ seconds, a correct cell is falsely dismissed for the $m$ th time after $T_{12}(m)$ seconds, or a correct cell is accepted after $T_{22}$ seconds, where the first subscript is 1 if dismissal occurs, and 2 otherwise; the second subscript is 1 if the cell is incorrect, and 2 otherwise. Each of these decision times is a random variable. If an incorrect cell is accepted, the receiver eventually recognizes the mistake and reinitiates the search at the next cell. The wasted time expended in timing tracking is a random variable called the penalty time. These definitions imply that the acquisition time is the random variable given by

$$
\begin{equation*}
T_{a}=\sum_{n=1}^{\nu(L, C)} T_{11}(n)+\sum_{m=1}^{L-1} T_{12}(m)+T_{22}+T_{r}(L, C) \tag{4-21}
\end{equation*}
$$

The most important performance measures of the serial search are the mean and variance of $T_{a}$. Given $L=i$ and $C=j$, the conditional expected value of $T_{a}$ is

$$
\begin{equation*}
E\left[T_{a} \mid i, j\right]=\nu(i, j) \bar{T}_{11}+(i-1) \bar{T}_{12}+\bar{T}_{22}+T_{r}(i, j) \tag{4-22}
\end{equation*}
$$

where $\bar{T}_{11}, \bar{T}_{12}$, and $\bar{T}_{22}$ are the expected values of each $T_{11}(n), T_{12}(m)$, and $T_{22}$, respectively. Therefore, the mean acquisition time is

$$
\begin{equation*}
\bar{T}_{a}=\bar{T}_{22}+\sum_{i=1}^{\infty} P_{L}(i) \sum_{j=1}^{q} \pi_{j}\left[\nu(i, j) \bar{T}_{11}+(i-1) \bar{T}_{12}+T_{r}(i, j)\right] \tag{4-23}
\end{equation*}
$$

where $P_{L}(i)$ is the probability that $L=i$, and $\pi_{j}$ is the probability that $C=j$. After calculating the conditional expected value of $T_{a}^{2}$ given that $L=i$ and $C=j$, and using the identity $\overline{x^{2}}=\operatorname{var}(x)+\bar{x}^{2}$, we obtain

$$
\begin{align*}
\overline{T_{a}^{2}} & =\sum_{i=1}^{\infty} P_{L}(i) \sum_{j=1}^{q} \pi_{j}\left\{\left[\nu(i, j) \bar{T}_{11}+(i-1) \bar{T}_{12}+\bar{T}_{22}+T_{r}(i, j)\right]^{2}\right. \\
& \left.+\nu(i, j) \operatorname{var}\left(T_{11}\right)+(i-1) \operatorname{var}\left(T_{12}\right)+\operatorname{var}\left(T_{22}\right)\right\} . \tag{4-24}
\end{align*}
$$

Assuming that the test statistics are independent and identically distributed, we obtain

$$
\begin{equation*}
P_{L}(i)=P_{D}\left(1-P_{D}\right)^{i-1} \tag{4-25}
\end{equation*}
$$

where $P_{D}$ is the probability that the correct cell is detected when it is tested during a scan of the uncertainty region.

In some applications, the serial-search acquisition must be completed within a specified period of duration $T_{\max }$. If it is not, the serial search is terminated, and special measures, such as the matched-filter acquisition of a short sequence, are undertaken. The probability that $T_{a} \leq T_{\max }$ can be bounded by using Chebyshev's inequality (Appendix A.2). Let $\sigma_{a}^{2}$ denote the variance of $T_{a}$. Then

$$
\begin{align*}
P\left[T_{a} \leq T_{\max }\right] & \geq P\left[\left|T_{a}-\bar{T}_{a}\right| \leq T_{\max }-\bar{T}_{a}\right] \\
& \geq 1-\frac{\sigma_{a}^{2}}{\left(T_{\max }-\bar{T}_{a}\right)^{2}} . \tag{4-26}
\end{align*}
$$

## Uniform Search with Uniform Distribution

As an important application, we consider the uniform search of Fig. 4.8a and a uniform a priori distribution for the location of the correct cell given by

$$
\begin{equation*}
\pi_{j}=\frac{1}{q}, \quad 1 \leq j \leq q . \tag{4-27}
\end{equation*}
$$

If the cells in the figure are labeled consecutively from left to right, then

$$
\begin{equation*}
\nu(i, j)=(i-1)(q-1)+j-1 . \tag{4-28}
\end{equation*}
$$

The rewinding time is

$$
\begin{equation*}
T_{r}(i, j)=T_{r}(i)=(i-1) T_{r} \tag{4-29}
\end{equation*}
$$

where $T_{r}$ is the rewinding time associated with each broken line in the figure. If the timing uncertainty covers an entire sequence period, then the cells at the two edges are actually adjacent and $T_{r}=0$.

To evaluate $\bar{T}_{a}$ and $\overline{T_{a}^{2}}$, we substitute (4-25), (4-27), (4-28), and (4-29) into (4-23) and (4-24) and use the following identities:

$$
\begin{align*}
\sum_{i=0}^{\infty} r^{i} & =\frac{1}{1-r}, \quad \sum_{i=1}^{\infty} i r^{i}=\frac{r}{(1-r)^{2}}, \quad \sum_{i=1}^{\infty} i^{2} r^{i}=\frac{r(1+r)}{(1-r)^{3}} \\
\sum_{i=1}^{n} i & =\frac{n(n+1)}{2}, \quad \sum_{i=1}^{n} i^{2}=\frac{n(n+1)(2 n+1)}{6} \tag{4-30}
\end{align*}
$$

where $0 \leq|r|<1$. Defining

$$
\begin{equation*}
\alpha=(q-1) \bar{T}_{11}+\bar{T}_{12}+T_{r} \tag{4-31}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\bar{T}_{a}=(q-1)\left(\frac{2-P_{D}}{2 P_{D}}\right) \bar{T}_{11}+\left(\frac{1-P_{D}}{P_{D}}\right)\left(\bar{T}_{12}+T_{r}\right)+\bar{T}_{22} \tag{4-32}
\end{equation*}
$$

and

$$
\begin{align*}
\overline{T_{a}^{2}} & =(q-1)\left(\frac{2-P_{D}}{2 P_{D}}\right) \operatorname{var}\left(T_{11}\right)+\left(\frac{1-P_{D}}{P_{D}}\right) \operatorname{var}\left(T_{12}\right)+\operatorname{var}\left(T_{22}\right) \\
& +\frac{(2 q+1)(q+1)}{6} \bar{T}_{11}^{2}+\frac{\alpha^{2}\left(1-P_{D}\right)\left(2-P_{D}\right)}{P_{D}^{2}}+(q+1) \alpha\left(\frac{1-P_{D}}{P_{D}}\right) \\
& +(q+1) \bar{T}_{11}\left(\bar{T}_{22}-\bar{T}_{11}\right)+2 \alpha\left(\frac{1-P_{D}}{P_{D}}\right)\left(\bar{T}_{22}-\bar{T}_{11}\right)+\left(\bar{T}_{22}-\bar{T}_{11}\right)^{2} . \tag{4-33}
\end{align*}
$$

In most applications, the number of cells to be searched is large, and simpler asymptotic forms for the mean and variance of the acquisition time are applicable. As $q \rightarrow \infty$, (4-32) gives

$$
\begin{equation*}
\bar{T}_{a} \rightarrow q\left(\frac{2-P_{D}}{2 P_{D}}\right) \bar{T}_{11}, \quad q \rightarrow \infty \tag{4-34}
\end{equation*}
$$

Similarly, (4-33) and (4-34) yield

$$
\begin{equation*}
\sigma_{a}^{2} \rightarrow q^{2}\left(\frac{1}{P_{D}^{2}}-\frac{1}{P_{D}}+\frac{1}{12}\right) \bar{T}_{11}^{2}, \quad q \rightarrow \infty . \tag{4-35}
\end{equation*}
$$

## Consecutive-Count Double-Dwell System

For further specialization, consider the consecutive-count double-dwell system described by Fig. 4.6 with $D=2$. Assume that a composite correct cell actually subsumes two consecutive cells that have sufficiently low timing offsets that
either one of these consecutive cells could be considered a correct cell. The detection probabilities of the two consecutive cells are $P_{a}$ and $P_{b}$, respectively. If the test results are assumed to be statistically independent, then the probability of detection of the composite correct cell is

$$
\begin{equation*}
P_{D}=P_{a}+\left(1-P_{a}\right) P_{b} \tag{4-36}
\end{equation*}
$$

Let $\tau_{1}, P_{F 1}, P_{a 1}$, and $P_{b 1}$ denote the search-mode dwell time, false-alarm probability, and successive detection probabilities respectively. Let $\tau_{2}, P_{F 2}, P_{a 2}$, and $P_{b 2}$ denote the verification-mode dwell time, false-alarm probability, and successive detection probabilities, respectively. Let $\bar{T}_{p}$ denote the mean penalty time, which is incurred by the incorrect activation of the tracking mode. The flow graph indicates that each cell must pass two tests, and the passing probabilities are

$$
\begin{equation*}
P_{a}=P_{a 1} P_{a 2}, \quad P_{b}=P_{b 1} P_{b 2} \tag{4-37}
\end{equation*}
$$

If an incorrect cell is rejected, a delay of at least $\tau_{1}$ occurs. If there has been a false alarm, then an additional average delay of $\tau_{2}+P_{F 2} \bar{T}_{p}$ occurs. Therefore,

$$
\begin{equation*}
\bar{T}_{11}=\tau_{1}+P_{F 1}\left(\tau_{2}+P_{F 2} \bar{T}_{p}\right) \tag{4-38}
\end{equation*}
$$

Equations (4-36) to (4-38) are sufficient for the evaluation of the asymptotic values of the mean and variance given by (4-34) and (4-35).

For a more accurate evaluation of the mean acquisition time, expressions for the conditional means $\bar{T}_{22}$ and $\bar{T}_{12}$ are needed. Expressing $\bar{T}_{22}$ as the conditional expectation of the correct-cell test duration given cell detection and enumerating the three possible durations and their conditional probabilities, we obtain

$$
\begin{align*}
\bar{T}_{22} & =\sum_{i=1}^{\infty} t_{i} P\left(T_{22}=t_{i} \mid \text { detection }\right) \\
& =\tau_{1}+\tau_{2}+\frac{1}{P_{D}} \sum_{i=1}^{\infty} t_{i} P\left(\left[T_{22}=t_{i}+\tau_{1}+\tau_{2}\right] \cap \text { detection }\right) \\
& =\tau_{1}+\tau_{2}+\frac{1}{P_{D}}\left[\tau_{1}\left(1-P_{a 1}\right) P_{b}+\left(\tau_{1}+\tau_{2}\right) P_{a 1}\left(1-P_{a 2}\right) P_{b}\right] \\
& =\tau_{1}+\tau_{2}+\tau_{1} \frac{\left(1-P_{a}\right) P_{b}}{P_{D}}+\tau_{2} \frac{\left(P_{a 1}-P_{a}\right) P_{b}}{P_{D}} \tag{4-39}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\bar{T}_{12} & =2 \tau_{1}+\frac{1}{1-P_{D}} \sum_{i=1}^{\infty} t_{i} P\left(\left[T_{12}=t_{i}+2 \tau_{1}\right] \cap \text { rejection }\right) \\
& =2 \tau_{1}+\left(1-P_{D}\right)^{-1}\left\{\begin{array}{c}
\tau_{1}\left[P_{a 1}\left(1-P_{a 2}\right) P_{b 1}\left(1-P_{b 2}\right)\right] \\
+\tau_{2}\left[P_{a 1}+P_{b 1}-P_{a}-P_{b}-P_{a 1} P_{b 1}+2 P_{a} P_{b}\right]
\end{array}\right\} . \tag{4-40}
\end{align*}
$$

## Single-Dwell and Matched-Filter Systems

Results for a single-dwell system are obtained by setting $P_{a 2}=P_{b 2}=P_{F 2}=$ $1, \tau_{2}=0, P_{a}=P_{a 1}, P_{b}=P_{b 1}, P_{F 1}=P_{F}$, and $\tau_{1}=\tau_{d}$ in (4-38)-(4-40). We obtain

$$
\begin{equation*}
\bar{T}_{11}=\tau_{d}+P_{F} \bar{T}_{p}, \quad \bar{T}_{22}=\tau_{d}\left[1+\frac{\left(1-P_{a}\right) P_{b}}{P_{D}}\right], \quad \bar{T}_{12}=2 \tau_{d} . \tag{4-41}
\end{equation*}
$$

Thus, (4-32) yields

$$
\begin{equation*}
\bar{T}_{a}=\frac{(q-1)\left(2-P_{D}\right)\left(\tau_{d}+P_{F} \bar{T}_{p}\right)+2 \tau_{d}\left(2-P_{a}\right)+2\left(1-P_{D}\right) T_{r}}{2 P_{D}} . \tag{4-42}
\end{equation*}
$$

Since the single-dwell system may be regarded as a special case of the doubledwell system, the latter can provide a better performance by the appropriate setting of its additional parameters.

The approximate mean acquisition time for a matched filter can be derived in a similar manner. Suppose that many periods of a short spreading sequence with $N$ chips per period are received, and the matched-filter output is sampled $m$ times per chip. Then the number of cells that are tested is $q=m N$ and $T_{r}=0$. Each sampled output is compared with a threshold, so $\tau_{d}=T_{c} / m$ is the time duration associated with a test. For $m=1$ or 2 , it is reasonable to regard two of the cells as the correct ones. These cells are effectively tested when a signal period fills or nearly fills the matched filter. Thus, (4-42) yields

$$
\begin{equation*}
\bar{T}_{a} \approx N T_{c}\left(\frac{2-P_{D}}{2 P_{D}}\right)\left(1+m K P_{F}\right), \quad q \gg 1 \tag{4-43}
\end{equation*}
$$

where $K=\bar{T}_{p} / T_{c}$. Ideally, the threshold is exceeded once per period, and each threshold crossing provides a timing marker.

## Up-Down Double-Dwell System

For the up-down double-dwell system with a composite correct cell of two subsumed correct cells, the flow graph of Fig. 4.7 with $D=2$ indicates that

$$
\begin{equation*}
P_{a}=P_{a 1} P_{a 2} \sum_{i=0}^{\infty}\left[P_{a 1}\left(1-P_{a 2}\right)\right]^{i}=\frac{P_{a 1} P_{a 2}}{1-P_{a 1}\left(1-P_{a 2}\right)} . \tag{4-44}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
P_{b}=\frac{P_{b 1} P_{b 2}}{1-P_{b 1}\left(1-P_{b 2}\right)} \tag{4-45}
\end{equation*}
$$

and $P_{D}$ is given by (4-36). If an incorrect cell passes the initial test but fails the verification test, then the cell begins the testing sequence again without any memory of the previous testing. Therefore, for an up-down double-dwell system, we have the recursive relation

$$
\begin{equation*}
\bar{T}_{11}=\left(1-P_{F 1}\right) \tau_{1}+P_{F 1} P_{F 2}\left(\tau_{1}+\tau_{2}+\bar{T}_{p}\right)+P_{F 1}\left(1-P_{F 2}\right)\left(\tau_{1}+\tau_{2}+\bar{T}_{11}\right) . \tag{4-46}
\end{equation*}
$$

Solving this equation yields

$$
\begin{equation*}
\bar{T}_{11}=\frac{\tau_{1}+P_{F 1}\left(\tau_{2}+P_{F 2} \bar{T}_{p}\right)}{1-P_{F 1}\left(1-P_{F 2}\right)} . \tag{4-47}
\end{equation*}
$$

Substitution of $(4-44)$ to (4-47) into (4-34) to (4-36) gives the asymptotic values of the mean and variance of the acquisition time.

For a more accurate evaluation of the mean acquisition time, expressions for the conditional means $\bar{T}_{22}$ and $\bar{T}_{12}$ are needed. We begin the derivation of $\bar{T}_{22}=E\left[T_{22}\right.$ detection] by adding further conditioning. Let $T_{0}$ denote the additional delay when the testing of the composite correct cell restarts at the first subsumed cell, and the composite cell is ultimately detected. Let $T_{1}$ denote the additional delay when the testing of the composite correct cell restarts at the second subsumed cell, and the composite cell is ultimately detected. Then

$$
\begin{align*}
\bar{T}_{22} & =E\left\{E\left[T_{22} \mid \text { detection }, T_{0}, T_{1}\right]\right\} \\
& =\tau_{1}+\tau_{2}+E\left\{\frac{1}{P_{D}} \sum_{i=1}^{\infty} t_{i} P\left(\left[T_{22}=t_{i}+\tau_{1}+\tau_{2}\right] \cap \operatorname{detection} \mid T_{0}, T_{1}\right)\right\} \tag{4-48}
\end{align*}
$$

From the possible durations and their conditional probabilities, we obtain

$$
\bar{T}_{22}=\tau_{1}+\tau_{2}+\frac{1}{P_{D}}\left\{\begin{array}{c}
P_{a 1}\left(1-P_{a 2}\right) P_{D} E\left[T_{0}\right]+\left(1-P_{a 1}\right) P_{b 1} P_{b 2} \tau_{1}  \tag{4-49}\\
+\left(1-P_{a 1}\right) P_{b 1}\left(1-P_{b 2}\right) P_{b}\left(\tau_{1}+E\left[T_{1}\right]\right)
\end{array}\right\}
$$

and a recursive relation gives

$$
\begin{align*}
E\left[T_{1}\right] & =\tau_{1}+\tau_{2}+P_{b 1}\left(1-P_{b 2}\right) E\left[T_{1}\right] \\
& =\frac{\tau_{1}+\tau_{2}}{1-P_{b 1}+P_{b}} \tag{4-50}
\end{align*}
$$

Substituting this equation and $E\left[T_{0}\right]=\bar{T}_{22}$ into (4-49) and solving for $\bar{T}_{22}$ yield

$$
\bar{T}_{22}=\frac{1}{1-P_{a 1}+P_{a 1} P_{a 2}}\left\{\begin{array}{c}
\tau_{1}\left[1+\frac{\left(1-P_{a 1}\right) P_{b 1} P_{b 2}}{P_{D}}+\frac{\left(1-P_{a 1}\right)\left(P_{b 1}-P_{b 1} P_{b 2}\right) P_{b}}{P_{D}}\left(1+\frac{1}{1-P_{b 1}+P_{b}}\right)\right]  \tag{4-51}\\
+\tau_{2}\left[1+\frac{\left(1-P_{a 1}\right)\left(P_{b 1}-P_{b 1} P_{b 2}\right) P_{b}}{P_{D}\left(1-P_{b 1}+P_{b}\right)}\right]
\end{array}\right\} .
$$

Similarly, $\bar{T}_{12}$ is determined by the recursive equation

$$
\begin{align*}
\bar{T}_{12} & =\tau_{1}+\frac{\left(1-P_{a 1}\right)\left(1-P_{b 1}\right)}{1-P_{D}} \tau_{1}+P_{a 1}\left(1-P_{a 2}\right)\left(\tau_{2}+\bar{T}_{12}\right) \\
& +\frac{\left(1-P_{a 1}\right) P_{b 1}\left(1-P_{b 2}\right)\left(1-P_{b}\right)}{1-P_{D}}\left(\tau_{1}+\tau_{2}+\bar{T}_{12}^{\prime}\right) \tag{4-52}
\end{align*}
$$

where $\bar{T}_{12}^{\prime}$ denotes the mean additional delay when the testing of the composite correct cell restarts at the second subsumed cell and the composite cell is ultimately rejected. A recursive evaluation gives

$$
\begin{align*}
\bar{T}_{12}^{\prime} & =\tau_{1}+P_{b 1}\left(1-P_{b 2}\right)\left(\tau_{2}+\bar{T}_{12}^{\prime}\right) \\
& =\frac{\tau_{1}+\left(P_{b 1}-P_{b 1} P_{b 2}\right) \tau_{2}}{1-P_{b 1}+P_{b 1} P_{b 2}} \tag{4-53}
\end{align*}
$$

Substituting this equation into (4-52) and solving for $\bar{T}_{12}$ yield
$\bar{T}_{12}=\frac{1}{1-P_{a 1}+P_{a 1} P_{a 2}}\left\{\begin{array}{c}\tau_{1}\left[\begin{array}{c}1+\frac{\left(1-P_{a 1}\right)\left(1-P_{b 1}\right)}{1-P)} \\ +\frac{\left(1-P_{a 1}\right)\left(P_{b 1}-P_{b 1} P_{b 2}\right)\left(1-P_{b}\right)}{1-P_{D}}\left(1+\frac{1}{1-P_{b 1}+P_{b 1} P_{b 2}}\right)\end{array}\right] \\ +\tau_{2}\left[P_{a 1}-P_{a 1} P_{a 2}+\frac{\left(1-P_{a 1}\right)\left(P_{b 1}-P_{b 1} P_{b 2}\right)\left(1-P_{b}\right)}{\left(1-P_{D}\right)\left(1-P_{b 1}+P_{b 1} P_{b 2}\right)}\right]\end{array}\right\}$.

## Penalty Time

The lock detector that monitors the timing synchronization in the lock mode performs tests to verify the lock condition. The time that elapses before the system incorrectly leaves the lock mode is called the holding time. It is desirable to have a large mean holding time and a small mean penalty time, but the realization of one of these goals tends to impede the realization of the other. As a simple example, suppose that each test has a fixed duration $\tau$ and that timing synchronization is actually maintained. A single missed detection, which occurs with probability $1-P_{D L}$, causes the lock detector to assume a loss of lock and to initiate a search. Assuming the statistical independence of the lock-mode tests, the mean holding time is

$$
\begin{align*}
\bar{T}_{h} & =\sum_{i=1}^{\infty} i \tau\left(1-P_{D L}\right) P_{D L}^{i-1} \\
& =\frac{\tau}{1-P_{D L}}, \quad P_{D L}<1 \tag{4-55}
\end{align*}
$$

This result may also be derived by recognizing that $\bar{T}_{h}=\tau+P_{D L} \bar{T}_{h}, P_{D L}<1$, because once the lock mode is verified, the testing of the same cell is renewed without any memory of the previous testing.

If the locally generated code phase is incorrect, the penalty time expires unless false alarms, each of which occurs with probability $P_{F L}$, continue to occur every $\tau$ seconds. Therefore, $\bar{T}_{p}=\tau+P_{F L} \bar{T}_{p}, P_{F L}<1$, which yields the mean penalty time for a single-dwell lock detector:

$$
\begin{equation*}
\bar{T}_{p}=\frac{\tau}{1-P_{F L}}, \quad P_{F L}<1 \tag{4-56}
\end{equation*}
$$

A tradeoff between a high $\bar{T}_{h}$ and a low $\bar{T}_{p}$ exists because increasing $P_{D L}$ tends to increase $P_{F L}$.

When a single test verifies the lock condition, the synchronization system is vulnerable to deep fades and pulsed interference. A preferable strategy is for the lock mode to be maintained until a number of consecutive or cumulative misses occur during a series of tests. The performance analysis is analogous to that of serial-search acquisition.

## Other Search Strategies

In a $Z$ search, no cell is tested more than once until all cells in the timing uncertainty have been tested. Both strategies of Fig. 4.9 are $Z$ searches. A
characteristic of the $Z$ search is that the number of incorrect cells tested when $i$ correct cells are tested and $C=j$ is

$$
\begin{equation*}
\nu(i, j)=(i-1)(q-1)+\nu(1, j) \tag{4-57}
\end{equation*}
$$

where $\nu(1, j)$ is the number of incorrect cells tested when $P_{D}=1$, and hence $L=1$. For simplicity, we assume that $q$ is even. For the broken-center Z search, the search begins with cell $q / 2+1$, and

$$
\nu(1, j)=\left\{\begin{array}{cc}
j-\frac{q}{2}-1, & j \geq \frac{q}{2}+1  \tag{4-58}\\
q-j, & j \leq \frac{q}{2}
\end{array}\right.
$$

whereas $\nu(1, j)=j-1$ for the uniform search. If the rewinding time is negligible, then (4-23), (4-25), and (4-57) yield

$$
\begin{equation*}
\bar{T}_{a}=\frac{1-P_{D}}{P_{D}}\left[(q-1) \bar{T}_{11}+\bar{T}_{12}\right]+\bar{T}_{22}+\bar{T}_{11} \nu(1) \tag{4-59}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu(1)=\sum_{j=1}^{q} \nu(1, j) \pi_{j} \tag{4-60}
\end{equation*}
$$

is the average number of incorrect cells tested when $P_{D}=1$.
If the correct cell number $C$ has a uniform distribution, then $\nu(1)$ and hence $\bar{T}_{a}$ are the same for both the uniform and broken-center Z searches. If the distribution of $C$ is symmetrical about a pronounced central peak and $P_{D} \approx 1$, then a uniform search gives $\nu(1) \approx q / 2$. Since a broken-center Z search usually ends almost immediately or after slightly more than $q / 2$ tests,

$$
\begin{equation*}
\nu(1) \approx 0\left(\frac{1}{2}\right)+\frac{q}{2}\left(\frac{1}{2}\right)=\frac{q}{4} \tag{4-61}
\end{equation*}
$$

which indicates that for large values of $q$ and $P_{D}$ close to unity, the brokencenter Z search reduces $\bar{T}_{a}$ by nearly a factor of 2 relative to its value for the uniform search.

If $C$ has a unimodal distribution with a distinct peak, then this feature can be exploited by continually retesting cells with high a priori probabilities of being the correct cell. An expanding-window search tests all cells within a radius $R_{1}$ from the center. If the correct cell is not found, then tests are performed on all cells within an increased radius $R_{2}$. The radius is increased successively until the boundaries of the timing uncertainty are reached. The expandingwindow search then becomes a Z search. If the rewinding time is negligible and $C$ is centrally peaked, then the broken-center search of Fig. 4.9a is preferable to the continuous-center search of Fig. 4.9b because the latter retests cells before testing all the cells near the center of the timing uncertainty.

In an equiexpanding search, the radii have the form

$$
\begin{equation*}
R_{n}=\frac{n q}{2 N}, \quad n=1,2, \ldots, N \tag{4-62}
\end{equation*}
$$



Figure 4.9: Trajectories of expanding-window search positions: (a) brokencenter and (b) continuous-center search
where $N$ is the number of sweeps before the search becomes a Z search. If the rewinding time is negligible, then it can be shown [41] that the broken-center equiexpanding-window search is optimized for $P_{D} \leq 0.8$ by choosing $N=2$. For this optimized search, $\bar{T}_{a}$ is moderately reduced relative to its value for the broken-center Z search.

When $T_{r}(i, j)=0$ and $P_{D}=1$, the optimal search, which is called a uniform alternating search, tests the cells in order of decreasing a priori probability. For a symmetric, unimodal, centrally peaked distribution of $C$, this optimal search has the trajectory depicted in Fig. 4.10a. Once all the cells in the timing uncertainty have been tested, the search repeats the same pattern. Equations (4-57) and (4-59) are applicable. If $P_{D} \approx 1, T_{r}(i, j) \ll \bar{T}_{11}$, and the distribution of $C$ has a pronounced central peak, then $\nu(1)$ is small, and the uniform alternating search has a significant advantage over the broken-center expanding-window search. However, computations show that this advantage dissipates as $P_{D}$ decreases [56], which occurs because all cells are tested once a detection fails.

In the nonuniform alternating search, illustrated in Fig. 4.10b, a uniform search is performed until a radius $R_{1}$ is reached. Then a second uniform search is performed within a larger radius $R_{2}$. This process continues until the boundaries of the timing uncertainty are reached and the search becomes a uniform alternating search. Computations show that for a centrally peaked distribution of $C$, the nonuniform alternating search can give a significant improvement over the uniform alternating search if $P_{D}<0.8$, and the radii $R_{n}, n=1,2, \ldots$, are optimized [41]. However, if the radii are optimized for $P_{D}<1$, then as $P_{D} \rightarrow 1$ the nonuniform search becomes inferior to the uniform search.

## Density of the Acquisition Time

Let $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ denote the sum of $n$ independent random variables, and let $g_{i}(t), 1 \leq i \leq n$, denote the density of $X_{i}$. From elementary probability theory, it follows that the density of $S_{n}$ is equal to the $n$-fold convolution $g_{i}(t)=$ $g_{1}(t) * g_{2}(t) * \ldots * g_{n i}(t)$, where the asterisk $*$ denotes the convolution operation (Appendix C.1).


Figure 4.10: Trajectories of alternating search positions: (a) uniform search and (b) nonuniform search

The density of $T_{a}$, which is needed to accurately calculate $P\left[T_{a} \leq T_{\max }\right]$ and other probabilities, may be decomposed as

$$
\begin{equation*}
f_{a}(t)=P_{D} \sum_{i=1}^{\infty}\left(1-P_{D}\right)^{i-1} \sum_{j=1}^{q} \pi_{j} f_{a}(t \mid i, j) \tag{4-63}
\end{equation*}
$$

where $f_{a}(t \mid i, j)$ is the conditional density of $T_{a}$ given that $L=i$ and $C=j$. Let $[f(t)]^{* n}$ denote the $n$-fold convolution of the density $f(t)$ with itself, $[f(t)]^{* 0}=1$, and $[f(t)]^{* 1}=f(t)$. Using this notation, we obtain

$$
\begin{equation*}
f_{a}(t \mid i, j)=\left[f_{11}(t)\right]^{* \nu(i, j)} *\left[f_{12}(t)\right]^{*(i-1)} *\left[f_{22}(t)\right] \tag{4-64}
\end{equation*}
$$

where $f_{11}(t), f_{12}(t)$, and $f_{22}(t)$ are the densities associated with $T_{11}, T_{12}$, and $T_{22}$, respectively. If one of the decision times is a constant, then the associated density is a delta function.

The exact evaluation of $f_{a}(t)$ is complicated [64], but an approximation usually suffices. Since the acquisition time conditioned on $L=i$ and $C=j$ is the sum of independent random variables, it is reasonable to approximate $f_{a}(t \mid i, j)$ by a truncated Gaussian density with mean

$$
\begin{equation*}
\mu_{i j}=\nu(i, j) \bar{T}_{11}+(i-1) \bar{T}_{12}+\bar{T}_{22}+T_{r}(i) \tag{4-65}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\sigma_{i j}^{2}=\nu(i, j) \operatorname{var}\left(T_{11}\right)+(i-1) \operatorname{var}\left(T_{12}\right)+\operatorname{var}\left(T_{22}\right) \tag{4-66}
\end{equation*}
$$

The truncation is such that $f_{a}(t \mid i, j) \neq 0$ only if $0 \leq t \leq \mu_{i j}+3 \sigma_{i j}$. When $P_{D}$ is large, the infinite series in (4-63) converges rapidly enough that the $f_{a}(t)$ can be accurately approximated by its first few terms.

## Alternative Analysis

An alternative method of analyzing acquisition relies on transfer functions [69]. Each phase offset of the local code defines a state of the system. Of the total


Figure 4.11: Circular state diagram for serial-search acquisition
number of $q$ states, $q-1$ are states that correspond to offsets (cells) that equal or exceed a chip duration. One state is a collective state that corresponds to all phase offsets that are less than a chip duration and hence cause acquisition to be terminated and timing tracking to begin. The rewinding time is assumed to be negligible. The serial-search acquisition process is represented by its circular state diagram, a segment of which is illustrated in Fig.4.11.

The branch labels between two states are transfer functions that contain information about the delays that may occur during the transition between the two states. Let $z$ denote the unit-delay variable, and let the power of $z$ denote the time delay. A single-dwell system with dwell $\tau$, false-alarm probability $P_{F}$, and constant penalty time $T_{p}$ has transfer function $H_{0}(z)=\left(1-P_{F}\right) z^{\tau}+$ $P_{F} z^{\tau+T_{p}}$ for all branches that do not originate in collective state $q$ because the transition delay is $\tau$ with probability $1-P_{F}$ and $\tau+T_{p}$ with probability $P_{F}$.

For a multiple-dwell system, $H_{0}(z)$ is determined by first drawing a subsidiary state diagram representing intermediate states and transitions that may occur as the system progresses from one state to the next one in the original circular state diagram. For example, Fig. 4.12 illustrates the subsidiary state diagram for a consecutive-count double-dwell system with false alarms $P_{F 1}$ and $P_{F 2}$ and delays $\tau_{1}$ and $\tau_{2}$ for the initial test and the verification test, respectively. Examination of all possible paths between the initial state and the next state indicates that

$$
\begin{align*}
H_{0}(z) & =\left(1-P_{F 1}\right) z^{\tau_{1}}+P_{F 1} z^{\tau_{1}}\left[\left(1-P_{F 2}\right) z^{\tau_{2}}+P_{F 2} z^{\tau_{2}+T_{P}}\right] \\
& =\left(1-P_{F 1}\right) z^{\tau_{1}}+P_{F 1}\left(1-P_{F 2}\right) z^{\tau_{1}+\tau_{2}}+P_{F 1} P_{F 2} z^{\tau_{1}+\tau_{2}+T_{p}} . \tag{4-67}
\end{align*}
$$

Let $H_{D}(z)$ denote the transfer function between the collective state $q$ and the lock mode. Let $H_{M}(z)$ denote the transfer function between state $q$ and state 1 in Fig. 4.11, which represents the failure to recognize code-phase offsets that are less than a chip duration. These transfer functions may be derived in the same manner as $H_{0}(z)$. For example, consider a consecutive-count double-dwell system with a collective state that comprises two states. Figure 4.13 depicts the subsidiary state diagram representing intermediate states and transitions that may occur as the system progresses from state $q$ (with subsidiary states


Figure 4.12: Subsidiary state diagram for determination of $H_{0}(z)$ for consecutive-count double-dwell system
$a$ and $b$ ) to either the lock mode or state 1. Examination of all possible paths yields

$$
\begin{align*}
& \begin{aligned}
H_{D}(z) & =P_{a 1} P_{a 2} z^{\tau_{1}+\tau_{2}}+P_{a 1}\left(1-P_{a 2}\right) P_{b 1} P_{b 2} z^{2 \tau_{1}+2 \tau_{2}} \\
& +\left(1-P_{a 1}\right) P_{b 1} P_{b 2} z^{2 \tau_{1}+\tau_{2}} \\
H_{M}(z) & =\left(1-P_{a 1}\right)\left(1-P_{b 1}\right) z^{2 \tau_{1}}+\left(1-P_{a 1}\right) P_{b 1}\left(1-P_{b 2}\right) z^{2 \tau_{1}+\tau_{2}} \\
& +P_{a 1}\left(1-P_{a 2}\right)\left(1-P_{b 1}\right) z^{2 \tau_{1}+\tau_{2}} \\
& +P_{a 1}\left(1-P_{a 2}\right) P_{b 1}\left(1-P_{b 2}\right) z^{2 \tau_{1}+2 \tau_{2}}
\end{aligned}
\end{align*}
$$

For a single-dwell system with a collective state that comprises $N$ states,

$$
\begin{gather*}
H_{D}(z)=P_{1} z^{\tau}+\sum_{j=2}^{N} P_{j}\left[\prod_{i=1}^{j-1}\left(1-P_{j}\right)\right] z^{j \tau}  \tag{4-70}\\
H_{M}(z)=\left[\prod_{j=1}^{N}\left(1-P_{j}\right)\right] z^{N \tau}  \tag{4-71}\\
H_{0}(z)=\left(1-P_{F}\right) z^{\tau}+P_{F} z^{\tau+T_{p}} \tag{4-72}
\end{gather*}
$$

where $\tau$ is the dwell time, $P_{F}$ is the false-alarm probability, and $P_{j}$ is the detection probability of state $j$ within the collective state.

To calculate the statistics of the acquisition time, we seek the generating function of the acquisition time defined as the series

$$
\begin{equation*}
H(z)=\sum_{i=0}^{\infty} p_{i}\left(\tau_{i}\right) z^{\tau_{i}} \tag{4-73}
\end{equation*}
$$



Figure 4.13: Subsidiary state diagram for calculation of $H_{D}(z)$ and $H_{M}(z)$ for consecutive-count double-dwell system with two-state collective state
where $p_{i}\left(\tau_{i}\right)$ is the probability that the acquisition process will terminate in the lock mode after $\tau_{i}$ seconds. Since the probability that the lock mode is reached is equal to or less than unity, $H(1) \leq 1$ and $H(z)$ converges at least for $|z| \leq 1$. If $H(z)$ is known, then a direct differentiation of (4-73) indicates that

$$
\begin{equation*}
\frac{d H(z)}{d z}=\sum_{i=0}^{\infty} \tau_{i} p_{i}\left(\tau_{i}\right) z^{\tau_{i}-1} \tag{4-74}
\end{equation*}
$$

Therefore, the mean acquisition time is

$$
\begin{equation*}
\bar{T}_{a}=\sum_{i=0}^{\infty} \tau_{i} p_{i}\left(\tau_{i}\right)=\left.\frac{d H(z)}{d z}\right|_{z=1} \tag{4-75}
\end{equation*}
$$

Similarly, the second derivative of $H(z)$ gives

$$
\begin{equation*}
\left.\frac{d^{2} H(z)}{d z^{2}}\right|_{z=1}=\sum_{i=0}^{\infty} \tau_{i}\left(\tau_{i}-1\right) p_{i}\left(\tau_{i}\right)=\overline{T_{a}^{2}}-\bar{T}_{a} \tag{4-76}
\end{equation*}
$$

Therefore, the variance of the acquisition time is

$$
\begin{equation*}
\sigma_{a}^{2}=\left.\left\{\frac{d^{2} H(z)}{d z^{2}}+\frac{d H(z)}{d z}-\left[\frac{d H(z)}{d z}\right]^{2}\right\}\right|_{z=1} \tag{4-77}
\end{equation*}
$$

To derive $H(z)$, we observe that it may be expressed as

$$
\begin{equation*}
H(z)=\sum_{j=1}^{q} \beta_{j} H_{j}(z) \tag{4-78}
\end{equation*}
$$

where $\beta_{j}, j=1,2, \ldots, q$, is the a priori probability that the search begins in state $j$, and $H_{j}(z)$ is the transfer function from an initial state $j$ to the lock mode. Since the circular state diagram of Fig. 4.11 may be traversed an indefinite number of times during the acquisition process,

$$
\begin{align*}
H_{j}(z) & =H_{0}^{q-j}(z) H_{D}(z) \sum_{i=0}^{\infty}\left[H_{M}(z) H_{0}^{q-1}(z)\right]^{i} \\
& =\frac{H_{0}^{q-j}(z) H_{D}(z)}{1-H_{M}(z) H_{0}^{q-1}(z)} \tag{4-79}
\end{align*}
$$

Substitution of this equation into (4-78) yields

$$
\begin{equation*}
H(z)=\frac{H_{D}(z)}{1-H_{M}(z) H_{0}^{q-1}(z)} \sum_{j=1}^{q} \beta_{j} H_{0}^{q-j}(z) \tag{4-80}
\end{equation*}
$$

For the uniform a priori distribution $\beta_{j}=\frac{1}{q}, 1 \leq j \leq q$,

$$
\begin{equation*}
H(z)=\frac{H_{D}(z)\left[1-H_{0}^{q}(z)\right]}{q\left[1-H_{M}(z) H_{0}^{q-1}(z)\right]\left[1-H_{0}(z)\right]} \tag{4-81}
\end{equation*}
$$

Since the progression from one state to another is inevitable until the lock mode is reached, $H_{0}(1)=1$. Since $H_{D}(1)+H_{M}(1)=1$, (4-80) and (4-75) yield

$$
\begin{equation*}
\bar{T}_{a}=\frac{1}{H_{D}(1)}\left\{H_{D}^{\prime}(1)+H_{M}^{\prime}(1)+(q-1) H_{0}^{\prime}(1)\left[1-\frac{H_{D}(1)}{2}\right]\right\} \tag{4-82}
\end{equation*}
$$

where the prime indicates differentiation with respect to $z$. As an example, consider a single-dwell system with a two-state collective state. The evaluation of (4-82) using (4-70) to (4-72) with $N=2$ yields (4-42) with $T_{r}=0$ if we set $P_{1}=P_{a}, P_{2}=P_{b}, T_{p}=\bar{T}_{p}$, and $\tau=\tau_{d}$ and define $P_{D}$ by $(4-36)$.

The presence of the multipath signals may be exploited by using a nonconsecutive serial search, which can be shown to provide a lower mean acquisition time than the conventional serial search in which cells are tested serially [30, 93]. The cost is increased computational complexity.

### 4.4 Acquisition Correlator

An acquisition correlator must correctly identify the autocorrelation peaks and be impervious to the autocorrelation sidelobes. The noncoherent acquisition correlator in Fig. 4.5 has the form depicted in Fig. 4.14. The sequences $\left\{x_{k}\right\}$ and $\left\{y_{k}\right\}$ are obtained by in-phase and quadrature downconversions followed by chip-matched filters sampled at times $t=k T_{c}$. The dwell time or duration of the test interval is $M T_{c}$, where $M$ is the number of chip-matched filter output samples that are summed, and $T_{c}$ is the chip duration. The decision variable for one test of a specific code phase is applied to a threshold detector and compared


Figure 4.14: Noncoherent acquisition correlator. $\mathrm{CMG}=$ chip-matched filter; SSG $=$ spreading-sequence generator; $\mathrm{ADC}=$ analog-to-digital converter
with a threshold. If the threshold is exceeded, then the particular code phase being tested is accepted as the correct one. As indicated by the figure, the decision variable is proportional to the sum of the outputs of the squarers in the upper and lower branches, respectively.

The acquisition correlator could be used for acquisition when the directsequence signal has either BPSK or QPSK modulation. For BPSK and the AWGN channel, we assume that the received signal is

$$
\begin{equation*}
r(t)=\sqrt{2 G \mathcal{E}_{c}} p(t-\tau) \cos \left(2 \pi f_{c} t+\theta\right)+n(t) \tag{4-83}
\end{equation*}
$$

where $\mathcal{E}_{c}$ is the energy per chip, $G$ is the spreading factor, $f_{c}$ is the carrier frequency, $\theta$ is the random carrier phase, $\tau$ is the delay due to the unknown code phase, and $n(t)$ is zero-mean, white Gaussian noise with two-sided PSD equal to $N_{0} / 2$. The random carrier phase is present because the acquisition correlator processes the received signal prior to carrier synchronization.

During the acquisition interval, the spreading waveform has the form:

$$
\begin{equation*}
p(t)=\sum_{i=0}^{M} p_{i} \psi\left(t-i T_{c}\right), 0 \leq t \leq M T_{c} \tag{4-84}
\end{equation*}
$$

where $p_{i}$ is equal to +1 or -1 and represents one chip of a spreading sequence $\left\{p_{i}\right\}$. The chip waveform is normalized so that

$$
\begin{equation*}
\int_{0}^{T_{c}} \psi^{2}(t) d t=\frac{1}{G} . \tag{4-85}
\end{equation*}
$$

With this normalization, an integration over a chip interval indicates that $\mathcal{E}_{c}$ is the energy per chip assuming that $f_{c} T_{c} \gg 1$ so that the integral over a double-frequency term is negligible. The data modulation $d(t)$ is omitted in (4-83) because pilot symbols with known data bits are generally transmitted during acquisition, and the modeling of $\left\{p_{i}\right\}$ is unaffected. We assume an ideal downconversion by the quadrature downconverter.

If the local spreading sequence produced by the spreading-sequence generator is delayed by $\nu$ chips relative to an arbitrary time origin, where $\nu$ is
an integer, then the test interval begins with chip $-\nu$ of the local spreading sequence. When a cell is tested, the despreading produces the inner products

$$
\begin{equation*}
V_{c}=\sum_{k=0}^{M-1} p_{k-\nu} x_{k}, \quad V_{s}=\sum_{k=0}^{M-1} p_{k-\nu} y_{k} \tag{4-86}
\end{equation*}
$$

where

$$
\begin{align*}
& x_{k}=\sqrt{\frac{2 G}{N_{0}}} \int_{k T_{c}}^{(k+1) T_{c}} r(t) \psi\left(t-k T_{c}\right) \cos 2 \pi f_{c} t d t  \tag{4-87}\\
& y_{k}=\sqrt{\frac{2 G}{N_{0}}} \int_{k T_{c}}^{(k+1) T_{c}} r(t) \psi\left(t-k T_{c}\right) \sin 2 \pi f_{c} t d t \tag{4-88}
\end{align*}
$$

and the constant multipliers are for mathematical convenience.
The delay $\tau$ may be expressed in the form $\tau=\nu T_{c}-N T_{c}-\epsilon T_{c}$, where $N$ is an integer and $0 \leq \epsilon<1$. For a rectangular chip waveform, the preceding equations, $f_{c} T_{c} \gg 1$, and the definition of chip $\nu$ yield

$$
\begin{gather*}
V_{c}=g(\epsilon) \cos \theta+N_{c}  \tag{4-89}\\
V_{s}=-g(\epsilon) \sin \theta+N_{s} \tag{4-90}
\end{gather*}
$$

where

$$
\begin{gather*}
g(\epsilon)=\sqrt{\frac{\mathcal{E}_{c}}{N_{0}}} \sum_{k=0}^{M-1} p_{k-\nu}\left[(1-\epsilon) p_{k-\nu+N}+\epsilon p_{k-\nu+N+1}\right]  \tag{4-91}\\
N_{c}=\sqrt{\frac{2 G}{N_{0}}} \sum_{k=0}^{M-1} p_{k-\nu} \int_{k T_{c}}^{(k+1) T_{c}} n(t) \psi\left(t-k T_{c}\right) \cos 2 \pi f_{c} t d t  \tag{4-92}\\
N_{s}=\sqrt{\frac{2 G}{N_{0}}} \sum_{k=0}^{M-1} p_{k-\nu} \int_{k T_{c}}^{(k+1) T_{c}} n(t) \psi\left(t-k T_{c}\right) \sin 2 \pi f_{c} t d t \tag{4-93}
\end{gather*}
$$

The alignment of the received and local spreading sequences is often close enough for acquisition if $N=-1$ or $N=0$. If $N \neq-1,0$, then the cell is considered incorrect.

The decision variable is

$$
\begin{align*}
V & =V_{c}^{2}+V_{s}^{2} \\
& =N_{t}^{2}+g^{2}(\epsilon)+K \tag{4-94}
\end{align*}
$$

where

$$
\begin{align*}
N_{t}^{2} & =N_{c}^{2}+N_{s}^{2}  \tag{4-95}\\
K & =N_{s} g(\epsilon) \cos \theta-N_{c} g(\epsilon) \sin \theta \tag{4-96}
\end{align*}
$$

The decision variable is applied to a threshold detector with threshold $V_{t}>0$, and acquisition is declared if $V>V_{t}$.

In the performance analysis, the spreading sequence $\left\{p_{k}\right\}$ is modeled as a zero-mean random binary sequence with independent symbols or chips, each of which is equal to +1 with probability $1 / 2$ and -1 with probability $1 / 2$. The spreading sequence is independent of the white Gaussian noise $n(t)$. The chip offset $\epsilon$ is modeled as an independent random variable uniformly distributed over $[0,1]$, and the carrier phase $\theta$ is modeled as an independent random variable uniformly distributed over $[-\pi, \pi]$. Both $\theta$ and $\epsilon$ change from test to test.

As explained in Section 1.1 and Appendix D.2, each integral in the summations in (4-92) and (4-93) is an independent Gaussian random variable. Since the $\left\{p_{k}\right\}$ are independent random variables and $p_{k}=+1$ or -1 , each term in the summations is an independent Gaussian random variable. Therefore, both $N_{c}$ and $N_{s}$ are zero-mean, jointly Gaussian random variables. Since they are uncorrrelated, $N_{c}$ and $N_{s}$ are independent, and

$$
\begin{equation*}
E\left[N_{t}^{2}\right]=M, \operatorname{var}\left(N_{t}^{2}\right)=M^{2} \tag{4-97}
\end{equation*}
$$

Since $N_{t}^{2}$ is the sum of the squares of two independent, zero-mean Gaussian random variables, it has a central chi-squared distribution with two degrees of freedom (Appendix C.2). The distribution is

$$
\begin{equation*}
F_{n}(x) \approx\left[1-\exp \left(-\frac{x}{M}\right)\right] u(x) \tag{4-98}
\end{equation*}
$$

where $u(x)$ is the unit step function defined by (1-69).
When calculating the probability $P(X+Y>z)$ for the random variables $X$ and $Y$ subsequently, we make the approximation

$$
\begin{align*}
P(X+Y>z) & =P(\{X+E[Y]\}+\{Y-E[Y]\}>z) \\
& \approx P(X+E[Y]>z) \tag{4-99}
\end{align*}
$$

which is based on the assumption that $Y-E[Y]$ has a minor effect on the distribution of $X+E[Y]$ if

$$
\begin{equation*}
\operatorname{var}(Y) \ll \operatorname{var}(X) \tag{4-100}
\end{equation*}
$$

This approximation implies that we set

$$
\begin{equation*}
X+Y \approx X+E[Y] \tag{4-101}
\end{equation*}
$$

when calculating $P(X+Y>z)$.
We define

$$
\begin{equation*}
\mathcal{R}=\frac{\mathcal{E}_{c}}{N_{0}} \tag{4-102}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
\frac{1}{3}>\mathcal{R} \gg \frac{8}{M}, M \geq 200 \tag{4-103}
\end{equation*}
$$

Assume that $N \neq-1,0$ and an incorrect cell is tested. Then $g(\epsilon)$ is the sum of independent, identically distributed, zero-mean random variables. Since
$M \geq 200$, the central limit theorem (corollary A.1, Appendix A.2) indicates that $g(\epsilon)$ is approximated by a Gaussian random variable. Therefore,

$$
\begin{equation*}
E\left[g^{2}(\epsilon)\right]=\frac{2}{3} \mathcal{R} M, \operatorname{var}\left(g^{2}(\epsilon)\right)=\frac{8}{9} \mathcal{R}^{2} M^{2}, \operatorname{var}(K)=\frac{1}{3} \mathcal{R} M^{2} \tag{4-104}
\end{equation*}
$$

Let $V_{0}$ denote the decision variable when an incorrect cell is tested. To apply approximation (4-101), let $X=N_{t}^{2}$ and $Y=g^{2}(\epsilon)+K$. Substituting (4-104) and (4-103), we find that the requirement (4-100) is sufficiently satisfied. Therefore, (4-101) yields

$$
\begin{equation*}
V_{0} \approx \frac{2}{3} \mathcal{R} M+N_{t}^{2} \tag{4-105}
\end{equation*}
$$

Since $N_{t}^{2}$ has the distribution (4-98), the distribution of $V_{0}$ is

$$
\begin{equation*}
F_{0}(x) \approx\left[1-\exp \left(-\frac{x-2 \mathcal{R} M / 3}{M}\right)\right] u(x) \tag{4-106}
\end{equation*}
$$

A false alarm occurs if $V_{0}>V_{t}$. Therefore, the false-alarm probability $P_{f}$ for a test of an incorrect cell is

$$
\begin{equation*}
P_{f} \approx \exp \left(-\frac{V_{t}-2 \mathcal{R} M / 3}{M}\right) \tag{4-107}
\end{equation*}
$$

and the threshold required to realize a specified $P_{f}$ is

$$
\begin{equation*}
V_{t} \approx \frac{2}{3} \mathcal{R} M-M \ln P_{f} \tag{4-108}
\end{equation*}
$$

Assume that the correct cell is tested, and hence $N=-1$ or 0 . We derive the detection probability under the condition that $N=-1$. Since the detection probability is the same given that $N=0$, the unconditional detection probability is the same. Assuming that $N=-1$, we have

$$
\begin{equation*}
g(\epsilon)=\sqrt{\mathcal{R}}[M \epsilon+(1-\epsilon) U] \tag{4-109}
\end{equation*}
$$

where the random variable

$$
\begin{equation*}
U=\sum_{k=0}^{M-1} p_{k-\nu} p_{k-\nu-1} \tag{4-110}
\end{equation*}
$$

is the sum of independent, identically distributed, zero-mean random variables. Since $M \geq 200$, the central limit theorem indicates that $U$ is approximated by a Gaussian random variable. Therefore,

$$
\begin{equation*}
E\left[U^{2}\right]=M, \quad \operatorname{var}\left(U^{2}\right)=2 M^{2} \tag{4-111}
\end{equation*}
$$

Let $V_{1}$ denote the decision variable when the correct cell is tested. Then $V_{1}=X+Y$, where

$$
\begin{equation*}
X=N_{t}^{2}+\mathcal{R} M^{2} \epsilon^{2} \tag{4-112}
\end{equation*}
$$

and

$$
\begin{equation*}
Y=2 \sqrt{\mathcal{R}} M \epsilon(1-\epsilon) U+\mathcal{R}(1-\epsilon)^{2} U^{2}+K . \tag{4-113}
\end{equation*}
$$

Applying (4-104) and (4-103), we find that the requirement (4-100) is sufficiently satisfied. Therefore, (4-101) and (4-111) yield

$$
\begin{equation*}
V_{1} \approx N_{t}^{2}+\mathcal{R} M^{2} \epsilon^{2}+\frac{1}{3} \mathcal{R} M \tag{4-114}
\end{equation*}
$$

The detection probability $P_{d}$ for a test of a correct cell is the probability that $V_{1}>V_{t}$, where $V_{t}$ is given by (4-108). The distribution of the first term in (4-114) is given by (4-98). The distribution of the final two terms is

$$
F_{1}(x)=\left\{\begin{array}{ccc}
0, & x \leq \frac{1}{3} \mathcal{R} M  \tag{4-115}\\
\sqrt{\frac{x-\mathcal{R} M / 3}{\mathcal{R} M^{2}},} & \frac{1}{3} \mathcal{R} M \leq x \leq \mathcal{R} M^{2}+\frac{1}{3} \mathcal{R} M \\
1, & x \geq \mathcal{R} M^{2}+\frac{1}{3} \mathcal{R} M .
\end{array}\right.
$$

The detection probability is

$$
\begin{equation*}
P_{d} \approx 1-\int_{0}^{\infty} F_{1}\left(V_{t}-x\right) d F_{n}(x) . \tag{4-116}
\end{equation*}
$$

The substitution of (4-98) and (4-115) into (4-116) yields

$$
\begin{align*}
P_{d} & \approx \exp \left(-\frac{a}{M}\right)-\frac{1}{\sqrt{\mathcal{R}} M^{2}} \int_{a}^{V_{t}-\mathcal{R} M / 3} \sqrt{V_{t}-\mathcal{R} M / 3-x} \exp \left(-\frac{x}{M}\right) d x \\
a & =\max \left(0, V_{t}-\mathcal{R} M^{2}-\frac{1}{3} \mathcal{R} M\right) \tag{4-117}
\end{align*}
$$

which is easily evaluated numerically. A notable attribute of the equation is its lack of dependence on the spreading factor $G$. The reason is that the spectral spreading has no effect on white Gaussian noise. In the presence of other types of interference, we can expect a significant dependence.

In an implementation of the acquisition correlator, the normalizations in (4-87) and (4-88) require the estimation of $N_{0}$, which may be obtained by using a radiometer (Section 10.2). In the presence of rapidly varying interference power, an adaptive threshold may be set by estimating the instantaneous received power for each correlation interval prior to acquisition. As a result, the mean acquisition time is less degraded by pulsed interference [19].

The presence of either data bits or an uncompensated Doppler shift during acquisition degrades performance. If data bits $\left\{d_{n}\right\}$ are present, then $p_{k-\nu}$ in $(4-86)$ and (4-91) is replaced by $d_{n} p_{k-\nu}$. Although a data bit has a transition to a new value at most once every $G$ chips, a data-bit transition in (4-91) can cause cancelations that reduce $g(\epsilon)$ when a correct cell is tested. If the residual frequency offset due to the Doppler shift is $f_{e}$, then $\theta=\theta_{1}+2 \pi f_{e} t$ in (4-89) and (4-90), and $f_{e} M T_{c} \ll 1$ is required to prevent a large increase in the mean acquisition time.

An alternative to the noncoherent acquisition correlator is the differentially coherent acquisition correlator, which potentially provides superior performance [121]. However, the noncoherent correlator is generally preferred because it is simpler to implement and more robust.

### 4.5 Performance of Serial-Search Acquisition

In this section, the results of the two preceding sections are applied to two specific examples of serial-search acquisition.

The step size $\Delta$ of the serial search is the separation in chips between cells. When $\Delta=1 / 2$, the two consecutive cells that correspond to $N=-1$ and $N=0$ are considered the two correct cells out of the $q$ in the timing uncertainty region. When $\Delta=1$, it is plausible to assume that there is only one correct cell, which corresponds to either $N=-1$ or $N=0$. Let $C_{u}$ denote the number of chip durations in the timing uncertainty. The normalized mean acquisition time (NMAT) is defined as $\bar{T}_{a} / C_{u} T_{c}$. The normalized standard deviation (NSD) is defined as $\sigma_{a} / C_{u} T_{c}$. For step size $\Delta=1, q=C_{u}$; for $\Delta=1 / 2, q=2 C_{u}$.

Example 1. As an example of the application of the preceding results, consider a single-dwell system with a uniform search and a uniform a priori correct-cell location distribution. Let $\tau_{d}=M T_{c}$, where $M$ is the number of chips per dwell time, and $\bar{T}_{p}=K T_{c}$, where $K=10^{4}$ is the number of chip durations in the mean penalty time. For $\Delta=1 / 2$, we assume that there are two independent correct cells with the common detection probability $P_{d}=P_{a}=P_{b}$. If $q \gg 1,(4-42)$ and (4-36) yield the NMAT:

$$
\begin{equation*}
N M A T=\left(\frac{2-P_{D}}{2 P_{D}}\right) \frac{q}{C_{u}}\left(M+K P_{F}\right) \tag{4-118}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{D}=2 P_{d}-P_{d}^{2}, \Delta=1 / 2 \tag{4-119}
\end{equation*}
$$

For $\Delta=1$, we assume that there is one correct cell so that

$$
\begin{equation*}
P_{D}=P_{d}, \Delta=1 \tag{4-120}
\end{equation*}
$$

In a single-dwell system, $P_{F}=P_{f}$. Equations (4-107) and (4-117) provide $P_{f}$ and $P_{d}$.

Figure 4.15 shows the NMAT as a function of $\mathcal{E}_{c} / N_{0}$ for the design choices $P_{f}=0.001, M=200$ and $P_{f}=0.01, M=400$. It is observed that the relative effectiveness of these two pairs depends on $\mathcal{R}=\mathcal{E}_{c} / N_{0}$. Also shown in the figure is the minimum NMAT that is obtained if the optimal choices of $P_{f}$ and $M$ are made at each value of $\mathcal{E}_{c} / N_{0}$. The minimization of the NMAT is calculated with the constraint that $M \geq 200$. To implement the optimal choice of $P_{f}$ and $M$ at the receiver would require the accurate measurement of $\mathcal{E}_{c} / N_{0}$. The figure indicates the slight advantage of $\Delta=1$ in a single-dwell system. From (4-35), it is found that each plot of the NSD has a shape similar to that of the corresponding NMAT plot.

The potential impact of fading is considerable. For example, suppose that $\mathcal{E}_{c} / N_{0}=-4 \mathrm{~dB}$ in the absence of fading, but 10 dB of adverse fading causes $\mathcal{E}_{c} / N_{0}=-14 \mathrm{~dB}$ during acquisition. Then the figure indicates that the NMAT increases by a large factor relative to its value in the absence of fading.

Example 2. Consider double-dwell systems with a uniform search, a uniform a priori correct-cell location distribution, $\Delta=1 / 2, K=10^{4}$, and two


Figure 4.15: NMAT versus $\mathcal{E}_{c} / N_{0}$ for single-dwell system with $K=10^{4}$ in the absence of fading. Three design choices of $P_{f}$ and $M$ are illustrated
independent correct cells with $P_{d}=P_{a}=P_{b}, P_{a 1}=P_{b 1}$, and $P_{a 2}=P_{b 2}$. The dwell times are $\tau_{1}=M_{1} T_{c}$ and $\tau_{2}=M_{2} T_{c}$. If $q \gg 1$, the NMAT is obtained from (4-34) and (4-119), where $\bar{T}_{11}$ is given by (4-38) for a consecutive-count system and (4-47) for an up-down system. Since $q / C_{u}=2$, a consecutive-count system has

$$
\begin{equation*}
N M A T=\left(\frac{2-2 P_{d}+P_{d}^{2}}{2 P_{d}-P_{d}^{2}}\right)\left[M_{1}+P_{F 1}\left(M_{2}+P_{F 2} K\right)\right] \tag{4-121}
\end{equation*}
$$

and an up-down system has

$$
\begin{equation*}
N M A T=\left(\frac{2-2 P_{d}+P_{d}^{2}}{2 P_{d}-P_{d}^{2}}\right)\left[\frac{M_{1}+P_{F 1}\left(M_{2}+P_{F 2} K\right)}{1-P_{F 1}\left(1-P_{F 2}\right)}\right] \tag{4-122}
\end{equation*}
$$

By replacing $P_{d}$ with $P_{a i}, P_{f}$ with $P_{F i}$, and $M$ with $M_{i}$, the probabilities $P_{a i}$ and $P_{F i}, i=1$ or 2 , are related through (4-117) and (4-107). Equation (4-37) implies that a consecutive-count system has

$$
\begin{equation*}
P_{d}=P_{a 1} P_{a 2} \text { (consecutive-count) } \tag{4-123}
\end{equation*}
$$

and (4-44) and (4-45) imply that an up-down system has

$$
\begin{equation*}
P_{d}=\frac{P_{a 1} P_{a 2}}{1-P_{a 1}\left(1-P_{a 2}\right)}(\text { up-down }) \tag{4-124}
\end{equation*}
$$

Figure 4.16 shows the NMAT as a function of $\mathcal{E}_{c} / N_{0}$ for double-dwell systems with the design choices $P_{F 1}=0.01, P_{F 2}=0.1, M_{1}=200$, and $M_{2}=1500$. The step size is $\Delta=1 / 2$, which is found to be slightly advantageous in typical double-dwell systems. Also shown in the figure is the minimum NMAT that is


Figure 4.16: NMAT versus $\mathcal{E}_{c} / N_{0}$ for double-dwell systems with $K=10^{4}$ in the absence of fading. Step size is $\Delta=1 / 2$. Two design choices $P_{F 1}, P_{F 2}, M_{1}$, and $M_{2}$ are illustrated
obtained if the optimal choices of $P_{F 1}, P_{F 2}, M_{1}$, and $M_{2}$ are made at each value of $\mathcal{R}=\mathcal{E}_{c} / N_{0}$. The minimization of the NMAT is calculated with the constraints that $M_{1}, M_{2} \geq 200$. To implement the optimal choices at the receiver would require the accurate measurement of $\mathcal{E}_{c} / N_{0}$. The figure illustrates the slight advantage of the up-down system in most practical applications. From (4-35), it is found that each plot of the NSD has a shape similar to that of the corresponding NMAT plot. A comparison of Fig. 4.16 with Fig. 4.15 indicates that double-dwell systems are capable of lowering the NMAT relative to single-dwell systems.

The NMAT may be reduced by nearly the factor $\eta$ if the sequences $\left\{x_{k}\right\}$ and $\left\{y_{k}\right\}$ are applied to $\eta$ parallel computations of decision variables. In each computation, a different delay of the spreading-sequence generator output is used, and the delays are separated by multiples of the chip duration. This procedure allows a parallel search of various code phases with a moderate amount of additional hardware or software.

The downlinks of cellular networks require special methods of timing acquisition that differ significantly from the methods used for point-to-point communications. These methods are presented in Section 8.3.

### 4.6 Sequential Acquisition

The acquisition correlator of Section 4.4, which supports single-dwell or multipledwell serial-search acquisition systems, provides tests of fixed dwell times based on fixed numbers of chip-matched filter output samples. An alternative strategy for acquisition is sequential acquisition [99], which is a type of serial-search acquisition that uses only the number of samples necessary for reliable decisions. Thus, some sample sequences may allow a quick decision, whereas others may warrant using a large number of samples in the evaluation of a single cell or code phase of the spreading waveform. Sequential acquisition is based on the sequential probability-ratio test [49], which minimizes the average detection time for specified error probabilities when the samples are independent and identically distributed.

The principal components of a sequential acquisition system are diagrammed in Fig. 4.17. To determine whether a cell passes a test, classical detection theory requires that one choose between the hypothesis $H_{1}$ that the cell is correct and the hypothesis $H_{0}$ that the cell is incorrect. Let $\mathbf{V}(n)=\left[V_{1} V_{2} \ldots V_{n}\right]$ denote $n$ consecutive output samples. Let $f\left(\mathbf{V}(n) \mid H_{i}\right)$ denote the conditional density of $\mathbf{V}(n)$ given hypothesis $H_{i}, i=0,1$. The sequential probability-ratio test recalculates the log-likelihood ratio

$$
\begin{equation*}
\Lambda[\mathbf{V}(n)]=\ln \frac{f\left(\mathbf{V}(n) \mid H_{1}\right)}{f\left(\mathbf{V}(n) \mid H_{0}\right)} \tag{4-125}
\end{equation*}
$$

after each new acquisition-correlator output is produced during the testing of a cell. The log-likelihood ratio, or a function of it, is compared with both the upper and lower thresholds to determine if the test is terminated and no more outputs need to be extracted for the cell being tested. If the upper threshold is exceeded, the receiver declares acquisition, and the lock mode is entered. If $\Lambda[\mathbf{V}(n)]$ drops below the lower threshold, the test fails, and the testing of another cell begins. As long as $\Lambda[\mathbf{V}(n)]$ lies between the two thresholds, a decision is postponed, another correlator output for the same cell is observed,


Figure 4.17: Sequential acquisition system
and $\Lambda[\mathbf{V}(n+1)]$ is computed. A truncation procedure that forces a decision after a maximum number of outputs prevents an excessive number of tests for a single cell when many ambiguous observations are encountered.

Although sequential acquisition is capable of significantly reducing the mean acquisition time relative to acquisition systems that use a fixed dwell time for each decision, it presents a number of practical problems that have limited its use. Chief among them is the computational complexity of repeatedly calculating the log-likelihood ratio, particularly when the $\left\{V_{n}\right\}$ are not independent and identically distributed. Another problem arises when the desired-signal components of the $\left\{V_{n}\right\}$ for correct cells are significantly less than expected. In that case, the sequential detector may increase the mean acquisition time relative to that required by acquisition systems with fixed dwell times.

### 4.7 Tracking

The noncoherent tracking of the timing occurs while the data symbols are received. Assuming that frequency synchronization has been established, the desired signal is

$$
\begin{equation*}
s(t, \boldsymbol{\theta})=\sqrt{2 \mathcal{E}_{s} / T_{s}} d(t) p(t-\tau) \cos \left(2 \pi f_{c} t+\phi\right), 0 \leq t \leq T \tag{4-126}
\end{equation*}
$$

where $d(t)$ is the data sequence, $\mathcal{E}_{s}$ is the energy per symbol, $T_{s}$ is the symbol duration, and $f_{c}$ is the carrier frequency. The sufficient statistic of (4-9) becomes

$$
\begin{align*}
V(\tau) & =\left[\int_{0}^{T} r(t) d(t-\tau) p(t-\tau) \cos \left(2 \pi f_{c 1} t\right) d t\right]^{2} \\
& +\left[\int_{0}^{T} r(t) d(t-\tau) p(t-\tau) \sin \left(2 \pi f_{c 1} t\right) d t\right]^{2} \tag{4-127}
\end{align*}
$$

Since $V(\tau)$ may not be a differentiable function of $\tau$, the maximum-likelihood estimator of $\tau$ is approximated by

$$
\begin{equation*}
\widehat{\tau}=\arg \min _{\tau}\left|V\left(\tau+\delta T_{c}\right)-V\left(\tau-\delta T_{c}\right)\right|, \quad \delta \leq 1 \tag{4-128}
\end{equation*}
$$

The two principal means of approximately realizing this estimator are the delaylocked loop and the tau-dither loop.

## Delay-Locked Loop

The noncoherent delay-locked loop implements an approximate computation of (4-128) by continually adjusting $\widehat{\tau}$ so that it remains near the correct value. This fine adjustment establishes or maintains an accurately synchronized local spreading sequence that is used for despreading the received direct-sequence signal.


Figure 4.18: Delay-locked loop

The delay-locked loop, which is diagrammed in Fig. 4.18, has a spreadingsequence generator that produces three synchronous sequences, one of which is the reference sequence used for demodulation. The other two sequences are advanced and delayed, respectively, by $\delta T_{c}$ relative to the reference sequence. Although usually $\delta=1 / 2$, other values such that $\delta \in(0,1)$ are plausible. The advanced and delayed sequences modulate spreading waveforms. The directsequence signal, after downconversion to a suitable intermediate frequency, multiplies the advanced and delayed spreading waveforms in two separate branches.

In the subsequent analysis, the processing of the downconverted directsequence signal and the noise are treated separately for clarity. For the directsequence signal (4-126) downconverted to intermediate frequency $f_{1}$, the desiredsignal portion of the upper-branch mixer output is

$$
\begin{equation*}
s_{u 1}(t)=A d(t) p(t) p\left(t+\delta T_{c}-\epsilon T_{c}\right) \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-129}
\end{equation*}
$$

where $\epsilon T_{c}$ is the delay of the reference sequence relative to the received sequence, $\theta$ is the phase offset, and

$$
\begin{equation*}
A=\sqrt{\frac{2 \mathcal{E}_{s}}{T_{s}}} \tag{4-130}
\end{equation*}
$$

Although $\epsilon$ is a function of time because of the loop dynamics, it is slowly varying and hence is treated as a constant in the subsequent analysis. Similarly, the desired-signal portion of the lower-branch mixer output is

$$
\begin{equation*}
s_{l 1}(t)=A d(t) p(t) p\left(t-\delta T_{c}-\epsilon T_{c}\right) \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-131}
\end{equation*}
$$

Each bandpass filter has the impulse response

$$
\begin{equation*}
h_{0}(t)=\frac{2}{T_{0}}\left[u(t)-u\left(t-T_{0}\right)\right] \cos \left(2 \pi f_{1} t\right) \tag{4-132}
\end{equation*}
$$

where $u(t)$ is the unit step function, and the intermediate frequency is chosen to satisfy the condition

$$
\begin{equation*}
f_{1} T_{0} \gg 1 \tag{4-133}
\end{equation*}
$$

After discarding a term that is negligible under condition (4-133), the response of the filter to $s_{u 1}(t)$ is approximately

$$
\begin{equation*}
\left[\frac{A}{T_{0}} \int_{t-T_{0}}^{t} d(x) p(x) p\left(x+\delta T_{c}-\epsilon T_{c}\right) d x\right] \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-134}
\end{equation*}
$$

where the integral does time averaging over an interval of duration $T_{0}$.
By choosing

$$
\begin{equation*}
T_{c} \ll T_{0} \ll T_{s} \tag{4-135}
\end{equation*}
$$

the filter does time averaging over an interval short enough that $d(t)$, which has symbol duration $T_{s}$, is unlikely to change its value, but long enough that most of the spectral components of the much more rapidly varying products $p(t) p\left(t \pm \delta T_{c}-\epsilon T_{c}\right)$ are suppressed except for the slowly varying time averages. Therefore, after a similar calculation of the filter response to $s_{l 2}(t)$, we conclude that the desired components of the upper-branch and lower-branch filter outputs are

$$
\begin{align*}
& s_{u 2}(t) \approx A d(t) \bar{R}_{1} \cos \left(2 \pi f_{1} t+\theta\right)  \tag{4-136}\\
& s_{l 2}(t) \approx A d(t) \bar{R}_{2} \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-137}
\end{align*}
$$

respectively, where

$$
\begin{align*}
\bar{R}_{1} & =\frac{1}{T_{0}} \int_{t-T_{0}}^{t} p(x) p\left(x+\delta T_{c}-\epsilon T_{c}\right) d x  \tag{4-138}\\
\bar{R}_{2} & =\frac{1}{T_{0}} \int_{t-T_{0}}^{t} p(x) p\left(x-\delta T_{c}-\epsilon T_{c}\right) d x \tag{4-139}
\end{align*}
$$

Both $s_{u 2}(t)$ and $s_{l 2}(t)$ are accompanied by residual undesired spectral components that are suppressed downstream by the loop filter.

Since $d^{2}(t)=1$, the square-law devices remove the data modulation. The devices generate double-frequency components near $2 f_{1}$, but these components are ultimately mostly suppressed by the loop filter and thus are negligible. The difference between the outputs of the two branches is the error signal:

$$
\begin{equation*}
s_{e}(t) \approx \frac{A^{2}}{2}\left[\bar{R}_{1}^{2}-\bar{R}_{2}^{2}\right] \tag{4-140}
\end{equation*}
$$

which is applied to the loop filter. Since $s_{e}(t)$ is slowly varying (due to $\epsilon$ ), the loop-filter output, which controls the VCC, has a signal component approximately equal to $s_{e}(t)$.

To calculate $s_{e}(t)$, we model the spreading waveform as a wide-sense-stationary binary random process. Then the time averages $\overline{R_{1}}$ and $\overline{R_{2}}$ are unbiased estimators of autocorrelations. Applying (2-10), we obtain the approximations

$$
\begin{gather*}
\bar{R}_{1} \approx E\left[\bar{R}_{1}\right]=\Lambda(\delta-\epsilon)  \tag{4-141}\\
\bar{R}_{2} \approx E\left[\bar{R}_{2}\right]=\Lambda(\delta+\epsilon) . \tag{4-142}
\end{gather*}
$$

The substitution of (4-141) and (4-142) into (4-140) yields

$$
\begin{equation*}
s_{e}(t) \approx \frac{A^{2}}{2} S(\epsilon, \delta) \tag{4-143}
\end{equation*}
$$

where $S(\epsilon, \delta)$ is the discriminator characteristic or $S$-curve of the tracking loop.
For $\delta \geq 0$,

$$
S(\epsilon, \delta)=\left\{\begin{array}{cc}
-2(|\delta-\epsilon|-|\delta+\epsilon|+2 \delta \epsilon), & |\delta-\epsilon| \leq 1,|\delta+\epsilon| \leq 1  \tag{4-144}\\
(1-|\delta-\epsilon|)^{2}, & |\delta-\epsilon| \leq 1,|\delta+\epsilon|>1 \\
-(1-|\delta+\epsilon|)^{2}, & |\delta-\epsilon|>1,|\delta+\epsilon| \leq 1 \\
0, & \text { otherwise }
\end{array}\right.
$$

which indicates that

$$
\begin{equation*}
S(-\epsilon, \delta)=-S(\epsilon, \delta), \quad S(0, \delta)=0 \tag{4-145}
\end{equation*}
$$

If $0 \leq \delta \leq 1 / 2$,

$$
S(\epsilon, \delta)=\left\{\begin{array}{crl}
4 \epsilon(1-\delta), & 0 & \leq \epsilon \leq \delta  \tag{4-146}\\
4 \delta(1-\epsilon), & \delta & \leq \epsilon \leq 1-\delta \\
1+(\epsilon-\delta)(\epsilon-\delta-2), & 1-\delta \leq \epsilon \leq 1+\delta \\
0, & & 1+\delta \leq \epsilon
\end{array}\right.
$$

and if $1 / 2 \leq \delta \leq 1$,

$$
S(\epsilon, \delta)=\left\{\begin{array}{cc}
4 \epsilon(1-\delta), & 0 \leq \epsilon \leq 1-\delta  \tag{4-147}\\
1+(\epsilon-\delta)(\epsilon-\delta+2), & 1-\delta \leq \epsilon \leq \delta \\
1+(\epsilon-\delta)(\epsilon-\delta-2), & \delta \leq \epsilon \leq 1+\delta \\
0, & 1+\delta \leq \epsilon
\end{array}\right.
$$

Figure 4.19 illustrates the discriminator characteristic for $\delta=1 / 2$.
As shown in Fig. 4.18, the filtered error signal $s_{e}(t)$ is applied to the voltagecontrolled clock (VCC), which generates timing pulses at the clock rate for the three spreading sequences. The error signal causes the VCC to change the clock rate in such a way that the reference spreading sequence converges toward alignment with the received spreading sequence. As illustrated in Fig. 4.19 for $\delta=1 / 2, S(\epsilon, \delta)$ is positive when the reference sequence is delayed relative to the received sequence and $0<\epsilon(t)<1.5$. The positive error signal increases the clock rate, and hence $\epsilon(t)$ decreases. The figure indicates that $s_{e}(t) \rightarrow 0$ as $\epsilon(t) \rightarrow 0$. Similarly, when $-1.5<\epsilon(t)<0$, we find that $s_{e}(t) \rightarrow 0$ as $\epsilon(t) \rightarrow 0$. Thus, the delay-locked loop tracks the received spreading-sequence timing once the acquisition system has finished the coarse alignment.

The discriminator characteristic of a tracking loop has the appropriate form for tracking only over a finite range of $\epsilon(t)$. Outside that range, timing tracking cannot be sustained, the synchronization system loses lock, and a reacquisition search is initiated by the lock detector. Tracking resumes once the acquisition system reduces $\epsilon(t)$ to within the range for which the discriminator characteristic leads to a reduction of $\epsilon(t)$.


Figure 4.19: Discriminator characteristic of delay-locked loop for $\delta=1 / 2$

The noise at the input to the VCC causes a distortion of the ideal discriminator characteristic displayed in Fig. 4.19. To determine the noise that accompanies the error signal, we first assume that white Gaussian noise $n(t)$ with two-sided PSD $N_{0} / 2$ enters both the upper-branch and lower-branch mixers of the delay-locked loop. The noise outputs of the upper-branch and lower-branch mixers are

$$
\begin{gather*}
n_{u 1}(t)=n(t) p\left(t+\delta T_{c}-\epsilon T_{c}\right)  \tag{4-148}\\
n_{l 1}(t)=n(t) p\left(t-\delta T_{c}-\epsilon T_{c}\right), \tag{4-149}
\end{gather*}
$$

respectively. Both $n_{u 1}(t)$ and $n_{l 1}(t)$ remain zero-mean Gaussian and white with PSD $N_{0} / 2$.

The upper-branch and lower-branch zero-mean Gaussian noise outputs of the bandpass filters are denoted by $n_{u 2}(t)$ and $n_{l 2}(t)$, respectively. We assume that the hardware and the processing in the upper and lower branches are sufficiently similar that $n_{u 2}(t)$ and $n_{l 2}(t)$ are independent random processes but have the same autocorrelation. Since $n_{u 1}(t)$ and $n_{l 1}(t)$ are white noises and the impulse response of the bandpass filters is given by (4-132), the autocorrelation of both $n_{u 2}(t)$ and $n_{l 2}(t)$ is

$$
\begin{align*}
R_{b}(\tau)= & \frac{N_{0}}{2} \int_{-\infty}^{\infty} h(x) h(x+\tau) d x \\
& \approx \frac{N_{0}}{T_{0}} \Lambda\left(\frac{\tau}{T_{0}}\right) \cos \left(2 \pi f_{1} \tau\right) \tag{4-150}
\end{align*}
$$

where a negligible term has been discarded under condition (4-133).
In the upper and lower branches, the squaring devices produce noise outputs

$$
\begin{array}{r}
n_{u 3}(t)=n_{u 2}^{2}(t)+2 n_{u 2}(t) s_{u 2}(t) \\
n_{l 3}(t)=n_{l 2}^{2}(t)+2 n_{l 2}(t) s_{l 2}(t) \tag{4-152}
\end{array}
$$

respectively. After substituting (4-136) and (4-137), we find that the noise input to the loop filter is

$$
\begin{align*}
n_{4}(t) & =n_{u 3}(t)-n_{l 3}(t) \\
& =z(t)+y(t) \tag{4-153}
\end{align*}
$$

where

$$
\begin{array}{r}
z(t)=n_{u 2}^{2}(t)-n_{l 2}^{2}(t) \\
y(t)=2 A d(t)\left[\bar{R}_{1} n_{u 2}(t)-\bar{R}_{2} n_{l 2}(t)\right] \cos \left(2 \pi f_{1} t+\theta\right) . \tag{4-155}
\end{array}
$$

The cyclostationary process $\cos \left(2 \pi f_{1} t+\theta\right)$ has an average autocorrelation equal to $\cos \left(2 \pi f_{1} \tau\right) / 2$. We model $d(t)$ as a random binary sequence with a period $T_{s}$. Since $n_{u 2}(t), n_{l 2}(t)$, and $d(t)$ are independent processes, the autocorrelation function of $y(t)$ is

$$
\begin{equation*}
R_{y}(\tau)=2 A^{2} \frac{N_{0}}{T_{0}}\left(\bar{R}_{1}^{2}+\bar{R}_{2}^{2}\right) \Lambda\left(\frac{\tau}{T_{s}}\right) \Lambda\left(\frac{\tau}{T_{0}}\right) \cos ^{2}\left(2 \pi f_{1} \tau\right) \tag{4-156}
\end{equation*}
$$

Applying (4-133) and $T_{s}>T_{0}$, we obtain the PSD at frequency $f=0$ :

$$
\begin{align*}
S_{y}(0) & =\int_{-\infty}^{\infty} R_{y}(\tau) d \tau \\
& \approx A^{2} \frac{N_{0}}{T_{0}}\left(\bar{R}_{1}^{2}+\bar{R}_{2}^{2}\right) \int_{-\infty}^{\infty} \Lambda\left(\frac{\tau}{T_{s}}\right) \Lambda\left(\frac{\tau}{T_{0}}\right) d \tau \\
& =A^{2} N_{0}\left(\bar{R}_{1}^{2}+\bar{R}_{2}^{2}\right)\left(1-\frac{T_{0}}{3 T_{s}}\right) \tag{4-157}
\end{align*}
$$

The joint characteristic function of jointly Gaussian, zero-mean random variables $X_{1}$ and $X_{2}$ with the same variance $\sigma^{2}$ is given by (A-14) of Appendix A.1. Applying (C-29) of Appendix C.2, we find that

$$
\begin{equation*}
E\left[X_{1}^{2} X_{2}^{2}\right]=\sigma^{4}+2\left\{E\left[X_{1} X_{2}\right]\right\}^{2} \tag{4-158}
\end{equation*}
$$

Since $n_{u 2}(t)$ is derived by filtering a Gaussian process, $n_{u 2}(t)$ and $n_{u 2}(t+\tau)$ are jointly Gaussian, as are $n_{l 2}(t)$ and $n_{l 2}(t+\tau)$. It follows from (4-158) and the independence of $n_{u 2}(t)$ and $n_{l 2}(t)$ that the autocorrelation of the stationary process $z(t)$ is

$$
\begin{align*}
R_{z}(\tau) & =E\left[n_{u 2}^{2}(t) n_{u 2}^{2}(t+\tau)\right]+E\left[n_{l 2}^{2}(t) n_{l 2}^{2}(t+\tau)\right] \\
& -E\left[n_{u 2}^{2}(t)\right] E\left[n_{l 2}^{2}(t+\tau)\right]-E\left[n_{l 2}^{2}(t)\right] E\left[n_{u 2}^{2}(t+\tau)\right] \\
& =4 R_{b}^{2}(\tau) \tag{4-159}
\end{align*}
$$

The PSD at frequency $f=0$ is

$$
\begin{align*}
S_{z}(0) & =\int_{-\infty}^{\infty} 4 R_{b}^{2}(\tau) d \tau \\
& \approx \frac{2 N_{0}^{2}}{T_{0}^{2}} \int_{-\infty}^{\infty} \Lambda^{2}\left(\frac{\tau}{T_{0}}\right) d \tau \\
& =\frac{4 N_{0}^{2}}{3 T_{0}} \tag{4-160}
\end{align*}
$$

where (4-150) and condition (4-133) are applied in the second line.


Figure 4.20: SNR at loop-filter input as function of $\epsilon$ for delay-locked and taudither loops

The narrowband loop filter has a unity frequency response over a passband of bandwidth $W_{L}$. Therefore, the average noise power due to $n_{4}(t)$ that accompanies the error signal at the VCC input is

$$
\begin{align*}
\mathcal{N}_{e} & \approx S_{y}(0) W_{L}+S_{z}(0) W_{L} \\
& =A^{2} N_{0} W_{L}\left[\left(\bar{R}_{1}^{2}+\bar{R}_{2}^{2}\right)\left(1-\frac{T_{0}}{3 T_{s}}\right)+\frac{4 N_{0}}{3 A^{2} T_{0}}\right] \tag{4-161}
\end{align*}
$$

If $\delta=1 / 2$ and $|\epsilon| \leq 1 / 2$, then (4-143) and (4-146) indicate that the signal power applied to the VCC is $A^{4} \epsilon^{2}$. Equations (4-141), (4-142), (4-161), and (4-130) indicate that the SNR at the input of the VCC is

$$
\begin{array}{r}
S N R \approx\left(\frac{\mathcal{E}_{s}}{N_{0}}\right)\left(\frac{\epsilon^{2}}{T_{s} W_{L}}\right)\left[\left(\epsilon^{2}+\frac{1}{4}\right)\left(1-\frac{T_{0}}{3 T_{s}}\right)+\left(\frac{\mathcal{E}_{s}}{N_{0}}\right)^{-1}\left(\frac{T_{s}}{3 T_{0}}\right)\right]^{-1} \\
\delta=1 / 2, \quad|\epsilon| \leq 1 / 2 \tag{4-162}
\end{array}
$$

Figure 4.20 illustrates the SNR as a function of $\epsilon$ when $\mathcal{E}_{s} / N_{0}=16 \mathrm{~dB}, T_{s}=2 T_{0}$, and $T W=0.5$. The SNR is low when $\epsilon$ is small but increases rapidly as $\epsilon$ increases.


Figure 4.21: Tau-dither loop

In the presence of a tracking error, the delay-locked-loop branch with the larger offset relative to the correct spreading-sequence phase contributes more noise power to the VCC input than the other branch. This disparity reduces the slope of the discriminator characteristic and may cause a tracking offset [11].

## Tau-Dither Loop

Satisfactory performance of the noncoherent delay-locked loop depends on an accurate matching of the gains, frequency responses, and delays of the two input branches. The noncoherent tau-dither loop, which is a lower-complexity alternative tracking system, is shown in Fig. 4.21. The single branch rather than the two branches of the delay-locked loop resolves the issue of implementing two nearly identical branches.

The dither signal $D(t)$ is a square wave that alternates between the symbols +1 and -1 with dither-symbol duration $T_{D}$ that is approximately equal to the data-symbol duration $T_{s}$. The dither signal controls a switch that alternately passes an advanced or delayed version of the spreading sequence. In the absence of noise, the output of the switch can be represented by

$$
\begin{equation*}
s_{w}(t)=\left[\frac{1+D(t)}{2}\right] p\left(t+\delta T_{c}-\epsilon T_{c}\right)+\left[\frac{1-D(t)}{2}\right] p\left(t-\delta T_{c}-\epsilon T_{c}\right) \tag{4-163}
\end{equation*}
$$

where the two factors within brackets are orthogonal functions of time that alternate between +1 and 0 , and only one of the factors is nonzero at any instant. After downconversion of the received signal (4-126) to intermediate frequency $f_{1}$, the signal is applied to the mixer. The mixer output is

$$
\begin{equation*}
s_{1}(t)=A d(t) p(t) s_{w}(t) \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-164}
\end{equation*}
$$

The bandpass filter has a center frequency $f_{1}$ and an impulse response given by (4-132). If

$$
\begin{equation*}
T_{c} \ll T_{0} \ll T_{s} \approx T_{D} \tag{4-165}
\end{equation*}
$$

the bandpass filter does not significantly distort $d(t)$ and $D(t)$ but suppresses most of the spectral components of the much more rapidly varying product $p(t) p\left(t \pm \delta T_{c}-\epsilon T_{c}\right)$ except for its slowly varying time average. Thus, the desired-signal portion of the filter output is

$$
\begin{equation*}
s_{2}(t) \approx A d(t)\left\{\left[\frac{1+D(t)}{2}\right] \bar{R}_{1}+\left[\frac{1-D(t)}{2}\right] \bar{R}_{2}\right\} \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-166}
\end{equation*}
$$

where $\bar{R}_{1}$ and $\bar{R}_{2}$ are defined by (4-138) and (4-139). This signal is accompanied by residual undesired spectral components that are blocked downstream by the loop filter.

The signal output of the square-law device is

$$
\begin{equation*}
s_{3}(t) \approx \frac{A^{2}}{2}\left[\frac{1+D(t)}{2}\right] \bar{R}_{1}^{2}+\frac{A^{2}}{2}\left[\frac{1-D(t)}{2}\right] \bar{R}_{2}^{2} \tag{4-167}
\end{equation*}
$$

plus a double-frequency component that is blocked downstream by the loop filter. Since $D(t)[1+D(t)]=1+D(t)$ and $D(t)[1-D(t)]=-[1-D(t)]$, the relevant signal input to the loop filter is

$$
\begin{equation*}
s_{4}(t) \approx \frac{A^{2}}{2}\left[\frac{1+D(t)}{2}\right] \bar{R}_{1}^{2}-\frac{A^{2}}{2}\left[\frac{1-D(t)}{2}\right] \bar{R}_{2}^{2} \tag{4-168}
\end{equation*}
$$

If the slow time variation of $\epsilon$ is ignored, then $s_{4}(t)$ is a rectangular wave with the same period as $D(t)$.

The loop filter has an impulse response

$$
\begin{equation*}
h_{1}(t)=\frac{2}{T_{L}}\left[u(t)-u\left(t-T_{L}\right)\right] \tag{4-169}
\end{equation*}
$$

which indicates that the filter averages its input over a time interval of duration $T_{L}$. We choose this duration so that

$$
\begin{equation*}
T_{c} \ll T_{0} \ll T_{s} \leq T_{D} \ll T_{L} \tag{4-170}
\end{equation*}
$$

Therefore, the desired-signal output of the loop filter is approximately equal to the average value of $s_{4}(t)$. Averaging the two terms of (4-168) and using (4-141) and (4-142), we obtain the error signal that is applied to the VCC:

$$
\begin{equation*}
s_{5}(t) \approx \frac{A^{2}}{4} S(\epsilon, \delta) \tag{4-171}
\end{equation*}
$$

where the discriminator characteristic $S(\epsilon, \delta)$ is given by (4-145)-(4-147).
The error signal regulates the clock rate of the VCC output, which causes the reference spreading sequence to align with the received spreading sequence. Thus, the tau-dither loop can track the spreading-sequence timing in a manner
similar to that of the delay-locked loop, but with less hardware than the delaylocked loop and no need to balance the gains and delays in two branches.

The white Gaussian noise at the input to the mixer remains white Gaussian noise at its output, and the bandlimited noise $n_{2}(t)$ in the output of the bandpass filter remains Gaussian. If the impulse response of the bandpass filter is given by (4-132), then the calculation in (4-150) indicates that the autocorrelation of $n_{2}(t)$ is

$$
\begin{equation*}
R_{n 2}(\tau) \approx \frac{N_{0}}{T_{0}} \Lambda\left(\frac{\tau}{T_{0}}\right) \cos \left(2 \pi f_{1} \tau\right) \tag{4-172}
\end{equation*}
$$

The noise in the output of the square-law device is $n_{3}(t)=n_{2}^{2}(t)+2 n_{2}(t) s_{2}(t)$. Therefore, the noise input to the loop filter is

$$
\begin{align*}
n_{4}(t) & =z(t)+y(t)  \tag{4-173}\\
z(t) & =D(t) n_{2}^{2}(t)  \tag{4-174}\\
y(t) & =2 D(t) s_{2}(t) n_{2}(t) \tag{4-175}
\end{align*}
$$

The substitution of (4-166) into (4-175) gives

$$
\begin{equation*}
y(t)=\left[\left(\bar{R}_{1}-\bar{R}_{2}\right)+\left(\bar{R}_{1}+\bar{R}_{2}\right) D(t)\right] d(t) n_{2}(t) A \cos \left(2 \pi f_{1} t+\theta\right) \tag{4-176}
\end{equation*}
$$

We model $d(t)$ as a random binary sequence with period $T_{s}$. Similarly, we model $D(t)$ as an independent random binary sequence with period $T_{D}$. Assuming condition (4-133), calculations similar to those in the previous subsection lead to the following results. The autocorrelation of $z(t)$ is

$$
\begin{align*}
& R_{z}(\tau) \approx \Lambda\left(\frac{\tau}{T_{D}}\right)\left[R_{n 2}^{2}(0)+2 R_{n 2}^{2}(\tau)\right] \\
&=\frac{N_{0}^{2}}{T_{0}^{2}} \Lambda\left(\frac{\tau}{T_{D}}\right)\left[1+2 \Lambda^{2}\left(\frac{\tau}{T_{0}}\right) \cos ^{2}\left(2 \pi f_{1} \tau\right)\right] \tag{4-177}
\end{align*}
$$

Integrating $R_{z}(\tau)$, we obtain the PSD of $z(t)$ at $f=0$ :

$$
\begin{equation*}
S_{z}(0)=\frac{2 N_{0}^{2}}{3 T_{0}}\left(1-\frac{T_{0}}{4 T_{D}}+\frac{3 T_{D}}{2 T_{0}}\right) \tag{4-178}
\end{equation*}
$$

Using (4-176) and (4-172), we find that the autocorrelation of $y(t)$ is

$$
\begin{equation*}
R_{y}(\tau)=\frac{A^{2} N_{0}}{2 T_{0}} \Lambda\left(\frac{\tau}{T_{0}}\right) \Lambda\left(\frac{\tau}{T_{s}}\right)\left[\left(\bar{R}_{1}-\bar{R}_{2}\right)^{2}+\left(\bar{R}_{1}+\bar{R}_{2}\right)^{2} \Lambda\left(\frac{\tau}{T_{D}}\right)\right] \cos ^{2}\left(2 \pi f_{1} \tau\right) \tag{4-179}
\end{equation*}
$$

Integrating $R_{y}(\tau)$, we obtain the $\operatorname{PSD}$ of $y(t)$ at $f=0$ :

$$
S_{y}(0) \approx \frac{A^{2} N_{0}}{4}\left[\begin{array}{c}
\left(\bar{R}_{1}-\bar{R}_{2}\right)^{2}\left(1-\frac{T_{0}}{3 T_{s}}\right)  \tag{4-180}\\
+\left(\bar{R}_{1}+\bar{R}_{2}\right)^{2}\left(1-\frac{T_{0}}{3 T_{s}}-\frac{T_{0}}{3 T_{D}}+\frac{T_{0}^{2}}{6 T_{s} T_{D}}\right)
\end{array}\right]
$$

The narrowband loop filter has a unity frequency response over a passband of bandwidth $W_{L}$. Therefore, the average noise power due to $n_{4}(t)$ that accompanies the error signal at the VCC input is

$$
\begin{equation*}
\mathcal{N}_{e} \approx S_{y}(0) W_{L}+S_{z}(0) W_{L} \tag{4-181}
\end{equation*}
$$

If $\delta=1 / 2$ and $|\epsilon| \leq 1 / 2$, then (4-141) and (4-142) give

$$
\begin{equation*}
\left(\bar{R}_{1}-\bar{R}_{2}\right)^{2}=4 \epsilon^{2}, \quad\left(\bar{R}_{1}+\bar{R}_{2}\right)^{2}=1 \tag{4-182}
\end{equation*}
$$

Equations (4-171) and (4-146) indicate that the signal power applied to the VCC is $A^{4} \epsilon^{2} / 4$, and hence (4-181), (4-182), (4-178), and (4-180) indicate that the SNR at the input of the VCC is

$$
\begin{align*}
S N R & \approx\left(\frac{\mathcal{E}_{s}}{N_{0}}\right)\left(\frac{\epsilon^{2}}{2 T_{s} W_{L}}\right)\left[\left(\epsilon^{2}+\frac{1}{4}\right)\left(1-\frac{T_{0}}{3 T_{s}}\right)+\left(\frac{\mathcal{E}_{s}}{N_{0}}\right)^{-1} \frac{T_{s}}{3 T_{0}}+C\right]^{-1} \\
C & =\left(\frac{\mathcal{E}_{s}}{N_{0}}\right)^{-1}\left(\frac{T_{s} T_{D}}{2 T_{0}^{2}}-\frac{T_{s}}{12 T_{D}}\right)-\cdot \frac{T_{0}}{12 T_{D}}+\frac{T_{0}^{2}}{24 T_{s} T_{D}} \\
\delta & =1 / 2, \quad|\epsilon| \leq 1 / 2 \tag{4-183}
\end{align*}
$$

Assuming identical filters in the delay-locked and tau-dither loops, a comparison of (4-183) with (4-162) indicates that even if $C$ is negligible for practical parameter values satisfying (4-170), the SNR at the clock input of the delay-locked loop exceeds the SNR at the clock input of the tau-dither loop by 3 dB . Figure 4.20 illustrates the SNR of both loops as a function of $\epsilon$ when $\mathcal{E}_{s} / N_{0}=16 \mathrm{~dB}, T_{s}=T_{D}=2 T_{0}$, and $T_{s} W_{L}=0.5$. Thus, the choice of a tracking system is primarily a choice between the hardware simplicity of the tau-dither loop and the potential SNR advantage of the delay-locked loop with much more expensive hardware.

### 4.8 Frequency-Hopping Synchronization

Frequency synchronization for a frequency-hopping system requires the receiver to synchronize its generated frequencies with the received frequencies. Since the received frequency changes periodically, joint frequency and timing synchronization is generally not feasible. Once frequency synchronization is sufficiently accurate, the timing or pattern synchronization is established, The symbol timing within a dwell interval is determined once pattern synchronization occurs.

## Frequency Synchronization

Frequency synchronization entails transmitting a pilot signal with a carrier frequency near the center of the hopping band. The receiver estimates this frequency and compensates for any relative drift of the receiver clock and the Doppler shift. The frequency-estimation methods in Section 4.1 are applicable for obtaining this coarse frequency estimate. Since the drift and the Doppler
shift vary over the hopping band, a fine frequency estimate or correction to the coarse estimate is generally necessary.

The outputs of the digital demodulator can be used to obtain the fine frequency estimates. We use the sequence $F(m)$ obtained by taking the matchedfilter output with the largest magnitude at each discrete-time $n=L m+m-1$. Assuming that $F(m)$ always corresponds to the transmitted symbol, (3-98) and (3-99) indicate that

$$
\begin{align*}
F(m) & =A D_{L}\left(\frac{2 \pi f_{e} T_{s}}{L}\right) \exp \left\{j \pi\left[\frac{(L-1) f_{e} T_{s}}{L}+2 f_{e} T_{s} m\right]+j \phi_{e}(m)\right\} \\
m & =0,1, \ldots, N-1 \tag{4-184}
\end{align*}
$$

which has a complex exponential with a component that increases or decreases linearly with $f_{e} m$. Therefore, we can estimate the frequency error $f_{e}$ from the discrete Fourier transform (DFT) of successive values of this symbol-rate sequence.

Figure 4.22 is a block diagram of the estimator. The phase $\phi_{e}(m)$ is usually small, fluctuates in sign as $m$ varies, and adds to the noise. Assuming that it is negligible, we first apply $F(m)$ to a normalizer that computes the magnitude of its input and then divides the input by its magnitude. For $N$ samples, we obtain the sequence

$$
\begin{equation*}
F_{1}(m)=A \exp \left(j 2 \pi f_{e} T_{s} m\right), \quad m=0,1, \ldots, N-1 \tag{4-185}
\end{equation*}
$$

where $|A|=1$. Applying the DFT to $F_{1}(m)$ and using (3-97), we obtain

$$
\begin{align*}
\frac{A}{\sqrt{N}} \sum_{m=0}^{N-1} F_{1}(m) \exp \left(-j 2 \pi \frac{\kappa m}{N}\right) & =A|G(\kappa)| \exp \left[j 2 \pi\left(\left(\frac{N-1}{2}\right)\right)\left(f_{e} T_{s}-\frac{\kappa}{N}\right)\right] \\
\kappa & =0,1, \ldots, N-1 \tag{4-186}
\end{align*}
$$

where the magnitude of the DFT is

$$
\begin{equation*}
|G(\kappa)|=\frac{1}{\sqrt{N}} D_{N}\left[2 \pi\left(f_{e} T_{s}-\frac{\kappa}{N}\right)\right], \kappa=0,1, \ldots, N-1 \tag{4-187}
\end{equation*}
$$

and $D_{N}[\cdot]$ is defined by (3-67).
Let $\kappa_{0}$ denote the value of $\kappa$ that gives the largest value of $|G(\kappa)|$. Since $D_{N}(\theta)$ increases monotonically as $\theta \rightarrow 0$, the estimate of $f_{e}$ is

$$
\begin{equation*}
\widehat{f}_{e}=\frac{\kappa_{0}}{N T_{s}}+\frac{D_{N}^{-1}\left[\sqrt{N}\left|G\left(\kappa_{0}\right)\right|\right]}{2 \pi T_{s}} \tag{4-188}
\end{equation*}
$$

This equation indicates that the DFT resolution is $1 / N T_{s}$. If the SNR is high, the average estimation error is approximately $1 / 2 N T_{s}$. Applying (4-13), we find that the estimator is useful if

$$
\begin{equation*}
N \gg \frac{K}{2 f_{\max } T_{s}} \tag{4-189}
\end{equation*}
$$



Figure 4.22: Estimator of carrier-frequency offset

If this inequality is not satisfied, then the number of samples used by the DFT can be increased by zero padding. The estimate $\widehat{f}_{e}$ is sent to the receiver's frequency synthesizer as a refined correction, and it could be used in an iterative computation of the symbol metrics or decisions. The actual computation of the DFT is executed by the efficient fast Fourier transform.

## Pattern Synchronization

Like the timing synchronization in a direct-sequence receiver, the synchronization of the reference frequency-hopping pattern produced by the receiver synthesizer with the received pattern proceeds in two stages. During acquisition, the reference pattern is synchronized with the received pattern to within a fraction of a hop duration. The tracking system further reduces the synchronization error or at least maintains it within certain bounds.

For communication systems that require a strong capability to reject interference, matched-filter acquisition and serial-search acquisition are the most effective techniques. The matched filter provides rapid acquisition of short frequency-hopping patterns but requires the simultaneous synthesis of multiple frequencies. The matched filter may also be used in the configuration of Fig. 4.2 to detect short patterns embedded in much longer frequency-hopping patterns. Such a detection can be used to initialize or supplement serial-search acquisition, which is more reliable and accommodates long patterns.

## Matched-Filter Acquisition

A matched-filter acquisition system uses one or more programmable frequency synthesizers that produce tones at frequencies $f_{1}, f_{2}, \ldots, f_{N}$ that are offset by a constant frequency from the consecutive frequencies of the hopping pattern for timing acquisition. Each of these tones produces a downconversion of the received signal in a branch of the matched-filter acquisition system. If a tone minus the offset matches the carrier frequency of a received frequency-hopping pulse, then dehopping occurs and the energy of the pulse is detected. A version of a matched-filter acquisition system that provides substantial protection against interference [57] is depicted in Fig. 4.23. The threshold detector of branch $k$ produces $d_{k}(t)=1$ if its threshold is exceeded, which ideally occurs only if the received signal hops to a specific frequency. Otherwise, the threshold detector produces $d_{k}(t)=0$. The use of binary detector outputs prevents the


Figure 4.23: Matched-filter acquisition system for frequency-hopping signals with protection against interference
system from being overwhelmed by a few strong interference signals.
Input $D(t)$ of the comparator is the number of frequencies in the hopping pattern that were received in succession. This discrete-valued, continuous-time function is

$$
\begin{equation*}
D(t)=\sum_{k=1}^{N} d_{k}\left[t-(N-k+1) T_{h}\right] \tag{4-190}
\end{equation*}
$$

where $T_{h}$ is the hop duration. These waveforms are illustrated in Fig. 4.24a for $N=8$. The input to the threshold generator is

$$
\begin{equation*}
L(t)=D\left(t+T_{h}\right) \tag{4-191}
\end{equation*}
$$

Acquisition is declared when $D(t) \geq V(t)$, where $V(t)$ is an adaptive threshold that is a function of $L(t)$. An effective choice is

$$
\begin{equation*}
V(t)=\min \left[L(t)+l_{0}, N\right] \tag{4-192}
\end{equation*}
$$



Figure 4.24: Ideal acquisition system waveforms: (a) formation of $D(t)$ when $N=8$ and (b) comparison of $D(t)$ and $V(t)$
where the adaptation parameter $l_{0}$ is a positive integer. When acquisition is declared, a comparator output pulse is applied to a voltage-controlled clock. The clock output regulates the timing of the pattern generator so that the receiver-generated pattern nearly coincides with the received frequency-hopping pattern. The matched-filter acquisition system is deactivated, and the dehopped signal is applied to the demodulator.

In the absence of interference and noise, $L(t)=0$ and $V(t)=l_{0}$ during the hop interval in which $D(t)=N$, as illustrated in Fig. 4.24b. If $j$ of the $N$ frequency channels monitored by the matched filter receive strong, continuous interference and $j \leq N-l_{0}$, then $L(t)=j$ and $V(t)=j+l_{0}$ during this hop, and $D(t) \geq V(t)$. During other intervals, $j+l_{0} \leq V(t) \leq N$, but $D(t)=j$. Therefore, $V(t)>D(t)$, and the matched filter does not declare acquisition. False alarms are prevented because $L(t)$ provides an estimate of the number of frequency channels with continuous interference.

Bandpass filters are used instead of filters matched to the acquisition tones because the appropriate sampling times are unknown. The passbands of the bandpass filters in the branches are assumed to be spectrally disjoint so that tone interference that affects one branch has negligible effect on the other branches. If zero-mean, white Gaussian noise $n(t)$ enters the branches, then the bandpass-filter noise outputs are jointly Gaussian (Appendix A.1).

The noise outputs are also statistically independent of each other if the downconversion tones are sufficiently separated in frequency. We prove this independence for white Gaussian noise. Let $h(t)$ denote the impulse response, and let $H(f)$ denote the transfer function of each bandpass filter. Let

$$
\begin{equation*}
h_{i}(t)=h(t) \exp \left(-j 2 \pi f_{i} t\right), i=1,2 \tag{4-193}
\end{equation*}
$$

denote the impulse responses of the combined downconverter and bandpass filter in two branches, and let $H\left(f-f_{1}\right)$ and $H\left(f-f_{2}\right)$ denote the corresponding
transfer functions. The cross-covariance of the jointly Gaussian, zero-mean bandpass-filter outputs is

$$
\begin{align*}
C & =E\left[\int_{0}^{T} h_{1}\left(\tau_{1}\right) n\left(t-\tau_{1}\right) d \tau_{1} \int_{0}^{T} h_{2}^{*}\left(\tau_{2}\right) n\left(t-\tau_{2}\right) d \tau_{2}\right] \\
& =\frac{N_{0}}{2} \int_{0}^{T} \int_{0}^{T} h_{1}\left(\tau_{1}\right) h_{2}\left(\tau_{2}\right) \delta\left(\tau_{2}-\tau_{1}\right) d \tau_{1} d \tau_{2} \\
& =\frac{N_{0}}{2} \int_{0}^{T} h_{1}(\tau) h_{2}(\tau) \exp \left[j 2 \pi\left(f_{2}-f_{1}\right) \tau\right] d \tau \tag{4-194}
\end{align*}
$$

which is equal to the Fourier transform of $h_{1}(\tau) h_{2}(\tau)$ at $f_{1}-f_{2}$. Therefore, $C \rightarrow 0$ as $\left|f_{1}-f_{2}\right|$ increases.

In practice, the matched filter of Fig. 4.21 might operate in continuous time so that acquisition might be declared at any moment. However, for analytical simplicity, the detection and false-alarm probabilities are calculated under the assumption that there is one sample taken per hop dwell time. Suppose that when acquisition tone $k$ is received, the signal at the bandpass-filter output in branch $k$ of the matched filter is

$$
\begin{equation*}
r_{k}(t)=\sqrt{2 S} \cos 2 \pi f_{0} t+\sqrt{2 I} \cos \left(2 \pi f_{0} t+\phi\right)+n(t) \tag{4-195}
\end{equation*}
$$

where $f_{0}$ is the intermediate frequency, the first term is the desired signal with average power $S$, the second term represents tone interference with average power $I, n(t)$ is zero-mean Gaussian interference and noise, and $\phi$ is the phase shift of the tone interference relative to the desired signal. The power in $n(t)$ is

$$
\begin{equation*}
\mathcal{N}_{1}=\mathcal{N}_{t}+\mathcal{N}_{a} \tag{4-196}
\end{equation*}
$$

where $\mathcal{N}_{t}$ is the power of the thermal noise and $\mathcal{N}_{a}$ is the power of the statistically independent noise interference that affects all branches equally. According to (D-29) of Appendix D.2, the zero-mean Gaussian interference and noise has the representation

$$
\begin{equation*}
n(t)=n_{c}(t) \cos 2 \pi f_{0} t-n_{s}(t) \sin 2 \pi f_{0} t \tag{4-197}
\end{equation*}
$$

where $n_{c}(t)$ and $n_{s}(t)$ are statistically independent zero-mean Gaussian processes with noise powers equal to $\mathcal{N}_{1}$. From (4-195), (4-197), and trigonometry, it follows that

$$
\begin{equation*}
r_{k}(t)=\sqrt{Z_{1}^{2}(t)+Z_{2}^{2}(t)} \cos \left[2 \pi f_{0} t+\psi(t)\right] \tag{4-198}
\end{equation*}
$$

where

$$
\begin{align*}
Z_{1}(t) & =\sqrt{2 S}+\sqrt{2 I} \cos \phi+n_{c}(t), \quad Z_{2}(t)=\sqrt{2 I} \sin \phi+n_{s}(t) \\
\psi(t) & =\tan ^{-1}\left[\frac{Z_{2}(t)}{Z_{1}(t)}\right] \tag{4-199}
\end{align*}
$$

Since $n_{c}(t)$ and $n_{s}(t)$ are statistically independent, zero-mean Gaussian processes with the same variance, $R=\sqrt{Z_{1}^{2}\left(t_{0}\right)+Z_{2}^{2}\left(t_{0}\right)}$ at a specific sampling
time $t_{0}$ has a chi-squared distribution (Appendix E.1) with two degrees of freedom and noncentral parameter

$$
\begin{equation*}
\lambda=2(S+I+\sqrt{S I} \cos \phi) \tag{4-200}
\end{equation*}
$$

The distribution function is given by (E-12) with $N=2$.
We assume that the bandpass filter causes negligible distortion of $R$. When the acquisition tone is present, the detection probability for the threshold detector in the branch is the probability that the envelope-detector output $R$ exceeds the threshold $\eta$. We make the pessimistic assumption that the interference tone has a frequency exactly equal to that of the acquisition tone, as indicted in (4-195). Then the conditional detection probability given the value of $\phi$ is

$$
\begin{equation*}
P_{11}(\phi)=Q_{1}\left(\sqrt{\frac{2 S+2 I+2 \sqrt{S I} \cos \phi}{\mathcal{N}_{1}}}, \frac{\eta}{\sqrt{\mathcal{N}_{1}}}\right) \tag{4-201}
\end{equation*}
$$

where $Q_{1}(\alpha, \beta)$ is the first-order Marcum Q-function defined by (H-26) of Appendix H.4. If $\phi$ is modeled as a random variable uniformly distributed over $[0,2 \pi)$, then the detection probability is

$$
\begin{equation*}
P_{11}=\frac{1}{\pi} \int_{0}^{\pi} P_{11}(\phi) d \phi \tag{4-202}
\end{equation*}
$$

where the fact that $\cos \phi$ takes all its possible values over $[0, \pi]$ has been used to shorten the integration interval. In the absence of tone interference, the detection probability is

$$
\begin{equation*}
P_{10}=Q_{1}\left(\sqrt{\frac{2 S}{\mathcal{N}_{1}}}, \frac{\eta}{\sqrt{\mathcal{N}_{1}}}\right) \tag{4-203}
\end{equation*}
$$

If the acquisition tone is absent from a branch, the false-alarm probability when the tone interference is present or absent is

$$
\begin{equation*}
P_{01}=Q_{1}\left(\sqrt{\frac{2 S}{\mathcal{N}_{1}}}, \frac{\eta}{\sqrt{\mathcal{N}_{1}}}\right), \quad P_{00}=\exp \left(-\frac{\eta^{2}}{2 \mathcal{N}_{1}}\right) \tag{4-204}
\end{equation*}
$$

In (4-201) to (4-204), the first subscript is 1 when the acquisition tone is present and 0 otherwise, whereas the second subscript is 1 when interference is present and 0 otherwise.

Suppose that tone interference is absent, but noise interference may be present in some branches. When present, the noise interference in a branch is modeled as a zero-mean Gaussian process with power $\mathcal{N}_{a}$. Then the detection probability when the noise interference is present or absent is

$$
\begin{equation*}
P_{11}=Q_{1}\left(\sqrt{\frac{2 S}{\mathcal{N}_{a}+\mathcal{N}_{t}}}, \frac{\eta}{\sqrt{\mathcal{N}_{a}+\mathcal{N}_{t}}}\right), \quad P_{10}=Q_{1}\left(\sqrt{\frac{2 S}{\mathcal{N}_{t}}}, \frac{\eta}{\sqrt{\mathcal{N}_{t}}}\right) \tag{4-205}
\end{equation*}
$$

respectively. If the acquisition tone is absent from a branch, the false-alarm probability when the noise interference is present or absent is

$$
\begin{equation*}
P_{01}=\exp \left(-\frac{\eta^{2}}{2 \mathcal{N}_{a}+2 \mathcal{N}_{t}}\right), \quad P_{00}=\exp \left(-\frac{\eta^{2}}{2 \mathcal{N}_{t}}\right) \tag{4-206}
\end{equation*}
$$

respectively.
It is convenient to define the function

$$
\begin{equation*}
\beta\left(i, N, m, P_{a}, P_{b}\right)=\sum_{n=0}^{i}\binom{m}{n}\binom{N-m}{i-n} P_{a}^{n}\left(1-P_{a}\right)^{m-n} P_{b}^{i-n}\left(1-P_{b}\right)^{N-m-i+n} \tag{4-207}
\end{equation*}
$$

where $\binom{b}{a}=0$ if $a>b$. Given that $m$ of the $N$ matched-filter branches receive interference of equal power, let the index $n$ represent the number of interfered channels with envelope-detector outputs above $\eta$. If $0 \leq n \leq i$, there are $\binom{m}{n}$ ways to choose $n$ channels out of $m$ and $\binom{N-m}{i-n}$ ways to choose $i-n$ channels with envelope-detector outputs above $\eta$ from among the $N-m$ channels that are not interfered. Therefore, the conditional probability that $D(t)=i$ given that $m$ channels receive interference is

$$
\begin{equation*}
P(D=i \mid m)=\beta\left(i, N, m, P_{h 1}, P_{h 0}\right), \quad h=0,1 \tag{4-208}
\end{equation*}
$$

where $h=1$ if the acquisition tones are present and $h=0$ if they are not. Similarly, given that $m$ of $N$ acquisition channels receive interference, the conditional probability that $L(t)=l$ is

$$
\begin{equation*}
P(L=l \mid m)=\beta\left(l, N, m, P_{h 1}, P_{h 0}\right), \quad h=0,1 . \tag{4-209}
\end{equation*}
$$

If there are $J$ interference signals randomly distributed among a hopset of $M$ frequency channels, then the probability that $m$ out of $N$ matched-filter branches have interference is

$$
\begin{equation*}
P_{m}=\frac{\binom{N}{m}\binom{M-N}{J-m}}{\binom{M}{J}} \tag{4-210}
\end{equation*}
$$

The probability that acquisition is declared at a particular sampling time is

$$
\begin{equation*}
P_{A}=\sum_{m=0}^{\min (N, J)} P_{m} \sum_{l=0}^{N} P(L=l \mid m) \sum_{k=V(l)}^{N} P(D=k \mid m) \tag{4-211}
\end{equation*}
$$

When the acquisition tones are received in succession, the probability of detection is determined from $(4-208)$ to $(4-211)$. The result is

$$
\begin{equation*}
P_{D}=\sum_{m=0}^{\min (N, J)} \frac{\binom{N}{m}\binom{M-N}{J-m}}{\binom{M}{J}} \sum_{l=0}^{N} \beta\left(l, N, m, P_{01}, P_{00}\right) \sum_{k=V(l)}^{N} \beta\left(k, N, m, P_{11}, P_{10}\right) \tag{4-212}
\end{equation*}
$$

For simplicity in evaluating the probability of a false alarm, we ignore the sampling time preceding the peak value of $D(t)$ in Fig. 4.23 because this probability is negligible at that time. Since the acquisition tones are absent, the probability of a false alarm is

$$
\begin{equation*}
P_{F}=\sum_{m=0}^{\min (N, J)} \frac{\binom{N}{m}\binom{M-N}{J-m}}{\binom{M}{J}} \sum_{l=0}^{N} \beta\left(l, N, m, P_{01}, P_{00}\right) \sum_{k=V(l)}^{N} \beta\left(k, N, m, P_{01}, P_{00}\right) \tag{4-213}
\end{equation*}
$$

If there is no interference so that $J=0$, then (4-212) and (4-213) reduce to

$$
\begin{align*}
P_{D} & =\sum_{l=0}^{N}\binom{N}{l} P_{00}^{l}\left(1-P_{00}\right)^{N-1} \sum_{k=V(l)}^{N}\binom{N}{k} P_{10}^{k}\left(1-P_{10}\right)^{N-k}  \tag{4-214}\\
P_{F} & =\sum_{l=0}^{N}\binom{N}{l} P_{00}^{l}\left(1-P_{00}\right)^{N-1} \sum_{k=V(l)}^{N}\binom{N}{k} P_{00}^{k}\left(1-P_{00}\right)^{N-k} \tag{4-215}
\end{align*}
$$

If $D(t)$ and $L(t)$ are sampled once every hop dwell interval, then the false-alarm rate is $P_{F} / T_{h}$.

When tone or noise interference may be present and $S / \mathcal{N}_{1}$ or $S / \mathcal{N}_{t}$ is specified, the normalized channel threshold $\eta / \sqrt{\mathcal{N}_{1}}$ or $\eta / \sqrt{\mathcal{N}_{t}}$ and the adaptation parameter $l_{0}$ are selected to maintain a required $P_{F}$ while maximizing $P_{D}$ in the absence of interference. The best choice is generally $l_{0}=\lfloor N / 2\rfloor$, where $\lfloor x\rfloor$ denotes the largest integer less than or equal to $x$.

Example 3. Suppose that $N=8, P_{F}=10^{-7}$, and the SNR is $S / \mathcal{N}_{1}=$ 10 dB when an acquisition tone is received. A numerical evaluation of (4-215) then yields $\eta / \sqrt{N_{1}}=3.1856$ and $l_{0}=4$ as the parameter values that maintain $P_{F}=10^{-7}$ while maximizing $P_{D}$ in the absence of interference. The nearly identical threshold pair $\eta / \sqrt{N_{1}}=3.1896, l_{0}=4$ is the choice when a fixed comparator threshold $V(t)=l_{0}$ is used instead of the adaptive threshold of (4-192). Various other performance and design issues and the impact of frequency-hopping interference are addressed in [57].

Example 4. Suppose that noise interference with total power $\mathcal{N}_{t o t}$ is uniformly distributed over $J$ of the $N$ matched-filter frequency channels so that $\mathcal{N}_{a}=\mathcal{N}_{t o t} / J$ in each of these $J$ frequency channels. The noise power in each of the $N-J$ other channels is $\mathcal{N}_{t}$. Interference tones are absent, and $N=8$, $M=128$, and $S / \mathcal{N}_{t}=10 \mathrm{~dB}$. To ensure that $P_{F}=10^{-7}$ in the absence of interference, we set $l_{0}=4$ and $\eta / \sqrt{\mathcal{N}_{t}}=3.1856$ when an adaptive comparator threshold is used and set $l_{0}=4$ and $\eta / \sqrt{\mathcal{N}_{t}}=3.1896$ when a fixed comparator threshold is used. Since $P_{D}$ is relatively insensitive to $J$, the effect of $J$ is assessed by examining $P_{F}$. Figure 4.25 depicts $P_{F}$ as a function of $\mathcal{N}_{t o t} / S$, the interference-to-signal ratio. The figure indicates that an adaptive threshold is much more resistant to partial-band interference than a fixed threshold when $\mathcal{N}_{t o t} / S$ is large. When $\mathcal{N}_{t o t} / S<10 \mathrm{~dB}$, the worst-case partial-band interference causes a considerably higher $P_{F}$ than full-band interference. It is found that multitone jamming tends to produce fewer false alarms than noise interference of equal power.


Figure 4.25: False-alarm probability of matched-filter acquisition system for frequency-hopping signals


Figure 4.26: Serial-search acquisition system for frequency-hopping signals

## Serial-Search Acquisition

As illustrated by Fig. 4.26, a serial-search acquisition system for frequencyhopping signals tests acquisition by using a locally generated frequency-hopping pattern to downconvert the received frequency-hopping pattern to a fixed intermediate frequency and then comparing the output of a radiometer or energy detector (Section 10.2) to a threshold. If the threshold is exceeded, the test passes; if not, the test fails. The energy detector comprises a squarer, analog-to-digital converter, and a summer of sample values. A trial alignment of the frequency-hopping pattern synthesized by the receiver with the received pattern is called a cell. If a cell passes certain tests, acquisition is declared and the tracking system is activated. When acquisition is declared, the search control system applies a constant input to a voltage-controlled clock that maintains the timing of the pattern generator so that the receiver-generated pattern nearly coincides with the received frequency-hopping pattern. The dehopped signal at the output of the bandpass filter is applied to the demodulator. If a cell does not pass the tests, it is rejected. A new candidate cell is produced when the search control system sends a signal to the voltage-controlled clock that causes it to advance or delay the reference pattern synthesized by the receiver relative to the received pattern.

A number of search techniques are illustrated in Fig. 4.27, which depicts successive frequencies in the received pattern and six possible receiver-generated patterns. The small arrows indicate test times at which cells are usually rejected, and the large arrows indicate typical times at which the search-mode test is passed and subsequent verification testing begins. The step size, which is the separation in hop durations between cells, is denoted by $\Delta$.

Techniques (a) and (b) entail inhibiting the pattern-generator clock after each unsuccessful test. Technique (c) is the same as technique (b) but extends the test duration to 3 hops. Technique (d) advances the reference pattern by skipping frequencies in the pattern after each unsuccessful test. The inhibiting or advancing of techniques (a) to (d) or an alternation of them continues until the search-mode test is passed.

The small-misalignment technique (e) is effective when there is a high probability that the reference and received patterns are within $r$ hops of each other, which usually is true immediately after the tracking system loses lock. The pattern generator temporarily forces the reference pattern to remain at a frequency for $2 r+1$ hop intervals extending both before and after the interval in which the frequency would ordinarily be synthesized. If the misalignment is less than $r$ hops relative to the central hop of the reference pattern, then the search-mode test is passed within $2 r+1$ hop durations. In the figure, $r=1$, the initial misalignment is one-half hop duration, and we assume that the first time the reference and received frequencies coincide, detection fails, but the second time results in a detection.

The wait technique (f) entails waiting at a fixed reference frequency until this frequency is received. The reference frequency is determined from the estimated timing uncertainty, key bits, and time-of-day (TOD) bits (Section 3.1) but must be periodically shifted so that neither fading nor interference in any particular

| f2 | f3 | f4 | f5 | f6 | f7 | f8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


(a) Inhibit clock, $\Delta=1 / 2$
(b) Inhibit clock, $\Delta=1$
(c) 3 Hops per test, $\Delta=1$
(d) Skip hops, $\Delta=1$
(e) Small misalignment
(f) Wait, $\Delta=1$

Figure 4.27: Search techniques for acquisition
frequency channel prevents acquisition. If no acquisition verification occurs within a specified time interval, then the reference frequency must be changed. The wait technique results in a rapid search if the reference frequency can be selected so that it has an unambiguous position within the frequency-hopping pattern and is soon reached.

When the period of the frequency-hopping pattern is large, special measures may be used to reduce the timing uncertainty during an initial system acquisition. A reduced hopset with a short pattern period may be used temporarily to reduce the timing uncertainty and hence the acquisition time. In a network, a separate communication channel or cueing frequency may provide the TOD bits to subscribers.

The synchronization-channel technique assigns a set of dedicated synchronization frequencies and periodically selects one of them during an initial system acquisition. Prior to acquisition, the receiver waits at the selected synchronization frequency until a received signal is detected at that frequency, whereas the transmitted signal periodically hops among the dedicated synchronization frequencies. When the transmitted frequency matches the selected synchronization frequency, the demodulated and decoded data bits indicate the TOD bits of the transmitter and other information that facilitates acquisition of the timing. Once initial system acquisition is declared by the receiver and the transmitter is informed or a specified time duration expires, the transmitter begins to use the frequency-hopping pattern for communication.

The search control system determines the timing, thresholds, and logic of the tests to be conducted before acquisition is declared and the tracking system is activated. The details of the search control strategy determine the statistics of the acquisition time. The control system is usually a multiple-dwell system that uses an initial test with one of the search techniques to quickly eliminate improbable cells. Subsequent tests are used for verification testing of cells that pass the initial test. The multiple-dwell strategy may be a consecutive-count strategy, in which a failed test causes a cell to be immediately rejected, or an up-down strategy, in which a failed test causes a repetition of a previous test. The up-down strategy is preferable when the interference or noise level is high [76].

Since acquisition for frequency-hopping signals is analogous to acquisition for direct-sequence signals, the statistical description of acquisition given in Section 4.3 is applicable if a chip interval is interpreted as a hop dwell interval. Only the specific equations of the detection and false-alarm probabilities $P_{d}$ and $P_{f}$ are different. For example, consider a single-dwell system with a uniform search, a uniform a priori correct-cell location distribution, two independent correct cells with the common detection probability $P_{d}$, and $q_{h}$ cells. By analogy with (4-118), the NMAT is

$$
\begin{equation*}
N M A T=\frac{\bar{T}_{a}}{C_{h} T_{h}}=\left(\frac{2-P_{D}}{2 P_{D}}\right) \frac{q_{h}}{C_{h}}\left(N+K_{h} P_{F}\right) \tag{4-216}
\end{equation*}
$$

where $N$ is the number of hops per test, $K_{h}$ is the number of hop durations in the mean penalty time, $C_{h}$ is the number of hop durations in the timing uncertainty, $q_{h} \gg 1, P_{D}=2 P_{d}-P_{d}^{2}$, and $P_{F}=P_{f}$. For step size $\Delta=1, q_{h} / C_{h}=1$; for $\Delta=1 / 2, q_{h} / C_{h}=2$.

Even if the detector integration is over several hop intervals, strong interference or deep fading over a single hop interval can cause a false alarm with high probability. This problem is mitigated by making a hard decision after integrating over each hop interval. After $N$ decisions, a test for acquisition is passed or failed if the comparator threshold has been exceeded $l_{0}$ or more times out of $N$. Let $P_{d p}$ and $P_{d a}$ denote the probabilities that the comparator threshold is exceeded at the end of a hop interval when the correct cell is tested and interference is present and absent, respectively. Let $P_{d}$ denote the probability that an acquisition test is passed when the correct cell is tested. If there is a single correct cell, then the detection probability is $P_{D}=P_{d}$; if there are two independent correct cells, then $P_{D}=2 P_{d}-P_{d}^{2}$. If $J$ denotes the number of frequency channels with interference, and each of the $N$ frequency channels in a test is distinct, then $(4-210)$ gives the probability that $m$ of the $N$ hops encounters interference when $J$ of the $M$ hopset frequencies are interfered. Therefore, when a correct cell is tested, the detection probability is

$$
\begin{equation*}
P_{d}=\sum_{m=0}^{\min (N, J)} \frac{\binom{N}{m}\binom{M-N}{J-m}}{\binom{M}{J}} \sum_{l=l_{0}}^{N} \beta\left(l, N, m, P_{d p}, P_{d a}\right) \tag{4-217}
\end{equation*}
$$

where $l_{0} \geq 1$. Similarly, the false-alarm probability when an incorrect cell is tested is

$$
\begin{equation*}
P_{F}=\sum_{m=0}^{\min (N, J)} \frac{\binom{N}{m}\binom{M-N}{J-m}}{\binom{M}{J}} \sum_{l=l_{0}}^{N} \beta\left(l, N, m, P_{f p}, P_{f a}\right) \tag{4-218}
\end{equation*}
$$

where $P_{f p}$ and $P_{f a}$ are the probabilities that the threshold is exceeded when a single hard decision is made and interference is present or absent, respectively. A suitable choice for $l_{0}$ is $\lfloor N / 2\rfloor$. Since the serial-search system of Fig. 4.25 has an embedded radiometer, the performance analysis of the radiometer given in Section 10.2 can be used to obtain expressions for $P_{d p}, P_{d a}, P_{f p}$, and $P_{f a}$.

Although a large step size limits the number of incorrect cells that must be tested before the correct cell is tested, it causes a loss in the average signal energy in the integrator output of Fig. 4.26 when a correct cell is tested. Let $\tau_{e}$ denote the delay of the reference pattern relative to the received pattern. If we set $T_{0}$ equal to the hop dwell time $T_{d}$ and set the time variable equal to $\tau_{e}$, then Fig. 4.2 depicts the idealized output amplitude for a single pulse of the received and reference signals in the absence of noise. Suppose that one tested cell has $\tau_{e}=-x$, where $0 \leq x \leq \Delta T_{h}, T_{h}$ is the hop duration, and $0<\Delta<1$. The next tested cell has $\tau_{e}=\Delta T_{h}-x$ following a cell rejection. The largest amplitude of the integrator output occurs when $\left|\tau_{e}\right|=y$, where

$$
\begin{equation*}
y=\min \left(x, \Delta T_{h}-x\right), \quad 0 \leq x<\Delta T_{h} \tag{4-219}
\end{equation*}
$$

Assuming that $x$ is uniformly distributed over $\left(0, \Delta T_{h}\right), y$ is uniformly distributed over ( $0, \Delta T_{h} / 2$ ). Therefore,

$$
\begin{equation*}
E[y]=\frac{\Delta T_{h}}{4}, \quad E\left[y^{2}\right]=\frac{\Delta^{2} T_{h}^{2}}{12} \tag{4-220}
\end{equation*}
$$

The cell for which $\left|\tau_{e}\right|=y$ is the correct cell or one of them. If the output function approximates the triangular shape depicted in the figure, its amplitude when $\left|\tau_{e}\right|=y$ is

$$
\begin{equation*}
A=A_{\max }\left(1-\frac{y}{T_{d}}\right) \tag{4-221}
\end{equation*}
$$

Therefore, when the correct cell with $\left|\tau_{e}\right|=y$ is tested, the average signal energy in the integrator output is attenuated by the factor

$$
\begin{equation*}
E\left[\left(1-\frac{y}{T_{d}}\right)^{2}\right]=1-\frac{\Delta T_{h}}{2 T_{d}}+\frac{\Delta^{2} T_{h}^{2}}{12 T_{d}^{2}} \tag{4-222}
\end{equation*}
$$

which indicates the loss due to the misalignment of patterns. For example, if $T_{d}=0.9 T_{h}$, then (4-222) indicates that the average loss is 1.26 dB when $\Delta=1 / 2$; if $\Delta=1$, then the loss is 2.62 dB . These losses should be taken into account when calculating $P_{d p}$ and $P_{d a}$.

The serial-search acquisition of frequency-hopping signals is faster than the acquisition of direct-sequence signals because the hop duration is much greater than a spreading-sequence chip duration for practical systems. Given the same timing uncertainty, fewer cells have to be searched to acquire frequency-hopping signals because each step covers a larger portion of the region.
(a)

(b)


Figure 4.28: Early-late (a) system and (b) signals


Figure 4.29: Discriminator characteristic of early-late system

## Pattern Tracking

The acquisition system ensures that the receiver-synthesized frequency-hopping pattern is aligned in time with the received pattern to within a fraction of a hop duration. The pattern-tracking system must provide a fine synchronization by reducing the residual misalignment after acquisition. The pattern tracking in frequency-hopping systems is provided by the noncoherent early-late system [77], which resembles the tau-dither loop. The early-late system is shown in Fig. 4.28 along with the ideal associated waveforms for a typical example in which there is a single carrier frequency during a hop dwell interval. The voltage-controlled clock (VCC), pattern generator, and frequency synthesizer are shared with the acquisition system.

The bandpass filter has a center frequency equal to the intermediate frequency $f_{i}$. In the absence of noise, the bandpass-filter output and hence the positive envelope-detector output $v(t)$ are significant only when the received frequency-hopping signal $r(t)$ and the receiver-generated frequency-hopping replica $r_{1}(t)$ are offset in frequency by $f_{i}$. As illustrated in Fig. 4.28, the fraction of time that $v(t)$ is positive decreases with increases in $\epsilon(t)$, the normalized delay of $r_{1}(t)$ relative to $r(t)$. The gating signal $g(t)$ is a square-wave clock signal at the hop rate with transitions from -1 to +1 that control the frequency transitions of $r_{1}(t)$. The early-late gate functions as a mixer with output $u(t)=v(t) g(t)$. The narrowband loop filter blocks noise and produces an error signal that is approximately equal to the average value of $u(t)$ over one period of $g(t)$.

The error signal is proportional to the discriminator characteristic $S(\epsilon)$, which is a function of $\epsilon(t)$. The discriminator characteristic is plotted in Fig. 4.28 for an ideal loop filter. For the typical waveforms illustrated in Fig. 4.29, $\epsilon(t)$ is positive and so is $S(\epsilon)$. Therefore, the voltage-controlled clock (VCC) increases the transition rate of the gating signal, which will bring $r_{1}(t)$ into better time alignment with $r(t)$.

### 4.9 Problems

1. Prove that for a random variable $Y$ and a random variable $X$ with distribution function $F(x)$, the relation $\int \operatorname{var}(Y \mid X=x) d F(x)=\operatorname{var}(Y)$ is not true in general. If it were, then the variance of the acquisition time $\sigma_{a}^{2}$ could be simplified. Give a sufficient condition under which this relation is valid.
2. Consider a uniform search with a uniform a priori distribution for the location of the correct cell. (a) What is the average number of sweeps through the timing uncertainty during acquisition? (b) For a large number of cells, calculate an upper bound on $P\left(T_{a}>c \overline{T_{a}}\right)$ as a function of $P_{D}$ for $c>1$. (c) For a large number of cells to be searched, show that the standard deviation of the acquisition time satisfies $\frac{\overline{T_{a}}}{\sqrt{3}} \leq \sigma_{a} \leq \overline{T_{a}}$.
3. Derive (4-40) for a consecutive-count double-dwell system by first expressing $T_{12}$ as a conditional expectation and then enumerating the possible values of $T_{12}$ and their conditional probabilities.
4. Derive (4-52) for an up-down double-dwell system by using a method similar to the one used in deriving $\bar{T}_{22}$.
5. Consider a lock detector with equal detection probabilities, equal falsealarm probabilities, and equal test durations. Use recursive relations to find $\overline{T_{h}}$ and $\overline{T_{p}}$ if (a) the lock detector uses a consecutive-count doubledwell system, and (b) the lock detector maintains lock if either of the two consecutive tests is passed.
6. Assume that the correct cell number $C$ has a uniform distribution and the rewinding time is negligible. Derive the difference between $\bar{T}_{a}$ for the uniform search and $\bar{T}_{a}$ for the broken-center Z search.
7. For the acquisition correlator, prove that $N_{c}$ and $N_{s}$ are statistically independent and verify (4-97).
8. Justify the approximation of $V_{0}$ by (4-105). Calculate the variances of $X=N_{t}^{2}$ and $Y=g^{2}(\epsilon)+K$. Then show that (4-100) is satisfied.
9. Justify the approximation of $V_{1}$ by (4-114). Calculate the variances of $X$ and $Y$ given by (4-112) and (4-113). Then show that (4-100) is satisfied.
10. The Cramer-Rao inequality (F-60) in Appendix F. 4 provides a means of assessing the tradeoff between the observation time required to make an unbiased frequency estimate and the standard deviation of the estimate. Suppose that the received pilot signal is $\sqrt{2 \mathcal{E}_{s} / T_{s}} \cos 2 \pi f t$ over the interval $[0, T]$, where $T$ is time required to estimate $f$. The white Gaussian noise has PSD equal to $N_{0} / 2$. The desired standard deviation of the frequency estimate is $1 \mathrm{kHz}, \mathcal{E}_{s} / N_{0}=10 \mathrm{~dB}$, and $T_{s}=10 \mu \mathrm{~s}$. Assume that $2 \pi f T \gg 1$ so that an integral can be approximated. What is the lower bound on $T$ ?
11. Compare the NMAT for a frequency-hopping system given by (4-216) with the NMAT for a direct-sequence system given by (4-118) when the penalty times and test durations for both systems are equal. Under the latter condition, it is reasonable to assume that $P_{D}$ and $P_{F}$ are roughly equal for both systems. With these assumptions, what is the ratio of the direct-sequence NMAT to the frequency-hopping NMAT? What is the physical reason for the advantage of frequency hopping?
12. Consider the serial-search acquisition of frequency-hopping signals with $J=0$. Reduce (4-217) to a single summation and simplify. Could the result have been derived directly?
13. Use (4-217) and (4-218) to derive $P_{d}$ and $P_{F}$ for serial-search acquisition of frequency-hopping signals when a single acquisition tone is used. Could the results have been derived directly?

## Chapter 5

## Adaptive Filters and Arrays

Adaptive filters and adaptive arrays have numerous applications as components of communication systems. This chapter covers the principal adaptive filters and adaptive arrays that are amenable to exploiting the special spectral characteristics of spread-spectrum signals to enable interference suppression beyond that inherent in the despreading or dehopping. Adaptive filters for the rejection of narrowband interference or primarily for the rejection of wideband interference are presented. The LMS, normalized LMS, and Frost algorithms are derived, and conditions for the convergence of their mean weight vectors are determined. Adaptive arrays for both direct-sequence systems and frequencyhopping systems are described and shown to potentially provide a very high degree of interference suppression.

### 5.1 Real and Complex Gradients

## Real Gradients

Let $\mathcal{R}$ denote the set of real numbers, $\mathcal{R}^{n}$ denote the set of $n \times 1$ vectors with real components, and the superscript $T$ denote the transpose. If the function $f: \mathcal{R}^{n} \rightarrow \mathcal{R}$ is differentiable with respect to the $n \times 1$ vector $\mathbf{x}=\left[x_{1} x_{2} \ldots x_{n}\right]^{T}$, then the gradient of $f$ is defined as

$$
\nabla_{x} f(\mathbf{x})=\left[\begin{array}{cc}
\frac{\partial f}{\partial x_{1}} & \frac{\partial f}{\partial x_{2}} \ldots \frac{\partial f}{\partial x_{n}} \tag{5-1}
\end{array}\right]^{T}
$$

which is a function from $\mathcal{R}^{n}$ to $\mathcal{R}^{n}$. Let $\mathbf{A}$ denote an $n \times n$ matrix, and let $\mathbf{y}$ denote an $n \times 1$ vector. Using the vector and matrix components and the chain
rule, we find that

$$
\begin{align*}
\nabla_{x}\left[\mathbf{y}^{T} \mathbf{x}\right] & =\nabla_{x}\left[\mathbf{x}^{T} \mathbf{y}\right]=\mathbf{y}  \tag{5-2}\\
\nabla_{x}\left[\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right] & =\left(\mathbf{A}+\mathbf{A}^{T}\right) \mathbf{x} \tag{5-3}
\end{align*}
$$

and if $\mathbf{A}$ is a symmetric matrix, then $\nabla_{x}\left[\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right]=2 \mathbf{A} \mathbf{x}$.

## Complex Gradients

One can define a complex variable in $\mathcal{R}^{2}$ as a two-dimensional vector of its real and imaginary parts. One can then define a differentiable function from $\mathcal{R}^{2}$ into itself in the usual manner without any allusion to the Cauchy-Riemann conditions. Instead, one can define a complex variable as a single variable subject to complex arithmetic. Then an analytic function may be defined, provided that the Cauchy-Riemann conditions are satisfied. The benefits of analytic functions are their useful properties, but they are a much more restricted set of functions than the set of differentiable functions from $\mathcal{R}^{2}$ into itself.

Let $\mathcal{C}$ denote the set of complex numbers. The complex variable $z$ may be expressed in terms of its real and imaginary parts as $z=x+j y$, where $j=\sqrt{-1}$. Similarly, the complex function $f(z): \mathcal{C} \rightarrow \mathcal{C}$ may be expressed as

$$
\begin{equation*}
f(z)=u(x, y)+j v(x, y) \tag{5-4}
\end{equation*}
$$

where $u(x, y)$ and $v(x, y)$ are real-valued functions. A complex function $f(z)$ defined in a neighborhood of the point $z_{0}$ has a derivative at $z_{0}$ defined by

$$
\begin{equation*}
f^{\prime}\left(z_{0}\right)=\lim _{\Delta z \rightarrow 0} \frac{f\left(z_{0}+\Delta z\right)-f\left(z_{0}\right)}{\Delta z} \tag{5-5}
\end{equation*}
$$

if the limit exists and is the same when $z$ approaches $z_{0}$ along any path in the complex plane. The complex function $f(z)$ is analytic in a domain if $f(z)$ is differentiable at all points of the domain. If $f(z)$ is analytic in a domain, then the first partial derivatives of $u(x, y)$ and $v(x, y)$ exist and satisfy the Cauchy-Riemann conditions:

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x} \tag{5-6}
\end{equation*}
$$

Conversely, if the real-valued functions $u(x, y)$ and $v(x, y)$ have continuous first partial derivatives that satisfy the Cauchy-Riemann equations in a domain, then $f(z)=u(x, y)+j v(x, y)$ is analytic in that domain [5].

To establish the necessity of the Cauchy-Riemann conditions, let $\Delta z=$ $\Delta x+j \Delta y$ and $\Delta f=f\left(z_{0}+\Delta z\right)-f\left(z_{0}\right)=\Delta u+j \Delta v$. Then

$$
\begin{equation*}
\frac{\Delta f}{\Delta z}=\frac{\Delta u+j \Delta v}{\Delta x+j \Delta y} \tag{5-7}
\end{equation*}
$$

Consider $\Delta z \rightarrow 0$ by two different approaches. If we set $\Delta y=0$ and let $\Delta x \rightarrow 0$, then

$$
\begin{equation*}
\lim _{\Delta z \rightarrow 0} \frac{\Delta f}{\Delta z}=\frac{\partial u}{\partial x}+j \frac{\partial v}{\partial x} \tag{5-8}
\end{equation*}
$$

whereas if we set $\Delta x=0$ and let $\Delta y \rightarrow 0$, then

$$
\begin{equation*}
\lim _{\Delta z \rightarrow 0} \frac{\Delta f}{\Delta z}=-j \frac{\partial u}{\partial y}+\frac{\partial v}{\partial y} \tag{5-9}
\end{equation*}
$$

The definition of the derivative of a complex function requires that both limits must be identical. Equating the real and imaginary parts yields the CauchyRiemann conditions. Similar proofs establish the same differentiation rules as the standard ones in the calculus of real variables. Thus, the derivatives of sums, products, and quotients of differentiable functions are the same. The chain rule, the derivative of an exponential function, and the derivative of a variable raised to a power are the same.

Although they have many applications, analytic functions are inadequate for some scientific and engineering applications because frequently the functions of interest are functions of both $z$ and its complex conjugate $z^{*}$. A difficulty occurs because $f(z)=z^{*}$ is not an analytic function of $z$, as verified by observing that the Cauchy-Riemann conditions are not satisfied. To remove this problem, the complex function $g\left(z, z^{*}\right)$ is not required to be analytic with respect to $z=x+j y$ but is regarded as a function of $x$ and $y$, and a second type of derivative is defined.

A complex function $f\left(z^{*}\right)$ defined in a neighborhood of the point $z_{0}^{*}$ has a derivative at $z_{0}^{*}$ with respect to $z^{*}$ defined by

$$
\begin{equation*}
f^{\prime}\left(z_{0}^{*}\right)=\lim _{\Delta z^{*} \rightarrow 0} \frac{f\left(z_{0}^{*}+\Delta z^{*}\right)-f\left(z_{0}^{*}\right)}{\Delta z^{*}} \tag{5-10}
\end{equation*}
$$

if the limit exists and is the same when $z^{*}$ approaches $z_{0}^{*}$ along any path in the complex plane. The complex function $f\left(z^{*}\right)$ is analytic with respect to $z^{*}$ in a domain if $f\left(z^{*}\right)$ is differentiable at all points of the domain. A calculation of the right-hand side of $(5-10)$ for two different paths indicates that if $f\left(z^{*}\right)=$ $u(x, y)+j v(x, y)$ is analytic with respect to $z^{*}$ in a domain, then the first partial derivatives of $u(x, y)$ and $v(x, y)$ exist and satisfy the conditions

$$
\begin{equation*}
\frac{\partial u}{\partial x}=-\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=\frac{\partial v}{\partial x} \tag{5-11}
\end{equation*}
$$

Conversely, if the real-valued functions $u(x, y)$ and $v(x, y)$ have continuous first partial derivatives that satisfy these equations in a domain, then $f\left(z^{*}\right)=$ $u(x, y)+j v(x, y)$ is analytic with respect to $z^{*}$ in that domain. Again, the derivatives of sums, products, and quotients of differentiable functions are the same as usual. The chain rule, the derivative of an exponential function, and the derivative of a variable raised to a power are the same. The function $f\left(z^{*}\right)=z$ is not an analytic function of $z^{*}$, as verified by observing that the conditions (5-11) are not satisfied.

The complex function $g\left(z, z^{*}\right)$ is called an analytic function of $z$ and $z^{*}$ if $g\left(z, z^{*}\right)$ is an analytic function of $z$ when $z^{*}$ is held constant and an analytic function of $z^{*}$ when $z$ is held constant. Since $z$ and $z^{*}$ are distinct functions of the $x$ and $y$, the chain rule can be used to evaluate partial derivatives of $g\left(z, z^{*}\right)$
with respect to $x$ and $y$. Since $z=x+j y$,

$$
\begin{equation*}
\frac{\partial z}{\partial x}=1, \quad \frac{\partial z}{\partial y}=j, \quad \frac{\partial z^{*}}{\partial x}=1, \quad \frac{\partial z^{*}}{\partial y}=-j \tag{5-12}
\end{equation*}
$$

The chain rule then implies that an analytic function of $z$ and $z^{*}$ has partial derivatives

$$
\begin{align*}
& \frac{\partial g}{\partial x}=\frac{\partial g}{\partial z}+\frac{\partial g}{\partial z^{*}}  \tag{5-13}\\
& \frac{\partial g}{\partial y}=j \frac{\partial g}{\partial z}-j \frac{\partial g}{\partial z^{*}} \tag{5-14}
\end{align*}
$$

from which it follows that the partial derivatives of $g\left(z, z^{*}\right)$ with respect to $z$ and $z^{*}$ are

$$
\begin{align*}
\frac{\partial g}{\partial z} & =\frac{1}{2}\left(\frac{\partial g}{\partial x}-j \frac{\partial g}{\partial y}\right)  \tag{5-15}\\
\frac{\partial g}{\partial z^{*}} & =\frac{1}{2}\left(\frac{\partial g}{\partial x}+j \frac{\partial g}{\partial y}\right) \tag{5-16}
\end{align*}
$$

These derivatives might not exist if $g\left(z, z^{*}\right)$ had been required to be analytic only with respect to $z$ or with respect to $z^{*}$.

Let $\mathcal{C}^{n}$ denote the set of $n \times 1$ vectors with complex components. Let $g\left(\mathbf{z}, \mathbf{z}^{*}\right)$ denote a function of $\mathbf{z} \in \mathcal{C}^{n}$ and its complex conjugate $\mathbf{z}^{*} \in \mathcal{C}^{n}$. The function $g\left(\mathbf{z}, \mathbf{z}^{*}\right)$ is an analytic function of $\mathbf{z}$ and $\mathbf{z}^{*}$ if $g\left(\mathbf{z}, \mathbf{z}^{*}\right)$ is an analytic function of each component $z_{i}$ when $\mathbf{z}^{*}$ is held constant and an analytic function of each component $z_{i}^{*}$ when $\mathbf{z}$ is held constant. Let $z_{i}, x_{i}$, and $y_{i}, i=1,2, \ldots, n$, denote the components of the $n \times 1$ column vectors $\mathbf{z}, \mathbf{x}$, and $\mathbf{y}$, respectively, where $\mathbf{z}=\mathbf{x}+j \mathbf{y}$. The complex gradient of $g\left(\mathbf{z}, \mathbf{z}^{*}\right)$ with respect to the $n$-dimensional complex vector $\mathbf{z}$ is defined as the column vector $\nabla_{\mathbf{z}} g$ with components $\partial g / \partial z_{i}, i=1,2, \ldots, n$. Similarly, $\nabla_{x} g$ and $\nabla_{y} g$ are the $n \times 1$ gradient vectors with respect to the real-valued vectors $\mathbf{x}$ and $\mathbf{y}$, respectively. The complex gradient of $g\left(\mathbf{z}, \mathbf{z}^{*}\right)$ with respect to the $n$-dimensional complex vector $\mathbf{z}^{*}$ is defined as the column vector $\nabla_{z^{*}} g\left(\mathbf{z}, \mathbf{z}^{*}\right)$ with components $\partial g / \partial z_{i}^{*}, i=1,2, \ldots, n$. Applying (5-15) and (5-16), we obtain

$$
\begin{align*}
\nabla_{z} g\left(\mathbf{z}, \mathbf{z}^{*}\right) & =\frac{1}{2}\left[\nabla_{x} g\left(\mathbf{z}, \mathbf{z}^{*}\right)-j \nabla_{y} g\left(\mathbf{z}, \mathbf{z}^{*}\right)\right]  \tag{5-17}\\
\nabla_{z^{*}} g\left(\mathbf{z}, \mathbf{z}^{*}\right) & =\frac{1}{2}\left[\nabla_{x} g\left(\mathbf{z}, \mathbf{z}^{*}\right)+j \nabla_{y} g\left(\mathbf{z}, \mathbf{z}^{*}\right)\right] \tag{5-18}
\end{align*}
$$

Application of (5-17) and (5-18) indicates that if $\mathbf{b}$ is an $n \times 1$ vector and $\mathbf{A}$ is an $n \times n$ matrix, then

$$
\begin{align*}
& \nabla_{\mathbf{z}}\left(\mathbf{z}^{H} \mathbf{b}\right)=\mathbf{0}, \quad \nabla_{\mathbf{z}}\left(\mathbf{z}^{H} \mathbf{A} \mathbf{z}\right)=\mathbf{A}^{T} \mathbf{z}^{*}  \tag{5-19}\\
& \nabla_{z^{*}}\left(\mathbf{b}^{H} \mathbf{z}\right)=\mathbf{0}, \quad \nabla_{z^{*}}\left(\mathbf{z}^{H} \mathbf{A} \mathbf{z}\right)=\mathbf{A} \mathbf{z} \tag{5-20}
\end{align*}
$$

where the superscript $H$ denotes the conjugate transpose. As desired, (5-19) is the result obtained if $\mathbf{z}^{*}$ is held constant while calculating the gradient with respect to $\mathbf{z}$, and (5-20) is the result obtained if $\mathbf{z}$ is held constant while calculating the gradient with respect to $\mathbf{z}^{*}$.

As a one-dimensional example, consider the real-valued function $f(z)=$ $|z|^{2}=x^{2}+y^{2}$. The Cauchy-Riemann equations are not satisfied, so $f(z)$ is not an analytic function of $z$. However, the function $g\left(z, z^{*}\right)=z z^{*}$ is an analytic function of $z$ and $z^{*}$. Applying (5-19) and (5-20), we obtain

$$
\begin{equation*}
\frac{\partial g\left(z, z^{*}\right)}{\partial z}=z^{*}, \frac{\partial g\left(z, z^{*}\right)}{\partial z^{*}}=z \tag{5-21}
\end{equation*}
$$

which could also be calculated using (5-15) and (5-16). In contrast, if $f(z)=$ $g\left(z, z^{*}\right)=z^{2}$, then

$$
\begin{equation*}
\frac{\partial g\left(z, z^{*}\right)}{\partial z}=2 z, \frac{\partial g\left(z, z^{*}\right)}{\partial z^{*}}=0 \tag{5-22}
\end{equation*}
$$

### 5.2 Adaptive Filters

## Optimal Weight Vector

Adaptive filters $[23,29,35,86]$ are linear filters with weight vectors that respond to the filter input and approximate optimal weight vectors. Let $\mathbf{x}(k)$ and $d(k)$ denote the $N \times 1$ input vector and the desired response, respectively, at discretetime $k$, which represents a sampling time. Let $\mathbf{w}(k)$ denote the weight vector of the adaptive filter,

$$
\begin{equation*}
y(k)=\mathbf{w}^{H}(k) \mathbf{x}(k) \tag{5-23}
\end{equation*}
$$

denote the adaptive-filter output, and

$$
\begin{equation*}
\epsilon(k)=d(k)-y(k)=d(k)-\mathbf{w}^{H}(k) \mathbf{x}(k) \tag{5-24}
\end{equation*}
$$

denote the estimation error. The derivation of the optimal filter weights that provide an estimate of the desired signal depends on the specification of a performance criterion or estimation procedure. Estimators may be derived by using the maximum-a-posteriori or the maximum-likelihood criteria, but the standard application of these criteria includes the restrictive assumption that any interference in $\mathbf{x}(k)$ has a Gaussian distribution. Unconstrained estimators that depend only on the second-order moments of $\mathbf{x}(k)$ can be derived by using other performance criteria.

The most widely used method of estimating the desired signal is based on the minimization of the mean-square error, which is proportional to the mean power in the estimation error. The conditional expected value of $|\epsilon|^{2}$ given that $\mathbf{w}(\mathbf{k})=\mathbf{w}$ is

$$
\begin{align*}
E\left[|\epsilon(k)|^{2} \mid \mathbf{w}\right] & =E\left[\left(d(k)-\mathbf{w}^{H} \mathbf{x}(k)\right)\left(d(k)-\mathbf{w}^{H} \mathbf{x}(k)\right)^{H} \mid \mathbf{w}\right] \\
& =E\left[|d(k)|^{2}\right]-\mathbf{w}^{H} \mathbf{R}_{x d}-\mathbf{R}_{x d}^{H} \mathbf{w}+\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w} \tag{5-25}
\end{align*}
$$

where the correlation matrix of $\mathbf{x}(k)$ is the $N \times N$ Hermitian positive-semidefinite matrix (Appendix G)

$$
\begin{equation*}
\mathbf{R}_{x}=E\left[\mathbf{x}(k) \mathbf{x}^{H}(k)\right] \tag{5-26}
\end{equation*}
$$

and the $N \times 1$ cross-correlation vector is

$$
\begin{equation*}
\mathbf{R}_{x d}=E\left[\mathbf{x}(k) d^{*}(k)\right] \tag{5-27}
\end{equation*}
$$

In terms of its real part $\mathbf{w}_{R}$, and its imaginary part $\mathbf{w}_{I}$, a complex weight vector is defined as

$$
\begin{equation*}
\mathbf{w}=\mathbf{w}_{R}+j \mathbf{w}_{I} . \tag{5-28}
\end{equation*}
$$

We define $\nabla_{w *}, \nabla_{w r}$, and $\nabla_{w i}$ as the gradients with respect to $\mathbf{w}^{*}, \mathbf{w}_{R}$, and $\mathbf{w}_{I}$, respectively. Equation (5-25) indicates that $E\left[|\epsilon(k)|^{2} \mid \mathbf{w}\right]$ is an analytic function of $\mathbf{w}$ and $\mathbf{w}^{*}$. Since (5-18) indicates that $\nabla_{w r} g=0$ and $\nabla_{w i} g=0$ imply that $\nabla_{w *} g=0$, a necessary condition for the optimal weight is obtained by setting $\nabla_{w *} E\left[|\epsilon(k)|^{2} \mid \mathbf{w}\right]=\mathbf{0}$. Equation (5-25) yields

$$
\begin{equation*}
\nabla_{w *} E\left[|\epsilon(k)|^{2} \mid \mathbf{w}\right]=\mathbf{R}_{x} \mathbf{w}-\mathbf{R}_{x d} \tag{5-29}
\end{equation*}
$$

Assuming that the Hermitian positive-semidefinite matrix $\mathbf{R}_{x}$ is positive definite and hence nonsingular (Appendix G), the necessary condition provides the Wiener-Hopf equation for the optimal weight vector:

$$
\begin{equation*}
\mathbf{w}_{0}=\mathbf{R}_{x}^{-1} \mathbf{R}_{x d} \tag{5-30}
\end{equation*}
$$

Equations (5-25) and (5-30) imply that

$$
\begin{equation*}
E\left[|\epsilon(k)|^{2} \mid \mathbf{w}\right]=\epsilon_{m}^{2}+\left(\mathbf{w}-\mathbf{w}_{0}\right)^{H} \mathbf{R}_{x}\left(\mathbf{w}-\mathbf{w}_{0}\right) \tag{5-31}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{m}^{2}=E\left[|d(k)|^{2}\right]-\mathbf{R}_{x d}^{H} \mathbf{R}_{x}^{-1} \mathbf{R}_{x d} \tag{5-32}
\end{equation*}
$$

Since $\mathbf{R}_{x}$ is positive definite, the second term on the right side of (5-31) is positive if $\mathbf{w} \neq \mathbf{w}_{0}$. Therefore, the Wiener-Hopf equation provides a unique optimal weight vector, and $\epsilon_{m}^{2}$ is the minimum mean-square error.

## Method of Steepest Descent

The implementation of the Wiener-Hopf equation requires the computation of the inverse matrix $\mathbf{R}_{x}^{-1}$. Since time-varying signal statistics may require frequent computations of $\mathbf{R}_{x}^{-1}$, adaptive algorithms not entailing matrix inversion are advantageous. The method of steepest descent is an iterative method for solving the optimization problem by making successive estimates that improve with each iteration.

Consider the real-valued performance measure $P(\mathbf{w})$ that is to be recursively minimized by successive values of a real-valued weight vector $\mathbf{w}$. Let $\nabla_{w} P(\mathbf{w})$
denote the $N \times 1$ gradient vector with respect to $\mathbf{w}$. If $P(\mathbf{w})$ is a continuously differentiable function, $\mathbf{u}$ is an $N \times 1$ unit vector, and $t$ is a scalar, then

$$
\begin{equation*}
P(\mathbf{w}+t \mathbf{u})=P(\mathbf{w})+t \mathbf{u}^{T} \nabla_{w} P(\mathbf{w})+o(t) \tag{5-33}
\end{equation*}
$$

where $o(t) / t \rightarrow 0$ as $t \rightarrow 0$. By the Cauchy-Schwarz inequality (Appendix F.1), the inner product $\nabla_{w}^{T} P(\mathbf{w}) \mathbf{u}$ is largest for the unit vector $\mathbf{u}=\nabla_{w} P(\mathbf{w}) /$ $\left\|\nabla_{w} P(\mathbf{w})\right\|$, which is the unit gradient vector. Thus, $\nabla_{w} P(\mathbf{w})$ points locally in the direction of steepest ascent of $P(\mathbf{w})$, and $-\nabla_{w} P(\mathbf{w})$ points locally in the direction of steepest descent. When $t$ is sufficiently small, then $P\left(\mathbf{w}-t \nabla_{w}\right.$ $\left.P(\mathbf{w}) /\left\|\nabla_{w} P(\mathbf{w})\right\|\right)<P(\mathbf{w})$.

The method of steepest descent changes the weight vector at discrete-time $k+1$ along the direction of $-\nabla_{w} P(\mathbf{w})$ at discrete-time $k$, thereby tending to decrease $P(\mathbf{w})$ when $\mathbf{w}=\mathbf{w}(k)$. If the signals and weights are complex, separate steepest-descent equations can be written for the real and imaginary parts of the weight vector. Combining these equations and applying (5-18), we obtain

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)-2 \mu(k) \nabla_{w *} P[\mathbf{w}(k)] \tag{5-34}
\end{equation*}
$$

where the adaptation parameter $\mu(k)$ controls the rate of convergence and the stability, and the initial weight vector $\mathbf{w}(0)$ is arbitrary.

For complex signals and weights, a suitable performance measure is the least-mean-square (LMS) error criterion $P(\mathbf{w})=E\left[|\epsilon|^{2} \mid \mathbf{w}\right]$. The application of (5-29) and (5-34) leads to the $L M S$ steepest-descent algorithm:

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)-2 \mu(k)\left[\mathbf{R}_{x} \mathbf{w}(k)-\mathbf{R}_{x d}\right] \tag{5-35}
\end{equation*}
$$

where the initial weight vector $\mathbf{w}(0)$ is arbitrary, but a convenient value is $\mathbf{w}(0)=\left[\begin{array}{llll}1 & 0 & \ldots & 0\end{array}\right]^{T}$. This ideal algorithm produces a deterministic sequence of weights and does not require a matrix inversion, but it requires the knowledge of $\mathbf{R}_{x}$ and $\mathbf{R}_{x d}$. At each iteration, $\mu(k)$ can be determined by a line search that minimizes the performance measure. However, for computational simplicity, a constant adaptation parameter $\mu(k)=\mu$ is often preferable.

## LMS Algorithm

The presence of interference and noise means that $\mathbf{R}_{x}$ and $\mathbf{R}_{x d}$ are time-varying and generally unknown, and hence stochastic-gradient algorithms are generally used instead of steepest-descent algorithms. A stochastic-gradient algorithm is derived from a steepest-descent algorithm by replacing the gradient of the performance measure by approximations that are more easily obtained. A stochastic-gradient algorithm includes a mechanism for tracking time variations in the desired-signal statistics.

The least-mean-square (LMS) algorithm is the stochastic-gradient algorithm obtained from (5-35) when $\mathbf{R}_{x}$ is estimated by $\mathbf{x}(k) \mathbf{x}^{H}(k), \mathbf{R}_{x d}$ is estimated by $\mathbf{x}(k) d^{*}(k)$, and $\mu(k)=\mu$. The LMS algorithm is

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+2 \mu \epsilon^{*}(k) \mathbf{x}(k), k \geq 0 \tag{5-36}
\end{equation*}
$$

where the initial weight vector $\mathbf{w}(0)$ is arbitrary, but a convenient value is $\mathbf{w}(0)=\left[\begin{array}{lll}1 & 0 & \ldots\end{array}\right]^{T}$. The adaptation constant $\mu$ controls the rate of convergence of the algorithm. According to this algorithm, the next weight vector is obtained by adding to the present weight vector the input vector scaled by the amount of error.

## Convergence of the Mean

We prove convergence of the mean weight vector of the LMS algorithm assuming that $\mathbf{x}(k)$ and $d(k)$ are jointly stationary random vectors and that $\mathbf{x}(k+1)$ is independent of $\mathbf{x}(i)$ and $d(i), i \leq k$. The assumption is valid at least when the sampling times are separated by intervals that are large compared with the correlation time of the input process. This assumption and (5-36) imply that $\mathbf{w}(k)$ is independent of $\mathbf{x}(k)$ and $d(k)$. Thus, the expected value of the weight vector satisfies

$$
\begin{equation*}
E[\mathbf{w}(k+1)]=\left(1-2 \mu \mathbf{R}_{x}\right) E[\mathbf{w}(k)]+2 \mu \mathbf{R}_{x d} \tag{5-37}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathbf{v}(k)=\mathbf{w}(k)-\mathbf{w}_{0}, \quad k \geq 0 \tag{5-38}
\end{equation*}
$$

From (5-37) and (5-30), it follows that

$$
\begin{equation*}
E[\mathbf{v}(k+1)]=\left(\mathbf{I}-2 \mu \mathbf{R}_{x}\right) E[\mathbf{v}(k)] \tag{5-39}
\end{equation*}
$$

With an initial weight vector $\mathbf{w}(0)$, this equation implies that

$$
\begin{equation*}
E[\mathbf{v}(k+1)]=\left(\mathbf{I}-2 \mu \mathbf{R}_{x}\right)^{k+1} \mathbf{v}(0) \tag{5-40}
\end{equation*}
$$

where $\mathbf{v}(0)=\mathbf{w}(0)-\mathbf{w}_{0}$. Assuming that the Hermitian positive-semidefinite matrix $\mathbf{R}_{x}$ is positive definite, it can be represented as (Appendix G)

$$
\begin{equation*}
\mathbf{R}_{x}=\mathbf{Q} \mathbf{\Lambda} \mathbf{Q}^{-1}=\mathbf{Q} \mathbf{\Lambda} \mathbf{Q}^{H} \tag{5-41}
\end{equation*}
$$

where $\mathbf{Q}$ is a unitary matrix with eigenvectors as its columns, and $\boldsymbol{\Lambda}$ is the diagonal matrix of eigenvalues of $\mathbf{R}_{x}$. Therefore, (5-40) can be expressed as

$$
\begin{align*}
E[\mathbf{v}(k+1)] & =\left[\mathbf{I}-2 \mu \mathbf{Q} \boldsymbol{\Lambda} \mathbf{Q}^{-1}\right]^{k+1} \mathbf{v}(0) \\
& =\mathbf{Q}[\mathbf{I}-2 \mu \mathbf{\Lambda}]^{k+1} \mathbf{Q}^{-1} \mathbf{v}(0) \tag{5-42}
\end{align*}
$$

This equation indicates that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}[\mathbf{I}-2 \mu \mathbf{\Lambda}]^{k+1}=\mathbf{0} \tag{5-43}
\end{equation*}
$$

is necessary and sufficient for $E[\mathbf{v}(k)] \rightarrow 0$ and hence for the mean weight vector to converge to the optimal weight vector of the Wiener-Hopf equation:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E[\mathbf{w}(k)]=\mathbf{w}_{0}=\mathbf{R}_{x}^{-1} \mathbf{R}_{x d} \tag{5-44}
\end{equation*}
$$

A necessary and sufficient condition for (5-43) and hence (5-44) is that the diagonal elements of the diagonal matrix $[\mathbf{I}-2 \mu \boldsymbol{\Lambda}]$ have magnitudes less than unity:

$$
\begin{equation*}
\left|1-2 \mu \lambda_{i}\right|<1,1 \leq i \leq N \tag{5-45}
\end{equation*}
$$

Since $\mathbf{R}_{x}$ is Hermitian positive definite, its eigenvalues are positive (Appendix G), and hence (5-45) implies that $\mu>0$ and $1-2 \mu \lambda_{\max }>-1$, where $\lambda_{\max }$ is the largest eigenvalue. Therefore, the necessary and sufficient condition for convergence to the optimal weight vector is

$$
\begin{equation*}
0<\mu<\frac{1}{\lambda_{\max }} \tag{5-46}
\end{equation*}
$$

Although stronger convergence results can be proved if the inputs are stationary processes and $\mu$ is allowed to decrease with the iteration number, making $\mu$ constant gives the adaptive system flexibility in processing nonstationary inputs.

The matrix multiplications in (5-42) indicate that during adaptation the weights undergo transients that vary as sums of terms proportional to (1$\left.2 \mu \lambda_{i}\right)^{k}$. These transients determine the rate of convergence of the mean vector. The time constants $\left\{\tau_{i}\right\}$ of the convergence are defined so that

$$
\begin{equation*}
\left|1-2 \mu \lambda_{i}\right|^{k}=\exp \left(-\frac{k}{\tau_{i}}\right), \quad i=1,2, \ldots, N \tag{5-47}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\tau_{i}=-\frac{1}{\ln \left(\left|1-2 \mu \lambda_{i}\right|\right)}, \quad i=1,2, \ldots, N \tag{5-48}
\end{equation*}
$$

The maximum time constant is

$$
\begin{equation*}
\tau_{\max }=-\frac{1}{\ln \left(1-2 \mu \lambda_{\min }\right)}<\frac{1}{2 \mu \lambda_{\min }}, \quad 0<\mu<\frac{1}{\lambda_{\max }} \tag{5-49}
\end{equation*}
$$

where $\lambda_{\text {min }}$ is the smallest eigenvalue of $\mathbf{R}_{x}$. If $\mu$ is selected to be close to its upper bound in (5-49), then $\tau_{\text {max }}$ increases with the eigenvalue spread defined as $\lambda_{\text {max }} / \lambda_{\text {min }}$.

## Misadjustment

If the random vectors $\mathbf{w}(k)$ and $\mathbf{x}(k)$ are independent, then (5-24), (5-30), and (5-38) imply that

$$
\begin{equation*}
E\left[|\epsilon(k)|^{2}\right]=\epsilon_{m}^{2}+E\left[\mathbf{v}^{H}(k) \mathbf{R}_{x} \mathbf{v}(k)\right] \tag{5-50}
\end{equation*}
$$

where the minimum mean-square error $\epsilon_{m}^{2}$ is given by (5-32). If $\mathbf{w}(k)=\mathbf{w}_{0}$, then $E\left[|\epsilon|^{2}\right]=\epsilon_{m}^{2}$. However, even if $E[\mathbf{v}(k)] \rightarrow \mathbf{0}$ as $k \rightarrow \infty$, it does not necessarily follow that $E\left[|\epsilon(k)|^{2}\right] \rightarrow \epsilon_{m}^{2}$. A measure of the extent to which the LMS algorithm fails to provide the ideal performance is the excess mean-square
error, $E\left[|\epsilon(k)|^{2}\right]-\epsilon_{m}^{2}$. The misadjustment is a dimensionless measure of the performance loss defined as

$$
\begin{equation*}
M=\frac{\lim _{k \rightarrow \infty} E\left[|\epsilon(k)|^{2}\right]-\epsilon_{m}^{2}}{\epsilon_{m}^{2}} \tag{5-51}
\end{equation*}
$$

With four plausible assumptions, the misadjustment can be shown to be a function of $\mu \operatorname{tr}\left(\mathbf{R}_{x}\right)$, where $\operatorname{tr}(\cdot)$ denotes the trace of a matrix:

1. The jointly stationary random vectors $\mathbf{x}(k+1)$ and $d(k+1)$ are independent of $\mathbf{x}(i)$ and $d(i), i \leq k$. It then follows from (5-36) that $\mathbf{w}(k)$ is independent of $\mathbf{x}(k)$ and $d(k)$.
2. The adaptation constant satisfies

$$
\begin{equation*}
0<\mu<\frac{1}{\operatorname{tr}\left(\mathbf{R}_{x}\right)} \tag{5-52}
\end{equation*}
$$

3. $E\left[\|\mathbf{v}(k)\|^{2}\right]$ converges as $k \rightarrow \infty$.
4. As $k \rightarrow \infty,|\epsilon(k)|^{2}$ and $\|\mathbf{x}(k)\|^{2}$ become uncorrelated so that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left[\|\mathbf{x}(k)\|^{2}|\epsilon(k)|^{2}\right]=\operatorname{tr}\left(\mathbf{R}_{x}\right)\left\{\lim _{k \rightarrow \infty} E\left[|\epsilon(k)|^{2}\right]\right\} \tag{5-53}
\end{equation*}
$$

Assumptions 1 and 2 imply convergence of the mean weight vector, which requires (5-46), because the sum of the eigenvalues of a square matrix is equal to its trace, and hence

$$
\begin{equation*}
\lambda_{\max }<\sum_{i=1}^{N} \lambda_{i}=\operatorname{tr}\left(\mathbf{R}_{x}\right) \tag{5-54}
\end{equation*}
$$

The total input power is $E\left[\|\mathbf{x}(k)\|^{2}\right]=\operatorname{tr}\left(\mathbf{R}_{x}\right)$. For Assumption 3 to be true, a tighter restriction on $\mu$ than Assumption 2 may be necessary. Assumption 4 is physically plausible, but it is an approximation.

Equations (5-36) and (5-38) imply that

$$
\begin{equation*}
\mathbf{v}(k+1)=\mathbf{v}(k)+2 \mu \epsilon^{*}(k) \mathbf{x}(k) \tag{5-55}
\end{equation*}
$$

Using this equation to calculate $E\left[\|\mathbf{v}(k+1)\|^{2}\right]$, taking the limit as $k \rightarrow \infty$, and then using Assumptions 3 and 4 , we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \operatorname{Re}\left\{E\left[\mathbf{v}^{H}(k) \mathbf{x}(k) \epsilon^{*}(k)\right]\right\}=-\mu \operatorname{tr}\left(\mathbf{R}_{x}\right)\left\{\lim _{k \rightarrow \infty} E\left[|\epsilon(k)|^{2}\right]\right\} \tag{5-56}
\end{equation*}
$$

Assumption 1, (5-24), (5-26), (5-27), (5-38), and (5-50) yield

$$
\begin{align*}
\lim _{k \rightarrow \infty} E\left[\mathbf{v}^{H}(k) \mathbf{x}(k) \epsilon^{*}(k)\right] & =\lim _{k \rightarrow \infty} E\left[\mathbf{v}^{H}(k)\right] \mathbf{R}_{x d}-\lim _{k \rightarrow \infty} E\left[\mathbf{v}^{H}(k) \mathbf{R}_{x} \mathbf{v}(k)\right] \\
& =\epsilon_{m}^{2}-\lim _{k \rightarrow \infty} E\left[|\epsilon(k)|^{2}\right] \tag{5-57}
\end{align*}
$$

which is real valued. Substituting this equation into (5-56), we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left[|\epsilon(k)|^{2}\right]=\frac{\epsilon_{m}^{2}}{1-\mu \operatorname{tr}\left(\mathbf{R}_{x}\right)} \tag{5-58}
\end{equation*}
$$

Assumption 2 ensures that the right-hand side of this equation is positive and finite, which could not be guaranteed if the less restrictive (5-46) were assumed instead.

Substituting (5-58) into (5-51), we obtain

$$
\begin{equation*}
M=\frac{\mu \operatorname{tr}\left(\mathbf{R}_{x}\right)}{1-\mu \operatorname{tr}\left(\mathbf{R}_{x}\right)} \tag{5-59}
\end{equation*}
$$

According to this equation, increasing $\mu$ to improve the convergence rate has the side effect of increasing the misadjustment. For fixed $\mu$, the misadjustment increases with the total input power.

## Normalized LMS Algorithm

In some applications of the LMS algorithm, large fluctuations in $\mathbf{x}(k)$ can cause excessive fluctuations in $\mathbf{w}(k+1)$, as indicated by (5-36). This adverse behavior can be curbed by inserting an additional normalizing factor into the stochastic gradient term. The normalized LMS algorithm is

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{2 \mu \epsilon^{*}(k) \mathbf{x}(k)}{\delta+\|\mathbf{x}(k)\|^{2}}, k \geq 0 \tag{5-60}
\end{equation*}
$$

where $\epsilon(k)$ is defined by (5-24), and $\delta$ is a positive constant that prevents a singularity when $\|\mathbf{x}(k)\|$ is very small.

## Rayleigh Quotient

As a preliminary to the convergence analysis, we define the Rayleigh quotient of a Hermitian matrix $\mathbf{A}$ as

$$
\begin{equation*}
\rho(\mathbf{x})=\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\|\mathbf{x}\|^{2}} \tag{5-61}
\end{equation*}
$$

where $\mathbf{x} \neq 0$. Let $\mathbf{u}_{1}, \ldots, \mathbf{u}_{N}$ denote the orthonormal eigenvectors of $\mathbf{A}$, and $\lambda_{1}, \ldots, \lambda_{N}$ the corresponding real-valued eigenvalues (Appendix $G$ ). The vector $\mathbf{x}$ may be expressed as $\mathbf{x}=v_{1} \mathbf{u}_{1}+\ldots+v_{N} \mathbf{u}_{N}$. Then

$$
\begin{equation*}
\mathbf{x}^{H} \mathbf{A} \mathbf{x}=\lambda_{1}\left|v_{1}\right|^{2}+\ldots+\lambda_{N}\left|v_{N}\right|^{2} \leq \lambda_{\max }\left(\left|v_{1}\right|^{2}+\ldots+\left|v_{N}\right|^{2}\right)=\lambda_{\max }\|\mathbf{x}\|^{2} \tag{5-62}
\end{equation*}
$$

where $\lambda_{\text {max }}$ is the largest eigenvalue. Similarly, $\mathbf{x}^{H} \mathbf{A} \mathbf{x} \geq \lambda_{\text {min }}\|\mathbf{x}\|^{2}$, where $\lambda_{\text {min }}$ is the smallest eigenvalue. Thus, the Rayleigh quotient satisfies

$$
\begin{equation*}
\lambda_{\min } \leq \frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\|\mathbf{x}\|^{2}} \leq \lambda_{\max } \tag{5-63}
\end{equation*}
$$

Since the upper bound can be attained if $\mathbf{x}$ is equal to the eigenvector associated with $\lambda_{\max }$, the maximum eigenvalue of $\mathbf{A}$ is

$$
\begin{equation*}
\lambda_{\max }(\mathbf{A})=\max _{\mathbf{x}}\left[\frac{\mathbf{x}^{H} \mathbf{A} \mathbf{x}}{\|\mathbf{x}\|^{2}}\right] \tag{5-64}
\end{equation*}
$$

## Convergence of the Mean

The mean weight vector of the normalized LMS algorithm converges under the same principal assumptions as convergence of the LMS algorithm. Thus, we assume that $\mathbf{x}(k)$ and $d(k)$ are jointly stationary random vectors and that $\mathbf{x}(k+1)$ is independent of $\mathbf{x}(i)$ and $d(i), i \leq k$, which implies that $\mathbf{w}(k)$ is independent of $\mathbf{x}(k)$ and $d(k)$. We define the normalized correlation matrix and the normalized cross-correlation vectors as

$$
\begin{equation*}
\mathbf{B}=E\left[\frac{\mathbf{x}(k) \mathbf{x}^{H}(k)}{\delta+\|\mathbf{x}(k)\|^{2}}\right], \quad \quad \mathbf{A}=E\left[\frac{\mathbf{x}(k) d^{*}(k)}{\delta+\|\mathbf{x}(k)\|^{2}}\right] \tag{5-65}
\end{equation*}
$$

respectively. The Hermitian positive-semidefinite matrix $\mathbf{B}$ is assumed to be positive definite and hence invertible. We define the vector

$$
\begin{equation*}
\mathbf{v}_{1}(k)=\mathbf{w}(k)-\mathbf{B}^{-1} \mathbf{A}, \quad k \geq 0 \tag{5-66}
\end{equation*}
$$

Equations (5-60), (5-24), and (5-66) imply that

$$
\begin{equation*}
\mathbf{v}_{1}(k+1)=\mathbf{v}_{1}(k)+\frac{2 \mu \mathbf{x}(k)\left[d(k)-\mathbf{x}^{H}(k) \mathbf{w}(k)\right]^{*}}{\delta+\|\mathbf{x}(k)\|^{2}} \tag{5-67}
\end{equation*}
$$

Then (5-65) and the mutual independence of $\mathbf{w}(k), \mathbf{x}(k)$, and $d(k)$ give

$$
\begin{equation*}
E\left[\mathbf{v}_{1}(k+1)\right]=(\mathbf{I}-2 \mu \mathbf{B}) E\left[\mathbf{v}_{1}(k)\right] \tag{5-68}
\end{equation*}
$$

Since this equation has the same form as (5-39), a derivation similar to the one leading to (5-44) implies that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E[\mathbf{w}(k)]=\mathbf{B}^{-1} \mathbf{A} \tag{5-69}
\end{equation*}
$$

under the necessary and sufficient condition given by (5-46) with $\lambda_{\max }$ defined as the maximum eigenvalue of $\mathbf{B}$.

Applying (5-64) and the Cauchy-Schwarz inequality, the upper bound of the maximum eigenvalue of $\mathbf{B}$ is found:

$$
\begin{align*}
\lambda_{\max }(\mathbf{B}) & =\max _{\mathbf{y}}\left\{\frac{\mathbf{y}^{H} \mathbf{B} \mathbf{y}}{\|\mathbf{y}\|^{2}}\right\} \\
& =\max _{\mathbf{y}}\left\{E\left[\frac{\left|\mathbf{y}^{H} \mathbf{x}\right|^{2}}{\|\mathbf{y}\|^{2}\left(\delta+\|\mathbf{x}(k)\|^{2}\right)}\right]\right\} \\
& \leq \max _{\mathbf{y}}\{E[1]\}=1 \tag{5-70}
\end{align*}
$$

Therefore, a sufficient condition for the convergence of the mean weight vector of the normalized LMS algorithm is

$$
\begin{equation*}
0<\mu<1 \tag{5-71}
\end{equation*}
$$

The fact that this convergence condition does not depend on the total input power is a major advantage of the normalized LMS algorithm.

The normalized mean-square error is

$$
\begin{equation*}
E\left[\left|\epsilon_{1}(k)\right|^{2}\right]=E\left[\frac{|\epsilon(k)|^{2}}{\delta+\|\mathbf{x}(k)\|^{2}}\right]=\epsilon_{m 1}^{2}+E\left[\mathbf{v}_{1}^{H}(k) \mathbf{B} \mathbf{v}_{1}(k)\right] \tag{5-72}
\end{equation*}
$$

where the minimum normalized mean-square error is

$$
\begin{equation*}
\epsilon_{m 1}^{2}=E\left[\frac{|d|^{2}}{\delta+\|\mathbf{x}(k)\|^{2}}\right]-\mathbf{A}^{H} \mathbf{B}^{-1} \mathbf{A} \tag{5-73}
\end{equation*}
$$

## Misadjustment

We define

$$
\begin{equation*}
C=E\left[\frac{\|\mathbf{x}(k)\|^{2}}{\delta+\|\mathbf{x}(k)\|^{2}}\right] \tag{5-74}
\end{equation*}
$$

With four plausible assumptions, the misadjustment can be derived:

1. The jointly stationary random vectors $\mathbf{x}(k+1)$ and $d(k+1)$ are independent of $\mathbf{x}(i)$ and $d(i), i \leq k$, which implies that $\mathbf{w}(k)$ is independent of $\mathbf{x}(k)$ and $d(k)$.
2. The adaptation constant satisfies (5-71).
3. $E\left[\left\|\mathbf{v}_{1}(k)\right\|^{2}\right]$ converges as $k \rightarrow \infty$.
4. As $k \rightarrow \infty,\left|\epsilon_{1}(k)\right|^{2}$ and $\|\mathbf{x}(k)\|^{2}$ become uncorrelated so that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left[|\epsilon(k)|^{2} \frac{\|\mathbf{x}(k)\|^{2}}{\left(\delta+\|\mathbf{x}(k)\|^{2}\right)^{2}}\right]=C\left\{\lim _{k \rightarrow \infty} E\left[\left|\epsilon_{1}(k)\right|^{2}\right]\right\} \tag{5-75}
\end{equation*}
$$

Using (5-67) to calculate $E\left[\left\|\mathbf{v}_{1}(k+1)\right\|^{2}\right]$, taking the limit as $k \rightarrow \infty$, and then using Assumptions 3 and 4, we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} R e\left\{E\left[\frac{\mathbf{v}_{1}^{H}(k) \epsilon^{*}(k) \mathbf{x}(k)}{\delta+\|\mathbf{x}(k)\|^{2}}\right]\right\}=-\mu C\left\{\lim _{k \rightarrow \infty} E\left[\left|\epsilon_{1}(k)\right|^{2}\right]\right\} . \tag{5-76}
\end{equation*}
$$

Assumption 1, (5-24), (5-66), (5-69), (5-65), and (5-72) yield

$$
\begin{align*}
\lim _{k \rightarrow \infty} E\left[\frac{\mathbf{v}_{1}^{H}(k) \epsilon^{*}(k) \mathbf{x}(k)}{\delta+\|\mathbf{x}(k)\|^{2}}\right] & =-\lim _{k \rightarrow \infty} E\left[\mathbf{v}_{1}^{H}(k) \mathbf{B} \mathbf{v}_{1}(k)\right] \\
& =\epsilon_{m 1}^{2}-\lim _{k \rightarrow \infty} E\left[\left|\epsilon_{1}(k)\right|^{2}\right] \tag{5-77}
\end{align*}
$$

which is real valued. Substituting this equation into (5-76), we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left[\left|\epsilon_{1}(k)\right|^{2}\right]=\frac{\epsilon_{m 1}^{2}}{1-\mu C} \tag{5-78}
\end{equation*}
$$

Since $C \leq 1$, Assumption 2 ensures that the right-hand side of this equation is positive and finite. The misadjustment is

$$
\begin{align*}
M & =\frac{\lim _{k \rightarrow \infty} E\left[\left|\epsilon_{1}(k)\right|^{2}\right]-\epsilon_{m 1}^{2}}{\epsilon_{m 1}^{2}}=\frac{\mu C}{1-\mu C} \\
& \leq \frac{\mu}{1-\mu} \tag{5-79}
\end{align*}
$$

This upper bound on the misadjustment is independent of the total input power. This independence provides an advantage of the normalized LMS algorithm relative to the computationally simpler LMS algorithm.

### 5.3 Rejection of Narrowband Interference

Narrowband interference presents a crucial problem for spread-spectrum overlay systems, which are systems that have been assigned a spectral band already occupied by narrowband communication systems. Jamming against spreadspectrum communications is another instance of narrowband interference that may exceed the natural resistance of a practical spread-spectrum system, which has a limited spreading factor. There are a wide variety of techniques that supplement the inherent ability of a direct-sequence system to reject narrowband interference [59, 119]. All of the techniques directly or indirectly exploit the spectral disparity between the narrowband interference and the wideband direct-sequence signal. The most useful methods can be classified as timedomain adaptive filtering, transform-domain processing, or nonlinear filtering techniques. The processor that implements one of the rejection methods for a direct-sequence signal follows the chip-rate sampling of the chip-matchedfilter outputs in Fig. 2.14 or Fig. 2.18. The processor provides the input to the despreader, as shown in Fig. 5.1. Since the narrowband interference is rarely known with any precision, adaptive filters are an essential part of transformdomain processing and nonlinear filtering.

## Time-Domain Adaptive Filters

A time-domain adaptive filter [55] for interference suppression processes the baseband sample values of a received signal to adaptively estimate the interference. This estimate is subtracted from the sample values, thereby canceling


Figure 5.1: Direct-sequence receiver with processor for rejecting narrowband interference
the interference. The adaptive filter is primarily a predictive system that exploits the inherent predictability of a narrowband signal to form an accurate replica of it for the subtraction. Since the wideband desired signal is largely unpredictable, it does not significantly impede the prediction of a narrowband signal. When adaptive filtering is used, the processor in Fig. 5.1 has the form of Fig. 5.2a. The adaptive filter comprises a one-sided or two-sided digital delay line or shift register with each stage providing a delay equal to the chip duration $T_{c}$. The outputs of the stages are multiplied by the adaptive weights.

The two-sided adaptive filter multiplies each tap output by a weight except for the central tap output, as diagrammed in Fig. 5.2b. This filter is an interpolator in that it uses both past and future samples to estimate the value to be subtracted. The two-sided filter provides a better performance than the onesided filter, which is a predictor. The adaptive algorithm of the weight-control mechanism is designed to adjust the weights so that the power in the filter output is minimized. The direct-sequence components of the tap outputs, which are delayed by integer multiples of a chip duration, are largely uncorrelated with each other, but the narrowband interference components are strongly correlated. As a result, the adaptive algorithm causes the interference cancelation in the filter output, but the direct-sequence signal is largely unaffected.

An adaptive filter with $2 N+1$ taps and $2 N$ weights is shown in Fig. 5.2b. The $2 N \times 1$ input and weight vectors at iteration $k$ are

$$
\begin{equation*}
\mathbf{x}(k)=\left[x_{1}(k) x_{2}(k) \ldots x_{2 N}(k)\right]^{T} \tag{5-80}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{w}(k)=\left[w_{-N}(k) w_{-N+1}(k) \ldots w_{-1}(k) w_{1}(k) \ldots w_{N}(k)\right]^{T} \tag{5-81}
\end{equation*}
$$

respectively. The central tap output, which is denoted by $d(k)$ and serves as an approximation of the desired response, has been excluded from $\mathbf{x}(k)$. The LMS algorithm computes the weight vector using (5-23)-(5-36). If coherent demodulation of DS-BPSK produces real-valued inputs to the adaptive filter, $\mathbf{x}(k)$ and $\mathbf{w}(k)$ are assumed to have real-valued components. The output of the adaptive filter is applied to the despreader.


Figure 5.2: (a) Processor using adaptive filter and (b) two-sided adaptive transversal filter

Under certain conditions, the mean weight vector converges to the optimal weight vector $\mathbf{w}_{0}$ given by (5-30) after a number of iterations. If we assume that $\mathbf{w}(k) \rightarrow \mathbf{w}_{0}$, then a straightforward analysis indicates that the adaptive filter provides a substantial suppression of narrowband interference [59]. Although the interference suppression increases with the number of taps, it is always incomplete if the interference has a nonzero bandwidth because a finite-impulseresponse filter can only place a finite number of zeros in the frequency domain.

The adaptive filter is inhibited by the presence of direct-sequence components in the filter input vector $\mathbf{x}(k)$. These components can be suppressed by using decision-directed feedback, as shown in Fig. 5.3. Previously detected symbols remodulate the spreading sequence delayed by $G$ chips (long sequence) or one period of the spreading sequence (short sequence). After an amplitude compensation by a factor $\eta$, the resulting sequence provides estimates of the direct-sequence components of previous input samples. A subtraction then provides estimated sample values of the interference and noise that are largely free of direct-sequence contamination. These samples are then applied to an adaptive filter that has the form of Fig. 5.2 except that it has no central tap. The adaptive filter produces refined interference estimates that are subtracted from the input samples to produce samples that have relatively small inter-


Figure 5.3: Processor with decision-directed adaptive filter
ference components. An erroneous symbol from the decision device causes an enhanced direct-sequence component in samples applied to the adaptive filter, and error propagation is possible. However, for moderate values of the signal-to-interference ratio at the input, the performance is not degraded significantly. A time-domain adaptive filter is only effective after the convergence of the adaptive algorithm, which may not be able to track time-varying interference. In contrast, transform-domain processing suppresses interference almost instantaneously.

## Transform-Domain Filters

The principal components of a transform-domain filter are depicted in Fig. 5.4. The input consists of the output samples of chip-matched filters. Blocks of these samples feed a discrete-time Fourier or wavelet transformer. The transform is selected so that the transforms of the desired signal and interference are easily distinguished. The array of transform values are called transform bins. Ideally, the transform produces interference components that are largely confined to a few transform bins, whereas the desired-signal components have nearly the same magnitude in all the transform bins. A simple exciser can then suppress the interference with little impact on the desired signal by setting to zero the spectral weights corresponding to components in bins containing strong interference while setting to one all remaining spectral weights. The decision as to which bins contain interference can be based on the comparison of each bin to a threshold or by selecting those transform bins with the largest average magnitudes. After the excision operation, the desired signal is largely restored by the inverse transformer, which provides output samples to the demodulator.

Much better performance against stationary narrowband interference may be obtained by using a transform-domain adaptive filter as the exciser [119]. This filter adjusts a single nonbinary weight at each transform-bin output. The


Figure 5.4: Transform-domain filter
adaptive algorithm is designed to minimize the difference between the weighted transform and a desired signal that is the transform of the spreading sequence used by the input block of the processor. If the direct-sequence signal uses the same short spreading sequence for each data symbol and each processor input block includes the chips for a single data symbol, then the desired-signal transform may be stored in a read-only memory. However, if a long spreading sequence is used, then the spreading-sequence transform must be periodically produced from outputs of the receiver's code generator. The main disadvantage of the adaptive filter is that its convergence rate may be insufficient to track rapidly time-varying interference.

A transform that operates on disjoint blocks of $N$ input samples may be defined in terms of $N$ orthonormal, $N$-component basis vectors:

$$
\begin{equation*}
\phi_{i}=\left[\phi_{i 1} \phi_{i 2} \ldots \phi_{i N}\right]^{T}, \quad i=1,2, \ldots, N \tag{5-82}
\end{equation*}
$$

which span a linear vector space of dimension $N$. Since the components may be complex numbers, the orthonormality implies that

$$
\boldsymbol{\phi}_{i}^{H} \boldsymbol{\phi}_{k}= \begin{cases}0, & i \neq k  \tag{5-83}\\ 1, & i=k .\end{cases}
$$

The input block $\mathbf{x}=\left[x_{1} x_{2} \ldots x_{N}\right]^{T}$ may be expressed in terms of the basis as

$$
\begin{equation*}
\mathbf{x}=\sum_{i=1}^{N} c_{i} \boldsymbol{\phi}_{i} \tag{5-84}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i}=\phi_{i}^{H} \mathbf{x}, \quad i=1,2, \ldots, N \tag{5-85}
\end{equation*}
$$

If the discrete Fourier transform is used, then $\phi_{i k}=\exp (j 2 \pi i k / N)$, where $j=\sqrt{-1}$.

The transformer extracts the transform vector $\mathbf{c}=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{N}\end{array}\right]^{T}$ by computing

$$
\begin{equation*}
\mathbf{c}=\mathbf{B}^{H} \mathbf{x} \tag{5-86}
\end{equation*}
$$

where $\mathbf{B}$ is the unitary matrix of basis vectors:

$$
\mathbf{B}=\left[\begin{array}{llll}
\phi_{1} & \phi_{2} & \ldots & \phi_{N} \tag{5-87}
\end{array}\right] .
$$

The exciser reduces components of $\mathbf{c}$ that are excessively large and hence likely to have large interference components. The exciser computes

$$
\begin{equation*}
\mathbf{e}=\mathbf{W}(\mathbf{c}) \mathbf{c} \tag{5-88}
\end{equation*}
$$

where $\mathbf{W}(\mathbf{c})$ is the $N \times N$ diagonal weight matrix with diagonal elements $w_{i}, 1 \leq$ $i \leq N$. In general, the diagonal elements of $\mathbf{W}(\mathbf{c})$ are set to +1 or 0 by either a threshold device or an adaptive filter fed by c.

The inverse transformer produces the excised block that is applied to the despreader:

$$
\begin{align*}
\mathbf{z} & =\left[z_{1} z_{2} \ldots z_{N}\right]^{T}=\mathbf{B} \mathbf{e} \\
& =\mathbf{B} \mathbf{W}(\mathbf{c}) \mathbf{c} \\
& =\mathbf{B} \mathbf{W}(\mathbf{c}) \mathbf{B}^{H} \mathbf{x} . \tag{5-89}
\end{align*}
$$

If there were no excision, then $\mathbf{W}(\mathbf{c})=\mathbf{I}, \mathbf{B B}^{H}=\mathbf{I}$, and $\mathbf{z}=\mathbf{x}$ would result, as expected when the transformer and inverse transformer are in tandem.

Let

$$
\mathbf{p}=\left[\begin{array}{llll}
p_{1} & p_{2} & \ldots & p_{N} \tag{5-90}
\end{array}\right]^{T}
$$

denote a synchronous replica of $N$ chips of the spreading sequence generated by the receiver's code generator. The despreader correlates its input block with the local replica to form the decision variable:

$$
\begin{equation*}
V=\mathbf{p}^{T} \mathbf{z} \tag{5-91}
\end{equation*}
$$

The filtering and despreading can be simultaneously performed in the transform domain because (5-89) and (5-91) give

$$
\begin{equation*}
V=\mathbf{p}^{T} \mathbf{B W}(\mathbf{c}) \mathbf{c} . \tag{5-92}
\end{equation*}
$$

## Extension of Kalman Filter

By modeling the narrowband interference as part of a dynamic linear system, one can use the linear Kalman filter [86] to extract an optimal linear estimate of the interference. A subtraction of this estimate from the filter input then removes a large part of the interference from the despreader input. However, a superior nonlinear filter can be designed by approximating an extension of the Kalman filter.

Consider the estimation of an $n \times 1$ state vector $\mathbf{x}_{k}$ of a dynamic system based on the $r \times 1$ observation vector $\mathbf{z}_{k}$. Let $\phi_{k}$ denote the $n \times n$ state transition matrix, $\mathbf{H}_{k}$ an $r \times n$ observation matrix, and $\mathbf{u}_{k}$ and $\mathbf{v}_{k}$ disturbance vectors of dimensions $n \times 1$ and $r \times 1$, respectively. According to the linear dynamic system model, the random state and observation vectors satisfy

$$
\begin{gather*}
\mathbf{x}_{k+1}=\boldsymbol{\Phi}_{k} \mathbf{x}_{k}+\mathbf{u}_{k}  \tag{5-93}\\
\mathbf{z}_{k}=\mathbf{H}_{k} \mathbf{x}_{k}+\mathbf{v}_{k}, \quad 0 \leq k<\infty \tag{5-94}
\end{gather*}
$$

where all variables are real valued, and $\mathbf{u}_{k}, \mathbf{v}_{k}, k \geq 0$, are sequences of independent, zero-mean random vectors that are also independent of each other and the initial state $\mathbf{x}_{0}$. The covariances of $\mathbf{u}_{k}$ and $\mathbf{v}_{k}$ are

$$
\begin{equation*}
E\left[\mathbf{u}_{k} \mathbf{u}_{k}^{T}\right]=\mathbf{Q}_{k}, \mathbf{R}_{k}=E\left[\mathbf{v}_{k} \mathbf{v}_{k}^{T}\right] . \tag{5-95}
\end{equation*}
$$

Let $Z^{k}=\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots \mathbf{z}_{k}\right)$ denote the first $k$ observation vectors. Let $f\left(\mathbf{x}_{k} \mid Z^{k}\right)$ denote the density of $\mathbf{x}_{k}$ conditioned on $Z^{k}$. The conditional mean and covariance of $\mathbf{x}_{k}$ with respect to $Z^{k}$ are denoted by

$$
\begin{equation*}
\hat{\mathbf{x}}_{k}=E\left[\mathbf{x}_{k} \mid Z^{k}\right] \tag{5-96}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{k}=E\left[\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k}\right)\left(\mathbf{x}_{k}-\hat{\mathbf{x}}_{k}\right)^{T} \mid Z^{k}\right] \tag{5-97}
\end{equation*}
$$

respectively. The conditional mean and covariance of $\mathbf{x}_{k}$ with respect to $Z^{k-1}$ are denoted by

$$
\begin{equation*}
\overline{\mathbf{x}}_{k}=E\left[\mathbf{x}_{k} \mid Z^{k-1}\right] \tag{5-98}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{k}=E\left[\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} \mid Z^{k-1}\right] \tag{5-99}
\end{equation*}
$$

respectively. If $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is an $n$-dimensional Gaussian density with mean $\overline{\mathbf{x}}_{k}$ and $n \times n$ covariance matrix $\mathbf{M}_{k}$, then (A-19) of Appendix A. 1 gives

$$
\begin{equation*}
f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)=(2 \pi)^{-n / 2}\left(\operatorname{det} \mathbf{M}_{k}\right)^{-1 / 2} \exp \left[-\frac{1}{2}\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} \mathbf{M}_{k}^{-1}\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)\right] \tag{5-100}
\end{equation*}
$$

From (5-94), it follows that the expectation of $\mathbf{z}_{k}$ conditioned on $Z^{k-1}$ is

$$
\begin{equation*}
\overline{\mathbf{z}}_{k}=E\left[\mathbf{z}_{k} \mid Z^{k-1}\right]=\mathbf{H}_{k} \overline{\mathbf{x}}_{k} . \tag{5-101}
\end{equation*}
$$

From (5-94), (5-99), and (5-95), it follows that the covariance of $\mathbf{z}_{k}$ conditioned on $Z^{k-1}$ is

$$
\begin{equation*}
\mathbf{L}_{k}=E\left[\left(\mathbf{z}_{k}-\overline{\mathbf{z}}_{k}\right)\left(\mathbf{z}_{k}-\overline{\mathbf{z}}_{k}\right)^{T} \mid Z^{k-1}\right]=\mathbf{H}_{k} \mathbf{M}_{k} \mathbf{H}_{k}^{T}+\mathbf{R}_{k} . \tag{5-102}
\end{equation*}
$$

The following theorem extends the Kalman filter by not assuming that $f\left(\mathbf{z}_{k} \mid Z^{k-1}\right)$ is a Gaussian density.

Theorem (Masreliez). Consider the dynamic system described by (5-93) to (5-95). Assume that $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is a Gaussian density with $n$-dimensional mean $\overline{\mathbf{x}}_{k}$ and $n \times n$ covariance matrix $\mathbf{M}_{k}$, and that $f\left(\mathbf{z}_{k} \mid Z^{k-1}\right)$ is twice differentiable with respect to the $r$ components of $\mathbf{z}_{k}$. Then the conditional expectation $\hat{\mathbf{x}}_{k}$ and the conditional covariance $\mathbf{P}_{k}$ are generated by

$$
\begin{gather*}
\hat{\mathbf{x}}_{k}=\overline{\mathbf{x}}_{k}+\mathbf{M}_{k} \mathbf{H}_{k}^{T} \mathbf{g}_{k}\left(\mathbf{z}_{k}\right)  \tag{5-103}\\
\mathbf{P}_{k}=\mathbf{M}_{k}-\mathbf{M}_{k} \mathbf{H}_{k}^{T} \mathbf{G}_{k}\left(\mathbf{z}_{k}\right) \mathbf{H}_{k} \mathbf{M}_{k}  \tag{5-104}\\
\mathbf{M}_{k+1}=\boldsymbol{\Phi}_{k} \mathbf{P}_{k}^{T} \boldsymbol{\Phi}_{k}^{T}+\mathbf{Q}_{k}  \tag{5-105}\\
\overline{\mathbf{x}}_{k+1}=\boldsymbol{\Phi}_{k} \hat{\mathbf{x}}_{k} \tag{5-106}
\end{gather*}
$$

where $\mathbf{g}_{k}\left(\mathbf{z}_{k}\right)$ is the $r \times 1$ vector

$$
\begin{equation*}
\mathbf{g}_{k}\left(\mathbf{z}_{k}\right)=-\frac{1}{f\left(\mathbf{z}_{k} \mid Z^{k-1}\right)} \nabla_{\mathbf{z}_{k}} f\left(\mathbf{z}_{k} \mid Z^{k-1}\right) \tag{5-107}
\end{equation*}
$$

and $\mathbf{G}_{k}\left(\mathbf{z}_{k}\right)$ is an $r \times r$ matrix

$$
\begin{equation*}
\mathbf{G}_{k}\left(\mathbf{z}_{k}\right)=\nabla_{\mathbf{z}_{k}} \mathbf{g}_{k}^{T}\left(\mathbf{z}_{k}\right) \tag{5-108}
\end{equation*}
$$

Proof: When $\mathbf{x}_{k}$ is given, (5-94) indicates that $\mathbf{z}_{k}$ is independent of $Z^{k-1}$. Therefore, Bayes' rule gives

$$
\begin{align*}
f\left(\mathbf{x}_{k} \mid Z^{k}\right) & =f\left(\mathbf{x}_{k} \mid Z^{k-1}, \mathbf{z}_{k}\right) \\
& =f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) \tag{5-109}
\end{align*}
$$

We define

$$
\begin{equation*}
b=\left[f\left(\mathbf{z}_{k} \mid Z^{k-1}\right)\right]^{-1} \tag{5-110}
\end{equation*}
$$

Equations (5-96) and (5-109) yield

$$
\begin{equation*}
\hat{\mathbf{x}}_{k}-\overline{\mathbf{x}}_{k}=b \int_{R^{n}}\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right) f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) d \mathbf{x}_{k} \tag{5-111}
\end{equation*}
$$

Using (5-100) in the integrand to express it in terms of $\nabla_{\mathbf{x}_{k}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$, integrating by parts, and observing that the Gaussian density $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is zero at its extreme points, we obtain

$$
\begin{align*}
\hat{\mathbf{x}}_{k}-\overline{\mathbf{x}}_{k} & =b \mathbf{M}_{k} \int_{R^{n}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) \mathbf{M}_{k}^{-1}\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right) f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) d \mathbf{x}_{k} \\
& =-b \mathbf{M}_{k} \int_{R^{n}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) \nabla_{\mathbf{x}_{k}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) d \mathbf{x}_{k} \\
& =b \mathbf{M}_{k} \int_{R^{n}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) \nabla_{\mathbf{x}_{k}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) d \mathbf{x}_{k} \tag{5-112}
\end{align*}
$$

where the $n \times 1$ gradient vector $\nabla_{\mathbf{x}_{k}}$ has $\partial / \partial x_{k i}$ as its $i$ th component. Equation (5-94) implies that

$$
\begin{align*}
\nabla_{\mathbf{x}_{k}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) & =\nabla_{\mathbf{x}_{k}} f_{v}\left(\mathbf{z}_{k}-\mathbf{H}_{k} \mathbf{x}_{k}\right)=-\mathbf{H}_{k}^{T} \nabla_{\mathbf{z}_{k}} f_{v}\left(\mathbf{z}_{k}-\mathbf{H}_{k} \mathbf{x}_{k}\right) \\
& =-\mathbf{H}_{k}^{T} \nabla_{\mathbf{z}_{k}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) \tag{5-113}
\end{align*}
$$

where $f_{v}(\cdot)$ is the density of $\mathbf{v}_{k}$. Substitution of this equation into (5-112) gives

$$
\begin{align*}
\hat{\mathbf{x}}_{k}-\overline{\mathbf{x}}_{k} & =-b \mathbf{M}_{k} \mathbf{H}_{k}^{T} \int_{R^{n}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) \nabla_{\mathbf{z}_{k}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) d \mathbf{x}_{k} \\
& =-b \mathbf{M}_{k} \mathbf{H}_{k}^{T} \nabla_{\mathbf{z}_{k}} \int_{R^{n}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) d \mathbf{x}_{k} \\
& =-b \mathbf{M}_{k} \mathbf{H}_{k}^{T} \nabla_{\mathbf{z}_{k}} \int_{R^{n}} f\left(\mathbf{z}_{k} \mid Z^{k-1}\right) f\left(\mathbf{x}_{k} \mid Z^{k}\right) d \mathbf{x}_{k} \\
& =-b \mathbf{M}_{k} \mathbf{H}_{k}^{T} \nabla_{\mathbf{z}_{k}} f\left(\mathbf{z}_{k} \mid Z^{k-1}\right) \\
& =\mathbf{M}_{k} \mathbf{H}_{k}^{T} \mathbf{g}_{k}\left(\mathbf{z}_{k}\right) \tag{5-114}
\end{align*}
$$

where the second equality results because $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is not a function of $\mathbf{z}_{k}$, the third equality is obtained by substituting (5-109) and (5-110), and the final equality is obtained by substituting (5-107).

To derive (5-104), we substitute (5-103) into (5-97), which gives

$$
\begin{equation*}
\mathbf{P}_{k}=E\left[\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} \mid Z^{k}\right]-\mathbf{M}_{k} \mathbf{H}_{k}^{T} \mathbf{g}_{k}\left(\mathbf{z}_{k}\right) \mathbf{g}_{k}^{T}\left(\mathbf{z}_{k}\right) \mathbf{H}_{k} \mathbf{M}_{k} . \tag{5-115}
\end{equation*}
$$

The first term, which we denote by $\mathbf{P}_{k 1}$, may be evaluated in a similar manner as the derivation of (5-103). After the substitution of (5-109), we obtain

$$
\begin{array}{r}
\mathbf{P}_{k 1}=b \int_{R^{n}}\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right) f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} d \mathbf{x}_{k} \\
=-b \mathbf{M}_{k} \int_{R^{n}} \nabla_{\mathbf{x}_{k}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} d \mathbf{x}_{k} \\
=b \mathbf{M}_{k} \int_{R^{n}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)\left[f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right) \mathbf{I}+\nabla_{\mathbf{x}_{k}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T}\right] d \mathbf{x}_{k} \\
=\mathbf{M}_{k}-b \mathbf{M}_{k} \mathbf{H}_{k}^{T} \int_{R^{n}} f\left(\mathbf{x}_{k} \mid Z^{k-1}\right) \nabla_{\mathbf{z}_{k}} f\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} d \mathbf{x}_{k} \\
=\mathbf{M}_{k}-b \mathbf{M}_{k} \mathbf{H}_{k}^{T} \int_{R^{n}} \nabla_{\mathbf{z}_{k}}\left[f\left(\mathbf{z}_{k} \mid Z^{k-1}\right) f\left(\mathbf{x}_{k} \mid Z^{k}\right)\right]\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} d \mathbf{x}_{k} \\
=\mathbf{M}_{k}+\mathbf{M}_{k} \mathbf{H}_{k}^{T} \mathbf{g}_{k}\left(\mathbf{z}_{k}\right) \mathbf{g}_{k}^{T}\left(\mathbf{z}_{k}\right) \mathbf{H}_{k} \mathbf{M}_{k} \\
-\mathbf{M}_{k} \mathbf{H}_{k}^{T} \nabla_{z_{k}} \int_{R^{n}} f\left(\mathbf{x}_{k} \mid Z^{k}\right)\left(\mathbf{x}_{k}-\overline{\mathbf{x}}_{k}\right)^{T} d \mathbf{x}_{k} \tag{5-116}
\end{array}
$$

where the second equality follows from a differentiation of (5-100), the third equality is obtained by an integration by parts, the fourth equality follows from (5-109) and (5-113), the fifth equality follows from (5-109), and the final equality is obtained by using the chain rule and substituting ( $5-107$ ), ( $5-103$ ), and $(5-110)$. Combining ( $5-116)$ and ( $5-115$ ) and then substituting (5-96), ( $5-114$ ), and ( $5-108$ ) yields ( $5-104$ ).

Equation (5-105) is derived by using the definition of $\mathbf{M}_{k+1}$ given by (5-99) and then substituting (5-93), (5-98), and (5-97). Equation (5-106) follows from (5-98) and (5-94).

The filter defined by this theorem is the Kalman filter if $f\left(\mathbf{z}_{k} \mid Z^{k-1}\right)$ is a Gaussian density:

$$
\begin{equation*}
f\left(\mathbf{z}_{k} \mid Z^{k-1}\right)=(2 \pi)^{-n / 2}\left(\operatorname{det} \mathbf{L}_{k}\right)^{-1 / 2} \exp \left[-\frac{1}{2}\left(\mathbf{z}_{k}-\overline{\mathbf{z}}_{k}\right)^{T} \mathbf{L}_{k}^{-1}\left(\mathbf{z}_{k}-\overline{\mathbf{z}}_{k}\right)\right] . \tag{5-117}
\end{equation*}
$$

This equation and (5-101), (5-102), (5-107), and (5-108) imply

$$
\begin{gather*}
\mathbf{g}_{k}\left(\mathbf{z}_{k}\right)=\left(\mathbf{H}_{k} \mathbf{M}_{k} \mathbf{H}_{k}^{T}+\mathbf{R}_{k}\right)^{-1}\left(\mathbf{z}_{k}-\mathbf{H}_{k} \overline{\mathbf{x}}_{k}\right)  \tag{5-118}\\
\mathbf{G}_{k}\left(\mathbf{z}_{k}\right)=\left(\mathbf{H}_{k} \mathbf{M}_{k} \mathbf{H}_{k}^{T}+\mathbf{R}_{k}\right)^{-1} . \tag{5-119}
\end{gather*}
$$

Substitution of these two equations into (5-103) and (5-104) yields the usual Kalman-filter equations.

## ACM Filter

To apply the theorem to interference suppression in a DS-BPSK system, the narrowband interference sequence $\left\{i_{k}\right\}$ at the filter input is modeled as an autoregressive process that satisfies

$$
\begin{equation*}
i_{k}=\sum_{l=1}^{q} \phi_{l} i_{k-l}+e_{k} \tag{5-120}
\end{equation*}
$$

where $e_{k}$ is an independent zero-mean random variable with variance $\sigma_{e}^{2}$, and the $\left\{\phi_{l}\right\}$ are known to the receiver. Since it is desired to estimate $i_{k}$, the observation noise $v_{k}$ is the sum of the direct-sequence signal $s_{k}$ and the independent zeromean Gaussian noise $n_{k}$ :

$$
\begin{equation*}
v_{k}=s_{k}+n_{k} \tag{5-121}
\end{equation*}
$$

The state-space representation of the system is

$$
\begin{align*}
\mathbf{x}_{k} & =\boldsymbol{\Phi} \mathbf{x}_{k-1}+\mathbf{u}_{k}  \tag{5-122}\\
z_{k} & =\mathbf{H} \mathbf{x}_{k}+v_{k} \\
& =i_{k}+s_{k}+n_{k} \tag{5-123}
\end{align*}
$$

where

$$
\begin{gather*}
\mathbf{x}_{k}=\left[\begin{array}{lllcc}
i_{k} & i_{k-1} & \ldots & i_{k-q+1}
\end{array}\right]^{T}  \tag{5-124}\\
\mathbf{\Phi}=\left[\begin{array}{ccccc}
\phi_{1} & \phi_{2} & \ldots & \phi_{q-1} & \phi_{q} \\
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0
\end{array}\right]  \tag{5-125}\\
\mathbf{u}_{k}=\left[\begin{array}{llll}
e_{k} & 0 & \ldots & 0
\end{array}\right]^{T}  \tag{5-126}\\
\mathbf{H}=\left[\begin{array}{llll}
1 & 0 & \ldots & 0
\end{array}\right] . \tag{5-127}
\end{gather*}
$$

The covariance matrix $\mathbf{Q}_{k}$ contains a single nonzero element equal to $\sigma_{e}^{2}$. Since the first component of the state vector $\mathbf{x}_{k}$ is the interference $i_{k}$, the state estimate $\mathbf{H} \hat{\mathbf{x}}_{k}=\widehat{i}_{k}$ provides an interference estimate that can be subtracted from the received signal to cancel the interference.

For a random spreading sequence, $s_{k}=+c$ or $-c$ with equal probability. If $n_{k}$ is zero-mean and Gaussian with variance $\sigma_{n}^{2}$, then $v_{k}$ has the density

$$
\begin{equation*}
f_{v}(x)=\frac{1}{2} \mathcal{N}_{x}\left(c, \sigma_{n}^{2}\right)+\frac{1}{2} \mathcal{N}_{x}\left(-c, \sigma_{n}^{2}\right) \tag{5-128}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}_{x}\left(m, \sigma^{2}\right)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{(x-m)^{2}}{2 \sigma^{2}}\right) \tag{5-129}
\end{equation*}
$$

Since $i_{k}$ and $n_{k}$ are independent of $s_{k}$, the expected value of $z_{k}$ conditioned on $Z^{k-1}$ and $s_{k}= \pm c$ is

$$
\begin{equation*}
E\left[z_{k} \mid Z^{k-1}, s_{k}= \pm c\right]=\bar{i}_{k} \pm c \tag{5-130}
\end{equation*}
$$

where $\bar{i}_{k}$ is the conditional expected value of $i_{k}$ :

$$
\begin{equation*}
\bar{i}_{k}=E\left[i_{k} \mid Z^{k-1}\right] . \tag{5-131}
\end{equation*}
$$

It follows that the variance of $z_{k}$ conditioned on $Z^{k-1}$ and $s_{k}= \pm c$ is

$$
\begin{align*}
\sigma_{z}^{2} & =E\left[\left(z_{k}-\bar{i}_{k} \mp c\right)^{2} \mid Z^{k-1}, s_{k}= \pm c\right] \\
& =E\left[\left(i_{k}-\bar{i}_{k}\right)^{2} \mid Z^{k-1}\right]+\sigma_{n}^{2} \tag{5-132}
\end{align*}
$$

Equation (5-120) indicates that $i_{k}$ is not the sum of independent Gaussian random variables even if $e_{k}$ has a Gaussian distribution. Therefore, $i_{k}$ does not have a Gaussian distribution (Appendix A.1), and the density $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is not Gaussian as required by Masreliez's theorem. However, by assuming that $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is approximately Gaussian, we can use results of the theorem to derive the nonlinear approximate conditional mean (ACM) filter [119].

Since $f\left(\mathbf{x}_{k} \mid Z^{k-1}\right)$ is approximated by a Gaussian density and $i_{k}$ is independent of $s_{k}, f\left(\mathbf{H x}_{k} \mid Z^{k-1}, s_{k}\right)=f\left(i_{k} \mid Z^{k-1}, s_{k}\right)$ is approximated by a Gaussian density. Since $n_{k}$ has a Gaussian density, it follows that $f\left(z_{k} \mid Z^{k-1}, s_{k}\right)$ is approximated by a Gaussian density. Therefore, the theorem of total probability and (5-128) imply that

$$
\begin{align*}
f\left(z_{k} \mid Z^{k-1}\right) & =\frac{1}{2} \mathcal{N}_{z_{k}}\left(\bar{i}_{k}+c, \sigma_{z}^{2}\right)+\frac{1}{2} \mathcal{N}_{z_{k}}\left(\bar{i}_{k}-c, \sigma_{z}^{2}\right) \\
& =\frac{1}{\sqrt{2 \pi} \sigma_{z}} \exp \left(-\frac{\epsilon_{k}^{2}+c^{2}}{2 \sigma_{z}^{2}}\right) \cosh \left(\frac{c \epsilon_{k}}{\sigma_{z}^{2}}\right) \tag{5-133}
\end{align*}
$$

where the innovation or prediction residual is

$$
\begin{equation*}
\epsilon_{k}=z_{k}-\bar{i}_{k} \tag{5-134}
\end{equation*}
$$

From (5-130), it follows that

$$
\begin{equation*}
\bar{z}_{k}=E\left[z_{k} \mid Z^{k-1}\right]=\bar{i}_{k} \tag{5-135}
\end{equation*}
$$

Substitution of (5-133) into (5-107) yields

$$
\begin{equation*}
g_{k}\left(z_{k}\right)=\frac{1}{\sigma_{z}^{2}}\left[\epsilon_{k}-c \tanh \left(\frac{c \epsilon_{k}}{\sigma_{z}^{2}}\right)\right] \tag{5-136}
\end{equation*}
$$

and the substitution of (5-136) into (5-108) yields

$$
\begin{equation*}
G_{k}\left(z_{k}\right)=\frac{1}{\sigma_{z}^{2}}\left[1-\frac{c^{2}}{\sigma_{z}^{2}} \operatorname{sech}^{2}\left(\frac{c \epsilon_{k}}{\sigma_{z}^{2}}\right)\right] \tag{5-137}
\end{equation*}
$$

The update equations of the ACM filter are given by (5-103) - (5-106), (5-136), and (5-137). The difference between the nonlinear ACM filter and the linear Kalman filter is the presence of the nonlinear tanh and sech functions in (5-136) and (5-137).

## Adaptive ACM Filter

In practical applications, the elements of the matrix $\boldsymbol{\Phi}$ in (5-125) are unknown and may vary with time. To cope with these problems, an adaptive algorithm that can track the interference is desirable. The adaptive ACM filter produces an interference estimate denoted by $\widehat{z}_{k}$ and an output

$$
\begin{equation*}
\widehat{\epsilon}_{k}=z_{k}-\widehat{z}_{k} \tag{5-138}
\end{equation*}
$$

which ideally is $s_{k}+n_{k}$ plus a small residual of $i_{k}$. Thus, the interference, but not the noise, is suppressed.

To use the structure of the nonlinear ACM filter, we observe that the second term inside the brackets in $(5-136)$ would be absent if $s_{k}$ were absent. Therefore, $c \tanh \left(c \epsilon_{k} / \sigma_{z}^{2}\right)$ may be interpreted as a soft decision on the direct-sequence signal $s_{k}$. The input to the adaptive filter at time $k$ is computed as the difference between the observation $z_{k}$ and the soft decision:

$$
\begin{align*}
\widetilde{z}_{k} & =z_{k}-c \tanh \left(\frac{c \widehat{\epsilon}_{k}}{\sigma_{z}^{2}}\right) \\
& =\widehat{z}_{k}+\rho\left(\widehat{\epsilon}_{k}\right) \tag{5-139}
\end{align*}
$$

where

$$
\begin{equation*}
\rho\left(\widehat{\epsilon}_{k}\right)=\widehat{\epsilon}_{k}-c \tanh \left(\frac{c \widehat{\epsilon}_{k}}{\sigma_{z}^{2}}\right) . \tag{5-140}
\end{equation*}
$$

The input $\widetilde{z}_{k}$ is a rough estimate of the interference that is made more accurate by the adaptive filter. The architecture of the one-sided adaptive ACM filter [119] is shown in Fig. 5.5. The output of the adaptive filter provides the interference estimate

$$
\begin{equation*}
\widehat{z}_{k}=\mathbf{w}^{T}(k) \widetilde{\mathbf{z}}(k) \tag{5-141}
\end{equation*}
$$

where $\mathbf{w}(k)$ is the weight vector after iteration $k$ and

$$
\widetilde{\mathbf{z}}(k)=\left[\begin{array}{c}
\widetilde{z}_{k-1}  \tag{5-142}\\
\widetilde{z}_{k-2} \ldots \widetilde{z}_{k-N}
\end{array}\right]^{T}
$$

is the input vector for iteration $k$, which is extracted from the filter taps. When $\widetilde{\mathbf{z}}(k)$ has only a small component due to $s_{k}$, the filter can effectively track the interference, and its output $\widehat{z}_{k}$ provides a good estimate of this interference.

The normalized LMS algorithm (Section 5.2) may be used to implement the adaptive ACM filter with $\widetilde{z}_{k}$ serving as an approximation of the desired response $i_{k}$. The normalized LMS algorithm may be expressed as

$$
\begin{equation*}
\mathbf{w}(k)=\mathbf{w}(k-1)+\frac{2 \mu}{\delta+\|\widetilde{\mathbf{z}}(k)\|^{2}}\left(\widetilde{z}_{k}-\widehat{z}_{k}\right) \widetilde{\mathbf{z}}(k) \tag{5-143}
\end{equation*}
$$

where $\mu$ is the adaptation constant, $0<\mu<1$, and $\delta$ is a positive constant.
The calculation of $\rho\left(\widehat{\epsilon}_{k}\right)$ requires the estimation of $\sigma_{z}^{2}$. If the $\widehat{z}_{k}$ produced by the adaptive filter approximates $\overline{i_{k}}$, then $\operatorname{var}\left(\widehat{\epsilon}_{k}\right) \approx \sigma_{z}^{2}$. Therefore, if $\operatorname{var}\left(\widehat{\epsilon}_{k}\right)$


Figure 5.5: Adaptive ACM filter
is estimated by computing the sample variance of the filter output, then the latter provides an estimate of $\sigma_{z}^{2}$.

A figure of merit for filters is the SINR improvement, which is the ratio of the output signal-to-interference-and-noise ratio (SINR) to the input SINR. Since the filters of concern do not change the signal power, the SINR improvement is

$$
\begin{equation*}
R=\frac{E\left\{\left|z_{k}-s_{k}\right|^{2}\right\}}{E\left\{\left|\widehat{\epsilon}_{k}-s_{k}\right|^{2}\right\}} \tag{5-144}
\end{equation*}
$$

In terms of this performance measure, the nonlinear adaptive ACM filter has been found to provide much better suppression of narrowband interference than the linear Kalman filter if the noise power in $n_{k}$ is less than the direct-sequence signal power in $s_{k}$. If the latter condition is not satisfied, the advantage is small or absent. Disadvantages apparent from (5-140) are the requirements to estimate the parameters $c$ and $\sigma_{z}^{2}$ and to compute or store the tanh function.

The preceding linear and nonlinear methods are primarily predictive methods that exploit the inherent predictability of narrowband interference. Further improvements in interference suppression are theoretically possible by using methods that were originally developed for multiuser detection (Section 7.7). Some of them can potentially be used to simultaneously suppress both narrowband interference and multiple-access interference, but they require even more computation and parameter estimation than the ACM filter, and the most powerful of the adaptive methods are practical only for short spreading sequences, if at all.

### 5.4 Rejection of Wideband Interference

When a direct-sequence system is part of a mobile network of similar systems, multiple-access interference (Chapter 7) by similar systems is of primary con-
cern because this interference may be too strong for the inherent resistance of a practical spread-spectrum system with a limited spreading factor. Since this type of interference has a spectrum that is similar to that of a desired direct-sequence signal, the narrowband interference-rejection filters are ineffective, and another type of adaptive filter is needed. By exploiting the known spreading sequence, an adaptive filter is potentially capable of suppressing both multiple-access interference and general wideband interference. As illustrated in Fig. 5.1, chip-rate processing is performed prior to the despreading.

## Lagrange Multipliers

Consider minimizing or maximizing the differentiable function $f(\mathbf{x})$ subject to the $m$ equality constraints $g_{i}(\mathbf{x})=0, i=1, \ldots, m$, where each $g_{i}(\mathbf{x})$ is differentiable. In principle, one could use each constraint to solve for a component of $\mathbf{x}$ and then proceed to minimize or maximize a function of a smaller set of independent variables. In practice, such a procedure is often difficult. The method of Lagrange multipliers $[20,46]$ provides an alternative procedure that provides local minima or maxima. We focus on minimizing $f(\mathbf{x})$ since maximizing it is equivalent to minimizing $-f(\mathbf{x})$.

Let $\mathbf{x}_{0}$ denote a local minimum of a continuously differentiable function $f: \mathcal{R}^{n} \rightarrow \mathcal{R}$ subject to $g_{i}(\mathbf{x})=0, i=1, \ldots, m$, where each $g_{i}(\mathbf{x})$ is a continuously differentiable function $g_{i}: \mathcal{R}^{n} \rightarrow \mathcal{R}, m \leq n$, and the $\left\{\nabla_{x} g_{i}\left(\mathbf{x}_{0}\right)\right\}$ are linearly independent. Let

$$
\mathbf{G}=\left[\begin{array}{c}
\nabla_{x}^{T} g_{1}\left(\mathbf{x}_{0}\right)  \tag{5-145}\\
\vdots \\
\nabla_{x}^{T} g_{m}\left(\mathbf{x}_{0}\right)
\end{array}\right]
$$

denote an $m \times n$ matrix of gradients. Let $\mathrm{R}\left(\mathbf{G}^{T}\right)$ denote the range space of $\mathbf{G}^{T}$, which is the $m$-dimensional vector subspace spanned by the linearly independent $\left\{\nabla_{x} g_{i}\left(\mathbf{x}_{0}\right)\right\}$. Let $\mathbf{N}(\mathbf{G})$ denote the $(n-m)$-dimensional null space of $\mathbf{G}$, which implies that an $n \times 1$ vector $\mathbf{t} \in \mathbf{N}(\mathbf{G})$ satisfies

$$
\begin{equation*}
\mathbf{G t}=\mathbf{0} . \tag{5-146}
\end{equation*}
$$

Thus, any vector in $N(\mathbf{G})$ is a tangent vector at the point $\mathbf{x}_{0}$ on the multidimensional surface defined by the constraints, and an infinitesimal movement from $\mathbf{x}_{0}$ along a tangent vector gives a point that remains on the surface.

Since $\mathbf{x}_{0}$ is a local minimum and $\nabla_{x} f\left(\mathbf{x}_{0}\right)$ has continuous components, any vector in $\mathrm{N}(\mathbf{G})$ must be perpendicular to $\nabla_{x} f\left(\mathbf{x}_{0}\right)$ so that an infinitesimal movement along the vector cannot decrease $f(\mathbf{x})$. Therefore, at a local minimum $\mathbf{x}_{0}$ that satisfies the constraints, it is necessary that

$$
\begin{equation*}
\nabla_{x}^{T} f\left(\mathbf{x}_{0}\right) \mathbf{t}=\mathbf{0} \tag{5-147}
\end{equation*}
$$

for every vector $\mathbf{t} \in \mathrm{N}(\mathbf{G})$. Using linear algebra and (5-147), we have $\nabla_{x} f\left(\mathbf{x}_{0}\right) \in$ $(\mathrm{N}(\mathbf{G}))^{\perp}=\mathrm{R}\left(\mathbf{G}^{T}\right)$, where $A^{\perp}$ denotes the subspace perpendicular to the sub-
space $A$. Therefore, $\nabla_{x} f\left(\mathbf{x}_{0}\right)$ must be a linear combination of the $\left\{\nabla_{x} g_{i}\left(\mathbf{x}_{0}\right)\right\}$ :

$$
\begin{equation*}
\nabla_{x} f\left(\mathbf{x}_{0}\right)=-\sum_{i=1}^{m} \lambda_{i} \nabla_{x} g_{i}\left(\mathbf{x}_{0}\right) \tag{5-148}
\end{equation*}
$$

for properly chosen Lagrange multipliers $\lambda_{1}, \ldots, \lambda_{m}$. This equation implies that a necessary condition for $\mathbf{x}_{0}$ to be a local minimum of $f(\mathbf{x})$ subject to constraints is for $\mathbf{x}_{0}$ to be a stationary point of the unconstrained Lagrangian function

$$
\begin{equation*}
L(\mathbf{x}, \lambda)=f(\mathbf{x})+\sum_{i=1}^{m} \lambda_{i} g_{i}(\mathbf{x}) \tag{5-149}
\end{equation*}
$$

The method of Lagrange multipliers requires the finding of the stationary points of the Lagrangian function and the Lagrange multipliers that satisfy the constraints $g_{i}(\mathbf{x})=0, i=1, \ldots, m$. Once the stationary points are found, it must be determined whether they locally minimize or globally minimize $f(\mathbf{x})$ or neither.

## Constrained Minimum-Power Criterion

The constrained minimum-power criterion is a performance criterion that inherently limits the inadvertent cancelation of the desired signal while canceling interference by an adaptive filter. Let $\mathbf{p}$ denote the $G \times 1$ vector of the short spreading sequence of a desired signal. Let $\mathbf{x}=d A \mathbf{p}+\mathbf{n}$ denote the $G \times 1$ output vector of the $G$ successive outputs of a chip-matched filters that process one symbol $d= \pm 1$, where $\mathbf{n}$ is the interference and noise in the filter output and $A$ is the amplitude. The output of a linear detector is $y=\mathbf{w}^{H} \mathbf{x}$, where $\mathbf{w}$ is a complex-valued $G \times 1$ weight vector. Each component of $\mathbf{p}$ has the value +1 or -1 , and hence

$$
\begin{equation*}
\mathbf{p}^{T} \mathbf{p}=G \tag{5-150}
\end{equation*}
$$

We assume that $\mathbf{x}$ has stationary statistics and a positive-definite correlation $\operatorname{matrix} \mathbf{R}_{x}$. The constrained minimum-power criterion requires that the weight vector minimize the mean output power

$$
\begin{equation*}
E\left[|y|^{2}\right]=\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w} \tag{5-151}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\mathbf{w}^{H} \mathbf{p}=1 \tag{5-152}
\end{equation*}
$$

By forcing this inner product to be unity, the constraint inhibits suppression of the desired signal. Thus, the power minimization tends to suppress the interference and noise.

Applying the method of Lagrange multipliers, we find the stationary points of the real-valued Lagrangian function

$$
\begin{equation*}
H\left(\mathbf{w}, \mathbf{w}^{*}\right)=\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w}+\gamma_{1}\left[\operatorname{Re}\left(\mathbf{w}^{H} \mathbf{p}\right)-1\right]+\gamma_{2}\left[\operatorname{Im}\left(\mathbf{w}^{H} \mathbf{p}\right)\right] \tag{5-153}
\end{equation*}
$$

where $\gamma_{1}$ and $\gamma_{2}$ are real-valued Lagrange multipliers, and an irrelevant constant has been dropped. Defining $\gamma=\gamma_{1}-j \gamma_{2}$, we obtain

$$
\begin{align*}
H\left(\mathbf{w}, \mathbf{w}^{*}\right) & =\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w}+\operatorname{Re}\left(\gamma \mathbf{w}^{H} \mathbf{p}\right) \\
& =\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w}+\frac{1}{2} \gamma \mathbf{w}^{H} \mathbf{p}+\frac{1}{2} \gamma^{*} \mathbf{w}^{T} \mathbf{p} \tag{5-154}
\end{align*}
$$

which is an analytic function of $\mathbf{w}$ and $\mathbf{w}^{*}$. Let $\nabla_{w *}$ denote the complex gradient with respect to $\mathbf{w}^{*}$. Then (5-20) indicates that

$$
\begin{equation*}
\nabla_{w *} H\left(\mathbf{w}, \mathbf{w}^{*}\right)=\mathbf{R}_{x} \mathbf{w}+\frac{1}{2} \gamma \mathbf{p} \tag{5-155}
\end{equation*}
$$

Assuming that the Hermitian matrix $\mathbf{R}_{x}$ is positive definite, its inverse exists (theorem 2, Appendix G). Setting $\nabla_{w *} H\left(\mathbf{w}, \mathbf{w}^{*}\right)=\mathbf{0}$ and applying the constraint to eliminate $\gamma$ give the necessary condition for the optimal weight vector:

$$
\begin{equation*}
\mathbf{w}_{0}=\frac{\mathbf{R}_{x}^{-1} \mathbf{p}}{\mathbf{p}^{T} \mathbf{R}_{x}^{-1} \mathbf{p}} \tag{5-156}
\end{equation*}
$$

where the denominator is a scalar.
To show that the local minimum given by (5-156) is the optimal weight vector, we combine this equation with (5-151) and (5-152), which yields

$$
\begin{equation*}
E\left[|y|^{2}\right]=\left(\mathbf{w}-\mathbf{w}_{0}\right)^{H} \mathbf{R}_{x}\left(\mathbf{w}-\mathbf{w}_{0}\right)+\left(\mathbf{p}^{T} \mathbf{R}_{x}^{-1} \mathbf{p}\right)^{-1} \tag{5-157}
\end{equation*}
$$

Since the final term is independent of $\mathbf{w}$ and $\mathbf{R}_{x}$ is positive definite, this equation indicates that $\mathbf{w}_{0}$ is the unique weight vector that minimizes $E\left[|y|^{2}\right]$.

## Frost Algorithm

The Frost algorithm or linearly constrained minimum-variance algorithm is an adaptive algorithm that approximates the constrained optimal weight of (5-156) while avoiding the matrix inversion. Let the index $k$ denote successive symbols of $G$ matched-filter outputs. By the method of steepest descent and (5-155), the gradient of the Lagrangian for the $k$ th iteration is $\mathbf{R}_{x} \mathbf{w}(k)+\gamma(k) \mathbf{p} / 2$, where $\mathbf{R}_{x}$ is the correlation matrix of $\mathbf{x}(k)=d(k) \mathbf{p}+\mathbf{n}(k)$.

The weight vector $\mathbf{w}(k)$ is updated according to

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)-\mu\left[2 \mathbf{R}_{x} \mathbf{w}(k)+\gamma(k) \mathbf{p}\right] \tag{5-158}
\end{equation*}
$$

where $\mu$ is a constant that regulates the algorithm convergence rate. The Lagrange multiplier is chosen so that

$$
\begin{equation*}
\mathbf{p}^{T} \mathbf{w}(k+1)=\mathbf{w}^{H}(k+1) \mathbf{p}=1 \tag{5-159}
\end{equation*}
$$

Substituting (5-158) and (5-150) into (5-159), we find that

$$
\begin{equation*}
\gamma(k)=\frac{1}{\mu G}\left[\mathbf{p}^{T} \mathbf{w}(k)-2 \mu \mathbf{p}^{T} \mathbf{R}_{x} \mathbf{w}(k)-1\right] \tag{5-160}
\end{equation*}
$$

Substituting this equation into (5-158) and exploiting that $\mathbf{p}^{T} \mathbf{w}(k)$ and $\mathbf{p}^{T} \mathbf{R}_{x}$ $\mathbf{w}(k)$ are scalars, we obtain

$$
\begin{equation*}
\mathbf{w}(k+1)=\left(\mathbf{I}-\frac{1}{G} \mathbf{p} \mathbf{p}^{T}\right)\left[\mathbf{w}(k)-2 \mu \mathbf{R}_{x} \mathbf{w}(k)\right]+\frac{1}{G} \mathbf{p} \tag{5-161}
\end{equation*}
$$

This equation provides a deterministic steepest-descent algorithm that would be used if $\mathbf{R}_{x}$ were known.

The Frost algorithm is the stochastic-gradient algorithm that approximates $\mathbf{R}_{x}$ by $\mathbf{x}(k) \mathbf{x}^{H}(k)$ and uses the linear detector output given by (H-9) to determine symbol $d(k)$. A suitable choice for the initial weight vector that satisfies the constraint is $\mathbf{w}(0)=\mathbf{p} / G$. Thus, the Frost algorithm is

$$
\begin{align*}
\mathbf{w}(0) & =\frac{1}{G} \mathbf{p}  \tag{5-162}\\
\mathbf{w}(k+1) & =\left(\mathbf{I}-\frac{1}{G} \mathbf{p} \mathbf{p}^{T}\right)\left[\mathbf{w}(k)-2 \mu \mathbf{x}(k) y^{*}(k)\right]+\frac{1}{G} \mathbf{p} \tag{5-163}
\end{align*}
$$

The output Re $[y(k)]$ can be used as a symbol metric. Symbol decisions are made according to

$$
\begin{equation*}
\widehat{d}(k)=\operatorname{sgn}\{\operatorname{Re}[y(k)]\} \tag{5-164}
\end{equation*}
$$

where the signum function is defined by (1-196).
Computational errors occur because of truncation, rounding, or quantization errors in the computer implementation of the algorithm. These errors may cause $\mathbf{w}^{H}(k) \mathbf{p} \neq 1$ after an iteration and could have a significant cumulative effect after a few iterations. However, the next iteration of the Frost algorithm automatically tends to correct the computational errors in the weight vector from the preceding iteration, primarily because (5-159) is used in deriving (5-160). Thus, apart from new sources of error, $\mathbf{w}^{H}(k+1) \mathbf{p}=1$ even if $\mathbf{w}^{H}(k) \mathbf{p} \neq 1$.

## Convergence of the Mean

If $\mathbf{x}(k+1)$ is independent of $\mathbf{y}(i), i \leq k$, then (5-163) implies that $\mathbf{w}(k)$ and $\mathbf{x}(k)$ are independent, and hence

$$
\begin{equation*}
E[\mathbf{w}(k+1)]=\mathbf{A}\left[\mathbf{I}-2 \mu \mathbf{R}_{x}\right] E[\mathbf{w}(k)]+\frac{1}{G} \mathbf{p}, \quad k \geq 0 \tag{5-165}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}=\left(\mathbf{I}-\frac{1}{G} \mathbf{p p}^{T}\right) \tag{5-166}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathbf{v}(k)=E[\mathbf{w}(k)]-\mathbf{w}_{0} \tag{5-167}
\end{equation*}
$$

From (5-167), (5-165), (5-156), and (5-166), we obtain

$$
\begin{equation*}
\mathbf{v}(k+1)=\mathbf{A v}(k)-2 \mu \mathbf{A} \mathbf{R}_{x} \mathbf{v}(k), \quad k \geq 0 \tag{5-168}
\end{equation*}
$$

Direct multiplication verifies that $\mathbf{A}^{2}=\mathbf{A}$. It then follows from (5-168) that $\operatorname{Av}(k)=\mathbf{v}(k), k \geq 1$. It is easily verified that $\mathbf{A v}(0)=\mathbf{v}(0)$. Consequently,

$$
\begin{align*}
\mathbf{v}(k+1) & =\left[\mathbf{I}-2 \mu \mathbf{A} \mathbf{R}_{x} \mathbf{A}\right] \mathbf{v}(k) \\
& =\left[\mathbf{I}-2 \mu \mathbf{A} \mathbf{R}_{\mathbf{x}} \mathbf{A}\right]^{k+1} \mathbf{v}(0), \quad k \geq 0 \tag{5-169}
\end{align*}
$$

Since $\mathbf{A}$ is symmetric and $\mathbf{R}_{x}$ is Hermitian, the matrix $\mathbf{A} \mathbf{R}_{x} \mathbf{A}$ is Hermitian, and hence it has a complete set of orthonormal eigenvectors. Direct calculation proves that

$$
\begin{equation*}
\mathbf{A R}_{\mathrm{x}} \mathbf{A p}=\mathbf{0} \tag{5-170}
\end{equation*}
$$

which indicates that $\mathbf{p}$ is an eigenvector of $\mathbf{A R} \mathbf{R}_{x} \mathbf{A}$ with eigenvalue equal to zero. Let $\mathbf{e}_{i}, i=1,2, \ldots, N-1$, denote the $N-1$ remaining orthonormal eigenvectors of $\mathbf{A R}_{x} \mathbf{A}$. The orthogonality implies that

$$
\begin{equation*}
\mathbf{p}^{T} \mathbf{e}_{i}=\mathbf{0}, \quad i=1,2, \ldots, N-1 \tag{5-171}
\end{equation*}
$$

From this equation and (5-166), it follows that

$$
\begin{equation*}
\mathbf{A} \mathbf{e}_{i}=\mathbf{e}_{i}, \quad i=1,2, \ldots, N-1 \tag{5-172}
\end{equation*}
$$

Let $\sigma_{i}$ denote the eigenvalue of $\mathbf{A} \mathbf{R}_{x} \mathbf{A}$ associated with the unit eigenvector $\mathbf{e}_{i}$. Using (5-172), we obtain

$$
\begin{equation*}
\sigma_{i}=\mathbf{e}_{i}^{H} \mathbf{A} \mathbf{R}_{\mathbf{x}} \mathbf{A} \mathbf{e}_{i}=\mathbf{e}_{i}^{H} \mathbf{R}_{\mathbf{x}} \mathbf{e}_{i}, \quad i=1,2, \ldots, N-1 \tag{5-173}
\end{equation*}
$$

Since $\mathbf{e}_{i}$ is a unit vector, the Rayleigh quotient bounds of (5-63) imply that

$$
\begin{gather*}
\lambda_{\min } \leq \mathbf{e}_{i}^{H} \mathbf{R}_{x} \mathbf{e}_{i} \leq \lambda_{\max }  \tag{5-174}\\
\sigma_{\min } \leq \mathbf{e}_{i}^{H} \mathbf{A} \mathbf{R}_{\mathbf{x}} \mathbf{A} \mathbf{e}_{i} \leq \sigma_{\max } \tag{5-175}
\end{gather*}
$$

where $\lambda_{\min }$ and $\lambda_{\max }$ are the smallest and largest eigenvalues, respectively, of the Hermitian positive-semidefinite matrix $\mathbf{R}_{x}$, and where $\sigma_{\min }$ and $\sigma_{\max }$ are the smallest and largest eigenvalues, respectively, of $\mathbf{e}_{i}, i=1,2, \ldots, N-1$. If we assume that $\mathbf{R}_{x}$ is positive definite, then $\lambda_{\min }>0$, and hence $\sigma_{\min }>0$. We conclude that the $\left\{\mathbf{e}_{i}\right\}$ correspond to nonzero eigenvalues.

It is easily verified that $\mathbf{p}^{T} \mathbf{v}(0)=\mathbf{0}$. Therefore, $\mathbf{v}(0)$ is equal to a linear combination of the $\mathbf{e}_{i}, i=1,2, \ldots, N-1$, which are the eigenvectors of $\mathbf{A R} \mathbf{R}_{x} \mathbf{A}$ corresponding to the nonzero eigenvalues. If $\mathbf{v}(0)$ is equal to the eigenvector $\mathbf{e}_{i}$ with eigenvalue $\sigma_{i}$, then (5-169) indicates that

$$
\begin{equation*}
\mathbf{v}(k+1)=\left(1-2 \mu \sigma_{i}\right)^{k+1} \mathbf{e}_{i}, \quad k \geq 0 \tag{5-176}
\end{equation*}
$$

Therefore, $\left|1-2 \mu \sigma_{i}\right|<1$ for $i=1,2, \ldots, N-1$ is a necessary and sufficient condition for $\mathbf{v}(k) \rightarrow 0$, and hence the convergence of the mean weight vector to its optimal value:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E[\mathbf{w}(k)]=\mathbf{w}_{0}=\frac{\mathbf{R}_{x}^{-1} \mathbf{p}}{\mathbf{p}^{T} \mathbf{R}_{x}^{-1} \mathbf{p}} \tag{5-177}
\end{equation*}
$$

Since $\sigma_{\text {min }}>0$, the necessary and sufficient condition for convergence is

$$
\begin{equation*}
0<\mu<\frac{1}{\sigma_{\max }} \tag{5-178}
\end{equation*}
$$

Analogously to the LMS algorithm, the convergence of the mean weight vector of the Frost algorithm has transients that can be characterized by the time constants

$$
\begin{equation*}
\tau_{i}=-\frac{1}{\ln \left(\left|1-2 \mu \sigma_{i}\right|\right)}, \quad i=1,2, \ldots, N-1 \tag{5-179}
\end{equation*}
$$

If $0<\mu<1 / 2 \sigma_{\max }$, the largest time constant is

$$
\begin{equation*}
\tau_{\max }=-\frac{1}{\ln \left(1-2 \mu \sigma_{\min }\right)}<\frac{1}{2 \mu \sigma_{\min }}, \quad 0<\mu<\frac{1}{2 \sigma_{\max }} . \tag{5-180}
\end{equation*}
$$

If $\mu$ is selected to be close to the upper bound in $(5-180)$, then $\tau_{\max }$ increases with the eigenvalue spread defined as $\sigma_{\max } / \sigma_{\text {min }}$.

### 5.5 Optimal Array

When multiple antennas are available, much more potent interference suppression is possible than can be obtained by processing the output of a single antenna. An adaptive array is an adaptive filter with inputs derived directly from an array of antennas. The performance criterion that has led to the most effective adaptive arrays for spread-spectrum systems is based on the maximization of the SINR, and hence that criterion is used to derive the optimal weight vector for adaptive arrays.

Consider an array with $N$ outputs, each of which includes a different signal copy from a distinct antenna. Each array output is translated to baseband, and its sampled complex envelope is extracted (Appendix D.2). Alternatively, each array output is translated to an intermediate frequency, and the sampled analytic signal is extracted. The subsequent analysis is valid for both these types of processing, but it is simplest to assume the extraction of sampled complex envelopes.

The sampled complex envelopes of the array outputs provide the inputs to a linear filter. The desired signal, interference signals, and thermal noise are modeled as independent zero-mean, wide-sense stationary stochastic processes. Let $\mathbf{x}(i)$ denote the discrete-time vector of the $N$ complex-valued filter inputs, where the index $i$ denotes the sample number. This vector can be decomposed as

$$
\begin{equation*}
\mathbf{x}(i)=\mathbf{s}(i)+\mathbf{n}(i) \tag{5-181}
\end{equation*}
$$

where $\mathbf{s}(i)$ and $\mathbf{n}(i)$ are the discrete-time vectors of the desired signal and the interference-and-noise, respectively. The components of both $\mathbf{s}(i)$ and $\mathbf{n}(i)$ are modeled as discrete-time jointly wide-sense stationary processes. Let $\mathbf{w}$ denote
the $N \times 1$ weight vector of a linear filter applied to the input vector. The filter output is

$$
\begin{equation*}
y(i)=\mathbf{w}^{H} \mathbf{x}(i)=y_{s}(i)+y_{n}(i) \tag{5-182}
\end{equation*}
$$

where the output components due to $\mathbf{s}(i)$ and $\mathbf{n}(i)$ are

$$
\begin{equation*}
y_{s}(i)=\mathbf{w}^{H} \mathbf{s}(i), y_{n}(i)=\mathbf{w}^{H} \mathbf{n}(i) \tag{5-183}
\end{equation*}
$$

respectively.
The $N \times N$ correlation matrices of $\mathbf{s}(i)$ and $\mathbf{n}(i)$ are defined as

$$
\begin{equation*}
\mathbf{R}_{s}=E\left[\mathbf{s}(i) \mathbf{s}^{H}(i)\right], \mathbf{R}_{n}=E\left[\mathbf{n}(i) \mathbf{n}^{H}(i)\right] \tag{5-184}
\end{equation*}
$$

respectively. The desired-signal and interference-and-noise powers at the output are

$$
\begin{align*}
p_{s o} & =E\left[\left|y_{s}(i)\right|^{2}\right]  \tag{5-185}\\
p_{n} & =E\left[\left|\mathbf{w}^{H} \mathbf{R}_{s}(i)\right|^{2}\right] \tag{5-186}
\end{align*}=\mathbf{w}^{H} \mathbf{R}_{n} \mathbf{w} .
$$

respectively. The SINR at the filter output is

$$
\begin{equation*}
\rho=\frac{p_{s o}}{p_{n}}=\frac{\mathbf{w}^{H} \mathbf{R}_{s} \mathbf{w}}{\mathbf{w}^{H} \mathbf{R}_{n} \mathbf{w}} \tag{5-187}
\end{equation*}
$$

The definitions of $\mathbf{R}_{s}$ and $\mathbf{R}_{n}$ ensure that these matrices are Hermitian positive semidefinite. Consequently, these matrices have complete sets of orthonormal eigenvectors, and their eigenvalues are real valued and nonnegative. We assume that the positive-semidefinite Hermitian matrix $\mathbf{R}_{n}$ is positive definite so that it has positive eigenvalues. The spectral decomposition (Appendix G ) of $\mathbf{R}_{n}$ can be expressed as

$$
\begin{equation*}
\mathbf{R}_{n}=\sum_{l=1}^{N} \lambda_{l} \mathbf{e}_{l} \mathbf{e}_{l}^{H} \tag{5-188}
\end{equation*}
$$

where $\lambda_{l}$ is an eigenvalue and $\mathbf{e}_{l}$ is the associated eigenvector.
To derive the weight vector that maximizes the SINR with no restriction on $\mathbf{R}_{s}$, we define the Hermitian matrix

$$
\begin{equation*}
\mathbf{A}=\sum_{l=1}^{N} \sqrt{\lambda_{l}} \mathbf{e}_{l} \mathbf{e}_{l}^{H} \tag{5-189}
\end{equation*}
$$

Direct calculations using the orthonormality of the $\left\{\mathbf{e}_{l}\right\}$ verify that

$$
\begin{equation*}
\mathbf{R}_{n}=\mathbf{A}^{2} \tag{5-190}
\end{equation*}
$$

and the inverse of $\mathbf{A}$ is

$$
\begin{equation*}
\mathbf{A}^{-1}=\sum_{l=1}^{N} \frac{1}{\sqrt{\lambda_{l}}} \mathbf{e}_{l} \mathbf{e}_{l}^{H} \tag{5-191}
\end{equation*}
$$

The matrix $\mathbf{A}$ specifies an invertible transformation of $\mathbf{w}$ into the vector

$$
\begin{equation*}
\mathbf{v}=\mathbf{A} \mathbf{w} \tag{5-192}
\end{equation*}
$$

We define the Hermitian matrix

$$
\begin{equation*}
\mathbf{C}=\mathbf{A}^{-1} \mathbf{R}_{s} \mathbf{A}^{-1} \tag{5-193}
\end{equation*}
$$

Then (5-187), (5-190), (5-192), and (5-193) indicate that the SINR can be expressed as the Rayleigh quotient

$$
\begin{equation*}
\rho=\frac{\mathbf{v}^{H} \mathbf{C v}}{\|\mathbf{v}\|^{2}} \tag{5-194}
\end{equation*}
$$

Let $\mu_{\max }$ and $\mu_{\min }$ denote the largest and smallest eigenvalues of $\mathbf{C}$, respectively. Then (5-63) indicates that

$$
\begin{equation*}
\mu_{\min } \leq \rho \leq \mu_{\max } \tag{5-195}
\end{equation*}
$$

Let $\mathbf{u}$ denote the unit eigenvector of $\mathbf{C}$ associated with its largest eigenvalue $\mu_{\max }$. Thus, $\mathbf{v}=\eta \mathbf{u}$ maximizes the SINR, where $\eta$ is an arbitrary constant. From (5-192) with $\mathbf{v}=\eta \mathbf{u}$, it follows that the optimal weight vector that maximizes the SINR is

$$
\begin{equation*}
\mathbf{w}_{0}=\eta \mathbf{A}^{-1} \mathbf{u} \tag{5-196}
\end{equation*}
$$

The purpose of an adaptive-array algorithm is to adjust the weight vector to converge to the optimal value, which is given by (5-196) when the maximization of the SINR is the performance criterion.

We assume that the desired signal is sufficiently narrowband or the antennas are sufficiently close that the desired-signal copies in all the array outputs are nearly aligned in time. The desired-signal input vector may be represented as

$$
\begin{equation*}
\mathbf{s}(i)=s(i) \mathbf{s}_{0} \tag{5-197}
\end{equation*}
$$

where $s(i)$ denotes the discrete-time sampled complex envelope of the desired signal, and the steering vector is

$$
\mathbf{s}_{0}=\left[\begin{array}{llll}
\alpha_{1} \exp \left(j \theta_{1}\right) & \alpha_{2} \exp \left(j \theta_{2}\right) & \ldots \alpha_{N} \exp \left(j \theta_{N}\right) \tag{5-198}
\end{array}\right]^{T}
$$

which has components that represent the relative amplitudes and phase shifts at the antenna outputs.

Example 1. Equation (5-198) can serve as a model for a narrowband desired signal that arrives at an antenna array as a plane wave and does not experience fading. Let $T_{l}, l=1,2, \ldots, N$, denote the arrival-time delay of the desired signal at the output of antenna $l$ relative to a fixed reference point in space. Equations (5-197) and (5-198) are valid with $\theta_{l}=-2 \pi f_{c} T_{l}, l=$ $1,2, \ldots, N$, where $f_{c}$ is the carrier frequency of the desired signal. The $\alpha_{l}$, $l=1,2, \ldots, N$, depend on the relative antenna patterns and propagation losses. If they are all equal, then the common value can be subsumed into $s(i)$. It is
convenient to define the origin of a Cartesian coordinate system to coincide with the fixed reference point. Let $\left(x_{l}, y_{l}\right)$ denote the coordinates of antenna $l$. If a single plane wave arrives from direction $\psi$ relative to the normal to the array, then

$$
\begin{equation*}
\theta_{l}=\frac{2 \pi f_{c}}{c}\left(x_{l} \sin \psi+y_{l} \cos \psi\right), \quad l=1,2, \ldots, N \tag{5-199}
\end{equation*}
$$

where $c$ is the speed of an electromagnetic wave.
The substitution of (5-197) into (5-184) yields

$$
\begin{equation*}
\mathbf{R}_{s}=p_{s} \mathbf{s}_{0} \mathbf{s}_{0}^{H} \tag{5-200}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{s}=E\left[|s(i)|^{2}\right] \tag{5-201}
\end{equation*}
$$

After substituting (5-200) into (5-193), it is observed that $\mathbf{C}$ may be factored:

$$
\begin{equation*}
\mathbf{C}=p_{s} \mathbf{A}^{-1} \mathbf{s}_{0} \mathbf{s}_{0}^{H} \mathbf{A}^{-1}=\mathbf{f f}^{H} \tag{5-202}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{f}=\sqrt{p_{s}} \mathbf{A}^{-1} \mathbf{s}_{0} \tag{5-203}
\end{equation*}
$$

This factorization explicitly shows that $\mathbf{C}$ is a rank-one matrix, and hence its null space has dimension $N-1$. Therefore, the eigenvector of $\mathbf{C}$ associated with the only nonzero eigenvalue is $\mathbf{u}=\mathbf{f}$, and its eigenvalue is

$$
\begin{equation*}
\mu_{\max }=\|\mathbf{f}\|^{2} \tag{5-204}
\end{equation*}
$$

Substituting (5-203) into (5-196), using (5-190), and then merging $\sqrt{p_{s}}$ into the arbitrary constant, we obtain the optimal weight vector:

$$
\begin{equation*}
\mathbf{w}_{0}=\eta \mathbf{R}_{n}^{-1} \mathbf{s}_{0} \tag{5-205}
\end{equation*}
$$

where $\eta$ is an arbitrary constant. The maximum value of the SINR, obtained from the upper bound in $(5-195),(5-204),(5-203)$, and $(5-190)$, is

$$
\begin{equation*}
\rho_{0}=p_{s} \mathbf{s}_{0}^{H} \mathbf{R}_{n}^{-1} \mathbf{s}_{0} \tag{5-206}
\end{equation*}
$$

### 5.6 Adaptive Array for Direct-Sequence Systems

If multiple antennas are available, an antenna array may be used to adaptively suppress both narrowband and wideband interference. The basic configuration of an adaptive array for spread-spectrum systems is displayed in Fig. 5.6. The output of each array antenna is applied to an initial processor in a separate branch. The output of one antenna is applied to the synchronization system, which provides frequency and timing synchronization. The spreading waveform, which is produced by a synchronized receiver, is applied to the initial processors to enable the generation of despread discrete-time branch sequences. These


Figure 5.6: Architecture of adaptive array for spread-spectrum system
sequences are applied to an adaptive processor that executes the adaptive-array algorithm.

The maximin algorithm is an adaptive-array algorithm that exploits the characteristics of spread-spectrum signals to provide a much larger degree of protection against strong interference than could be provided by spread spectrum alone [106]. It is a stochastic-gradient algorithm that is based on the method of steepest ascent and recursively increases the SINR. As indicated by its name, the maximin algorithm simultaneously maximizes the despread desired-signal components and minimizes the spectrally spread interference components.

## Derivation of Maximin Algorithm

Let $\mathbf{x}(i)$ denote the $i$ th $N \times 1$ discrete-time vector of filtered branch outputs that provide the inputs to the maximin algorithm, where $i$ is the sample index. The vector $\mathbf{x}(i)$ can be decomposed as $\mathbf{x}(i)=\mathbf{s}(i)+\mathbf{n}(i)$, where $\mathbf{s}(i)$ and $\mathbf{n}(i)$ are the discrete-time vectors of the desired sequence and the interference-andnoise sequence, respectively. Their $N \times N$ autocorrelation matrices are defined by (5-184). Since the interference and noise are zero-mean and statistically independent of the desired signal, the $N \times N$ input correlation matrix is

$$
\begin{equation*}
\mathbf{R}_{x}=E\left[\mathbf{x}(i) \mathbf{x}^{H}(i)\right]=\mathbf{R}_{s}+\mathbf{R}_{n} . \tag{5-207}
\end{equation*}
$$

The maximin processor is a linear adaptive filter that uses an $N \times 1$ weight vector $\mathbf{w}(k)$, where $k$ is the index that denotes the weight iteration number. There are $m$ discrete-time samples of the input vector $\mathbf{x}(i)$ for every weight iteration. The adaptive-filter output is

$$
\begin{gather*}
y(i)=\mathbf{w}^{H}(k) \mathbf{x}(i)=y_{s}(i)+y_{n}(i)  \tag{5-208}\\
y_{s}(i)=\mathbf{w}^{H}(k) \mathbf{s}(i), y_{n}(i)=\mathbf{w}^{H}(k) \mathbf{n}(i) . \tag{5-209}
\end{gather*}
$$

The adaptive-filter output power is

$$
\begin{align*}
p_{x}(k)=E\left[|y(i)|^{2}\right]= & \mathbf{w}^{H}(k) \mathbf{R}_{x} \mathbf{w}(k) \\
& =p_{s}(k)+p_{n}(k) \tag{5-210}
\end{align*}
$$

where

$$
\begin{align*}
& p_{s}(k)=\mathbf{w}^{H}(k) \mathbf{R}_{s} \mathbf{w}(k)  \tag{5-211}\\
& p_{n}(k)=\mathbf{w}^{H}(k) \mathbf{R}_{n} \mathbf{w}(k) \tag{5-212}
\end{align*}
$$

are the desired-sequence and interference-and-noise sequence powers, respectively. The SINR after iteration $k$ is

$$
\begin{equation*}
\rho(k)=\frac{p_{s}(k)}{p_{n}(k)}=\frac{\mathbf{w}^{H}(k) \mathbf{R}_{s} \mathbf{w}(k)}{\mathbf{w}^{H}(k) \mathbf{R}_{n} \mathbf{w}(k)} . \tag{5-213}
\end{equation*}
$$

The maximin algorithm changes the weight vector along the direction of the gradient of the SINR. Combining equations for the real and imaginary parts of the complex-valued weight vector, we obtain

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu_{0}(k) \nabla_{w *} \rho(k) \tag{5-214}
\end{equation*}
$$

where $\mu_{0}(k)$ is a scalar sequence that controls the rate of change of the weight vector, and $\nabla_{w *} \rho(k)$ is the complex gradient of the SINR $\rho(k)$ at iteration $k$. Using (5-213), we obtain

$$
\begin{equation*}
\nabla_{w *} \rho(k)=\rho(k)\left[\frac{\mathbf{R}_{s} \mathbf{w}(k)}{p_{s}(k)}-\frac{\mathbf{R}_{n} \mathbf{w}(k)}{p_{n}(k)}\right] . \tag{5-215}
\end{equation*}
$$

Substitution of (5-207) and (5-210) into (5-215) and simplification yield

$$
\begin{equation*}
\nabla_{w *} \rho(k)=[\rho(k)+1]\left[\frac{\mathbf{R}_{x} \mathbf{w}(k)}{p_{x}(k)}-\frac{\mathbf{R}_{n} \mathbf{w}(k)}{p_{n}(k)}\right] . \tag{5-216}
\end{equation*}
$$

Substitution of this equation into (5-214) gives the steepest-ascent algorithm:

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu_{0}(k)[\rho(k)+1]\left[\frac{\mathbf{R}_{x} \mathbf{w}(k)}{p_{x}(k)}-\frac{\mathbf{R}_{n} \mathbf{w}(k)}{p_{n}(k)}\right] . \tag{5-217}
\end{equation*}
$$

If $\mathbf{w}(k)$ is modeled as deterministic, then $\mathbf{R}_{x} \mathbf{w}(k)=E\left[\mathbf{x}(i) y^{*}(i)\right]$ and $\mathbf{R}_{n}$ $\mathbf{w}(k)=E\left[\mathbf{n}(i) y_{n}^{*}(i)\right]$. Thus, we can avoid estimating the matrices $\mathbf{R}_{x}$ and $\mathbf{R}_{n}$ in (5-217) by finding estimators of $E\left[\mathbf{x}(i) y^{*}(i)\right]$ and $E\left[\mathbf{n}(i) y_{n}^{*}(i)\right]$. A further simplification that ultimately reduces the amount of computation by nearly a factor of two is obtained by observing that the components of $\mathbf{x}(i)$ are proportional to samples of continuous-time complex envelopes, which are modeled as zero-mean wide-sense stationary processes. In each array branch, the thermal noise is independent of the noise in the other branches, and each desired or interference signal is a delayed version of the corresponding signal in the other
branches. Therefore, the continuous-time complex envelopes are circularly symmetric (Appendix D.2), and thus

$$
\begin{equation*}
E\left[\mathbf{x}(i) \mathbf{x}^{T}(i)\right]=\mathbf{0} \tag{5-218}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[\mathbf{n}(i) \mathbf{n}^{T}(i)\right]=\mathbf{0} . \tag{5-219}
\end{equation*}
$$

The adaptive-filter output can be decomposed as

$$
\begin{equation*}
y(i)=y_{r}(i)+j y_{i}(i) \tag{5-220}
\end{equation*}
$$

where $y_{r}(i)$ and $y_{i}(i)$ are the real and imaginary parts of $y(i)$, respectively. We assume that $\mathbf{w}(k)$ varies slowly relative to the symbol rate and hence approximates a deterministic vector. Then (5-182), (5-218), and the identity $\mathbf{w}^{H}(k) \mathbf{x}(i)=\mathbf{x}^{T}(i) \mathbf{w}^{*}(k)$ imply that

$$
\begin{align*}
E\left[\mathbf{x}(i) y_{r}(i)\right] & =E\left[\mathbf{x}(i)\left\{\frac{1}{2} \mathbf{x}^{T}(i) \mathbf{w}^{*}(k)+\frac{1}{2} \mathbf{x}^{H}(i) \mathbf{w}(k)\right\}\right] \\
& =\frac{1}{2} E\left[\mathbf{x}(i) \mathbf{x}^{H}(i)\right] \mathbf{w}(k) . \tag{5-221}
\end{align*}
$$

This equation and (5-207) yield

$$
\begin{equation*}
\mathbf{R}_{x} \mathbf{w}(k)=2 E\left[\mathbf{x}(i) y_{r}(i)\right] . \tag{5-222}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathbf{R}_{n} \mathbf{w}(k)=2 E\left[\mathbf{n}(i) y_{n r}(i)\right] \tag{5-223}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{n r}(i)=\operatorname{Re}\left[y_{n}(i)\right]=\operatorname{Re}\left[\mathbf{w}^{H}(k) \mathbf{n}(i)\right] \tag{5-224}
\end{equation*}
$$

is the real part of $y_{n}(i)$. Thus, we can avoid estimating the matrices $\mathbf{R}_{x}$ and $\mathbf{R}_{n}$ in (5-217) by finding estimators of $E\left[\mathbf{x}(i) y_{r}(i)\right]$ and $E\left[\mathbf{n}(i) y_{n r}(i)\right]$.

Equations (5-182) and (5-218) imply that $E\left[y^{2}(i)\right]=0$, and the substitution of (5-182) yields $E\left[y_{r}^{2}(i)\right]=E\left[y_{i}^{2}(i)\right]$ and $E\left[y_{r}(i) y_{i}(i)\right]=0$. Therefore, $p_{x}(k)=$ $E\left[|y(i)|^{2}\right]=2 E\left[y_{r}^{2}(i)\right]$. These calculations and similar ones involving $p_{n}(k)$ give

$$
\begin{equation*}
p_{x}(k)=2 E\left[y_{r}^{2}(i)\right], p_{n}(k)=2 E\left[y_{n r}^{2}(i)\right] . \tag{5-225}
\end{equation*}
$$

To derive the maximin algorithm, let $\hat{p}_{x}(k)$ and $\hat{p}_{n}(k)$ denote estimates of $E\left[y_{r}^{2}\right]$ and $E\left[y_{n r}^{2}\right]$, respectively, following weight iteration $k$. Let $\mathbf{c}_{x}(k)$ and $\mathbf{c}_{n}(k)$ denote estimates following iteration $k$ of the input correlation vector $E\left[\mathbf{x} y_{r}\right]$ and the interference-and-noise correlation vector $E\left[\mathbf{n} y_{n r}\right]$, respectively. Substituting these estimates and $\mu_{0}(k)=\alpha(k) /[\widehat{\rho}(k)+1]$ into (5-217), we obtain the maximin algorithm:

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\alpha(k)\left[\frac{\mathbf{c}_{x}(k)}{\hat{p}_{x}(k)}-\frac{\mathbf{c}_{n}(k)}{\hat{p}_{n}(k)}\right], \quad k \geq 0 \tag{5-226}
\end{equation*}
$$

where $\mathbf{w}(0)$ is the deterministic initial weight vector, and $\alpha(k)$ is the adaptation sequence. As the adaptive weights converge, the interference components of $\mathbf{c}_{x}(k)$ and $\hat{p}_{x}(k)$ decrease. Thus, the first term within the brackets can be interpreted as a signal term that enables the algorithm to direct the array beam toward the desired signal. The second term within the brackets is a noise term that enables the algorithm to null interference signals.

The adaptation sequence $\alpha(k)$ should be chosen so that $E[\mathbf{w}(k)]$ converges to a nearly optimal steady-state value. It is also intuitively plausible that $\alpha(k)$ should decrease rapidly as $E[\mathbf{w}(k)]$ converges. A suitable candidate is

$$
\begin{equation*}
\alpha(k)=\alpha \frac{\hat{p}_{n}(k)}{\hat{t}(k)} \tag{5-227}
\end{equation*}
$$

where $\hat{t}(k)$ is an estimate of the total interference-and-noise power in the passbands of the despread desired-signal copies, and $\alpha$ is the adaptation constant. The subsequent convergence analysis and simulation results confirm that this choice is effective and robust, provided that the adaptation constant is within certain numerical bounds. Simulation experiments confirm that for cyclostationary spread-spectrum signals and tone interference, the maximin algorithm suffers no performance loss due to the simplification stemming from (5-219).

The remaining issue is the choice of estimators for $\hat{t}(k), \mathbf{c}_{x}(k), \mathbf{c}_{n}(k), \hat{p}_{x}(k)$, and $\hat{p}_{n}(k)$. The specific nature of the spread-spectrum signals allows blind estimates to be made without depending on known steering vectors or reference signals.

## Implementation of the Adaptive Processor

For a DS_BPSK system, the principal components of each initial processor in Fig. 5.6 are depicted in Fig. 2.14. After timing synchronization of the spreading sequence has been established in the receiver, the final mixing operations produce the complex-valued chip-rate branch sequence comprising the despread desired sequence, spectrally spread interference, and noise.

This spectral difference is exploited by the maximin algorithm to estimate the interference and then cancel it. The chip-rate vector of branch sequences

$$
\begin{equation*}
\mathbf{x}_{b}(\ell)=\left[x_{b 1}(\ell) x_{b 2}(\ell) \ldots x_{b N}(\ell)\right]^{T} \tag{5-228}
\end{equation*}
$$

where $\ell$ is the index of the chip-rate samples. In the maximin processor shown in Fig. 5.7, each branch sequence is applied to a signal filter that estimates the desired-signal component of $\mathbf{x}_{b}(\ell)$, and a monitor filter that estimates the interference component of $\mathbf{x}_{b}(\ell)$. For an adaptive array of $N$ antennas, the outputs of $N$ pairs of signal and monitor filters are applied to the adaptive filter, the output of which is applied to a metric generator. The maximin algorithm seeks to maximize the SINR at the input to the metric generator.

Figure 5.8 is a conceptual diagram of the filter frequency responses that illustrates the processing of one chip-rate branch sequence. The monitor filters have the same bandwidths as the signal filters but have center-frequency


Figure 5.7: Maximin processor for direct-sequence system
offsets equal to $\pm f_{o}$. The despreading of the direct-sequence signal spreads the spectrum of the interference almost uniformly over the entire passband of the monitor filter if $f_{o} \leq(g-1) / T_{s}$. Any spillover or spectral splatter of the desired-signal spectrum into the monitor filter may lead to some degree of desired-signal cancelation by the adaptive algorithm. Thus, $f_{o}$ must be sufficiently large to prevent significant spectral splatter. The interference and noise that pass through a monitor filter are used to estimate the interference and noise that accompany the desired signal that passes through the associated signal filter.

In the digital implementation shown in Fig. 5.7, the filters are implemented as accumulators. Each filter output is sampled at the end of every symbol interval. The vector of signal-filter outputs is

$$
\begin{equation*}
\mathbf{x}(i)=\sum_{\ell=i-g+1}^{i} \mathbf{x}_{b}(\ell) \tag{5-229}
\end{equation*}
$$

where $\ell$ is the index of the chip-rate input samples and $i$ is the index of the symbol-rate output samples. The interference-and-noise components at higher frequencies are shifted to baseband and then applied to monitor filters that are identical to the signal filters. Thus, the vector of symbol-rate monitor-filter outputs is

$$
\begin{equation*}
\widehat{\mathbf{n}}(i)=\sum_{\ell=i-g+1}^{i} \mathbf{x}_{b}(\ell) \exp \left(-2 \pi f_{o} T_{c} \ell\right) \tag{5-230}
\end{equation*}
$$

which is the vector of interference-and-noise estimates used to generate $\mathbf{c}_{n}(k)$ and $\hat{p}_{n}(k)$. Let $\mathbf{n}_{b}(\ell)$ and $\mathbf{n}(i)$ denote the interference-and-noise components of


Figure 5.8: Frequency responses of signal and monitor filters
$\mathbf{x}_{b}(\ell)$ and $\mathbf{x}(i)$, respectively. Then

$$
\begin{equation*}
\mathbf{n}(i)=\sum_{\ell=i-g+1}^{i} \mathbf{n}_{b}(\ell) \tag{5-231}
\end{equation*}
$$

Let $\mathbf{n}_{b}(l)$ denote the interference-and-noise component of $\mathbf{x}_{b}(l)$. If $\mathbf{n}_{b}(l)$ and $\mathbf{n}_{b}(m)$ are zero-mean and nearly independent when $l \neq m$, then (5-230) and (5-231) imply that

$$
\begin{equation*}
E\left[\hat{\mathbf{n}}(i) \hat{\mathbf{n}}^{H}(i)\right] \approx E\left[\mathbf{n}(i) \mathbf{n}^{H}(i)\right], E\left[\hat{\mathbf{n}}(i) \hat{\mathbf{n}}^{T}(i)\right] \approx E\left[\mathbf{n}(i) \mathbf{n}^{T}(i)\right]=0 \tag{5-232}
\end{equation*}
$$

## Adaptive Filter

The architecture of the adaptive filter is illustrated in Fig. 5.9. One input vector is $\mathbf{x}(i)=\mathbf{s}(i)+\mathbf{n}(i)$, where $\mathbf{s}(i)$ and $\mathbf{n}(i)$ are the discrete-time vectors of the desired sequence and the interference-and-noise sequence, respectively. Another input vector is $\hat{\mathbf{n}}(i)$, which provides an estimate of $\mathbf{n}(i)$. There is one weight iteration after every $m$ symbol-rate samples of the input vectors. The adaptive filter produces the output

$$
\begin{equation*}
y_{r}(i)=\operatorname{Re}\left[\mathbf{w}^{H}(k) \mathbf{x}(i)\right], \quad i=k m+1, \cdots,(k+1) m \tag{5-233}
\end{equation*}
$$

where sample $i$ is taken after weight iteration $k$. This output is applied to the demodulator and is used in the estimators

$$
\begin{equation*}
\mathbf{c}_{x}(k)=\frac{1}{m} \sum_{i=k m+1}^{(k+1) m} \mathbf{x}(i) y_{r}(i), \quad k \geq 0 \tag{5-234}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{p}_{x}(k)=\frac{1}{m} \sum_{i=k m+1}^{(k+1) m} y_{r}^{2}(i), \quad k \geq 0 \tag{5-235}
\end{equation*}
$$

which provide unbiased estimates when $\mathbf{x}(i)$ and $y_{r}(i)$ are stationary processes between weight iterations.


Figure 5.9: Adaptive filter that executes maximin algorithm. Each circle with an $\times$ computes the real part of an inner product

The adaptive filter also generates

$$
\begin{equation*}
\hat{y}_{n r}(i)=\operatorname{Re}\left[\mathbf{w}^{H}(k) \hat{\mathbf{n}}(i)\right], \quad i=k m+1, \cdots,(k+1) m . \tag{5-236}
\end{equation*}
$$

Since $\mathbf{w}(k)$ varies slowly relative to the symbol rate, it approximates a random variable that is independent of $\hat{\mathbf{n}}(i)$ and $\mathbf{n}(i)$. Then (5-232), (5-236), and (5-224) imply that

$$
\begin{equation*}
E\left[\hat{\mathbf{n}}(i) \hat{y}_{n r}(i)\right] \approx E\left[\mathbf{n}(i) y_{n r}(i)\right] \tag{5-237}
\end{equation*}
$$

and hence an approximately unbiased estimator of the interference-and-noise correlation vector at weight iteration $k$ is

$$
\begin{equation*}
\mathbf{c}_{n}(k)=\frac{1}{m} \sum_{i=k m+1}^{(k+1) m} \hat{\mathbf{n}}(i) \hat{y}_{n r}(i), \quad k \geq 0 \tag{5-238}
\end{equation*}
$$

Similarly, an approximately suitable estimator proportional to the interference-and-noise output power is

$$
\begin{equation*}
\hat{p}_{n}(k)=\frac{1}{m} \sum_{i=k m+1}^{(k+1) m} \hat{y}_{n r}^{2}(i), \quad k \geq 0 \tag{5-239}
\end{equation*}
$$

Both of these estimators are approximately unbiased when $\hat{\mathbf{n}}(i)$ and $\hat{y}_{n r}(i)$ are stationary processes between weight iterations.

An estimator of the total interference-and-noise power in the passbands of the despread desired-signal copies is

$$
\begin{equation*}
\hat{t}(k)=\frac{1}{m} \sum_{i=k m+1}^{(k+1) m}\|\hat{\mathbf{n}}(i)\|^{2}, \quad k \geq 0 \tag{5-240}
\end{equation*}
$$

which is approximately unbiased when $\hat{\mathbf{n}}(i)$ is a wide-sense stationary process. A recursive estimator of $\hat{t}(k)$ is

$$
\hat{t}(k)= \begin{cases}\mu \hat{t}(k-1)+\frac{1-\mu}{m} \sum_{i=k m+1}^{(k+1) m}\|\hat{\mathbf{n}}(i)\|^{2}, & k \geq 1  \tag{5-241}\\ \frac{1}{m} \sum_{i=1}^{m}\|\hat{\mathbf{n}}(i)\|^{2}, & k=0\end{cases}
$$

where $\mu$ is the memory factor, and $0 \leq \mu<1$. As verified by simulation experiments, recursive versions of the preceding estimators merely slow the convergence of the maximin algorithm when the interference statistics are stationary. However, the recursive estimator of $\hat{t}(k)$ is useful in a nonstationary environment, such as one with pulsed interference (Section 2.6).

Timing acquisition, which must be achieved before the maximin algorithm is activated, may be obtained by using an algorithm that suppresses interference until acquisition is achieved. One method is to use the estimated direction-ofarrival of the desired signal followed by beamforming to enhance the desired signal [75]. In another method, an adaptive-array algorithm exploits the high power of interference to reduce its level relative to that of a desired directsequence signal before timing acquisition has been achieved [107]. Although the degree of interference suppression may be sufficient to enable acquisition, it is usually insufficient to enable timing tracking and demodulation. Both the despreading and the maximin algorithm are needed after acquisition.

## Convergence Analysis

The highly nonlinear nature of the maximin algorithm precludes a completely rigorous convergence analysis. However, with suitable approximations and assumptions, the convergence of the mean weight vector to $\mathbf{w}_{0}$ can be demonstrated, and bounds on the adaptation constant can be derived. We assume that the interference is wide-sense stationary and $m$ is large enough that (5-240) gives

$$
\begin{align*}
\hat{t}(k) & \approx E[\hat{t}(k)]=E\left[\|\hat{\mathbf{n}}(i)\|^{2}\right] \\
& \approx E\left[\|\mathbf{n}(i)\|^{2}\right]=\operatorname{tr}\left(\mathbf{R}_{n}\right) \tag{5-242}
\end{align*}
$$

We assume that after a number of algorithm iterations $k_{0}$,

$$
\begin{align*}
\frac{\hat{p}_{x}(k)}{\hat{p}_{n}(k)} & =\frac{\hat{p}_{s}(k)}{\hat{p}_{n}(k)}+1 \\
& \approx \rho_{0}+1 \\
& =p_{s} \mathbf{s}_{0}^{H} \mathbf{R}_{n}^{-1} \mathbf{s}_{0}+1 \tag{5-243}
\end{align*}
$$

Using these assumptions in (5-226) and (5-227), the maximin algorithm is approximated by

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{\alpha}{\operatorname{tr}\left(\mathbf{R}_{n}\right)}\left[\frac{\mathbf{c}_{x}(k)}{\rho_{0}+1}-\mathbf{c}_{n}(k)\right], \quad k \geq k_{0} \tag{5-244}
\end{equation*}
$$

We make the approximation that $\mathbf{w}(k)$ is statistically independent of $\mathbf{x}(i)$, $\mathbf{n}(i)$, and $\widehat{\mathbf{n}}(i)$ for $i \geq k m+1$. We obtain from (5-234), (5-233), (5-218), and (5-207) that

$$
\begin{equation*}
E\left[\mathbf{c}_{x}(k)\right]=E\left[\mathbf{x}(i) y_{r}(i)\right] \approx \frac{1}{2} \mathbf{R}_{x} E[\mathbf{w}(k)] . \tag{5-245}
\end{equation*}
$$

Similarly, (5-238), (5-237), (5-219), and (5-184) yield

$$
\begin{equation*}
\left.E\left[\mathbf{c}_{n}(k)\right] \approx E[\mathbf{n}(i)) y_{n r}(i)\right] \approx \frac{1}{2} \mathbf{R}_{n} E[\mathbf{w}(k)] . \tag{5-246}
\end{equation*}
$$

Taking the expected value of both sides of (5-244), substituting (5-246), (5-245), and (5-207), and simplifying algebraically, we obtain the approximate recursive equation for the mean weight vector:

$$
\begin{equation*}
E[\mathbf{w}(k+1)]=\left[\mathbf{I}-\frac{\alpha}{2 \operatorname{tr}\left(\mathbf{R}_{n}\right)\left(\rho_{0}+1\right)} \mathbf{D}\right] E[\mathbf{w}(k)], \quad k \geq k_{0} \tag{5-247}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{D}=\rho_{0} \mathbf{R}_{n}-\mathbf{R}_{s}=\rho_{0} \mathbf{R}_{n}-p_{s} \mathbf{s}_{0} \mathbf{s}_{0}^{H} . \tag{5-248}
\end{equation*}
$$

Equations (5-248), (5-205), and (5-206) yield

$$
\begin{equation*}
\mathbf{D w}_{0}=\mathbf{D R}_{n}^{-1} \mathbf{s}_{0}=\mathbf{0} \tag{5-249}
\end{equation*}
$$

which indicates that the optimal weight vector $\mathbf{w}_{0}$ given by (5-205) is an eigenvector of $\mathbf{D}$, and the corresponding eigenvalue is 0 . Since $\mathbf{D}$ is Hermitian, it has a complete set of $N$ orthogonal eigenvectors (Appendix G), one of which is $\mathrm{w}_{0}$. Since

$$
\begin{equation*}
\mathbf{w}^{H} \mathbf{D} \mathbf{w}=\rho_{0} \mathbf{w}^{\mathbf{H}} \mathbf{R}_{\mathbf{n}} \mathbf{w}-\mathbf{w}^{\mathbf{H}} \mathbf{R}_{\mathbf{s}} \mathbf{w} \geq 0 \tag{5-250}
\end{equation*}
$$

for an arbitrary vector $\mathbf{w}, \mathbf{D}$ is positive semidefinite and hence has $N$ nonnegative eigenvalues. We assume that only $\mathbf{w}=\mathbf{w}_{0}$ maximizes the SINR so that $\mathbf{w}^{H} \mathbf{D} \mathbf{w}>0, \mathbf{w} \neq \mathbf{w}_{0}$. Since it follows that $\mathbf{D w} \neq \mathbf{0}, \mathbf{w} \neq \mathbf{w}_{0}$, one of the eigenvalues of $\mathbf{D}$ is zero, and the other $N-1$ eigenvalues are positive.

To solve (5-247), we use the eigenvectors of $\mathbf{D}$ to make the spectral decomposition (Appendix G)

$$
\begin{equation*}
E[\mathbf{w}(k)]=\eta(k) \mathbf{R}_{n}^{-1} \mathbf{s}_{0}+\sum_{l=2}^{N} a_{l}(k) \mathbf{e}_{l} \tag{5-251}
\end{equation*}
$$

where each $a_{l}(k)$ and $\eta(k)$ are scalar functions, and each $\mathbf{e}_{l}$ is one of the $N-1$ eigenvectors orthogonal to $\mathbf{R}_{n}^{-1} \mathbf{s}_{0}$. Substituting this equation into (5-247) and using the orthonormality of the eigenvectors, we obtain

$$
\begin{gather*}
\eta(k+1)=\eta(k)=\eta\left(k_{0}\right), \quad k \geq k_{0}  \tag{5-252}\\
a_{l}(k+1)=\left[1-\frac{\alpha \lambda_{l}}{2 \operatorname{tr}\left(\mathbf{R}_{n}\right)\left(\rho_{0}+1\right)}\right] a_{l}(k), \quad 2 \leq l \leq N, \quad k \geq k_{0} \tag{5-253}
\end{gather*}
$$

where $\lambda_{l}$ is the positive eigenvalue corresponding to $\mathbf{e}_{l}$. Assuming that $\eta\left(k_{0}\right) \neq$ 0 , (5-206), (5-251), and (5-252) indicate that $E[\mathbf{w}(k)] \rightarrow \mathbf{w}_{0}$ as $k \rightarrow \infty$ if and only if each $a_{l}(k) \rightarrow 0$. The solution to (5-253) is

$$
\begin{equation*}
a_{l}(k)=\left[1-\frac{\alpha \lambda_{l}}{2 \operatorname{tr}\left(\mathbf{R}_{n}\right)\left(\rho_{0}+1\right)}\right]^{k-k_{0}} a_{l}\left(k_{0}\right), \quad 2 \leq l \leq N, \quad k \geq k_{0} \tag{5-254}
\end{equation*}
$$

This equation indicates that $a_{l}(k) \rightarrow 0,2 \leq l \leq N$, as $k \rightarrow \infty$ if and only if

$$
\begin{equation*}
\left|1-\frac{\alpha \lambda_{l}}{2 \operatorname{tr}\left(\mathbf{R}_{n}\right)\left(\rho_{0}+1\right)}\right|<1, \quad 2 \leq l \leq N \tag{5-255}
\end{equation*}
$$

This inequality implies that the necessary and sufficient condition for the convergence of the mean weight vector is

$$
\begin{equation*}
0<\alpha<\frac{4 \operatorname{tr}\left(\mathbf{R}_{n}\right)\left(\rho_{0}+1\right)}{\lambda_{\max }} \tag{5-256}
\end{equation*}
$$

where $\lambda_{\max }$ is the largest eigenvalue of $\mathbf{D}$.
Since the sum of the eigenvalues of a square matrix is equal to its trace,

$$
\begin{equation*}
\lambda_{\max } \leq \sum_{i=1}^{N} \lambda_{i}=\operatorname{tr}(\mathbf{D})=\rho_{0} \operatorname{tr}\left(\mathbf{R}_{n}\right)-\operatorname{tr}\left(\mathbf{R}_{s}\right) \leq \rho_{0} \operatorname{tr}\left(\mathbf{R}_{n}\right) \tag{5-257}
\end{equation*}
$$

Substituting this bound into (5-256) and simplifying the result, we obtain

$$
\begin{equation*}
0<\alpha<4 \tag{5-258}
\end{equation*}
$$

as a sufficient (but not necessary) condition for the convergence of the mean weight vector to the optimal weight vector. Although this inequality must be regarded as an approximation because of the approximations used in its derivation, it gives at least rough guidance in the selection of the adaptation constant. The fact that the upper bound is numerical and does not depend on environmental parameters provides support for the choice of $(5-227)$ as the adaptation sequence.

## Simulation of Maximin Algorithm

In the simulation experiments, the array consists of 4 omnidirectional antennas located at the vertices of a square or in a uniform linear configuration. Let $\lambda$ denote the wavelength corresponding to the center frequency of the desired signal, which is 3 GHz . The edge length or the separation between adjacent antennas is $d=0.5 \lambda, d=1.0 \lambda$, or $d=1.5 \lambda$. The DS-BPSK signal with a rectangular chip waveform arrives from a direction $20^{\circ}$ clockwise from the perpendicular to one of the edges. All signals are assumed to arrive as plane waves. The direct-sequence signal has a frequency offset equal to 1 kHz after downconversion, which models imperfect frequency synchronization. The datasymbol and spreading sequences are randomly generated for each simulation
trial at the rates of 100 kbps and 10 Mbps , respectively, which imply that the spreading factor is 20 dB . Perfect chip and spreading-sequence synchronization in the receiver are assumed. As indicated in Fig. 5.6, the initial sampling is performed once per spreading-sequence chip. The thermal noise in each branch output is modeled as bandlimited white Gaussian noise. The signal-to-noise ratio (SNR) is 0 dB in each branch output. Each signal filter is an accumulator with a one-sided bandwidth $B=100 \mathrm{kHz}$. Each monitor filter is a bandpass accumulator offset by $f_{o}=400 \mathrm{kHz}$ to prevent contamination by the directsequence signal. The maximin algorithm is implemented with $\alpha=1$. A weight iteration occurs after each $m=10$ data symbols. In each simulation trial, the initial weight vector of the adaptive processor is $\mathbf{w}(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]$, which forms an omnidirectional array pattern.

Each of 1,2 , or 3 interference signals is a tone (continuous-wave signal). After the downconversions, the tones have different initial phase shifts and residual frequency offsets equal to 10 kHz , which reflects the mismatch of the tone frequencies and the carrier frequency of the direct-sequence signal. Multiple tones do not add coherently, even if they have the same carrier frequencies, because they arrive from different directions and have different initial phase shifts. The SINR at the processor output is calculated after each sample time and then averaged over all samples in the time interval between a weight iteration and a preceding weight iteration to determine the SINR at each weight iteration. The SINR is observed to fluctuate, but it tends to gradually increase until it reaches a steady-state condition with a smaller residual fluctuation.

Let $\theta$ denote an arrival angle defined as the angle in the clockwise direction from the normal to one of the array edges. Let $\mathbf{s}(\theta)$ denote the array response vector, which is the array response to an ideal plane wave arriving at angle $\theta$. For the square array, the components of the array response vector are

$$
\begin{align*}
& s_{r 1}=1, \quad s_{r 2}=\exp \left(-j 2 \pi \frac{d}{\lambda} \sin \theta\right) \\
& s_{r 3}=\exp \left(-j 2 \pi \frac{d}{\lambda} \cos \theta\right), \quad s_{r 4}=\exp \left[-j 2 \pi \frac{d}{\lambda}(\sin \theta+\cos \theta)\right] \tag{5-259}
\end{align*}
$$

The array gain pattern after weight iteration $k$ is

$$
\begin{equation*}
G(\theta, k)=\frac{\left|\mathbf{w}^{H}(k) \mathbf{s}(\theta)\right|^{2}}{\|\mathbf{w}(k)\|^{2}} \tag{5-260}
\end{equation*}
$$

Example 2. Figure 5.10 illustrates the SINR variation versus the weight iteration number for a typical simulation trial in which one interference tone arrives at a $50^{\circ}$ angle with an interference-to-signal ratio (ISR) equal to 30 dB . The array gain pattern at the end of the simulation trial of Fig. 5.10 is depicted in Fig. 5.11. A null deeper than -20 dB in the direction of the interference signal and a mainlobe slightly displaced from the direction of the desired signal have formed. In addition, another grating null, which is a low point in the array gain pattern, and grating lobes, which are high points in the pattern, have formed.


Figure 5.10: SINR variation in typical simulation trial for direct-sequence system with one interference tone at $50^{\circ}$ and $\operatorname{ISR}=30 \mathrm{~dB}$ [106]

Example 3. The results of 15 representative simulation experiments are summarized in Table 5.1. Each experiment comprises 50 trials with 100 weight iterations per trial. The first column gives the arrival angles of 1,2 , or 3 interference signals. The ISR for each interference signal is 10 dB . The second column gives the array type: square with $d=1.0 \lambda$, square with $d=1.5 \lambda$, or linear with $d=0.5 \lambda$. The SINRs expressed in decibels for the last 20 weight iterations of all the trials are used to compute the steady-state SINR and the standard deviation of the SINR. The final column gives the crossing number, which is the average number of weight iterations required for the SINR to exceed 20 dB . The crossing number provides a rough measure of the relative time required for convergence to the steady state.

Table 5.1 indicates that beamforming in the direction of the desired signal and interference cancelation are achieved in a wide variety of scenarios. Additional interference signals do not necessarily slow the algorithm convergence or lower the steady-state SINR. The reason is that as the array forms one pattern lobe or null, it tends to form additional grating lobes and nulls and thereby may counteract or facilitate the maximin algorithm. The results for an interference signal with a $30^{\circ}$ arrival angle and a square array illustrate the limitations imposed by the resolution of the array. The resolution, which is the angular separation between the interference and desired signals that can be accommodated without a large performance degradation, decreases as the array aperture increases. The square array with $d=1.0 \lambda$ and the uniform linear array with $d=0.5 \lambda$, despite having an array aperture equal to $1.5 \lambda$, have insufficient resolution for this interference. Increasing the antenna separation in


Figure 5.11: Array gain pattern at the end of a typical simulation trial for a direct-sequence system with one interference tone at $50^{\circ}$ and $\mathrm{ISR}=30 \mathrm{~dB}[106]$

Table 5.1: Simulation results for interference tones with ISR $=10 \mathrm{~dB}$ [106]

| Arrival angles <br> of interf. | Array <br> type | Steady-state <br> SINR (dB) | Standard <br> dev. (dB) | Crossing <br> number |
| :---: | :---: | :---: | :---: | :---: |
| 60 | Sq, $1.0 \lambda$ | 25.81 | 1.49 | 3.2 |
| $60,-40$ | Sq, 1.0 $\lambda$ | 22.84 | 2.22 | 8.9 |
| 60,85 | Sq, $1.0 \lambda$ | 24.53 | 1.60 | 5.0 |
| $60,-40,85$ | Sq, 1.0 $\lambda$ | 24.39 | 1.71 | 5.5 |
| 30 | Sq, $1.0 \lambda$ | 20.10 | 1.57 | 16.1 |
| 60 | Sq, 1.5 $\lambda$ | 25.13 | 1.46 | 4.2 |
| $60,-40$ | Sq, 1.5 $\lambda$ | 25.38 | 1.50 | 3.9 |
| 60,85 | Sq, 1.5 $\lambda$ | 24.40 | 1.47 | 5.4 |
| $60,-40,85$ | Sq, 1.5 $\lambda$ | 24.26 | 1.52 | 5.4 |
| 30 | Sq, 1.5 $\lambda$ | 22.95 | 1.99 | 7.1 |
| 60 | Linear | 25.75 | 1.43 | 3.3 |
| $60,-40$ | Linear | 24.98 | 1.46 | 4.1 |
| 60,85 | Linear | 24.81 | 1.52 | 4.4 |
| $60,-40,85$ | Linear | 24.67 | 1.59 | 4.8 |
| 30 | Linear | 20.25 | 1.55 | 10.1 |

a square array to $1.5 \lambda$ provides a large improvement in the convergence speed and the steady-state SINR.

Many more simulation experiments [106] confirm that the maximin algorithm supplements the direct-sequence spreading factor with a large amount of additional interference suppression. The simulation results demonstrate the robust performance of the algorithm for various array configurations, numbers of interference signals, interference levels, and fading conditions.

### 5.7 Adaptive Array for Frequency-Hopping Systems

The anticipative maximin algorithm [105] is an adaptive-array algorithm that exploits both the spectral and temporal characteristics of frequency-hopping signals. The algorithm fuses multisymbol anticipative processing with the maximin algorithm to enable a high degree of cancelation of partial-band interference within a hopping band. The algorithm is executed by an adaptive maximin processor that includes a main processor and anticipative filters. The main processor observes spectral regions adjacent to the current frequency channel occupied by the frequency-hopping signal. The anticipative filters observe interference in one or more frequency channels that will be occupied by the frequency-hopping signal after subsequent hops. Both observations are used in the interference cancelation.

## Initial and Main Processors

In the adaptive array illustrated in Fig. 5.6, the spreading waveform is the unmodulated frequency-hopping replica produced by a synchronized receiver, which enables the dehopping in each initial processor behind each antenna. Each of the $N$ branch sequences is produced by the demodulator that extracts the sampled complex envelope from the dehopped signal. Let $\mathbf{x}(i)$ denote the discrete-time $N \times 1$ vector of filtered branch outputs that provides the main input to the anticipative maximin algorithm, where the index $i$ denotes the sample number. The vector $\mathbf{x}(i)$ can be decomposed as $\mathbf{x}(i)=\mathbf{s}(i)+\mathbf{n}(i)$, where $\mathbf{s}(i)$ is the desired-signal component and $\mathbf{n}(i)$ is the interference and thermalnoise component. The maximin processor computes a weight vector $\mathbf{w}(k)$, where $k$ is the weight iteration index. The output of the maximin processor is $y(i)=\mathbf{w}^{H}(k) \mathbf{x}(i)$. To implement the main processor of the maximin processor, it is necessary to separate the interference $\mathbf{n}(i)$ from the total signal $\mathbf{x}(i)$. After each hop, the frequency-hopping signal has a carrier frequency $f_{h}$, and its spectrum is largely confined to a frequency channel with one-sided bandwidth $B$, as depicted in Fig. 5.12. In each branch following an array antenna, the frequency hopping is removed, and the current frequency channel or signal channel is downconverted to baseband. A signal filter then extracts the total signal in the signal channel. To cancel the interference embedded in $\mathbf{x}(i)$, the receiver measures the interference in a monitor channel, which is an adjacent


Figure 5.12: Signal channel and monitor channel during hop dwell time
or nearby frequency channel or spectral region with a center frequency offset by $f_{o} \geq B$ from the carrier frequency. For this measurement, the processing in each branch downconverts the monitor channel to baseband. After the downconversion, a baseband monitor filter extracts the interference in the monitor channel. Ideally, the spectrum of an interference signal overlaps the signal and monitor channels so that the interference components in the signal-filter and monitor-filter outputs have the same second-order statistics. The outputs of all the branch signal and monitor filters are used by the main maximin processor to enable interference cancelation and desired-signal enhancement. The frequency offset $f_{o}$ must be sufficient to ensure that spectral splatter of the desired-signal spectrum into the monitor filter does not subsequently lead to significant desired-signal cancelation by the adaptive algorithm.

As shown in Section 3.6 for a FH-CPFSK signal with modulation index $h$, the demodulator output for branch $l$ is the sampled complex envelope

$$
\begin{align*}
z_{l}(i) & =\exp \left\{j 2 \pi\left[\frac{f_{e} T_{s} i}{L}+\frac{h q_{r}(i-L r)}{2 L}\right]+j \phi_{l e}\right\}+n_{l 1}(i), \\
L r & \leq i \leq L r+L-1, \quad l=1,2, \ldots, N \tag{5-261}
\end{align*}
$$

where $f_{e}$ is the intermediate-frequency offset frequency, $T_{s}$ is the symbol duration, $L$ is the number of samples per symbol, $q_{r}$ is the $r$ th symbol, $n_{l 1}(i)$ is the $i$ th sample of the interference and noise, and the phase shift $\phi_{l e}$ reflects the different arrival times of the desired signal at the array antennas. To capture the energy in both the signal and monitor channels, the filter in each initial processor must have a bandwidth of $2 f_{\max }+f_{o}+B$, where $f_{\max }$ is the maximum value of $\left|f_{e}\right|$.

In the main maximin processor illustrated in Fig. 5.13, each of the $N$ branch sequences $z_{l}(i), l=1,2, \ldots, N$, is applied to a signal filter. A further downconversion of each branch sequence by $f_{o}$ provides the monitor-channel sequences $m_{l}(i), l=1,2, \ldots, N$, each of which is applied to a monitor-filter input. Thus, the vector of branch sequences $\mathbf{z}(i)$ is used to produce the vector of monitorfilter inputs

$$
\begin{equation*}
\mathbf{m}(i)=\mathbf{z}(i) \exp \left(-j 2 \pi f_{o} T_{0} i\right) \tag{5-262}
\end{equation*}
$$

where $T_{0}=T_{s} / L$ is the sampling interval. The baseband signal and monitor filters are identical with passbands such that $|f| \leq f_{\max }+B / 2$. The signal-filter and the monitor-filter outputs are components of $\mathbf{x}(i)$ and $\hat{\mathbf{n}}(i)$, respectively, the vectors applied to the adaptive filter. The vector $\hat{\mathbf{n}}(i)$ provides an estimate of the interference and noise in $\mathbf{x}(i)$.


Figure 5.13: Main maximin processor for frequency-hopping system. $\mathrm{SF}=$ signal filter, $\mathrm{MF}=$ monitor filter, and $e(i)=\exp \left(-j 2 \pi f_{o} T_{0} i\right)$

Let $\mathbf{n}_{1}(i)$ denote the interference-and-noise component of $\mathbf{z}(i)$, and let $h(i)$ denote the impulse response of the signal and monitor filters. The interference-and-noise component of $\mathbf{x}(i)$ is

$$
\begin{equation*}
\mathbf{n}(i)=\sum_{\ell=0}^{i} \mathbf{n}_{1}(\ell) h(i-\ell) \tag{5-263}
\end{equation*}
$$

and the monitor-filter outputs provide

$$
\begin{equation*}
\hat{\mathbf{n}}(i)=\sum_{\ell=0}^{i} \mathbf{n}_{1}(\ell) e^{-j 2 \pi f_{o} T_{0} \ell} h(i-\ell) \tag{5-264}
\end{equation*}
$$

The critical requirement of $\hat{\mathbf{n}}(i)$ is for it to have approximately the same secondorder statistics as $\mathbf{n}(i)$; that is,

$$
\begin{equation*}
E\left[\mathbf{n}(i) \mathbf{n}^{H}(i)\right] \approx E\left[\hat{\mathbf{n}}(i) \hat{\mathbf{n}}^{H}(i)\right] \tag{5-265}
\end{equation*}
$$

This equation is satisfied for an interference signal that has similar secondorder statistics in each frequency channel it occupies. As an example, suppose that $\mathbf{n}_{1}(i)=\mathbf{n}_{t}(i)+\mathbf{j}_{1}(i)+\mathbf{j}_{2}(i)$, where $\mathbf{n}_{t}(i)$ has white-noise components, and $\mathbf{j}_{1}(i)$ and $\mathbf{j}_{2}(i)$ are independent interference signals. We assume that $\mathbf{j}_{2}(i)$ resembles a frequency-shifted version of $\mathbf{j}_{1}(i)$; that is,

$$
\begin{equation*}
\mathbf{j}_{2}(i) \approx \mathbf{j}_{1}(i) \exp \left(j 2 \pi f_{o} T_{0} i+\theta\right) \tag{5-266}
\end{equation*}
$$

where $\theta$ is an arbitrary phase shift. Assuming that $f_{o}$ is sufficiently large, the signal filters have a negligible response to $\mathbf{j}_{2}(i)$, and the monitor filters have a negligible response to $\mathbf{j}_{1}(i)$. Therefore, $\mathbf{n}(i)$ is approximated by substituting
$\mathbf{n}_{1}(i)=\mathbf{n}_{t}(i)+\mathbf{j}_{1}(i)$ into (5-263), and $\hat{\mathbf{n}}(i)$ is approximated by substituting $\mathbf{n}_{1}(i)=\mathbf{n}_{t}(i)+\mathbf{j}_{2}(i)$ into (5-264). The substitution of these approximations and (5-266) into (5-265) indicate that (5-265) is satisfied.

The architecture of the main adaptive filter, which generates the estimates needed by the anticipative maximin algorithm, is the same as that illustrated in Fig. 5.9. The vectors applied to the adaptive filter are $\mathbf{x}(i)$ and $\hat{\mathbf{n}}(i)$, and $m$ samples are generated per weight iteration. The adaptive filter produces the outputs and estimates given by (5-233) to (5-239). A recursive estimator of the total interference-and-noise power in the signal-filter outputs, which is approximated by the power in the monitor-filter outputs, is given by (5-241). The recursive estimator is useful in a nonstationary environment, such as one with partial-band interference.

## Anticipative Adaptive Filters

Each of $\nu$ anticipative filters observes a future signal channel that does not yet have desired-signal energy, thereby enabling additional interference cancelation by the anticipative maximin algorithm. This capability ultimately is due to the receiver's knowledge of the frequency-hopping pattern. If $\nu \geq 1$ and $1 \leq l \leq \nu$, let $f_{h l}$ denote the carrier frequency after the next $l$ hops. The branch sequence that feeds anticipative filter $l$ is derived from the frequency channel associated with $f_{h l}$. The main branch produces the same outputs as previously described for the current frequency channel. The configuration of the main processor and the anticipative processors is displayed in Fig. 5.14. The anticipative processors provide the initial weight vector of the main adaptive filter after each hop.

The outputs of the monitor filters fed by anticipative branch sequence $l$ provide the $N \times 1$ vector $\hat{\mathbf{n}}_{a l}(i)$, which estimates the interference and noise that will be present in the signal channel after $l$ frequency hops. The vector $\mathbf{x}(i)$ is provided by the signal-filter outputs of the main processor. The vectors $\hat{\mathbf{n}}_{a l}(i)$ and $\mathbf{x}(i)$ are applied to anticipative adaptive filter $l$, which adapts its weight vector $\mathbf{w}_{a l}(k)$ by using the maximin algorithm (5-226). The recursive equations executed by the anticipative filters are

$$
\begin{equation*}
\mathbf{w}_{a l}(k+1)=\mathbf{w}_{a l}(k)+\left\{\alpha(k)\left[\frac{\mathbf{c}_{x}(k)}{\hat{p}_{x}(k)}-\frac{\mathbf{c}_{n}(k)}{\hat{p}_{n}(k)}\right]\right\}_{l}, k \geq 0,1 \leq l \leq \nu \tag{5-267}
\end{equation*}
$$

where the subscript $l$ beneath the braces signifies computation by anticipative filter $l$. The adaptation constant and the memory factor used in this equation are set equal to their values in the main processor. After each hop, the weight vector associated with the new carrier frequency is transferred from anticipative filter 1 to the main processor, and the weight vector computed by filter $l$ is transferred to filter $l-1$, where $l=2, \ldots, \nu$. The weight vector of filter $\nu$ is reset to $\mathbf{w}_{a \nu}(0)$. Transfers are triggered by the clock that controls the frequency-hopping carrier transitions. The weight vector in the main processor is updated by computing the maximin algorithm, except at sampling instants occurring at the end of a dwell interval or during the switching times of the frequency-hopping waveform.


Figure 5.14: Anticipative maximin processor for frequency-hopping system

At these instants, the weight vector in the main processor is set equal to that of the anticipative filter 1 . Let $k_{0}$ denote the number of iterations per hop and $n=1,2, \ldots$ denote the hop number. The switching times occur when $k=n k_{0}$ in the main processor. Thus, the algorithm in the main processor is

$$
\begin{gather*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\alpha(k)\left[\frac{\mathbf{c}_{x}(k)}{\hat{p}_{x}(k)}-\frac{\mathbf{c}_{n}(k)}{\hat{p}_{n}(k)}\right], k+1 \neq n k_{0}  \tag{5-268}\\
\mathbf{w}\left(n k_{0}\right)=\mathbf{w}_{a 1}\left(n k_{0}\right), \quad n \geq 0 \tag{5-269}
\end{gather*}
$$

Equations (5-267) to (5-269) constitute the anticipative maximin algorithm.
The anticipative maximin algorithm expedites the convergence of the mean weight vector in the presence of partial-band interference at the cost of additional hardware and an increase in the computational requirements. The additional hardware comprises $\nu$ subsystems in each initial processor that provide the branch sequences for the $\nu$ anticipative processors. The computational cost per weight iteration of the algorithm can be estimated in terms of the number of real multiplications, real additions, and real divisions. From the algorithm equations, it is found that each iteration of the anticipative maximin algorithm requires $(\nu+1)(4 N+1)$ real divisions, $(\nu+1)(6 N m+6 N+2 m+4)$ real multiplications, and $(\nu+1)(6 N m+m-1)$ real additions if $k_{0} \gg 1$. The computational cost per iteration is $(\nu+1) O(m N)$ real multiplications or divisions and $(\nu+1) O(m N)$ real additions. The computational cost per sampling interval is $(\nu+1) O(N)$ real multiplications or divisions and $(\nu+1) O(N)$ real additions.

Multipath components of the desired signal are not canceled by the anticipative maximin algorithm because their spectra occupy only the current signal channel and are insignificant in the monitor channel and subsequent signal channels. However, the beamforming generated by the algorithm often attenuates those multipath signals that arrive from directions much different from the direction of the main frequency-hopping signal.

## Simulation Experiments

In the simulation experiments, the array consists of 4 omnidirectional antennas located at the vertices of a square. Let $\lambda$ denote the wavelength corresponding to the center frequency of the desired signal, which is 3 GHz . The edge length or the separation between adjacent antennas is $d=0.9 \lambda$. All signals are assumed to arrive as plane waves. The frequency-hopping signal is modulated by binary minimum-shift keying (Section 3.4) and has a carrier frequency that is randomly chosen from a hopset. Each frequency channel has a bandwidth $B=100 \mathrm{kHz}$. The hopping band has a bandwidth $W_{h}=30 \mathrm{MHz}$, and there are $W_{h} / B=300$ contiguous frequency channels. The hop dwell time is 1 ms . The frequencyhopping signal arrives from a direction $20^{\circ}$ clockwise from the normal to one of the edges and has a frequency offset equal to 1 kHz after downconversion, which models imperfect frequency synchronization and the Doppler shift. Perfect timing synchronization of the local frequency-hopping replica is assumed. The sequence of data symbols is randomly generated at the rate of 100 kbps . The sample rate is $10^{6}$ samples per second, which corresponds to 10 samples per symbol. The signal and monitor filters are digital Chebyshev filters of the second kind [71] with the 3 dB bandwidths equal to $B$. The monitor channel is offset by $f_{o}=200 \mathrm{kHz}$, which is sufficient to prevent significant contamination by the desired signal. The anticipative maximin algorithm is implemented with $\alpha=0.4$ and $\mu=0.99$, values that usually provide close to the best overall performance against the modeled partial-band interference. A weight iteration occurs after each 10 data symbols. The weight-iteration rate and the adaptation constant are both partly selected to ensure that the weights do not increase to excessively large values. For each simulation trial, the initial weight vector of each adaptive filter is $\mathbf{w}(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]$, which forms an omnidirectional array pattern. The filters in the initial processors are modeled as ideal rectangular filters. The thermal noise in each main and anticipative sequence is modeled as bandlimited complex Gaussian noise such that the signal-to-noise ratio (SNR) is 14 dB in the output of each signal filter.

Interference that occupies only a small part of the hopping band, or even frequency-hopping interference signals, can be suppressed by the adaptive array supplemented by an error-control code. If the interference is observed by a monitor filter often enough, it is rapidly suppressed by the adaptive array; if it is observed only occasionally, then the interference is primarily suppressed by the error-control code. In the simulation experiments, each of 1,2 , or 3 interference signals has its power distributed among equal-power tones (continuous-wave signals) in frequency channels that cover the fraction 0.1 of the hopping band. For each interference signal, the interference-to-signal ratio (ISR) is equal to 0 dB in each frequency channel that contains a tone. After the downconversions, the first, second, and third interference signals have different initial phase shifts and residual frequency offsets equal to $10 \mathrm{kHz}, 13 \mathrm{kHz}$, and 16 kHz , respectively, which reflect the mismatch of the tone frequencies and the hopset carrier frequencies. Multiple interference signals do not add coherently at all antennas, even if they have the same carrier frequencies, because they arrive from different directions and have different initial phase shifts. When the interference

Table 5.2: Simulation results

| Interference <br> angles | $\nu$ | Random | Fade | Final <br> SINR | Final <br> st. dev. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $40^{\circ}$ | 0 | No | No | 18.89 | 1.91 |
| $40^{\circ}$ | 1 | No | No | 19.10 | 1.65 |
| $40^{\circ}$ | 2 | No | No | 19.13 | 1.78 |
| $40^{\circ},-10^{\circ}$ | 0 | No | No | 18.53 | 2.16 |
| $40^{\circ},-10^{\circ}$ | 1 | No | No | 18.87 | 1.61 |
| $40^{\circ},-10^{\circ}$ | 2 | No | No | 19.06 | 1.62 |
| $40^{\circ},-10^{\circ}$ | 0 | Yes | No | 17.11 | 4.26 |
| $40^{\circ},-10^{\circ}$ | 1 | Yes | No | 18.61 | 2.04 |
| $40^{\circ},-10^{\circ}$ | 2 | Yes | No | 18.90 | 1.77 |
| $40^{\circ},-10^{\circ}, 85^{\circ}$ | 0 | No | No | 18.18 | 2.16 |
| $40^{\circ},-10^{\circ}, 85^{\circ}$ | 1 | No | No | 18.52 | 1.64 |
| $40^{\circ},-10^{\circ}, 85^{\circ}$ | 2 | No | No | 18.81 | 1.66 |
| $30^{\circ}$ | 0 | No | No | 17.27 | 3.20 |
| $30^{\circ}$ | 1 | No | No | 17.86 | 2.70 |
| $30^{\circ}$ | 2 | No | No | 18.00 | 2.84 |
| $40^{\circ}$ | 2 | No | Yes | 16.55 | 5.38 |
| $40^{\circ},-10^{\circ}$ | 2 | No | Yes | 16.46 | 5.33 |
| $40^{\circ},-10^{\circ}, 85^{\circ}$ | 2 | No | Yes | 16.21 | 5.38 |
| $30^{\circ}$ | 2 | No | Yes | 15.41 | 5.85 |

occupies contiguous frequency channels, we assume that an interference tone in the signal filter is always accompanied by a tone in the monitor filter. The latter assumption is a good approximation for partial-band interference over a substantial fraction of the hopping band when the signal and monitor channels are close. The SINR at the processor output is calculated after each sample time and then averaged over all samples in the time interval between a weight iteration and a preceding one to determine the SINR at each weight iteration.

Example 4. The results of 19 representative simulation experiments are summarized in Table 5.2. The first column gives the arrival angles of 1,2 , or 3 interference signals. The second column gives the number of anticipative adaptive filters. The third column indicates when the interference tones occupy randomly distributed rather than contiguous frequency channels. The fourth column indicates whether frequency-selective fading is present. The SINRs, expressed in decibels, for 20 simulation trials with 100 hops and 1000 weight iterations per trial are averaged over the last 20 hops of the trials to obtain the steady-state or final SINR and its standard deviation. These statistics, which are listed in the fifth and sixth columns of the table, are indicators of the degree of interference cancelation after 80 hops.

The results in Table 5.2 confirm the improved performance as the number $\nu$ of anticipative adaptive filters increases. The improvement occurs primarily because the interference in a future signal channel is processed over $\nu$ dwell
intervals. When more than one interference signal is present, the adaptation becomes more difficult as the array encounters a more rapidly varying signal environment, but the array of 4 antennas is often able to substantially cancel 3 partial-band interference signals, as indicated in the table. Randomly distributed tones provide a model of sophisticated jamming. Since an interference tone in the signal channel does not necessarily imply a simultaneous interference tone in the monitor channel, the interference cancelation is impeded, and the convergence to a steady state is slowed. The anticipative maximin algorithm with $\nu=1$ and 2 greatly improves the convergence rate, as illustrated in the table. Rows 13 to 15 illustrate the limitations imposed by the resolution of the array, which improves with increases in the array aperture or antenna separations. However, an enlarged aperture causes an increase in the number of grating lobes, which impedes the formation of nulls against two or more interference signals.

The final four rows illustrate the impact of frequency-selective fading (Section 6.2) across the hopping band. The frequency-hopping signal is assumed to experience independent Rayleigh fading in each frequency channel. During each dwell interval, the desired-signal amplitude is multiplied by the random number $A_{h}$ generated from a Rayleigh distribution. To ensure that the average power of the desired signal is unchanged by the fading, $E\left[A_{h}^{2}\right]=1$. The interference is assumed to be unaffected by fading. Under these severe conditions, the frequency-selective fading causes significant but not extreme decreases in the SINRs and increases in their standard deviations. The sporadic low levels in the SINR can be accommodated by the error-control code in a practical communication system. Other simulation results indicate that expanding the hopping band to bandwidth $W_{h}=300 \mathrm{MHz}$ (fractional bandwidth of 0.1 ) can be accommodated with only a slight loss.

### 5.8 Problems

1. Apply (5-2), (5-3), and (5-18) to derive (5-20).
2. Show that the weight vector of the LMS steepest-descent algorithm with $\mu(k)=\mu$ converges to $\mathbf{w}_{0}$. Are the necessary and sufficient conditions for convergence the same as those for the LMS algorithm? What is the difference between the two algorithms in terms of the weight vector?
3. Consider the performance measure $P(\mathbf{w})=E\left[|\epsilon|^{2}\right]+\alpha\|\mathbf{w}\|^{2}$ with $\alpha>0$, which is to be minimized. (a) What is the necessary condition for the optimal weight vector? (b) Derive the steepest-descent algorithm for this performance measure. (c) What is the corresponding stochastic-gradient algorithm? (d) Derive the conditions for the convergence of the mean weight vector. To what value does the mean weight vector converge? (e) What is the engineering justification for this choice of performance measure?
4. Consider the performance measure $P(\mathbf{w})=E\left[(M-|y|)^{2}\right]$, where $y=$ $\mathbf{w}^{H} \mathbf{x}$ and $M$ is a known scalar. (a) Derive the steepest-descent algorithm for this performance measure, assuming that the gradient and expectation operations can be interchanged. (b) What is the corresponding stochasticgradient algorithm? (c) What is the engineering justification for this choice of performance measure?
5. Assuming that $\mathbf{x}(k+1)$ is independent of $\mathbf{x}(i)$ and $d(i), i \leq k$, show that $\mathbf{w}(k)$ in the LMS algorithm is independent of $\mathbf{x}(k)$.
6. Derive $(5-118)$ and (5-119) by following the steps specified in the text.
7. Consider the soft-decision term in (5-136). What are its values as $\sigma_{z} \rightarrow \infty$ and as $\sigma_{z} \rightarrow 0$ ? Give an engineering interpretation of these results.
8. In the convergence analysis of the Frost algorithm, derive (5-168), and verify that $\mathbf{A v}(k)=\mathbf{v}(k), k \geq 1$.
9. In the convergence analysis of the Frost algorithm, verify that $\mathbf{A v}(0)=$ $\mathbf{v}(0), \mathbf{A R} \mathbf{R}_{x} \mathbf{A}$ is Hermitian, and $\mathbf{A} \mathbf{R}_{x} \mathbf{A p}=\mathbf{0}$, which indicates that $\mathbf{p}$ is an eigenvector of $\mathbf{A R} \mathbf{R}_{x} \mathbf{A}$ with eigenvalue equal to zero.
10. Consider the performance measure $P(\mathbf{w})=E\left[|\epsilon|^{2}\right]$ subject to the constraint $\mathbf{w}^{H} \mathbf{p}=1$, where $\mathbf{p}^{T} \mathbf{p}=G$. Use the method of Lagrange multipliers to derive the corresponding steepest-descent and stochastic-gradient algorithms. Under what condition might this algorithm be preferred to the Frost algorithm?
11. Derive (5-237), which is used in the design of an adaptive array for directsequence systems.
12. Verify (5-245) and (5-246), which are used in the convergence analysis of the adaptive array for direct-sequence systems..

## Chapter 6

## Fading and Diversity

Fading is the variation in received signal strength due to changes in the physical characteristics of the propagation medium, which alter the interaction of multipath components of the transmitted signal. The principal means of counteracting fading are diversity methods, which are based on the exploitation of the latent redundancy in two or more independently fading copies of the same signal. The basic concept of diversity is that even if some copies are degraded, there is a high probability that others will not be. This chapter provides a general description of the most important aspects of fading and the role of diversity methods in counteracting it. Both direct-sequence and frequency-hopping signals are shown to provide diversity through various blends of spatial diversity, maximal-ratio combining, equal-gain combining, noncoherent combining, selection combining, transmit diversity, channel codes, and bit-interleaved coded modulation. The rake receiver, which is of central importance in most directsequence systems, is shown to be capable of exploiting undesired multipath signals rather than simply attempting to reject them. Multicarrier direct-sequence systems and frequency-domain equalization are analyzed in great detail and shown to be viable alternative methods of advantageously processing multipath signals.

### 6.1 Path Loss, Shadowing, and Fading

Free-space propagation losses of electromagnetic waves vary inversely with the square of the distance between a transmitter and a receiver. Analysis indicates that if a signal traverses a direct path and combines in the receiver with a multipath component that is perfectly reflected from a plane, then the composite received signal has a power loss proportional to the inverse of the fourth power of the distance. For terrestrial wireless communications with frequencies between 30 MHz and 50 GHz , measurements averaged over many different positions of
a transmitter and a receiver in a specified geographic area confirm that the average received power, measured in decibels and called the area-mean power, tends to vary linearly with the logarithm of the transmitter-receiver distance $d$. If the receiver lies in the far field of the transmitted signal, then it is found that the area-mean power, when expressed in decimal units, is approximately given by

$$
\begin{equation*}
p_{a}=p_{0}\left(\frac{d}{d_{0}}\right)^{-\alpha}, \quad d \geq d_{0} \tag{6-1}
\end{equation*}
$$

where $p_{0}$ is the average received power when the distance is $d=d_{0}, \alpha$ is the attenuation power law, and $d_{0}$ is a reference distance that exceeds the minimum distance at which the receiver lies in the far field. The parameters $p_{0}$ and $\alpha$ are functions of the carrier frequency, antenna heights and gains, terrain characteristics, vegetation, and various characteristics of the propagation medium. Typically, the parameters vary with distance but are nearly constant within a range of distances. The attenuation power law increases with the carrier frequency, and typical values for microwave frequencies are in the range $3 \leq \alpha \leq 4$.

For a specific propagation path between a stationary transmitter and receiver, the received local-mean power departs from the area-mean power because of shadowing, which is the effect of diffractions, reflections, and terrain features that are unchanging or slowly changing. When the transmitter and receiver are stationary, fading occurs when something moves and causes the creation and elimination of multipath components. Only measurements can provide the local-mean power with high accuracy, but they are rarely available. Numerous path-loss models have been developed for approximate estimates of the local-mean power, and it is difficult to choose among them [68]. An alternative approach is to use a stochastic model that provides a distribution function for the local-mean power in a specified geographic area. A stochastic model greatly facilitates analysis and simulation.

Each diffraction or reflection due to obstructing terrain or an obstacle causes the signal power to be multiplied by an attenuation factor. Thus, the received signal power is often the product of many attenuation factors, and hence, the logarithm of the signal power is the sum of many factors. If each factor is modeled as a uniformly bounded, independent random variable that varies from path to path, then the central limit theorem (corollary 2, Appendix A.2) implies that the logarithm of the received signal power has an approximately normal or Gaussian distribution if the number of attenuation factors and their variances are sufficiently large. Empirical data confirms that the ratio of the received local-mean power to the area-mean power is approximately zero-mean and has a lognormal distribution; that is, its logarithm has a Gaussian distribution. Thus, the local-mean power has the form

$$
\begin{equation*}
p_{l}=p_{0}\left(\frac{d}{d_{0}}\right)^{-\alpha} 10^{\xi / 10}, \quad d \geq d_{0} \tag{6-2}
\end{equation*}
$$

where $\xi$ is the shadowing factor, and $p_{0}$ is the average received power when $\xi=0$ and $d=d_{0}$. The shadowing factor is expressed in decibels and is modeled
as a zero-mean random variable with a normal or Gaussian distribution and standard deviation $\sigma_{s}$. The lognormal density of $Z=10^{\xi / 10}$ is

$$
\begin{equation*}
f(z)=\frac{10 \log _{10} e}{z \sqrt{2 \pi \sigma_{s}^{2}}} \exp \left\{-\frac{\left[10 \log _{10} z\right]^{2}}{2 \sigma_{s}^{2}}\right\} \tag{6-3}
\end{equation*}
$$

The standard deviation increases with carrier frequency and terrain irregularity and sometimes exceeds 10 dB for terrestrial communications. The value of the shadowing factor for a propagation path is usually strongly correlated with its value for nearby propagation paths. For mobile communications, the typical time interval during which the shadowing factor is nearly constant corresponds to a movement of five to ten meters.

A signal experiences fading when the interaction of multipath components and varying channel conditions cause significant fluctuations in its received power [88, 92]. Fading may be classified as time-selective, frequency-selective, or both. Time-selective fading is fading caused by the movement of the transmitter or receiver or by changes in the propagation medium. Frequency-selective fading occurs when the delays of the multipath components significantly affect some frequencies more than others.

The multipath components that cause fading are generated by particle scattering, inhomogeneities in the propagation medium, or reflections from small transient obstacles. These components travel along different paths before being recombined at the receiver. Because of the different time-varying delays and attenuations encountered by the multipath components, the recombined signal is a distorted version of the original transmitted signal. Fading changes occur at a much faster rate than shadowing changes. During an observation interval in which the shadowing factor is nearly constant, the received signal power may be expressed as the product

$$
\begin{equation*}
p_{r}(t)=p_{0}\left(\frac{d}{d_{0}}\right)^{-\alpha} 10^{\xi / 10} g(t), \quad d \geq d_{0} \tag{6-4}
\end{equation*}
$$

where the factor $g(t)$ is due to the fading and is normalized so that $E[g(t)]=1$.
The Doppler shift arises because of the relative motion between the transmitter and the receiver, which causes a change in the propagation delay. In Figure 6.1a, the receiver is moving at speed $v$ during a short time interval, and the angle between the velocity vector and the propagation direction of an electromagnetic wave is $\psi$. Since the transmitter is moving toward the receiver, the propagation delay $d(t)$ at time $t$ is shortened relative to the delay $d_{0}$ at time $t_{0}$ by $v \cos \psi\left(t-t_{0}\right) / c$, where $c$ is the speed of an electromagnetic wave. Thus, the received phase increases from $2 \pi f_{c}\left(t_{0}-d_{0} / c\right)$ to

$$
2 \pi f_{c}[t-d(t) / c]=2 \pi\left[\left(f_{c}+f_{d}\right)\left(t-t_{0}\right)+f_{c}\left(t_{0}-d_{0} / c\right)\right]
$$

which implies that the received frequency is increased by the Doppler shift

$$
\begin{equation*}
f_{d}=f_{c} \frac{v}{c} \cos \psi \tag{6-5}
\end{equation*}
$$



Figure 6.1: Examples of the Doppler effect: (a) receiver motion and (b) transmitter motion and reflecting surface

In Figure 6.1b, the transmitter is moving at speed $v$, and there is a reflecting surface that changes the arrival angle of the electromagnetic wave at the receiver. If $\psi$ represents the angle between the velocity vector and the initial direction of the electromagnetic wave, then (6-5) again gives the Doppler shift.

A bandpass transmitted signal can be expressed as

$$
\begin{equation*}
s_{t}(t)=\operatorname{Re}\left[s(t) \exp \left(j 2 \pi f_{c} t\right)\right] \tag{6-6}
\end{equation*}
$$

where $s(t)$ denotes its complex envelope, $f_{c}$ denotes its carrier frequency, and $\operatorname{Re}[\cdot]$ denotes the real part. Transmission over a time-varying multipath channel of $N(t)$ paths produces a received bandpass signal that consists of the sum of $N(t)$ multipath waveforms. The $i$ th multipath waveform is the transmitted signal delayed by time $\tau_{i}(t)$, multiplied an attenuation factor $a_{i}(t)$ that depends on the path loss and shadowing, and shifted in frequency by the amount $f_{d i}(t)$ due to the Doppler effect. Assuming that $f_{d i}(t)$ is nearly constant during the path delay, the received signal may be expressed as

$$
\begin{equation*}
s_{r}(t)=\operatorname{Re}\left[s_{1}(t) \exp \left(j 2 \pi f_{c} t\right)\right] \tag{6-7}
\end{equation*}
$$

where the received complex envelope is

$$
\begin{equation*}
s_{1}(t)=\sum_{i=1}^{N(t)} a_{i}(t) \exp \left[j \phi_{i}(t)\right] s\left[t-\tau_{i}(t)\right] \tag{6-8}
\end{equation*}
$$

and its phase is

$$
\begin{equation*}
\phi_{i}(t)=-2 \pi f_{c} \tau_{i}(t)+2 \pi f_{d i}(t)\left[t-\tau_{i}(t)\right]+\phi_{i 0} \tag{6-9}
\end{equation*}
$$

where $\phi_{i 0}$ is the initial phase shift of a multipath component.

### 6.2 Characteristics of Fading

In this section and the next one, we consider time intervals small enough that all attenuation factors and most of the other fading parameters are approximately constants:

$$
\begin{align*}
a_{i}(t) & =a_{i}, N(t)=N, v(t)=v \\
f_{d i}(t) & =f_{d i}, \psi_{i}(t)=\psi_{i}, \tau_{i}(t)=\tau_{i} \tag{6-10}
\end{align*}
$$

Then (6-5) indicates that multipath component $i$ has Doppler shift

$$
\begin{equation*}
f_{d i}=f_{d} \cos \psi_{i}, f_{d}=\frac{f_{0} v}{c} \tag{6-11}
\end{equation*}
$$

where $f_{d}$ is the maximum Doppler shift, which occurs when $\psi_{i}=0$. Equation (6-9) implies that

$$
\begin{equation*}
\phi_{i}(t+\tau)-\phi_{i}(t)=2 \pi f_{d} \tau \cos \psi_{i} \tag{6-12}
\end{equation*}
$$

where $\tau$ is a time delay.
If the time origin is chosen to coincide with the average arrival time of the principal multipath component at a receiver and the time-delay differences among the significant multipath components are small, then the received complex envelope of (6-8) may be expressed as

$$
\begin{equation*}
s_{1}(t) \approx s(t) r(t) \tag{6-13}
\end{equation*}
$$

where the equivalent lowpass or equivalent baseband channel response is

$$
\begin{equation*}
r(t)=\sum_{i=1}^{N} a_{i} \exp \left[j \phi_{i}(t)\right] \tag{6-14}
\end{equation*}
$$

and $j=\sqrt{-1}$. The fluctuations in this factor cause fading at the receiver and increase the bandwidth of the received signal. If the transmitted signal is an unmodulated tone, then $s(t)=1$, and (6-14) represents the complex envelope of the received signal.

The channel response can be decomposed as

$$
\begin{equation*}
r(t)=r_{c}(t)+j r_{s}(t) \tag{6-15}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{c}(t)=\sum_{i=1}^{N} a_{i} \cos \left[\phi_{i}(t)\right], \quad r_{s}(t)=\sum_{i=1}^{N} a_{i} \sin \left[\phi_{i}(t)\right] . \tag{6-16}
\end{equation*}
$$

If the range of the delay values is much larger than $1 / f_{c}$, then the sensitivity of $\phi_{i}(t)$ to small variations in the delay $\tau_{i}$ makes it plausible to model the phases $\phi_{i}(t), i=1,2, \ldots, N$, as random variables that are independent of each other and the attenuation factors $\left\{a_{i}\right\}$ and are uniformly distributed over $[0,2 \pi)$ at a specific time $t$. Therefore,

$$
\begin{equation*}
E\left[r_{c}(t)\right]=E\left[r_{s}(t)\right]=0 \tag{6-17}
\end{equation*}
$$

## Rayleigh, Ricean, and Nakagami Fading

If the attenuation factors $\left\{a_{i}\right\}$ are uniformly bounded, independent random variables, then according to the central limit theorem (corollary 2, Appendix A.2), the distributions of both $r_{c}(t)$ and $r_{s}(t)$ approach Gaussian distributions as $N$ and the variances of both $r_{c}(t)$ and $r_{s}(t)$ increase. Thus, if $N$ is sufficiently large, then $r(t)$ at a specific time is modeled as a complex Gaussian random variable (Section 1.1). Since the phases are independent and uniformly distributed, it follows that

$$
\begin{gather*}
E\left[r_{c}(t) r_{s}(t)\right]=0  \tag{6-18}\\
E\left[r_{c}^{2}(t)\right]=E\left[r_{s}^{2}(t)\right]=\sigma_{r}^{2} \tag{6-19}
\end{gather*}
$$

where we define

$$
\begin{equation*}
\sigma_{r}^{2}=\frac{1}{2} \sum_{i=1}^{N} a_{i}^{2} \tag{6-20}
\end{equation*}
$$

Equations (6-17)-(6-19) imply that $r_{c}(t)$ and $r_{s}(t)$ are identically distributed, zero-mean Gaussian random variables.

Let $\alpha(t)=|r(t)|$ denote the fading amplitude, and $\theta(t)=\tan ^{-1}\left[r_{s}(t) / r_{c}(t)\right]$ denote the phase of $r(t)$ at a specific time $t$. Then

$$
\begin{gather*}
r(t)=\alpha e^{j \theta(t)}  \tag{6-21}\\
\alpha^{2}(t)=r_{c}^{2}(t)+r_{s}^{2}(t) \tag{6-22}
\end{gather*}
$$

From (6-15), (6-19), and (6-20), it follows that the average fading power gain is

$$
\begin{equation*}
\Omega=E\left[\alpha^{2}(t)\right]=2 \sigma_{r}^{2}=\sum_{i=1}^{N} a_{i}^{2} \tag{6-23}
\end{equation*}
$$

In the Rayleigh-fading model, $r_{c}(t)$ and $r_{s}(t)$ are independent, zero-mean Gaussian stochastic processes (Appendix A.1) with the same variance $\sigma_{r}^{2}=\Omega / 2$. As shown in Appendix E.4, $\theta(t)$ has a uniform distribution over $[0,2 \pi)$, and $\alpha(t)$ at a specific time $t$ has the Rayleigh density:

$$
\begin{equation*}
f_{\alpha}(r)=\frac{2 r}{\Omega} \exp \left(-\frac{r^{2}}{\Omega}\right) u(r) \tag{6-24}
\end{equation*}
$$

where $u(r)$ is the unit step function defined by (1-69). The substitution of (6-21) and (6-13) into (6-7) gives

$$
\begin{align*}
s_{r}(t) & =\operatorname{Re}\left[\alpha(t) s(t) \exp \left(j 2 \pi f_{c} t+j \theta(t)\right)\right] \\
& =\alpha(t) A(t) \cos \left[2 \pi f_{c} t+\phi(t)+\theta(t)\right] \tag{6-25}
\end{align*}
$$

where $A(t)$ is the amplitude and $\phi(t)$ the phase of $s(t)$, and $s_{r}(t)$ experiences Rayleigh fading. Equations (6-23) and (6-25) indicate that the instantaneous local-mean power is

$$
\begin{equation*}
p_{l}=E\left[s_{r}^{2}(t)\right]=\Omega A^{2}(t) / 2 \tag{6-26}
\end{equation*}
$$

Multipath components that produce distinguishable matched-filter output pulses are said to be resolvable. When a line-of-sight exists between a transmitter and a receiver, a single received multipath component may be resolvable and much stronger than the other unresolvable multipath components. This strong component is called the specular component, and the other unresolvable components are called diffuse or scattered components. As a result, the multiplicative channel response of (6-14) becomes

$$
\begin{equation*}
r(t)=a_{0} \exp \left[j \phi_{0}(t)\right]+\sum_{i=1}^{N} a_{i} \exp \left[j \phi_{i}(t)\right] \tag{6-27}
\end{equation*}
$$

where the first term is the specular component, and the summation comprises the diffuse components. If $N$ is sufficiently large, then at time $t$ the summation term is well-approximated by a zero-mean, complex Gaussian random variable. Thus, $r(t)$ at a specific time is a complex Gaussian random variable with a nonzero mean equal to the deterministic first term, and (6-15) implies that

$$
\begin{equation*}
E\left[r_{c}(t)\right]=a_{0} \cos \left[\phi_{0}(t)\right], \quad E\left[r_{s}(t)\right]=a_{0} \sin \left[\phi_{0}(t)\right] \tag{6-28}
\end{equation*}
$$

From the independence of the $\left\{a_{i}\right\},(6-20)$, and (6-27), it follows that the fading amplitude $\alpha(t)=|r(t)|$ has the average power gain given by

$$
\begin{array}{r}
\Omega=E\left[\alpha^{2}(t)\right]=a_{0}^{2}+2 \sigma_{r}^{2} \\
=2 \sigma_{r}^{2}(1+\kappa) \tag{6-30}
\end{array}
$$

where the Rice factor, which is the ratio of the specular power to the diffuse power, is

$$
\begin{equation*}
\kappa=\frac{a_{0}^{2}}{2 \sigma_{r}^{2}} \tag{6-31}
\end{equation*}
$$

The type of fading modeled by (6-27)-(6-31) is called Ricean fading. As shown in Appendix E.3, since $r_{c}(t)$ and $r_{s}(t)$ are Gaussian, $\alpha(t)$ has the Rice density:

$$
\begin{equation*}
f_{\alpha}(r)=\frac{2(\kappa+1)}{\Omega} r \exp \left(-\kappa-\frac{(\kappa+1) r^{2}}{\Omega}\right) I_{0}\left(\sqrt{\frac{\kappa(\kappa+1)}{\Omega}} 2 r\right) u(r) \tag{6-32}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind and order zero (Appendix H.3). When $\kappa=0$, Ricean fading is the same as Rayleigh fading. When $\kappa=\infty$, there is no fading.

The Nakagami fading model offers more flexibility than the Rice model. The Nakagami density of the fading amplitude $\alpha(t)$ is

$$
\begin{equation*}
f_{\alpha}(r)=\frac{2}{\Gamma(m)}\left(\frac{m}{\Omega}\right)^{m} r^{2 m-1} \exp \left(-\frac{m}{\Omega} r^{2}\right) u(r), m \geq \frac{1}{2} \tag{6-33}
\end{equation*}
$$

where the gamma function $\Gamma(\cdot)$ is defined by (H-1) of Appendix H.1. When $m=1$, the Nakagami density becomes the Rayleigh density, and when $m \rightarrow \infty$,
there is no fading. When $m<1$, the Nakagami density models fading that is more severe than Rayleigh fading. When $m=1 / 2$, the Nakagami density becomes the one-sided Gaussian density.

Integrating over (6-33), changing the integration variable, and using (H-1), we obtain

$$
\begin{equation*}
E\left[\alpha^{n}\right]=\frac{\Gamma\left(m+\frac{n}{2}\right)}{\Gamma(m)}\left(\frac{\Omega}{m}\right)^{n / 2}, n \geq 1 \tag{6-34}
\end{equation*}
$$

A measure of the severity of the fading is $\operatorname{var}\left(\alpha^{2}\right) /\left(E\left[\alpha^{2}\right]\right)^{2}=1 / m$. Equating this ratio for the Rice and Nakagami densities, it is found that the Nakagami density approximates a Rice density with Rice factor $\kappa$ if

$$
\begin{equation*}
m=\frac{(\kappa+1)^{2}}{2 \kappa+1}, \quad \kappa \geq 0 \tag{6-35}
\end{equation*}
$$

Since the Nakagami model includes the Rayleigh and Rice models as special cases and provides for many other possibilities, it is not surprising that this model often fits well with empirical data.

Let $g=\alpha^{2}$ denote the fading power gain of a signal undergoing Nakagami fading. It follows from (6-33) that the density of the power gain is

$$
\begin{equation*}
f_{g}(x)=\frac{1}{\Gamma(m)}\left(\frac{m}{\Omega}\right)^{m} x^{m-1} \exp \left(-\frac{m}{\Omega} x\right) u(x), m \geq \frac{1}{2} \tag{6-36}
\end{equation*}
$$

which is the gamma density $f(x ; m / \Omega, m)$ (Appendix E.6). From (6-34), it follows that

$$
\begin{equation*}
E\left[g^{n}\right]=\frac{\Gamma(m+n)}{\Gamma(m)}\left(\frac{\Omega}{m}\right)^{n}, n \geq 1 \tag{6-37}
\end{equation*}
$$

## Time-Selective and Fast Fading

If the product of the Doppler spread among the multipath components and the desired-signal duration exceeds unity, excessive signal distortion is likely. This observation leads to the definition of the coherence time or correlation time of the channel as

$$
\begin{equation*}
T_{c o h} \approx \frac{1}{f_{d}} \tag{6-38}
\end{equation*}
$$

where $f_{d}$ is the maximum Doppler shift or Doppler spread. The coherence time is a measure of the time separation between signal samples sufficient for the samples to be largely decorrelated.

If the coherence time is much longer than the duration of several channel symbols, then the fading is relatively constant over several symbols and is called slow fading. Conversely, if the coherence time is less than the duration of a few channel symbols, then the fading is called fast fading. Slow fading is characterized by small changes in the amplitude and phase shift of a transmitted signal, whereas fast fading is characterized by significant changes.

## Isotropic Scattering

The autocorrelation of a complex process $r(t)$ is defined as

$$
\begin{equation*}
A_{r}\left(t_{1}, t_{2}\right)=E\left[r^{*}\left(t_{1}\right) r\left(t_{2}\right)\right] \tag{6-39}
\end{equation*}
$$

For Rayleigh fading, we substitute (6-14) into (6-39), use the independence and uniform distribution of each $\phi_{i}$ and the independence of $a_{i}$ and $\phi_{i}$, and then substitute (6-12) to obtain

$$
\begin{equation*}
A_{r}(\tau)=\sum_{i=1}^{N} a_{i}^{2} \exp \left(j 2 \pi f_{d} \tau \cos \psi_{i}\right), \tau=t_{2}-t_{1} \tag{6-40}
\end{equation*}
$$

Let $\Omega$ denote the total received power. If all the received multipath components have approximately the same power and the receive antenna is omnidirectional, then $a_{i}^{2} \approx \Omega / N, i=1,2, \ldots, N$, and (6-40) becomes

$$
\begin{equation*}
A_{r}(\tau)=\frac{\Omega}{N} \sum_{i=1}^{N} \exp \left(j 2 \pi f_{d} \tau \cos \psi_{i}\right) \tag{6-41}
\end{equation*}
$$

A communication system, such as a mobile system that receives a signal from an elevated base station, may be surrounded by many scattering objects. An isotropic scattering model assumes that multipath components of comparable power are reflected from many different scattering objects and hence arrive from many different directions. For two-dimensional isotropic scattering, $N$ is large, and the $\left\{\psi_{i}\right\}$ lie in a plane and have values that are uniformly distributed over $[0,2 \pi)$. Therefore, the sum in $(6-41)$ can be approximated by the integral

$$
\begin{equation*}
A_{r}(\tau) \approx \frac{\Omega}{2 \pi} \int_{0}^{2 \pi} \exp \left(j 2 \pi f_{d} \tau \cos \psi\right) d \psi \tag{6-42}
\end{equation*}
$$

This integral has the same form as the integral representation of $J_{0}(\cdot)$, the Bessel function of the first kind and order zero (Appendix H.3). Thus, the autocorrelation of the channel response for two-dimensional isotropic scattering is

$$
\begin{equation*}
A_{r}(\tau)=\Omega J_{0}\left(2 \pi f_{d} \tau\right) \tag{6-43}
\end{equation*}
$$

The normalized autocorrelation $A_{r}(\tau) / A_{r}(0)$, which is a real-valued function of $f_{d} \tau$, is plotted in Figure 6.2. It is observed that its magnitude is less than 0.3 when $f_{d} \tau>1$.

The Doppler power spectral density (PSD) for two-dimensional isotropic scattering, which is defined as the Fourier transform of (6-43), is

$$
S_{r}(f)=\left\{\begin{array}{cc}
\frac{\Omega}{\pi \sqrt{f_{d}^{2}-f^{2}}}, & |f|<f_{d}  \tag{6-44}\\
0, & \text { otherwise }
\end{array}\right.
$$

To prove that $S_{r}(f)$ is the Fourier transform of $A_{r}(\tau)$, we observe that $S_{r}(f)$ is integrable, and $A_{r}(\tau)$ is bounded, continuous, and integrable. Therefore, theorem C1 of Appendix C. 1 implies that $A_{r}(\tau)$ and $S_{r}(f)$ are a Fourier transform


Figure 6.2: Autocorrelation of $\mathrm{r}(\mathrm{t})$ for isotropic scattering
pair if the inverse Fourier transform of $S_{r}(f)$ is $A_{r}(\tau)$. Evaluating this inverse Fourier transform, we obtain

$$
\begin{align*}
g(\tau) & =\frac{\Omega}{\pi} \int_{-f_{d}}^{f_{d}} \frac{\exp (j 2 \pi f \tau)}{\sqrt{f_{d}^{2}-f^{2}}} d f \\
& =\frac{\Omega}{\pi} \int_{0}^{\pi} \exp \left(j 2 \pi f_{d} \tau \cos \psi\right) d \psi \\
& =A_{r}(\tau) \tag{6-45}
\end{align*}
$$

where the change of variable $f=f_{d} \cos \psi$ has been used to obtain the second equality.

The normalized Doppler spectrum $S_{r}(f) / S_{r}(0)$, which is plotted in Figure 6.3 versus $f / f_{d}$, is bandlimited by the Doppler spread $f_{d}$ and tends to infinity as $f$ approaches $\pm f_{d}$. The Doppler spectrum is the superposition of contributions from multipath components, each of which experiences a different Doppler shift upper-bounded by $f_{d}$.

The PSD of the received signal is calculated from (6-7), (6-13), and (6-44). For an unmodulated carrier with $s(t)=1$, the PSD is

$$
\begin{equation*}
S_{\text {rec }}(f)=\frac{1}{2} S_{r}\left(f-f_{c}\right)+\frac{1}{2} S_{r}\left(f+f_{c}\right) . \tag{6-46}
\end{equation*}
$$



Figure 6.3: Doppler spectrum for isotropic scattering

In general, when the scattering is not isotropic, the imaginary part of the autocorrelation $A_{r}(\tau)$ is nonzero, and the amplitude of the real part decreases much more slowly and less smoothly with increasing $\tau$ than (6-43). Both the real and imaginary parts often exhibit minor peaks for time shifts exceeding $1 / f_{d}$. Thus, the coherence time provides only a rough characterization of the channel behavior.

## Fading Rate and Fade Duration for the Rayleigh Channel

The fading rate is the rate at which the fading amplitude of a received signal crosses below the minimum level for acceptable communication quality. Let $\rho$ denote this minimum level. To derive the fading rate, we denote the square of the fading amplitude in (6-22) by

$$
\begin{equation*}
\beta(t)=\alpha^{2}(t)=r_{c}^{2}(t)+r_{s}^{2}(t) \tag{6-47}
\end{equation*}
$$

and assume that its sample functions are differentiable. We denote its derivative by

$$
\begin{equation*}
\bar{\beta}(t)=\frac{d}{d t} \beta(t) . \tag{6-48}
\end{equation*}
$$

Let $f(\beta, \bar{\beta})$ denote the joint density of $\beta(t)$ and $\bar{\beta}(t)$. The probability that $\beta(t)$ lies in the infinitesimal interval $(\beta, \beta+d \beta)$ and its slope lies in the infinitesimal interval $(\bar{\beta}, \bar{\beta}+d \bar{\beta})$ is $f(\beta, \bar{\beta}) d \beta d \bar{\beta}$. When the slope is $\bar{\beta}$, the amount of time required for $\beta(t)$ to traverse the interval $(\beta, \beta+d \beta)$ once is $d \bar{\beta} /|\bar{\beta}|$. Therefore, the number of crossings during the infinitesimal time interval $d t$ is $|\bar{\beta}| d t / d \bar{\beta}$. Given that $\bar{\beta}<0$, the expected number of downward
crossings of $(\beta, \beta+d \beta)$ is $-\bar{\beta} f(\beta, \bar{\beta}) d \bar{\beta} d t$, and the infinitesimal crossing rate is $-\bar{\beta} f(\beta, \bar{\beta}) d \bar{\beta}$. Setting $\beta=\rho^{2}$, we find that the fading rate relative to level $\rho$ is

$$
\begin{align*}
F_{r} & =-\int_{-\infty}^{0} \bar{\beta} f\left(\rho^{2}, \bar{\beta}\right) d \bar{\beta} \\
& =-f_{1}\left(\rho^{2}\right) \int_{-\infty}^{0} \bar{\beta} f_{2}\left(\bar{\beta} \mid \rho^{2}\right) d \bar{\beta} \tag{6-49}
\end{align*}
$$

where $f_{1}(\cdot)$ is the density of $\beta(t)$ and $f_{2}\left(\cdot \mid \rho^{2}\right)$ is the conditional density of $\bar{\beta}(t)$ given that $\beta(t)=\rho^{2}$. Equation (6-47) indicates that if $r_{c}(t)=\rho_{c}$ and $r_{s}(t)=\rho_{s}$, then $\beta(t)=\rho^{2}=\rho_{c}^{2}+\rho_{s}^{2}$, and hence

$$
\begin{equation*}
f_{2}\left(\bar{\beta} \mid \rho^{2}\right)=f_{2}\left(\bar{\beta} \mid \rho_{c}, \rho_{s}\right) \tag{6-50}
\end{equation*}
$$

For Rayleigh fading, $r_{c}(t)$ and $r_{s}(t)$ are independent, identically distributed, zero-mean Gaussian random variables with variance $\Omega / 2$ at a specific time $t$. Therefore, (6-47) indicates that $\beta(t)$ has a central chi-squared distribution with two degrees of freedom, and hence,

$$
\begin{equation*}
F_{r}=-\frac{1}{\Omega} \exp \left(-\frac{\rho^{2}}{\Omega}\right) \int_{-\infty}^{0} \bar{\beta} f_{2}\left(\bar{\beta} \mid \rho_{c}, \rho_{s}\right) d \bar{\beta} \tag{6-51}
\end{equation*}
$$

Given that $r_{c}(t)=\rho_{c}$ and $r_{s}(t)=\rho_{s},(6-47)$ implies that

$$
\begin{equation*}
\bar{\beta}(t)=2 \rho_{c} \bar{r}_{c}(t)+2 \rho_{s} \bar{r}_{s}(t) \tag{6-52}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{r}_{c}(t)=\frac{d r_{c}(t)}{d t} \approx \frac{r_{c}(t+h)-r_{c}(t)}{h}  \tag{6-53}\\
& \bar{r}_{s}(t)=\frac{d r_{s}(t)}{d t} \approx \frac{r_{s}(t+h)-r_{s}(t)}{h} \tag{6-54}
\end{align*}
$$

for an arbitrarily small value of $h$. For Rayleigh fading, the quotients in (6-53) and (6-54) are independent, identically distributed, zero-mean Gaussian random variables with the same variance. Assuming that the sample functions of $r_{c}(t)$ and $r_{s}(t)$ are differentiable, $\bar{r}_{c}(t)$ and $\bar{r}_{s}(t)$ have Gaussian densities with $E\left[\bar{r}_{c}^{2}\right]=E\left[\bar{r}_{s}^{2}\right]$. Therefore, $(6-52)$ implies that $f_{2}\left(\bar{\beta} \mid \rho_{c}, \rho_{s}\right)$ has a conditional Gaussian density with conditional mean $E\left[\bar{\beta} \mid \rho_{c}, \rho_{s}\right]=0$. Equation (6-52) indicates that the conditional variance is

$$
\begin{align*}
& V=4 \rho^{2} E\left[\bar{r}_{c}^{2}\right] \\
& =2 \rho^{2} E\left[|\bar{r}|^{2}\right] \tag{6-55}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{r}(t)=\bar{r}_{c}(t)+j \bar{r}_{s}(t) . \tag{6-56}
\end{equation*}
$$

Differentiating (6-39) with respect to $t_{1}$ and then with respect to $t_{2}$ gives

$$
\begin{array}{r}
E\left[r^{*}\left(t_{1}\right) \bar{r}\left(t_{2}\right)\right]=\frac{d}{d t_{1}} A_{r}\left(t_{2}-t_{1}\right) \\
E\left[\bar{r}^{*}\left(t_{1}\right) \bar{r}\left(t_{2}\right)\right]=\frac{d^{2}}{d t_{2} d t_{1}} A_{r}\left(t_{2}-t_{1}\right) \\
=-\frac{d^{2}}{d \tau^{2}} A_{r}(\tau)_{\mid \tau=t_{2}-t_{1}} \tag{6-58}
\end{array}
$$

Setting $t_{1}=t_{2}$ in this equation, we obtain

$$
\begin{equation*}
E\left[|\bar{r}|^{2}\right]=-\frac{d^{2}}{d \tau^{2}} A_{r}(\tau)_{\mid \tau=0} \tag{6-59}
\end{equation*}
$$

For isotropic scattering, (6-55), (6-59), and (6-43) yield

$$
\begin{equation*}
V=4 \pi^{2} \Omega \rho^{2} f_{d}^{2} \tag{6-60}
\end{equation*}
$$

Substituting the Gaussian density with zero-mean and variance $V$ into (6-51), we obtain the fading rate relative to level $\rho$ :

$$
\begin{equation*}
F_{r}=\sqrt{\frac{2 \pi}{\Omega}} f_{d} \rho \exp \left(-\frac{\rho^{2}}{\Omega}\right) \tag{6-61}
\end{equation*}
$$

Let $T_{f}$ denote the average fade duration, which is the amount of time the fading amplitude remains below the specified level $\rho \geq 0$. If the product $F_{r} T_{f}$ is small, this product is the fraction of the time during which a fade occurs. If the time-varying fading amplitude is assumed to be a stationary ergodic process, then this fraction is equal to $F_{\alpha}(\rho)$, the probability that the fading amplitude is below or equal to the level $\rho$. Thus,

$$
\begin{equation*}
T_{f}=\frac{F_{\alpha}(\rho)}{F_{r}} \tag{6-62}
\end{equation*}
$$

Substituting (6-24) and (6-38) into (6-61) and (6-62), we find that

$$
\begin{gather*}
F_{r}=\left[\sqrt{\frac{2 \pi}{\Omega}} \exp \left(-\rho^{2} / \Omega\right)\right] T_{c o h}^{-1}  \tag{6-63}\\
T_{f}=\left[\sqrt{\frac{\Omega}{2 \pi}} \frac{\exp \left(\rho^{2} / \Omega\right)-1}{\rho}\right] T_{c o h} . \tag{6-64}
\end{gather*}
$$

These equations indicate that a large coherence time is a mixed blessing. Although it causes a low fading rate, those deep fades that do occur have long durations.

If the symbol rate is $f_{s}$, then the average number of symbols that occur in an error burst during a deep fade is $f_{s} T_{f}$. Therefore, the interleaver and deinterleaver (Section 1.4) should be designed to disperse $f_{s} T_{f}$ errors. A block interleaver needs $m>f_{s} T_{f}$ columns in its arrays.

## Frequency-Selective Fading

Frequency-selective fading occurs because the delays in multipath components cause them to combine destructively at some frequencies but constructively at others. The multipath delay spread $T_{d}$ is defined as the maximum delay of a significant multipath component relative to the minimum delay of a significant component; that is,

$$
\begin{equation*}
T_{d}=\max _{i} \tau_{i}-\min _{i} \tau_{i}, \quad i=1,2, \ldots, N \tag{6-65}
\end{equation*}
$$

The coherence bandwidth is defined as

$$
\begin{equation*}
B_{c o h} \approx \frac{1}{T_{d}} \tag{6-66}
\end{equation*}
$$

Consider a typical delay spread small enough that (6-10) is satisfied and $f_{d i} T_{d} \ll$ 1. Then (6-8) and (6-9) indicate that the received complex fading amplitude is

$$
\begin{equation*}
s_{1}(t)=\sum_{i=1}^{N} a_{i} \exp \left(-j 2 \pi f_{c} \tau_{i}+\phi_{i 0}\right) s\left(t-\tau_{i}\right), \tau_{1} \leq t \leq \tau_{1}+T_{d} \tag{6-67}
\end{equation*}
$$

where $\tau_{1}=\min _{i} \tau_{i}$. Suppose that $B T_{d} \ll 1$, where $B$ is the bandwidth of the complex envelope $s(t)$. Then $s\left(t-\tau_{i}\right) \approx s\left(t-\tau_{1}\right), i=1,2, \ldots, N$. Therefore, all multipath components fade nearly simultaneously, and

$$
\begin{equation*}
s_{1}(t)=s\left(t-\tau_{1}\right) \sum_{i=1}^{N} a_{i} \exp \left(-j 2 \pi f_{c} \tau_{i}+\phi_{i 0}\right), \tau_{1} \leq t \leq \tau_{1}+T_{d} \tag{6-68}
\end{equation*}
$$

which indicates that even with fading the spectrum of $s_{1}(t)$ remains proportional to the spectrum of $s(t)$. Thus, this type of fading is called frequencynonselective or flat fading and occurs if $B \ll B_{c o h}$.

The coherence bandwidth is a measure of the frequency separation of spectral components after which they fade almost independently. All spectral components of a flat-fading signal fade nearly in unison. Since $B \approx 1 / T_{s}$, where $T_{s}$ is the symbol duration, flat fading occurs when $T_{s} \gg T_{d}$. In contrast, a signal is said to experience frequency-selective fading if $B>B_{c o h}$, and hence, $T_{s}<T_{d}$, because then the time variations of the spectral components of $s(t)$ may be different enough that $s_{1}(t)$ loses its resemblance to $s(t)$.

A large delay spread may cause intersymbol interference, which often must be accommodated by equalization in the receiver. However, if the time delays are sufficiently different among the multipath components that they are resolvable at the demodulator or matched-filter output, then the independently fading components provide diversity that can be exploited by a rake receiver (Section 6.12).

Example 1. To illustrate frequency-selective fading, consider the reception of two multipath components. Calculating the Fourier transform $S_{1}(f)$ of $s_{1}(t)$ using (6-67) with $N=2$, we obtain

$$
\begin{equation*}
\left|S_{1}(f)\right|=\left|a_{1}^{2}+a_{2}^{2}+2 a_{1} a_{2} \cos 2 \pi\left(f+f_{c}\right) T_{d}\right|^{1 / 2}|S(f)| \tag{6-69}
\end{equation*}
$$

where $T_{d}=\tau_{1}-\tau_{2}$ and $S(f)$ is the Fourier transform of $s(t)$. This equation indicates that $\left|S_{1}(f)\right| /|S(f)|$ fluctuates over the range of $f$. If the range of $f$ equals or exceeds $B_{c o h}=1 / T_{d}$, then $\left|S_{1}(f)\right| /|S(f)|$ varies from $\left|a_{1}-a_{2}\right|$ to $\left|a_{1}+a_{2}\right|$, which is very large when $a_{1} \approx a_{2}$.

### 6.3 Scattering Models

A generalized impulse response may be used to characterize the impact of the transmission channel on the signal. The complex-valued impulse response of the channel $h(t, \tau)$ is the response at time $t$ due to an impulse applied $\tau$ seconds earlier. The complex envelope $s_{1}(t)$ of the received signal is the result of the convolution of the complex envelope $s(t)$ of the transmitted signal with the baseband impulse response:

$$
\begin{equation*}
s_{1}(t)=\int_{-\infty}^{\infty} h(t, \tau) s(t-\tau) d \tau \tag{6-70}
\end{equation*}
$$

The channel impulse response is usually modeled as a complex-valued stochastic process:

$$
\begin{equation*}
h(t, \tau)=\sum_{i=1}^{N(t)} h_{i}(t) \delta\left[\tau-\tau_{i}(t)\right] \tag{6-71}
\end{equation*}
$$

where $\delta[\cdot]$ is the Dirac delta function. When the fading is flat, a received signal can often be decomposed into the sum of signals reflected from several clusters of scatterers. Each cluster is the sum of a number of multipath components with nearly the same delay. In this model, $N(t)$ is the number of clusters and $\tau_{i}(t)$ is the distinct delay associated with the $i$ th cluster. If the channel impulse response is time-invariant during a time interval starting at $t=0$, then $h(t, \tau)=h(0, \tau)=h(\tau)$ and

$$
\begin{equation*}
h(\tau)=\sum_{i=1}^{N} h_{i} \delta\left(\tau-\tau_{i}\right) \tag{6-72}
\end{equation*}
$$

Therefore, if $h_{i}=a_{i} \exp \left(-j 2 \pi f_{c} \tau_{i}+\phi_{i 0}\right)$, then the application of (6-70) leads to (6-67).

The wide-sense stationary, uncorrelated scattering model is a more general channel model than (6-71) and is reasonably accurate in nearly all practical applications. The impulse response is wide-sense stationary if the correlation between its value at $t_{1}$ and its value at $t_{2}$ depends only on $t_{1}-t_{2}$. Thus, the autocorrelation of the impulse response is

$$
\begin{equation*}
R_{h}\left(t_{1}, t_{2}, \tau_{1}, \tau_{2}\right)=E\left[h^{*}\left(t_{1}, \tau_{1}\right) h\left(t_{2}, \tau_{2}\right)\right]=R_{h}\left(t_{1}-t_{2}, \tau_{1}, \tau_{2}\right) \tag{6-73}
\end{equation*}
$$

Uncorrelated scattering implies that the gains and phase shifts associated with two different delays are uncorrelated so that multipath components fade independently. Extending this notion, the wide-sense stationary, uncorrelated scattering model assumes that the autocorrelation has the form

$$
\begin{equation*}
R_{h}\left(t_{1}-t_{2}, \tau_{1}, \tau_{2}\right)=R_{w}\left(t_{1}-t_{2}, \tau_{1}\right) \delta\left(\tau_{1}-\tau_{2}\right) \tag{6-74}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
R_{w}\left(t_{1}-t_{2}, \tau_{1}\right)=\int_{-\infty}^{\infty} R_{h}\left(t_{1}-t_{2}, \tau_{1}, \tau_{2}\right) d \tau_{2} \tag{6-75}
\end{equation*}
$$

The Fourier transform of the impulse response gives the time-varying channel frequency response:

$$
\begin{equation*}
H(t, f)=\int_{-\infty}^{\infty} h(t, \tau) \exp (-j 2 \pi f \tau) d \tau \tag{6-76}
\end{equation*}
$$

The autocorrelation of the frequency response for a wide-sense-stationary channel is defined as

$$
\begin{equation*}
R_{H}\left(t_{1}, t_{2}, f_{1}, f_{2}\right)=E\left[H^{*}\left(t_{1}, f_{1}\right) H\left(t_{2}, f_{2}\right)\right] \tag{6-77}
\end{equation*}
$$

For the wide-sense-stationary, uncorrelated-scattering model, the substitution of (6-76), (6-73), and (6-74) into (6-77) yields

$$
\begin{align*}
R_{H}\left(t_{1}, t_{2}, f_{1}, f_{2}\right) & =\int_{-\infty}^{\infty} R_{w}\left(t_{1}-t_{2}, \tau\right) \exp \left[-j 2 \pi\left(f_{2}-f_{1}\right) \tau\right] d \tau \\
& =R_{H}\left(t_{1}-t_{2}, f_{1}-f_{2}\right) \tag{6-78}
\end{align*}
$$

which is a function only of the differences $t_{1}-t_{2}$ and $f_{1}-f_{2}$.
If $t_{1}=t_{2}$, then the autocorrelation of the frequency response is

$$
\begin{equation*}
R_{H}\left(0, f_{1}-f_{2}\right)=\int_{-\infty}^{\infty} S_{m}(\tau) \exp \left[-j 2 \pi\left(f_{2}-f_{1}\right) \tau\right] d \tau \tag{6-79}
\end{equation*}
$$

which is the Fourier transform of the multipath intensity profile defined as

$$
\begin{equation*}
S_{m}(\tau)=R_{w}(0, \tau) \tag{6-80}
\end{equation*}
$$

The form of (6-79) indicates that the coherence bandwidth $B_{c o h}$ of the channel, which is a measure of the range of $f_{1}-f_{2}$ for which $R_{H}\left(0, f_{1}-f_{2}\right)$ has a significant value, is given by the reciprocal of the range of $S_{m}(\tau)$. Since this range is on the order of the multipath delay spread, the multipath intensity profile is interpreted as the channel output power due to an impulse applied $\tau$ seconds earlier, and (6-66) is confirmed as a suitable definition of $B_{c o h}$ for this channel model. The multipath intensity profile has diffuse components if it is a piecewise continuous function and has specular components if it includes delta functions at specific values of the delay.

The Doppler shift is the main limitation on the channel coherence time or range of values of the difference $t_{d}=t_{1}-t_{2}$ for which $R_{w}\left(t_{d}, 0\right)$ is significant. Thus, the Doppler PSD is defined as

$$
\begin{equation*}
S_{D}(f)=\int_{-\infty}^{\infty} R_{w}\left(t_{d}, 0\right) \exp \left(-j 2 \pi f t_{d}\right) d t_{d} \tag{6-81}
\end{equation*}
$$

The inverse Fourier transform of $S_{D}(f)$ gives the autocorrelation $R_{w}\left(t_{d}, 0\right)$. The coherence time $T_{\text {coh }}$ of the channel, which is a measure of the range of $t_{d}$ for which $R_{w}\left(t_{d}, 0\right)$ has a significant value, is given by the reciprocal of the spectral range of $S_{D}(f)$. Since this spectral range is on the order of the maximum Doppler shift, (6-38) is confirmed as a suitable definition of $T_{\text {coh }}$ for this channel model.

### 6.4 Spatial Diversity

The principal means of accommodating fading are provided by diversity, which is some form of signal redundancy. Time diversity is provided by channel coding or by signal copies that differ in time delay. It is discussed primarily in Sections 6.10-6.12. Frequency diversity may be available when signal copies using different carrier frequencies experience independent or weakly correlated fading. It is primarily discussed in Section 6.13. Polarization diversity may be obtained by using two cross-polarized antennas at the same site. Although this configuration provides compactness, it is not as potentially effective as spatial diversity because the received horizontal component of an electric field is usually much weaker than the vertical component.

If each signal copy is extracted from the output of a separate antenna in an antenna array, then the diversity is called spatial diversity. To obtain spatial diversity at a receiver in a fading environment, the antennas in an array must be separated enough that there is little correlation between signal replicas or copies at the antennas. A few wavelengths are adequate for a mobile receiver because it tends to receive superpositions of reflected waves arriving from many random angles. Many wavelengths separation may be necessary for a stationary receiver located at a high position. To determine what separation is needed, consider the reception of a signal at two antennas separated by a distance $D$, as illustrated in Figure 6.4. If a narrowband signal arrives as an electromagnetic plane wave, then the signal copy at antenna 1 relative to antenna 2 is delayed by $D \sin \theta / c$, where $\theta$ is the arrival angle of the plane wave relative to a line perpendicular to the line joining the two antennas. Thus, if the phase at antenna $i$ is $\phi_{i}(t)$, $i=1,2$, then

$$
\begin{equation*}
\phi_{2}(t)=\phi_{1}(t)+2 \pi \frac{D}{\lambda} \sin \theta \tag{6-82}
\end{equation*}
$$

where $\lambda=c / f_{c}$ is the wavelength of the signal.
Let $\phi_{k i}(t)$ denote the phase of the complex fading amplitude of multipath component $i$ at antenna $k$. Consider a time interval small enough that the fading amplitudes are constants at the two antennas, and each multipath component arrives from a fixed angle. If multipath component $i$ of a narrowband signal arrives as a plane wave at angle $\psi_{i}$, then the phase $\phi_{2 i}(t)$ of the complex fading amplitude of the component copy at antenna 2 is related to the phase $\phi_{1 i}(t)$ at antenna 1 by

$$
\begin{equation*}
\phi_{2 i}(t)=\phi_{1 i}(t)+2 \pi \frac{D}{\lambda} \sin \psi_{i} \tag{6-83}
\end{equation*}
$$



Figure 6.4: Two antennas receiving plane wave that results in a signal copy at each antenna

If the multipath component propagates over a distance much larger than the separation between the two antennas, then it is reasonable to assume that the attenuation $a_{i}$ is identical at the two antennas.

If the range of the delay values is much larger than $1 / f_{c}$, then the sensitivity of the phases to small delay variations makes it plausible that the phases $\phi_{1 i}(t)$, $i=1,2, \ldots, N$, are well-modeled as independent random variables that are uniformly distributed over $[0,2 \pi)$. From (6-14), the complex fading amplitude $r_{k}$ of the signal copy at antenna $k$ when the signal is a tone is

$$
\begin{equation*}
r_{k}(t)=\sum_{i=1}^{N} a_{i} \exp \left[j \phi_{k i}(t)\right], \quad k=1,2 . \tag{6-84}
\end{equation*}
$$

The cross-correlation between $r_{1}(t)$ and $r_{2}(t)$ is defined as

$$
\begin{equation*}
C_{12}(D)=E\left[r_{1}^{*}(t) r_{2}(t)\right] \tag{6-85}
\end{equation*}
$$

Substituting (6-84) into (6-85), using the independence of each $a_{i}$ and $\phi_{k i}(t)$, the independence of $\phi_{1 i}(t)$ and $\phi_{2 l}(t), i \neq l$, and the uniform distribution of each $\phi_{1 i}(t)$, and then substituting (6-83), we obtain

$$
\begin{equation*}
C_{12}(D)=\sum_{i=1}^{N} E\left[a_{i}^{2}\right] \exp \left(j 2 \pi D \sin \psi_{i} / \lambda\right) \tag{6-86}
\end{equation*}
$$

This equation for the cross-correlation as a function of spatial separation clearly resembles $(6-40)$ for the autocorrelation as a function of time delay. If all the multipath components have approximately the same power so that $E\left[a_{i}^{2}\right] \approx$ $\Omega / N, i=1,2, \ldots, N$, then

$$
\begin{equation*}
C_{12}(D)=\frac{\Omega}{N} \sum_{i=1}^{N} \exp \left(j 2 \pi D \sin \psi_{i} / \lambda\right) \tag{6-87}
\end{equation*}
$$

Applying the two-dimensional isotropic scattering model, (6-87) is approximated by an integral. As in the derivation of (6-43), the evaluation of the integral gives the real-valued cross-correlation

$$
\begin{equation*}
C_{12}(D)=\Omega J_{0}(2 \pi D / \lambda) \tag{6-88}
\end{equation*}
$$



Figure 6.5: Normalized cross-correlation for multipath components arriving between $7 \pi / 32$ and $9 \pi / 32$ radians: real and imaginary parts

This model indicates that an antenna separation of $D \geq \lambda / 2$ ensures that the normalized cross-correlation $C_{12}(D) / C_{12}(0)$ is less than 0.3 . A plot of the normalized cross-correlation is obtained from Figure 6.2 if the abscissa is interpreted as $D / \lambda$.

When the scattering is not isotropic or the number of scattering objects producing multipath components is small, then the real and imaginary parts of the cross-correlation decrease much more slowly with $D / \lambda$.

Example 2. Figure 6.5 shows the real and imaginary parts of the normalized cross-correlation when the $\left\{\psi_{i}\right\}$ are a nearly continuous band of angles between $7 \pi / 32$ and $9 \pi / 32$ radians so that (6-87) can be approximated by an integral over that band. Figure 6.6 depicts the real and imaginary parts of the normalized cross-correlation when $N=9$ and the $\left\{\psi_{i}\right\}$ are uniformly spaced throughout the first two quadrants: $\psi_{i}=(i-1) \pi / 8, i=1,2, \ldots, 9$. In the example of Figure 6.5, an antenna separation of at least $5 \lambda$ is necessary to ensure approximate decorrelation of the signal copies and obtain spatial diversity. In the example of Figure 6.6, not even a separation of $10 \lambda$ is adequate to ensure approximate decorrelation.


Figure 6.6: Normalized cross-correlation for $\mathrm{N}=9$ multipath components arriving from uniformly spaced angles in the first two quadrants: real and imaginary parts

### 6.5 Maximal-Ratio Combining

Diversity methods mitigate the deleterious effects of fading by using several signal replicas or different symbols that experience different fading conditions. Diversity combiners are designed to combine independently fading copies of the same signal derived from distinct antennas. The combining is performed in such a way that the combiner output has a power level that is larger and varies more slowly than that of a single copy. Maximal-ratio and equal-gain combiners use linear combining with various weights for each signal copy. They differ from adaptive antenna arrays (Chapter 5) in that they are not designed to suppress interference signals.

There are two primary measures of the efficacy of a communication system transmitting over a fading channel. One is the bit error probability averaged over the density of the fading amplitude, and this measure is the focus of this chapter. The other measure is the outage probability, which is the probability that the instantaneous signal-to-noise ratio (SNR) is less than the required SNR, which is determined by the required bit error probability. Chapter 8 uses this measure extensively.

## Basic Method

A direct-sequence signal and a phased array can exploit maximal-ratio combining when the phase shift of the received signal in each antenna output is removed. A phase shifter behind each antenna can make the required compensation by using variable time delays or sampling the signal and using the discrete Fourier transform. We assume henceforth that each received signal copy in one of the $L$ diversity branches experiences independent fading that is constant during the signal interval. This assumption relies on a separation between antennas of at least a few wavelengths.

Consider a receiver array of $L$ diversity branches, each of which processes a different desired-signal copy. Let $\mathbf{y}=\left[y_{1} \ldots y_{L}\right]^{T}$ denote the discrete-time vector of the $L$ complex-valued branch output samples associated with a despread symbol. This vector can be decomposed as

$$
\begin{equation*}
\mathbf{y}=\mathbf{s}+\mathbf{n} \tag{6-89}
\end{equation*}
$$

where $\mathbf{s}$ and $\mathbf{n}$ are the discrete-time vectors of the desired signal and the interference and thermal noise, respectively. Let $\mathbf{w}$ denote the $L \times 1$ weight vector of a linear combiner applied to the input vector. The combiner output is

$$
\begin{equation*}
z=\mathbf{w}^{H} \mathbf{y}=z_{s}+z_{n} \tag{6-90}
\end{equation*}
$$

where the superscript $H$ denotes the conjugate transpose, and

$$
\begin{equation*}
z_{s}=\mathbf{w}^{H} \mathbf{s}, z_{n}=\mathbf{w}^{H} \mathbf{n} \tag{6-91}
\end{equation*}
$$

are the output components due to the desired signal and the interference and noise, respectively. The components of both $\mathbf{s}$ and $\mathbf{n}$ are modeled as discretetime jointly wide-sense stationary processes. The correlation matrices of the desired signal and the interference and noise are defined as the $L \times L$ matrices

$$
\begin{equation*}
\mathbf{R}_{s}=E\left[\mathbf{s s}^{H}\right], \mathbf{R}_{n}=E\left[\mathbf{n n}^{H}\right] \tag{6-92}
\end{equation*}
$$

respectively.
Let $C$ denote the discrete-time sampled complex envelope of the desired signal in a fixed reference branch. The desired-signal input vector may be represented as

$$
\begin{equation*}
\mathbf{s}=C \mathbf{s}_{0} \tag{6-93}
\end{equation*}
$$

where the steering vector is

$$
\mathbf{s}_{0}=\left[\begin{array}{llll}
\alpha_{1} \exp \left(j \theta_{1}\right) & \alpha_{2} \exp \left(j \theta_{2}\right) & \ldots \alpha_{L} \exp \left(j \theta_{L}\right) \tag{6-94}
\end{array}\right]^{T}
$$

and has components that represent the relative amplitudes and phase shifts in the branch outputs. The substitution of (6-93) into (6-92) yields

$$
\begin{equation*}
\mathbf{R}_{s}=\mathcal{E}_{s} \mathbf{s}_{0} \mathbf{s}_{0}^{H}, \mathcal{E}_{s}=E\left[|C|^{2}\right] \tag{6-95}
\end{equation*}
$$

where $\mathcal{E}_{s}$ is the energy per symbol.

The signal-to-interference-and-noise ratio (SINR) at the combiner output is

$$
\begin{equation*}
\rho=\frac{E\left[\left|z_{s}\right|^{2}\right]}{E\left[\left|z_{n}\right|^{2}\right]}=\frac{\mathcal{E}_{s}\left\|\mathbf{w}^{H} \mathbf{s}_{0}\right\|^{2}}{\mathbf{w}^{H} \mathbf{R}_{n} \mathbf{w}} \tag{6-96}
\end{equation*}
$$

As shown in Section 5.5, the optimal weight vector for maximizing the SINR is

$$
\begin{equation*}
\mathbf{w}_{0}=\eta \mathbf{R}_{n}^{-1} \mathbf{s}_{0} \tag{6-97}
\end{equation*}
$$

where $\eta$ is an arbitrary constant, and the maximum value of the SINR is

$$
\begin{equation*}
\rho_{\max }=\mathcal{E}_{s} \mathbf{s}_{0}^{H} \mathbf{R}_{n}^{-1} \mathbf{s}_{0} \tag{6-98}
\end{equation*}
$$

A maximal-ratio combiner is a linear combiner with a weight vector $\mathbf{w}_{m}$ that is optimal under the assumption that the components of $\mathbf{n}$ are zero-mean and uncorrelated. With this assumption, the correlation matrix $\mathbf{R}_{n}$ is diagonal and its $i$ th diagonal element has the value

$$
\begin{equation*}
N_{0 i}=E\left[\left|n_{i}\right|^{2}\right] . \tag{6-99}
\end{equation*}
$$

Since $\mathbf{R}_{n}^{-1}$ is diagonal with diagonal elements $N_{0 i}^{-1}$, the right-hand side of (6-97) implies that

$$
\begin{equation*}
\mathbf{w}_{m}=\eta\left[\frac{\alpha_{1}}{N_{01}} e^{j \theta_{1}} \frac{\alpha_{2}}{N_{02}} e^{j \theta_{2}} \ldots \frac{\alpha_{L}}{N_{0 L}} e^{j \theta_{L}}\right]^{T} \tag{6-100}
\end{equation*}
$$

which can be implemented only if the $\left\{\alpha_{i}\right\},\left\{\theta_{i}\right\}$, and $\left\{N_{0 i}\right\}$ can be estimated.
Equations (6-91), (6-100), (6-94), and (6-93) yield the desired part of the combiner output:

$$
\begin{equation*}
z_{s}=\mathbf{w}_{m}^{H} \mathbf{s}=\eta C \sum_{i=1}^{L} \frac{\alpha_{i}^{2}}{N_{0 i}} \tag{6-101}
\end{equation*}
$$

Since $z_{s}$ is proportional to $C$, maximal-ratio combining (MRC) equalizes the phases of the signal copies in the array branches, a process called cophasing.

In most applications, the interference-and-noise in each array branch is nearly independent of the other branches, and the powers are approximately equal so that $N_{0 i}=N_{0}, i=1,2, \ldots, L$. If this common value is merged with the constant in $(6-97)$ or $(6-100)$, then the MRC weight vector is

$$
\mathbf{w}_{m}=\eta \mathbf{s}_{0}=\eta\left[\begin{array}{llll}
\alpha_{1} e^{j \theta_{1}} & \left.\alpha_{2} e^{j \theta_{2}} \ldots \alpha_{L} e^{j \theta_{L}}\right]^{T}, ~ \tag{6-102}
\end{array}\right.
$$

which can be implemented if the $\left\{\alpha_{i}\right\}$ and $\left\{\theta_{i}\right\}$ can be estimated or compensated. The desired part of the combiner output is

$$
\begin{equation*}
z_{s}=\mathbf{w}_{m}^{H} \mathbf{s}=\eta C \sum_{i=1}^{L} \alpha_{i}^{2} \tag{6-103}
\end{equation*}
$$

and (6-98) indicates that the SINR is

$$
\begin{equation*}
\gamma_{t}=\sum_{i=1}^{L} \gamma_{i}, \quad \gamma_{i}=\frac{\mathcal{E}_{s}}{N_{0}} \alpha_{i}^{2} \tag{6-104}
\end{equation*}
$$

Since the weight vector in (6-102) is not a function of the interference parameters, the combiner attempts no interference cancelation. The interference and noise signals are ignored, while the combiner does coherent combining of the desired signal. If each $\alpha_{i}, i=1,2, \ldots, L$, is modeled as a random variable with an identical distribution function, then (6-104) implies that

$$
\begin{equation*}
\overline{\gamma_{i}}=\bar{\gamma}=\frac{\mathcal{E}_{s}}{N_{0}} E\left[\alpha_{1}^{2}\right], \quad \overline{\gamma_{t}}=E\left[\gamma_{t}\right]=L \bar{\gamma} \tag{6-105}
\end{equation*}
$$

which indicates a gain in the mean SINR that is proportional to $L$.

## DS-BPSK and DS-QPSK

For coherent DS-BPSK and the AWGN channel, the analysis of Section 2.4 indicates that the sampled output of diversity branch $i$ due to a single data bit is

$$
\begin{equation*}
y_{i}=\alpha_{i} \sqrt{\mathcal{E}_{b}} d+n_{i}, \quad i=1,2, \ldots, L \tag{6-106}
\end{equation*}
$$

where $\mathcal{E}_{b}$ is the desired-signal energy per bit in the absence of fading, $d=+1$ or -1 , each $\alpha_{i}$ is a fading amplitude, and $n_{i}$ is independent, zero-mean, Gaussian noise with $E\left[n_{i}^{2}\right]=N_{0} / 2$. The predetection combining of the sampled branch outputs provides the symbol metric:

$$
\begin{equation*}
U(d)=\sum_{i=1}^{L} \alpha_{i} y_{i} \tag{6-107}
\end{equation*}
$$

For hard-decision decoding, the bit decision is that $d=+1$ if $U(d)>0$, and $d=-1$ if $U(d) \leq 0$. The substitution of (6-106) into (6-107) yields

$$
\begin{equation*}
U(d)=d \sqrt{\mathcal{E}_{b}} \sum_{i=1}^{L} \alpha_{i}^{2}+\sum_{i=1}^{L} \alpha_{i} n_{i} \tag{6-108}
\end{equation*}
$$

which indicates that the symbol metric $U(d)$ contains an MRC factor with the same form as (6-103).

The implementation of maximal-ratio predetection combining before the demodulation is illustrated in Figure 6.7a. Postdetection combining following demodulation in each branch, which potentially provides the same performance but is not as practical as predetection combining, is illustrated in Figure 6.7b.

If the $\left\{\alpha_{i}\right\}$ are known, the symbol metric has a Gaussian distribution with mean

$$
\begin{equation*}
E(U)=d \sqrt{\mathcal{E}_{b}} \sum_{i=1}^{L} \alpha_{i}^{2} \tag{6-109}
\end{equation*}
$$

Since the $\left\{n_{i}\right\}$ are independent, the variance of $U$ is

$$
\begin{equation*}
\sigma_{u}^{2}=\frac{N_{0}}{2} \sum_{i=1}^{L} \alpha_{i}^{2} \tag{6-110}
\end{equation*}
$$

(a)

(b)


Figure 6.7: Maximal-ratio combiners for DS-BPSK with (a) predetection combining and (b) postdetection combining. Coherent equal-gain combiners for BPSK omit the factors $\left\{\alpha_{i}\right\}$

Because of the symmetry, the bit error probability is equal to the conditional bit error probability given that $d=+1$. A decision error is made if $U<0$. Since the symbol metric has a Gaussian conditional distribution, a standard evaluation (cf. Section 1.1) using (6-109) and (6-110) indicates that the conditional bit error probability given the $\alpha=\left\{\alpha_{i}\right\}$ is

$$
\begin{equation*}
P_{b \mid \alpha}\left(\gamma_{t}\right)=Q\left(\sqrt{2 \gamma_{t}}\right) \tag{6-111}
\end{equation*}
$$

where $Q(x)$ is defined by (1-43), and $\gamma_{t}$ is defined by (6-104). The bit error probability is determined by averaging $P_{b \mid \alpha}\left(\gamma_{t}\right)$ over the distribution of $\gamma_{t}$, which depends on the $\left\{\alpha_{i}\right\}$ and embodies the statistics of the fading channel.

Suppose that each of the $\left\{\alpha_{i}\right\}$ is independent on the identical Nakagami distribution. Then each $\alpha_{i}^{2}$ has the gamma distribution of (6-36). As shown in Appendix E.6, since $\bar{\gamma}_{t}$ is the sum of $L$ independent, identically distributed gamma random variables, the density of $\gamma_{t}$ is

$$
\begin{equation*}
f_{t}(x)=\frac{m^{m L}}{\Gamma(m L){\overline{\gamma_{t}}}^{m L}} x^{m L-1} \exp \left(-\frac{m x}{\bar{\gamma}_{t}}\right) u(x) \tag{6-112}
\end{equation*}
$$

where $\bar{\gamma}_{t}$ is defined by (6-105). The bit error probability is

$$
\begin{equation*}
P_{b}(L)=\int_{0}^{\infty} Q(\sqrt{2 x}) \frac{m^{m L}}{\Gamma(m L) \bar{\gamma}_{t}^{m L}} x^{m L-1} \exp \left(-\frac{m x}{\bar{\gamma}_{t}}\right) d x \tag{6-113}
\end{equation*}
$$

We assume that $m$ is a positive integer. Direct calculations verify that since $m L$ is a positive integer,

$$
\begin{align*}
\frac{d}{d x} Q(\sqrt{2 x}) & =-\frac{1}{2 \sqrt{\pi}} \frac{\exp (-x)}{\sqrt{x}}  \tag{6-114}\\
\frac{d}{d x}\left[e^{-m x / \bar{\gamma}} \sum_{i=0}^{m L-1} \frac{(m x / \bar{\gamma})^{i}}{i!}\right] & =-\frac{m^{m L}}{(m L-1)!\bar{\gamma}^{m L}} x^{m L-1} \exp \left(-\frac{m x}{\bar{\gamma}}\right) \tag{6-115}
\end{align*}
$$

where $\bar{\gamma}$ is defined by (6-105). Applying integration by parts to (6-113), and using (6-114), (6-115), and $Q(0)=1 / 2$, we obtain

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2}-\sum_{i=0}^{m L-1} \frac{m^{i}}{i!\bar{\gamma}^{i} 2 \sqrt{\pi}} \int_{0}^{\infty} \exp \left[-x\left(1+m \bar{\gamma}^{-1}\right)\right] x^{i-1 / 2} d x \tag{6-116}
\end{equation*}
$$

This integral can be evaluated in terms of the gamma function (Appendix H.1). A change of variable in $(6-116)$ yields

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}}{m+\bar{\gamma}}} \sum_{i=0}^{m L-1} \frac{\Gamma(i+1 / 2) m^{i}}{\sqrt{\pi} i!(m+\bar{\gamma})^{i}} \tag{6-117}
\end{equation*}
$$

The identity $\Gamma(1 / 2)=\sqrt{\pi}$ and repeated applications of $\Gamma(x)=(x-1) \Gamma(x-$ 1) indicate that

$$
\begin{equation*}
\Gamma(i+1 / 2)=\frac{\sqrt{\pi} \Gamma(2 i)}{2^{2 i-1} \Gamma(i)}=\frac{\sqrt{\pi} i!}{2^{2 i-1}}\binom{2 i-1}{i}, \quad i \geq 1 \tag{6-118}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}}{m+\bar{\gamma}}}-\sqrt{\frac{\bar{\gamma}}{m+\bar{\gamma}}} \sum_{i=1}^{m L-1}\binom{2 i-1}{i}\left(\frac{m}{4 m+4 \bar{\gamma}}\right)^{i} \tag{6-119}
\end{equation*}
$$

which is valid for QPSK because the latter can be transmitted as two independent BPSK waveforms in phase quadrature. This expression explicitly shows the change in the bit error probability as the number of diversity branches increases. These results can be approximately related to Ricean fading by using (6-35).

Since $m=1$ for Rayleigh fading, the preceding equations can be simplified. The bit error probability for no diversity or a single branch is

$$
\begin{equation*}
p=\frac{1}{2}\left(1-\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}}\right) . \tag{6-120}
\end{equation*}
$$

Solving this equation to determine $\bar{\gamma}$ as a function of $p$ and then using this result in (6-119) with $m=1$ give

$$
\begin{equation*}
P_{b}(L)=p-(1-2 p) \sum_{i=1}^{L-1}\binom{2 i-1}{i}[p(1-p)]^{i} \tag{6-121}
\end{equation*}
$$

An alternative expression for $P_{b}(L)$ is

$$
\begin{equation*}
P_{b}(L)=p^{L} \sum_{i=0}^{L-1}\binom{L+i-1}{i}(1-p)^{i} \tag{6-122}
\end{equation*}
$$

which can be proved to be equal to (6-121) by using mathematical induction.
To derive an upper bound on $P_{b}(L)$ that facilitates analysis of its asymptotic behavior, we use an identity for the sum of binomial coefficients:

$$
\begin{equation*}
\sum_{i=0}^{L-1}\binom{L+i-1}{i}=\binom{2 L-1}{L} \tag{6-123}
\end{equation*}
$$

To prove (6-123), observe that $\binom{2 L-1}{L}$ is the number of ways of choosing $L$ distinct objects out of $2 L-1$. Choices could be made in $L$ steps. In step $k=0$, one object is set aside, and $L-1$ distinct objects are selected from the remaining $2 L-2$ objects. For step $k$, where $1 \leq k \leq L-1$, an object is added to the objects previously set aside, and $L-k-1$ distinct objects are selected from the remaining $2 L-k-2$ objects. Thus,

$$
\begin{equation*}
\binom{2 L-1}{L}=\sum_{k=0}^{L-1}\binom{2 L-k-2}{L-k-1}=\sum_{i=0}^{L-1}\binom{L+i-1}{i} \tag{6-124}
\end{equation*}
$$

which proves the identity.
Since $1-p \leq 1,(6-122)$ and (6-123) imply that

$$
\begin{equation*}
P_{b}(L) \leq\binom{ 2 L-1}{L} p^{L} . \tag{6-125}
\end{equation*}
$$

This upper bound becomes tighter as $p \rightarrow 0$. This inequality motivates the following general measure of diversity. The diversity order is defined as

$$
\begin{equation*}
D_{o}=-\lim _{p \rightarrow 0} \frac{\partial \ln \left[P_{b}(L)\right]}{\partial \ln (p)}, \tag{6-126}
\end{equation*}
$$

where $p=P_{b}(1)$ is the bit error probability when there is no diversity. Applying this definition to (6-122), we find that a BPSK or QPSK system over the Rayleigh channel has $D_{o}=L$.

The advantage of MRC is critically dependent on the assumption of uncorrelated fading in each diversity branch. If there is complete correlation so that the $\left\{\alpha_{i}\right\}$ are all equal and the fading occurs simultaneously in all the diversity branches, then there is no diversity gain but only an increase in the bit energy from $\mathcal{E}_{b}$ to $L \mathcal{E}_{b}$. For Rayleigh fading and complete correlation, (6-120) implies that the bit error probability is

$$
\begin{equation*}
P_{b}^{c c}(L)=\frac{1}{2}\left(1-\sqrt{\frac{L \bar{\gamma}}{1+L \bar{\gamma}}}\right) \quad \text { (cc, Rayleigh). } \tag{6-127}
\end{equation*}
$$



Figure 6.8: Bit error probability of DS-BPSK for no fading, completely correlated Rayleigh fading and MRC, and independent Rayleigh fading and MRC

Example 3. Graphs of the bit error probability of DS-BPSK for a single branch with no fading, $L$ branches with independent Rayleigh fading and MRC, and $L$ branches with completely correlated Rayleigh fading and MRC are shown in Figure 6.8. Equations $(6-111),(6-120),(6-121)$, and $(6-127)$ are used in generating the graphs. The independent variable is $\bar{\gamma}$ for MRC and is $\gamma_{b}=\mathcal{E}_{b} / N_{0}$ for the single branch with no fading. The figure demonstrates the advantages of both diversity combining and independent fading. Figure 6.9 displays the bit error probability for independent Nakagami fading with $m=4$, DS-BPSK, and MRC with $L=1,2,3,4$. Since the Nakagami fading with $m=4$ is much milder than Rayleigh fading, the bit error probability is lowered significantly.

## Coherent DS-CSK

In a DS-CSK system, one of the $q$ orthogonal spreading sequences, each representing $\log _{2} q$ bits, is transmitted. In a coherent system, each chip is transmitted using BPSK. The maximum-likelihood detector despreads the received signal and generates $q$ symbol metrics corresponding to the $q$ possible nonbinary sym-


Figure 6.9: Bit error probability of MRC with DS-BPSK for independent Nakagami fading with $m=4$
bols. Because of the orthogonality, in the absence of noise, the symbol metrics for symbols other than the transmitted one are zero.

Consider the detection of a bit in a binary DS-CSK system (DS-BCSK system) with $L$ diversity branches and coherent detection in each one. Let $y_{l, i}$ denote the demodulator output after despreading by sequence $l$ in branch $i$. Applying the results of Section 1.1 for the AWGN channel to the transmitted sequence, we find that

$$
\begin{equation*}
y_{l, i}=\sqrt{\mathcal{E}_{b}} \alpha_{i} \delta_{l k}+n_{i}, l, k=1,2, \quad i=1,2, \ldots, L \tag{6-128}
\end{equation*}
$$

where $\mathcal{E}_{b}$ is the desired-signal energy per bit and branch in the absence of fading, $\alpha_{i}$ is the fading amplitude in branch $i, \delta_{l k}=0, l \neq k$ and $\delta_{k k}=1$, and each $n_{i}$ is an independent, zero-mean, Gaussian random variable with $E\left[n_{i}^{2}\right]=N_{0} / 2$. The symbol metric for coherent $D S-B C S K$ is

$$
\begin{equation*}
U(l)=\sum_{i=1}^{L} \alpha_{i} y_{l, i} \tag{6-129}
\end{equation*}
$$

which requires estimates of the $\left\{\alpha_{i}\right\}$.

For hard-decision decoding, a symbol decision is made by selecting the largest of the $\{U(l)\}$. Assuming that sequence $l=1$ was transmitted, the substitution of (6-128) into (6-129) indicates that the two symbol metrics are

$$
\begin{align*}
U(1) & =\sqrt{\mathcal{E}_{b}} \sum_{i=1}^{L} \alpha_{i}^{2}+\sum_{i=1}^{L} \alpha_{i} n_{i}  \tag{6-130}\\
U(2) & =\sum_{i=1}^{L} \alpha_{i} n_{i} . \tag{6-131}
\end{align*}
$$

A decision error is made if $U(1)-U(2)<0$. Since $U(1)-U(2)$ has a Gaussian conditional distribution, an evaluation indicates that the conditional bit error probability given the $\left\{\alpha_{i}\right\}$ is

$$
\begin{equation*}
P_{b \mid \alpha}\left(\gamma_{t}\right)=Q\left(\sqrt{\gamma_{t}}\right) \tag{6-132}
\end{equation*}
$$

where $\gamma_{t}$ is given by (6-104).
When independent, identically distributed Nakagami fading occurs in each branch, the bit error probability is determined by averaging $P_{b \mid \alpha}\left(\gamma_{t}\right)$ over the distribution of $\gamma_{t}$, which is given by (6-112). Equation (6-132) differs from (6-111) only by the replacement of $2 \gamma_{t}$ with $\gamma_{t}$. Therefore, if $m$ is a positive integer, a modification of (6-117) indicates that the bit error probability for coherent BCSK is

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}}{2 m+\bar{\gamma}}} \sum_{i=0}^{m L-1} \frac{\Gamma(i+1 / 2)(2 m)^{i}}{\sqrt{\pi} i!(2 m+\bar{\gamma})^{i}} \tag{6-133}
\end{equation*}
$$

which explicitly shows the change in the bit error probability as the number of diversity branches increases.

For Rayleigh fading, (6-133) indicates that (6-121) and (6-122) are again valid, but the bit error probability for no diversity or a single branch is

$$
\begin{equation*}
p=\frac{1}{2}\left(1-\sqrt{\frac{\bar{\gamma}}{2+\bar{\gamma}}}\right) \quad \text { (Rayleigh, BCSK) } \tag{6-134}
\end{equation*}
$$

where the average bit-energy-to-noise-density ratio per branch is defined by (6-105). Thus, in a fading environment, coherent DS-BCSK has diversity order $D_{o}=L$, but DS-BPSK retains its usual 3 dB advantage over DS-BCSK.

### 6.6 Equal-Gain Combining

Equal-gain combining (EGC) is the cophasing of signal copies without compensating for unequal values of the SNR in each branch. Thus, when a narrowband desired signal experiences fading, the EGC weight vector is

$$
\begin{equation*}
\mathbf{w}_{e}=\eta\left[\exp \left(j \theta_{1}\right) \quad \exp \left(j \theta_{2}\right) \ldots \exp \left(j \theta_{L}\right)\right]^{T} \tag{6-135}
\end{equation*}
$$

where $\theta_{i}$ is the phase shift of the desired signal in branch $i$. When MRC is optimal and the values of the $\left\{\alpha_{i}\right\}$ are unequal, EGC is suboptimal but requires much less information about the channel. Figure 6.7 displays EGC with predetection and postdetection combining if the factors $\left\{\alpha_{i}\right\}$ are set equal to unity.

If the interference and noise in each array branch is zero-mean and uncorrelated with the other branches and $E\left[\left|n_{i}\right|^{2}\right]=N_{0}, i=1,2, \ldots, L$, then $\mathbf{R}_{n}$ is diagonal, and (6-96) with $\mathbf{w}=\mathbf{w}_{e}$ gives the output SINR:

$$
\begin{equation*}
\gamma_{e}=\frac{\mathcal{E}_{s}}{L N_{0}}\left(\sum_{i=1}^{L} \alpha_{i}\right)^{2} \tag{6-136}
\end{equation*}
$$

An application of the Cauchy-Schwarz inequality (F-5) verifies that this SINR is less than or equal to $\gamma_{t}$ given by $(6-104)$.

In a Rayleigh-fading environment, each $\alpha_{i}, i=1,2, \ldots, L$, has a Rayleigh distribution. If the desired signal in each array branch is uncorrelated with the other branches and has identical average power, then using (E-30) of Appendix E.4, we obtain

$$
\begin{gather*}
E\left[\alpha_{i}^{2}\right]=E\left[\alpha_{1}^{2}\right], \quad E\left[\alpha_{i}\right]=\left(\frac{\pi}{4} E\left[\alpha_{1}^{2}\right]\right)^{1 / 2}, i=1,2, \ldots, L  \tag{6-137}\\
E\left[\alpha_{i} \alpha_{k}\right]=E\left[\alpha_{i}\right] E\left[\alpha_{k}\right]=\frac{\pi}{4} E\left[\alpha_{1}^{2}\right], i \neq k \tag{6-138}
\end{gather*}
$$

These equations and (6-136) give

$$
\begin{equation*}
E\left[\gamma_{e}\right]=\left[1+(L-1) \frac{\pi}{4}\right] \bar{\gamma} \tag{6-139}
\end{equation*}
$$

A comparison with (6-105) indicates that the average loss associated with using EGC instead of MRC is on the order of 1 dB .

In nonfading environments, MRC is identical to EGC, but both are distinctly suboptimal because of interference correlations among the branches. Consider narrowband desired and interference signals with carrier frequency $f_{0}$ that do not experience fading and arrive as plane waves. The array antennas are sufficiently close that the steering vector $\mathbf{s}_{0}$ of the desired signal and the steering vector $\mathbf{J}_{0}$ of the interference signal can be represented by

$$
\begin{align*}
& \mathbf{s}_{0}=\left[\begin{array}{llll}
e^{-j 2 \pi f_{0} \tau_{1}} & e^{-j 2 \pi f_{0} \tau_{2}} & \ldots & e^{-j 2 \pi f_{0} \tau_{L}}
\end{array}\right]^{T}  \tag{6-140}\\
& \mathbf{J}_{0}=\left[\begin{array}{llll}
e^{-j 2 \pi f_{0} \delta_{1}} & e^{-j 2 \pi f_{0} \delta_{2}} & \ldots e^{-j 2 \pi f_{0} \delta_{L}}
\end{array}\right]^{T} \tag{6-141}
\end{align*}
$$

The noise power in each branch is equal. The correlation matrix for the interference and noise is

$$
\begin{equation*}
\mathbf{R}_{n}=N_{0} \mathbf{I}+N_{0} g \mathbf{J}_{0} \mathbf{J}_{0}^{H} \tag{6-142}
\end{equation*}
$$

where $g$ is the interference-to-noise ratio in each array branch. This equation shows explicitly that the interference in one branch is correlated with the interference in the other branches.

A direct matrix multiplication using $\left\|\mathbf{J}_{0}\right\|^{2}=L$ verifies that

$$
\begin{equation*}
\mathbf{R}_{n}^{-1}=\frac{1}{N_{0}}\left(\mathbf{I}-\frac{g \mathbf{J}_{0} \mathbf{J}_{0}^{H}}{L g+1}\right) \tag{6-143}
\end{equation*}
$$

After merging $1 / N_{0}$ with the constant in (6-97), it is found that the optimal weight vector is

$$
\begin{equation*}
\mathbf{w}_{0}=\eta\left(\mathbf{s}_{0}-\frac{\xi L g}{L g+1} \mathbf{J}_{0}\right) \tag{6-144}
\end{equation*}
$$

where $\xi$ is the normalized inner product

$$
\begin{equation*}
\xi=\frac{1}{L} \mathbf{J}_{0}^{H} \mathbf{s}_{0} \tag{6-145}
\end{equation*}
$$

The corresponding maximum SINR, which is calculated by substituting (6-140), (6-143), and (6-145) into (6-98), is

$$
\begin{equation*}
\rho_{\max }=L \gamma\left(1-\frac{|\xi|^{2} L g}{L g+1}\right) \tag{6-146}
\end{equation*}
$$

where $\gamma=\mathcal{E}_{s} / N_{0}$ is the SNR in each branch. Equations (6-140), (6-141), and (6-145) indicate that $0 \leq|\xi| \leq 1$ and that $|\xi|=1$ if $L=1$. Equation (6-146) indicates that $\rho_{\max }$ decreases as $|\xi|$ increases if $L \geq 2$.

Since the values of the SINRs in the branches are all equal, both MRC and EGC use the weight vector of (6-135), which gives $\mathbf{w}_{m}=\mathbf{w}_{e}=\eta \mathbf{s}_{0}$. Substituting (6-94), (6-135), and (6-142) into (6-96) gives the SINR for MRC and EGC:

$$
\begin{equation*}
\rho_{m}=\rho_{e}=\frac{L \gamma}{1+|\xi|^{2} L g} \tag{6-147}
\end{equation*}
$$

Both $\rho_{\max }$ and $\rho_{m}$ equal $L \gamma$, the peak value, when $\xi=0$. They both equal $L \gamma /(1+L g)$ when $|\xi|=1$, which occurs when both the desired and interference signals arrive from the same direction or $L=1$. Using calculus, it is determined that the maximum value of $\rho_{\max } / \rho_{m}$, which occurs when $|\xi|=1 / \sqrt{2}$, is

$$
\begin{equation*}
\left(\frac{\rho_{\max }}{\rho_{m}}\right)_{\max }=\frac{(L g / 2+1)^{2}}{L g+1}, \quad L \geq 2 \tag{6-148}
\end{equation*}
$$

This ratio approaches $L g / 4$ for large values of $L g$. Thus, an adaptive array based on the maximization of the SINR has the potential to significantly outperform MRC or EGC if $L g \gg 1$ under the conditions of the nonfading environment assumed. Figure 6.10 displays $\rho_{\max } / \rho_{m}$ as a function of $|\xi|$ for various values of $L g$. These results provide motivation for the use of the maximin algorithm of Section 5.6.


Figure 6.10: Ratio of the maximum SINR to the maximal-ratio combiner SINR

### 6.7 Noncoherent Combining

Noncoherent combining is implemented as equal-gain combining without cophasing following noncoherent demodulation. The analysis in this section is directly applicable to FH-DPSK and noncoherent FH-OSK systems. It is applicable to DS-DPSK and DS-CSK systems, which are used when accurate phase estimation is unavailable so that cophasing is not possible.

## DPSK

The advantage of DPSK for both types of spread-spectrum systems is that it requires neither phase synchronization nor channel-state estimation. Equation (1-89) gives the conditional bit error probability for DPSK with no diversity and fading coefficient $\alpha$. Integrating the equation over the density (6-36), changing the integration variable, and using (H-1) of Appendix H give the single-branch bit error probability for Nakagami fading:

$$
\begin{align*}
P_{b} & =\int_{0}^{\infty} \frac{1}{2} \exp \left(-\frac{\bar{\gamma} r^{2}}{\Omega}\right) \frac{2}{\Gamma(m)}\left(\frac{m}{\Omega}\right)^{m} r^{2 m-1} \exp \left(-\frac{m r^{2}}{\Omega}\right) d r \\
& =\frac{m}{2(1+\bar{\gamma} / m)^{m}}, \quad m \geq \frac{1}{2} \tag{6-149}
\end{align*}
$$

where $\Omega=E\left[\alpha_{1}^{2}\right]$ and $\bar{\gamma}$ is given by (6-105).


Figure 6.11: Postdetection noncoherent combining of DPSK signals

For Ricean fading, we integrate the symbol error probability (1-89) over the Rice density (6-32) and use (1-72). We obtain the single-branch bit error probability:

$$
\begin{equation*}
P_{b}=\frac{\kappa+1}{2(\kappa+1+\bar{\gamma})} \exp \left[-\frac{\kappa \bar{\gamma}}{\kappa+1+\bar{\gamma}}\right] \tag{6-150}
\end{equation*}
$$

For Rayleigh fading, the single-branch bit error probability is

$$
\begin{equation*}
p=\frac{1}{2(1+\bar{\gamma})} \tag{6-151}
\end{equation*}
$$

A block diagram of a DPSK receiver with postdetection combining of $L$ diversity branches is depicted in Figure 6.11. The forms of the DPSK demodulators for a direct-sequence system are shown in Figures 2.30 and 2.33, and the form for a frequency-hopping system after the dehopping is shown in Figure 1.4. Let $V_{1, L}(i)-V_{2, L}(i)$ denote the output of branch $i$ for a bit. Assuming that the fading coefficient is constant over two successive bits, this output has the functional form given by (1-83). The combiner output metric is

$$
\begin{array}{r}
U(L)=U_{1}(L)-U_{2}(L) \\
U_{1}(L)=\sum_{i=1}^{L} V_{1, L}(i), \quad U_{2}(L)=\sum_{i=1}^{L} V_{2, L}(i) \tag{6-153}
\end{array}
$$

The sum $U_{1}(L)$ has a noncentrality parameter equal to $N_{0} \gamma_{t}$ and a conditional chi-squared density with $2 L$ degrees of freedom:

$$
\begin{equation*}
f\left(x \mid \gamma_{t}\right)=\frac{2}{N_{0}}\left(\frac{x}{N_{0} \gamma_{t}}\right)^{(L-1) / 2} \exp \left[-\left(\frac{2 x}{N_{0}}+2 \gamma_{t}\right)\right] I_{L-1}\left(4 \sqrt{\frac{x \gamma_{t}}{N_{0}}}\right) u(x) \tag{6-154}
\end{equation*}
$$

We assume that the fading coefficients are independent and identically distributed with a common Rayleigh distribution function. Since the density of
$\alpha_{k}^{2}$ is exponential, the density of $\gamma_{t}$ is (Appendix E.5)

$$
\begin{equation*}
g\left(\gamma_{t}\right)=\frac{\gamma_{t}^{L-1}}{\Gamma(L) \bar{\gamma}^{L}} \exp \left(-\frac{\gamma_{t}}{\bar{\gamma}}\right) u\left(\gamma_{t}\right) \tag{6-155}
\end{equation*}
$$

Integrating the product of (6-154) and (6-155), we obtain the density for $U_{1}$ :

$$
\begin{equation*}
f_{1}(x)=\left(\frac{2 a}{N_{0}}\right)^{L} \frac{x^{L-1}}{\Gamma(L)} \exp \left(-\frac{2}{N_{0}} a x\right) \quad u(x), \quad a=\frac{1}{1+2 \bar{\gamma}} . \tag{6-156}
\end{equation*}
$$

The term $U_{2}$ has a central chi-squared density with $2 L$ degrees of freedom (Appendix E.2):

$$
\begin{equation*}
f_{2}(y)=\left(\frac{2}{N_{0}}\right)^{L} \frac{y^{L-1}}{\Gamma(L)} \exp \left(-\frac{2 y}{N_{0}}\right) u(y) \tag{6-157}
\end{equation*}
$$

The bit error probability is

$$
\begin{array}{r}
P_{b}(L)=\int_{0}^{\infty} f_{1}(x) \int_{x}^{\infty} f_{2}(y) d y d x \\
=\sum_{i=0}^{L-1} \frac{1}{i!} \int_{0}^{\infty} f_{1}(x) \exp \left(-\frac{2 x}{N_{0}}\right)\left(\frac{2 x}{N_{0}}\right)^{i} d x \\
=\sum_{i=0}^{L-1} \frac{1}{i!}\left(\frac{2}{N_{0}}\right)^{L+i} \frac{a^{L}}{\Gamma(L)} \int_{0}^{\infty} x^{L+i-1} \exp \left[-\frac{2}{N_{0}} x(a+1)\right] d x \tag{6-158}
\end{array}
$$

where the second equality is obtained by applying (H-8). Applying (H-3) to the evaluation of the integral, we obtain

$$
\begin{align*}
P_{b}(L) & =\frac{a^{L}}{\Gamma(L)} \sum_{i=0}^{L-1} \frac{1}{i!} \frac{\Gamma(L+i)}{(a+1)^{L+i}} \\
& =p^{L} \sum_{i=0}^{L-1}\binom{L+i-1}{i}(1-p)^{i} \\
& =p-(1-2 p) \sum_{i=1}^{L-1}\binom{2 i-1}{i}[p(1-p)]^{i} \tag{6-159}
\end{align*}
$$

where the second equality follows from the substitution of (6-151) and $a=$ $(1+2 \bar{\gamma})^{-1}$, and the third equality follows from the equality of $(6-122)$ and (6-121). DPSK provides the diversity order $D_{o}=L$.

## Noncoherent OSK

Noncoherent OSK can be used in either DS-CSK systems or FH-OSK systems. Equation (1-73) gives the conditional symbol error probability for OSK with no diversity and fading coefficient $\alpha$. Integrating (1-73) over the density (6-36),
changing the integration variable, and using (H-1) of Appendix $H$ give the single-branch symbol error probability for Nakagami fading:

$$
\begin{equation*}
P_{s}=\sum_{i=1}^{q-1}(-1)^{i+1}\binom{q-1}{i}\left[1+\frac{i \bar{\gamma}}{1+i}\right]^{-m} \tag{6-160}
\end{equation*}
$$

where $\bar{\gamma}$ is given by (6-105). Integrating (1-73) over the Rice probability density (6-32) and using (1-72), we obtain the single-branch symbol error probability:

$$
\begin{equation*}
P_{s}=\sum_{i=1}^{q-1}(-1)^{i+1}\binom{q-1}{i} \frac{\kappa+1}{\kappa+1+(\kappa+1+\bar{\gamma}) i} \exp \left[-\frac{i \kappa \bar{\gamma}}{\kappa+1+(\kappa+1+\bar{\gamma}) i}\right] \tag{6-161}
\end{equation*}
$$

For Rayleigh fading and binary OSK, the single-branch bit error probability is

$$
\begin{equation*}
p=\frac{1}{2+\bar{\gamma}}(\text { Rayleigh, binary }) . \tag{6-162}
\end{equation*}
$$

Consider the transmission over a fading channel of the signal representing a single symbol $d$. For noncoherent OSK, (1-62) with $n=1$ and the analysis of Section 1.1 yield the conditional density for the sampled output of matched filter $l$ of branch $i$ :

$$
\begin{align*}
f\left(y_{l, i} \mid d, \alpha_{i}\right) & =\frac{1}{\pi N_{0}} \exp \left(-\frac{\left|y_{l, i}\right|^{2}+\mathcal{E}_{s} \alpha_{i}^{2} \delta_{l, d}}{N_{0}}\right) I_{0}\left(\frac{2 \sqrt{\mathcal{E}_{s}} \alpha_{i}\left|y_{d, i}\right| \delta_{l, d}}{N_{0}}\right) \\
l & =1,2, \ldots, q, \quad i=1,2, \ldots, L \tag{6-163}
\end{align*}
$$

where $d$ is the transmitted symbol, and $\delta_{l, d}=1, l=d$, and $\delta_{l, d}=0$, otherwise.
If Rayleigh fading is statistically independent in each branch, then the density $f\left(y_{l, i} \mid d\right)$ may be calculated by integrating $f\left(y_{l, i} \mid d, \alpha_{i}\right)$ over the Rayleigh density given by (6-24) with $\Omega=E\left[\alpha_{i}^{2}\right]$. This integral can be evaluated by using (E-13). The likelihood function of the $q L$-dimensional observation vector $\mathbf{y}$, which has components equal to the $\left\{y_{l, i}\right\}$, is the product of the $q L$ densities $\left\{f\left(y_{l, i} \mid d\right)\right\}$. After performing the integration and forming the product, we obtain

$$
\begin{equation*}
f(\mathbf{y} \mid d)=\prod_{i=1}^{L} C(i) \exp \left(\frac{\left|y_{d, i}\right|^{2} \bar{\gamma}_{i}}{N_{0}\left(1+\bar{\gamma}_{i}\right)}\right) \tag{6-164}
\end{equation*}
$$

where $C(i)$ does not depend on $d$, and

$$
\begin{equation*}
\bar{\gamma}_{i}=\frac{\mathcal{E}_{s}}{N_{0}} E\left[\alpha_{i}^{2}\right] \tag{6-165}
\end{equation*}
$$

To determine the transmitted symbol, we choose the value of $d$ that maximizes the $\log$-likelihood $\ln f(\mathbf{y} \mid d)$. Dropping irrelevant terms and factors, we obtain the maximum-likelihood symbol metric for Rayleigh fading:

$$
\begin{equation*}
U(d)=\sum_{i=1}^{L}\left|y_{d, i}\right|^{2}\left(\frac{\bar{\gamma}_{i}}{1+\bar{\gamma}_{i}}\right), \quad d=1,2, \ldots, q \tag{6-166}
\end{equation*}
$$



Figure 6.12: Demodulator for $q$-ary orthogonal signals with postdetection noncoherent combining. $\mathrm{MF}=$ matched filter
which requires the estimation of $\bar{\gamma}_{i}$ for each branch.
If we assume that all the $\left\{\bar{\gamma}_{i}\right\}$ are equal, then $(6-166)$ reduces to the squarelaw metric:

$$
\begin{equation*}
U(d)=\sum_{i=1}^{L}\left|y_{d, i}\right|^{2}, \quad d=1,2, \ldots, q \tag{6-167}
\end{equation*}
$$

This metric implies a noncoherent OSK receiver with postdetection square-law combining, which is illustrated in Figure 6.12. Each branch feeds $q$ matched filters, and each matched filter is matched to one of the equal-energy orthogonal signals $s_{1}(t), s_{2}(t), \ldots, s_{q}(t)$. A major advantage of the square-law metric is that it does not require any channel-state information. If $\bar{\gamma}_{i}$ is large, the corresponding terms in the square-law and maximum-likelihood symbol metrics are nearly equal.

Because of the symmetry of the signals, $P_{s}(L)$ can be calculated by assuming that $s_{1}(t)$ was transmitted. Given that $s_{1}(t)$ was transmitted, the symbol metrics at the combiner output are

$$
\begin{align*}
U(1) & =\sum_{i=1}^{L}\left|\sqrt{\mathcal{E}_{b}} \alpha_{i} e^{j \theta_{i}}+n_{1, i}\right|^{2} \\
& =\sum_{i=1}^{L}\left[\left(\sqrt{\mathcal{E}_{b}} \alpha_{i} \cos \theta_{i}+n_{1, i}^{R}\right)^{2}+\left(\sqrt{\mathcal{E}_{b}} \alpha_{i} \sin \theta_{i}+n_{1, i}^{I}\right)^{2}\right]  \tag{6-168}\\
& U(l)=\sum_{i=1}^{L}\left|n_{l, i}\right|^{2}=\sum_{i=1}^{L}\left[\left(n_{l, i}^{R}\right)^{2}+\left(n_{l, i}^{I}\right)^{2}\right], \quad l \neq 1 \tag{6-169}
\end{align*}
$$

where $n_{1, i}$ and $n_{l, i}, l \neq 1$, are the independent, complex-valued, zero-mean, Gaussian noise variables and $n_{l, i}^{R}$ and $n_{l, i}^{I}$ are the real and imaginary parts of $n_{l, i}$, respectively. Assuming that the noise PSD in each branch is equal to $N_{0} / 2$, then $E\left[\left|n_{l, i}\right|^{2}\right]=N_{0}$. Because of its circular symmetry, $n_{l, i}$ has independent real and imaginary components, and

$$
\begin{equation*}
E\left[\left(n_{l, i}^{R}\right)^{2}\right]=E\left[\left(n_{l, i}^{I}\right)^{2}\right]=N_{0} / 2, \quad l=1,2, \ldots, q, \quad i=1,2, \ldots, L \tag{6-170}
\end{equation*}
$$

When independent, identically distributed, Rayleigh fading occurs in each branch, $\alpha_{i} \cos \theta_{i}$ and $\alpha_{i} \sin \theta_{i}$ are zero-mean, independent, Gaussian random variables with the same variance equal to $E\left[\alpha_{i}^{2}\right] / 2=E\left[\alpha_{1}^{2}\right] / 2, i=1,2, \ldots, L$, as shown in Appendix E.4. Therefore, each $U(l)$ has a central chi-squared distribution with $2 L$ degrees of freedom. From (E-17) of Appendix E.2, it follows that the density of $U(l)$ is

$$
\begin{equation*}
f_{l}(x)=\frac{1}{\left(2 \sigma_{l}^{2}\right)^{L}(L-1)!} x^{L-1} \exp \left(-\frac{x}{2 \sigma_{l}^{2}}\right) u(x), \quad l=1,2, \ldots, q \tag{6-171}
\end{equation*}
$$

where (6-170) and (6-105) give

$$
\begin{align*}
& \sigma_{l}^{2}=\sigma_{2}^{2}=E\left[\left(n_{l, i}^{R}\right)^{2}\right]=N_{0} / 2, \quad l \neq 1  \tag{6-172}\\
& \sigma_{1}^{2}=E\left[\left(\sqrt{\mathcal{E}_{b}} \alpha_{1} \cos \theta_{i}+n_{1, i}^{R}\right)^{2}\right]=N_{0}\left(1+\overline{\gamma_{1}}\right) / 2 \tag{6-173}
\end{align*}
$$

Since a correct decision is made if $U(1)>U(l), l=2, \ldots, q$,

$$
\begin{align*}
P_{b}(L) & =1-\int_{0}^{\infty} \frac{x^{L-1} \exp \left(-\frac{x}{2 \sigma_{1}^{2}}\right)}{\left(2 \sigma_{1}^{2}\right)^{L}(L-1)!}\left[\int_{0}^{x} \frac{y^{L-1} \exp \left(-\frac{y}{2 \sigma_{2}^{2}}\right)}{\left(2 \sigma_{2}^{2}\right)^{L}(L-1)!} d y\right]^{q-1} d x \\
& =1-\int_{0}^{\infty} \frac{x^{L-1} \exp \left(-\frac{x}{2 \sigma_{1}^{2}}\right)}{\left(2 \sigma_{1}^{2}\right)^{L}(L-1)!}\left[1-\exp \left(-\frac{x}{2 \sigma_{2}^{2}}\right) \sum_{i=0}^{L-1} \frac{\left(x / 2 \sigma_{2}^{2}\right)^{i}}{i!}\right]^{q-1} d x \tag{6-174}
\end{align*}
$$

where (H-6) and (H-9) are used to obtain the second equality.
For noncoherent binary OSK (BOSK), $q=2$, and the application of (H-1) gives (6-122), where the bit error probability for $L=1$ is given by (6-162). Thus, $P_{b}(L)$ for noncoherent BOSK is once again given by (6-121), and the diversity order is $D_{o}=L$. Equations (6-151) and (6-162) indicate that less than 3 dB more power is needed for noncoherent BOSK to provide the same performance as DPSK in Rayleigh fading.

The analysis for Rayleigh fading has shown that (6-121) is valid for DSBPSK and coherent DS-BCSK with MRC, and for spread-spectrum signals with DPSK and BOSK and noncoherent combining. Once the bit error probability $p$ in the absence of diversity combining is determined, the bit error probability $P_{b}(L)$ for diversity combining in the presence of independent Rayleigh fading can be calculated from (6-121). Plots of $P_{b}(L)$ versus $p$ for different values of $L$ is displayed in Figure 6.13. This figure illustrates the diminishing returns obtained as $L$ increases.

Plots of $P_{b}(L)$ versus $\bar{\gamma}$ over the Rayleigh channel is displayed in Figure 6.14 for DS-BPSK, and for spread-spectrum signals with DPSK and BOSK. The


Figure 6.13: Bit error probability over the Rayleigh channel for diversity combining versus the absence of diversity combining
plot for coherent DS-BCSK with MRC is nearly the same as that for DS-DPSK with noncoherent combining. Since (6-121) is valid for all these modulations in the presence of independent Rayleigh fading, we find that the diversity order is $D_{o}=L$ for all these modulations. Despite this asymptotic equality, the bit error probability varies substantially with modulation for the practical range $P_{b}(L)>10^{-6}$. An evaluation of (6-174) indicates that $P_{s}(L)$ decreases slightly as $q$ increases.

### 6.8 Selection Combining

A selection-combining system selects the branch output that has the largest SNR and then forwards this branch output for further processing. In a fading environment, selection is sensible only if the selection rate is much faster than the fading rate. Selection combining does not provide a performance as good as maximal-ratio combining or equal-gain combining when the interference and noise in each branch are uncorrelated with those in the other branches. However, selection combining requires only a single demodulator, and when noises or interference signals are correlated, it can provide a superior performance.

Consider selection combining when the average power of the desired signal in the absence of fading is the same in each branch, and the average power of the zero-mean noise is the same in each branch. The SNR in each branch


Figure 6.14: Bit error probability over the Rayleigh channel for DS-BPSK and for spread-spectrum signals with DPSK and noncoherent BOSK
is proportional to $\gamma_{i}$, which is defined by (6-104). If each of the $\left\{\alpha_{i}\right\}, i=$ $1,2, \ldots, L$, has the same Rayleigh distribution, then the results of Appendix E. 4 for the square of a Rayleigh-distributed random variable indicate that each $\gamma_{i}$ has the distribution function

$$
\begin{equation*}
F_{\gamma}(x)=\left[1-\exp \left(-\frac{x}{\bar{\gamma}}\right)\right] u(x) \tag{6-175}
\end{equation*}
$$

where $\bar{\gamma}=E\left[\gamma_{i}\right]$.
Let $\gamma_{0}$ denote the $\gamma_{i}$ of the selected branch:

$$
\begin{equation*}
\gamma_{0}=\frac{\mathcal{E}_{s}}{N_{0}} \max _{i}\left(\alpha_{i}^{2}\right) \tag{6-176}
\end{equation*}
$$

The probability that $\gamma_{0}$ is less than or equal to $x$ is equal to the probability that all the $\left\{\gamma_{i}\right\}$ are simultaneously less than or equal to $x$. If the interference and noise in each branch are independent, the distribution function of $\gamma_{0}$ is

$$
\begin{equation*}
F_{\gamma_{0}}(x)=\left[1-\exp \left(-\frac{x}{\bar{\gamma}}\right)\right]^{L} u(x) \tag{6-177}
\end{equation*}
$$

The average $\gamma_{0}$ obtained by selection diversity is calculated by integrating $\gamma_{0}$ over the density corresponding to $(6-177)$. The result is

$$
\begin{align*}
E\left[\gamma_{0}\right] & =\int_{0}^{\infty} \frac{L}{\bar{\gamma}} x \exp \left(-\frac{x}{\bar{\gamma}}\right)\left[1-\exp \left(-\frac{x}{\bar{\gamma}}\right)\right]^{L-1} d x \\
& =\bar{\gamma} L \int_{0}^{\infty} y e^{-y}\left[\sum_{i=0}^{L-1}\binom{L-1}{i}(-1)^{i} e^{-y i}\right] d y \\
& =\bar{\gamma} \sum_{i=1}^{L}\binom{L}{i} \frac{(-1)^{i+1}}{i} \\
& =\bar{\gamma} \sum_{i=1}^{L} \frac{1}{i} \tag{6-178}
\end{align*}
$$

The second equality results from a change of variable and the substitution of the binomial expansion. The third equality results from a term-by-term integration using (H-1) and an algebraic simplification. The fourth equality is obtained by applying the method of mathematical induction. Equations (6-105) and (6-139) indicate that $E\left[\gamma_{0}\right]$ for selection combining with $L \geq 2$ is less than $\overline{\gamma_{t}}$ for MRC and EGC.

Consider a DS-BPSK system in which optimal coherent demodulation follows the selection process. For a single bit, the conditional bit error probability given the value of $\gamma_{0}$ is

$$
\begin{equation*}
P_{b}\left(\gamma_{0}\right)=Q\left(\sqrt{2 \gamma_{0}}\right) \tag{6-179}
\end{equation*}
$$

Therefore, using (6-177) and the binomial expansion, the bit error probability is

$$
\begin{align*}
P_{b}(L) & =\int_{0}^{\infty} Q(\sqrt{2 x}) \frac{L}{\bar{\gamma}} \exp \left(-\frac{x}{\bar{\gamma}}\right)\left[1-\exp \left(-\frac{x}{\bar{\gamma}}\right)\right]^{L-1} d x \\
& =\sum_{i=0}^{L-1}\binom{L-1}{i}(-1)^{i} \frac{L}{\bar{\gamma}} \int_{0}^{\infty} Q(\sqrt{2 x}) \exp \left[-x\left(\frac{1+i}{\bar{\gamma}}\right)\right] d x \tag{6-180}
\end{align*}
$$

The last integral in this equation can be evaluated in the same manner as the one in (6-113). After changing the summation index, the result is

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2} \sum_{i=1}^{L}\binom{L}{i}(-1)^{i+1}\left(1-\sqrt{\frac{\bar{\gamma}}{i+\bar{\gamma}}}\right) \quad \text { (BPSK, QPSK). } \tag{6-181}
\end{equation*}
$$

This equation is valid for DS-QPSK since it can be implemented as two parallel DS-BPSK waveforms.

To obtain a simple upper bound on $P_{b}(L)$, we substitute the upper bound

$$
\begin{equation*}
1-\exp \left(-\frac{x}{\gamma}\right) \leq \frac{x}{\gamma}, \quad x \geq 0 \tag{6-182}
\end{equation*}
$$

into the integral in the first line of (6-180). We find that $P_{b}(L)$ is upperbounded by $L \Gamma(L)$ times an integral equal to right-hand side of (6-113) with $m=1$. Therefore, we can upper bound the integral by the right-hand side of (6-125) and obtain

$$
\begin{equation*}
P_{b}(L) \leq L \Gamma(L)\binom{2 L-1}{L} p^{L} \quad(\text { BPSK }, \text { QPSK }) \tag{6-183}
\end{equation*}
$$

where $p$ is given by (6-120). Thus, the diversity order is $D_{o}=L$, the same as it is for maximal-ratio combining with BPSK.

For coherent DS-BCSK, the conditional bit error probability is $P_{b}\left(\gamma_{0}\right)=$ $Q\left(\sqrt{\gamma_{0}}\right)$. Therefore, it is found that

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2} \sum_{i=1}^{L}\binom{L}{i}(-1)^{i+1}\left(1-\sqrt{\frac{\bar{\gamma}}{2 i+\bar{\gamma}}}\right) \quad \text { (coherent BCSK). } \tag{6-184}
\end{equation*}
$$

Again, 3 dB more power is needed to provide to the same performance as DSBPSK, and the diversity order is $D_{o}=L$.

For either DS-DPSK or FH-DPSK, the conditional bit error probability is

$$
\begin{equation*}
P_{b}\left(\gamma_{0}\right)=\frac{1}{2} \exp \left(-\gamma_{0}\right) \tag{6-185}
\end{equation*}
$$

Thus, selection combining provides the bit error probability

$$
\begin{equation*}
P_{b}(L)=\int_{0}^{\infty} \frac{L}{2 \bar{\gamma}} \exp \left(-x \frac{1+\bar{\gamma}}{\bar{\gamma}}\right)\left[1-\exp \left(-\frac{x}{\bar{\gamma}}\right)\right]^{L-1} d x \tag{6-186}
\end{equation*}
$$

Using $t=\exp (-x / \bar{\gamma})$ to change the integration variable in (6-186) and then using (H-10) of Appendix H. 2 give

$$
\begin{equation*}
P_{b}(L)=\frac{L}{2} B(1+\bar{\gamma}, L) \quad(\text { DPSK }) \tag{6-187}
\end{equation*}
$$

where $B(\alpha, \beta)$ is the beta function.
For spread-spectrum signals with noncoherent OSK, the conditional symbol error probability given the value of $\gamma_{0}$ is obtained from (1-73):

$$
\begin{equation*}
P_{b}\left(\gamma_{0}\right)=\sum_{i=1}^{q-1} \frac{(-1)^{i+1}}{i+1}\binom{q-1}{i} \exp \left(-\frac{i \gamma_{0}}{i+1}\right) \tag{6-188}
\end{equation*}
$$

Therefore, after using $t=\exp (-x / \bar{\gamma})$ to change successive integration variables, the symbol error probability is

$$
\begin{align*}
P_{s}(L) & =\sum_{i=1}^{q-1} \frac{(-1)^{i+1}}{i+1}\binom{q-1}{i} \frac{L}{\bar{\gamma}} \\
& \times \int_{0}^{\infty} \exp \left(-x \frac{i+1+i \bar{\gamma}}{\bar{\gamma}(i+1)}\right)\left[1-\exp \left(-\frac{x}{\bar{\gamma}}\right)\right]^{L-1} d x \\
& =L \sum_{i=1}^{q-1} \frac{(-1)^{i+1}}{i+1}\binom{q-1}{i} B\left(1+\frac{i \bar{\gamma}}{i+1}, L\right) \quad \text { (noncoherent OSK). } \tag{6-189}
\end{align*}
$$



Figure 6.15: Bit error probability over the Rayleigh channel for selection combining and spread-spectrum signals with BPSK, DPSK, and noncoherent BOSK

For noncoherent BOSK, the bit error probability is

$$
\begin{equation*}
P_{b}(L)=\frac{L}{2} B\left(1+\frac{\bar{\gamma}}{2}, L\right) \quad \text { (noncoherent BOSK) } \tag{6-190}
\end{equation*}
$$

which exhibits the usual 3 dB disadvantage compared with DPSK.
Figure 6.15 shows $P_{b}(L)$ over the Rayleigh channel as a function of $\bar{\gamma}$, assuming selection combining and spread-spectrum signals with BPSK, DPSK, and noncoherent BOSK. A comparison of Figures 6.15 and 6.14 indicates the reduced gain provided by selection combining relative to MRC and noncoherent combining.

Other types of selection diversity besides selection combining, which entails predetection selection, are sometimes of interest. Postdetection selection entails the selection of the diversity branch with the largest signal and noise power after detection. It outperforms predetection selection in general but requires as many matched filters as diversity branches. Thus, its complexity is not much less than that required for EGC. Switch-and-stay combining (SSC) or switched combining entails processing the output of a particular diversity branch as long as its quality measure remains above a fixed threshold. When it does not, the receiver
selects another branch output and continues processing this output until the quality measure drops below the threshold. In predetection SSC, the quality measure is the instantaneous SNR of the connected branch. Since only one SNR is measured, predetection SSC is less complex than predetection selection but suffers a performance loss. In postdetection $S S C$, the quality measure is the same output quantity used for data detection. The optimal threshold depends on the average SNR per branch. Postdetection SSC provides a lower bit error probability than predetection SSC, and the improvement increases with both the average SNR and less severe fading [88].

A fundamental limitation of selection diversity is made evident by considering the absence of fading. Since the SINRs are equal in all the diversity branches, selection diversity can give no better performance than no diversity combining or the use of a single branch. In contrast, (6-147) indicates that EGC can improve the SINR significantly.

### 6.9 Transmit Diversity

Spatial diversity may be implemented as either transmit diversity, which uses an antenna array at the transmitter, receive diversity, which uses an array at the receiver, or both. Network requirements and practical issues may motivate the use of transmit diversity. For example, since multiple antennas are much more feasible at a base station than at a mobile, transmit diversity is usually the only type of spatial diversity in the downlink from a base station to a mobile. The configuration of a transmitter with $N$ transmit antennas is illustrated in Figure 6.16. The use of spatial diversity is completely compatible with spreadspectrum systems.

Delay diversity and frequency-offset diversity are elementary forms of transmit diversity [7] that have significant practical limitations. Delay diversity entails the transmission of the same symbol successively from multiple antennas after appropriate delays. The received signal comprises a set of artificial multipath signals that are generated at considerable cost in power and cause multiple-access interference in other systems. Frequency-offset diversity transforms the transmit diversity into a type of frequency diversity by requiring each transmit antenna to use a different carrier frequency. The main practical issue is the bandwidth expansion.

Orthogonal transmit diversity, which is included in the CDMA2000 standard, transmits alternating even and odd interleaved symbols on two antennas. The deinterleaved bits generated by the different antennas provide both time diversity due to the deinterleaving and spatial diversity due to the antenna separations. The gain relative to no diversity is substantial provided that the fading is slow and the channel code is strong [91].

Transmit antenna selection (TAS) is a form of transmit diversity in which a subset of the transmit antennas that produce the largest output SNR at the receiver are selected for transmission [97]. Since fewer transmit antennas are activated, TAS is able to reduce the number of radio-frequency devices that are needed in the transmitter. A single-antenna TAS is able to concentrate


Figure 6.16: Transmitter with N transmit antennas
the transmit power in one antenna and does not need to distribute the power among all the available antennas. The primary disadvantages of TAS are that it requires channel-state information at the transmitter, and the channel coherence time must be large enough to support its operation. This information comprises the indices of the transmit antennas that the receiver has selected for maximizing the SNR.

Space-time codes, which include space-time block codes and space-time trellis codes, are transmitted by multiple antennas and improve the performance of a communication system in a fading environment without the need for either multiple receive antennas or channel-state information at the transmitter [7, 43, 47, 72].

A space-time block code, which is analogous to a block code, converts a block of information bits into constellation points that are mapped into waveforms that are applied to a set of transmit antennas.

The Alamouti code is by far the most widely used STBC and space-time code and is included in the CDMA2000 standard. The Alamouti code is an orthogonal STBC that provides full diversity at full transmission rate and is decoded by maximum-likelihood decoding that entails only linear processing. Two transmit antennas are separated enough that their transmissions are uncorrelated at the receiver. Two time intervals are used to transmit two complex symbols from a PSK or QAM constellation. The transmitted space-time codeword of length two has a code rate equal to one, the number of information symbols conveyed per time interval.

A direct-sequence system multiplies each symbol by a spreading sequence prior to the modulation and transmission. Let $p_{1}(t)$ and $p_{2}(t)$ denote the spreading sequences used during successive time intervals. The $2 \times 2$ generator matrix representing a transmitted codeword for information symbols $d_{1}$ and $d_{2}$ is

$$
\mathbf{G}=\left[\begin{array}{cc}
d_{1} p_{1}(t) & d_{2} p_{1}(t)  \tag{6-191}\\
-d_{2}^{*} p_{2}(t) & d_{1}^{*} p_{2}(t)
\end{array}\right]
$$

where each row identifies the symbols transmitted during a time interval, and each column identifies the successive symbols transmitted by one of the antennas. The Alamouti code is a member of the class of orthogonal STBCs, which
have generator matrices with complex-valued orthogonal columns so that $\mathbf{G}^{H} \mathbf{G}$ is a diagonal matrix.

Assuming a single receive antenna and AWGN, the received signal during the first time interval is $r_{1}(t)=h_{1} d_{1} p_{1}(t)+h_{2} d_{2} p_{1}(t)+n_{1}(t)$, where $h_{i}, i=$ 1,2 , is the complex channel response from transmit antenna $i$ to the receive antenna, and $n_{1}(t)$ is a complex, zero-mean, white Gaussian noise process. After despreading, sampling, and an amplitude normalization, the observation at the end of the first time interval is $r_{1}=h_{1} d_{1}+h_{2} d_{2}+n_{1}$, where $n_{1}$ is complex zero-mean Gaussian noise. Similarly, assuming that the channel does not change during two time intervals, the observation at the end of the second time interval is $r_{2}=-h_{1} d_{2}^{*}+h_{2} d_{1}^{*}+n_{2}$, where $n_{2}$ is complex zero-mean Gaussian noise that is independent of $n_{1}$. These two observations are combined in the vector $\mathbf{y}_{r}=\left[r_{1}, r_{2}^{*}\right]^{T}$. Then

$$
\begin{equation*}
\mathbf{y}_{r}=\mathbf{H d}+\mathbf{n} \tag{6-192}
\end{equation*}
$$

where $\mathbf{d}=\left[d_{1}, d_{2}\right]^{T}, \mathbf{n}=\left[n_{1}, n_{2}^{*}\right]^{T}$, and the channel matrix is

$$
\mathbf{H}=\left[\begin{array}{cc}
h_{1} & h_{2}  \tag{6-193}\\
h_{2}^{*} & -h_{1}^{*}
\end{array}\right]
$$

Let $\mathcal{E}_{s}$ denote the average energy per symbol received from both transmit antennas. The power splitting between the two transmit antennas implies that $E\left[\left|d_{k}\right|^{2}\right]=\mathcal{E}_{s} / 2, k=1,2$. In the presence of AWGN with power spectral density $N_{0} / 2$, the analysis of Section 1.1 indicates that $\mathbf{n}$ is the zero-mean Gaussian random vector with independent components and covariance matrix $E\left[\mathbf{n n}^{H}\right]=N_{0} \mathbf{I}$.

The matrix $\mathbf{H}$ satisfies the orthogonality condition:

$$
\begin{equation*}
\mathbf{H}^{H} \mathbf{H}=\|\mathbf{h}\|^{2} \mathbf{I} \tag{6-194}
\end{equation*}
$$

where $\|\mathbf{h}\|$ denotes the Euclidean norm of $\mathbf{h}=\left[h_{1}, h_{2}\right]$, and $\mathbf{I}$ is the $2 \times 2$ identity matrix. Therefore, the receiver computes the $2 \times 1$ vector

$$
\begin{equation*}
\mathbf{y}=\mathbf{H}^{H} \mathbf{y}_{r}=\mathbf{d}\|\mathbf{h}\|^{2}+\mathbf{n}_{1} \tag{6-195}
\end{equation*}
$$

where $\mathbf{n}_{1}=\mathbf{H}^{H} \mathbf{n}$ is a zero-mean Gaussian random vector since the components of $\mathbf{n}$ are independent (Appendix A.1). Its covariance matrix is

$$
\begin{equation*}
E\left[\mathbf{n}_{1} \mathbf{n}_{1}^{H}\right]=N_{0}\|\mathbf{h}\|^{2} \mathbf{I} \tag{6-196}
\end{equation*}
$$

Equation (6-195) indicates that the maximum-likelihood decision for $d_{k}$ is separately obtained as

$$
\begin{equation*}
\widehat{d}_{k}=\arg \min _{d_{k}}\left|y_{k}-d_{k}\|\mathbf{h}\|^{2}\right|, \quad k=1,2 \tag{6-197}
\end{equation*}
$$

Since each noise component is independent, each symbol decision is decoupled from the other one, and there is no intersymbol interference.

The components of (6-195) may be expressed as

$$
\begin{equation*}
y_{k}=d_{k} \sum_{i=1}^{2} \alpha_{i}^{2}+n_{1 k}, k=1,2 \tag{6-198}
\end{equation*}
$$

where $\alpha_{i}=\left|h_{i}\right|$ and $n_{1 k}$ is the $k$ th component of $\mathbf{n}_{1}$. The desired part of $y_{k}$ is similar to that in (6-103) obtained by maximal-ratio combining with two signals and indicative of diversity order 2 . Thus, the bit error probabilities for DS-BPSK, DS-QPSK, and coherent DS-BOSK derived for MRC in the presence of Rayleigh fading are applicable with one important change. Since $E\left[\left|d_{k}\right|^{2}\right]=$ $\mathcal{E}_{s} / 2$ because of the power splitting between the two transmit antennas, $\bar{\gamma}$ must be replaced by $\bar{\gamma} / 2$ in the equations.

The Alamouti STBC with generator matrix given by (6-191) provides diversity order $2 L$ when there are $L$ receive antennas. Let $\mathbf{h}_{i}, i=1,2$, denote an $L \times 1$ vector, each component of which is the complex channel response from transmit antenna $i$ to a receive-antenna. After despreading, sampling, and an amplitude normalization of each receive-antenna output, the observation at the end of the first time interval is the $L \times 1$ vector $\mathbf{r}_{1}=\mathbf{h}_{1} d_{1}+\mathbf{h}_{2} d_{2}+\mathbf{n}_{a 1}$, where each component of the $L \times 1$ vector $\mathbf{n}_{a 1}$ is complex zero-mean Gaussian noise. Similarly, assuming that the channel does not change during two time intervals, the observation at the end of the second time interval is $\mathbf{r}_{2}=-\mathbf{h}_{1} d_{2}^{*}+\mathbf{h}_{2} d_{1}^{*}+\mathbf{n}_{a 2}$, where each component of $\mathbf{n}_{a 2}$ is complex zero-mean Gaussian noise, and all components of $\mathbf{n}_{a 1}$ and $\mathbf{n}_{a 2}$ are independent of each other. The combined observation vector is given by ( $6-192$ ) with the $2 L \times 1$ vectors

$$
\mathbf{y}_{r}=\left[\begin{array}{l}
\mathbf{r}_{1}  \tag{6-199}\\
\mathbf{r}_{2}
\end{array}\right], \quad \mathbf{n}=\left[\begin{array}{l}
\mathbf{n}_{a 1} \\
\mathbf{n}_{a 2}
\end{array}\right]
$$

and the $2 L \times 2$ channel matrix

$$
\mathbf{H}=\left[\begin{array}{cc}
\mathbf{h}_{1} & \mathbf{h}_{2}  \tag{6-200}\\
\mathbf{h}_{2}^{*} & -\mathbf{h}_{1}^{*}
\end{array}\right]
$$

The Gaussian noise vector $\mathbf{n}$ is zero-mean with the $2 L \times 2 L$ covariance matrix $E\left[\mathbf{n n}^{H}\right]=N_{0} \mathbf{I}$, where $\mathbf{I}$ is the $2 L \times 2 L$ identity matrix. The orthogonality condition (6-194) is satisfied if

$$
\mathbf{h}=\left[\begin{array}{l}
\mathbf{h}_{\mathbf{1}}  \tag{6-201}\\
\mathbf{h}_{\mathbf{2}}
\end{array}\right], \quad\|\mathbf{h}\|^{2}=\left\|\mathbf{h}_{1}\right\|^{2}+\left\|\mathbf{h}_{2}\right\|^{2}
$$

The receiver computes the $2 \times 1$ vector given by (6-195), and the maximumlikelihood decision for $d_{k}$ is again given by (6-197). The components of (6-195) may be expressed as

$$
\begin{equation*}
y_{k}=d_{k} \sum_{i=1}^{2 L} \alpha_{i}^{2}+n_{1 k}, k=1,2 \tag{6-202}
\end{equation*}
$$

which has the same form as maximal-ratio combining and indicates diversity order $2 L$ and no intersymbol interference. Again the bit error probabilities for DS-BPSK, DS-QPSK, and coherent DS-BOSK derived for MRC in the presence of fading are applicable if $\bar{\gamma}$ is replaced by $\bar{\gamma} / 2$ in the equations.

The Alamouti decoding depends on receiver knowledge of the channel matrix. Thus, separate pilot signals must be transmitted from each of the transmit antennas. If they are transmitted simultaneously, they must not interfere with each other in the receiver.

Rate-1 orthogonal STBCs for complex constellations exist only for two transmit antennas. Orthogonal STBCs for more than two transmit antennas require a code rate that is less than or equal to $3 / 4$, which implies a reduced spectral efficiency. Nonorthogonal STBCs exist that can provide full diversity at full rate but require more complex decoding than the separate decoding of real-valued symbols that is possible with orthogonal STBCs.

The STBCs do not provide a coding gain. For that, the STBC code can be concatenated with an error-correcting code that serves as an outer code, while the STBC serves as the inner code.

A space-time trellis code (STTC) combines an extended trellis-coded modulation with transmit diversity to achieve both coding and diversity gain. Encoded symbols that determine the trellis transitions are transmitted simultaneously from the transmit antennas. The cost is a decoding complexity that increases rapidly with the number of antennas and exceeds that of concatenated STBCs with comparable performance.

### 6.10 Channel Codes and Fading

If the symbols of a channel code are interleaved to a depth beyond the coherence time of the channel, then the symbols fade independently. As a result, a channel code provides a form of time diversity.

Consider a DS-BPSK system with an $(n, k)$ linear block code, where $n$ is the number of code symbols and $k$ is the number of information symbols. We assume an AWGN channel and fading. If each of the fading amplitudes $\left\{\alpha_{i}\right\}$ is independent with the identical distribution, then the average energy-to-noisedensity ratio per binary code symbol is

$$
\begin{equation*}
\bar{\gamma}_{s}=\frac{\mathcal{E}_{s}}{N_{0}} E\left[\alpha_{1}^{2}\right]=\frac{r \mathcal{E}_{b}}{N_{0}} E\left[\alpha_{1}^{2}\right]=r \bar{\gamma} \quad \text { (binary symbols) } \tag{6-203}
\end{equation*}
$$

where $\mathcal{E}_{b}$ is the information-bit energy, $r$ is the code rate, and $\bar{\gamma}$ is the average bit-energy-to-noise-density ratio.

For a linear block code, the error probabilities may be calculated by assuming that the all-zero codeword 0 was transmitted and its metric is $U(0)$. The two-codeword error probability is equal to the probability that $U(1)-U(0)>0$. This probability depends only on the $d$ terms that differ, where $d$ is the weight of codeword 1. Thus, $d$ has the same role as $L$ in uncoded MRC, and hence, (6-117) implies that the two-codeword error probability in the presence of Nakagami fading with positive integer $m$ is

$$
\begin{equation*}
P_{2}(d)=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}}{m+\bar{\gamma}}} \sum_{i=0}^{m d-1} \frac{\Gamma(i+1 / 2) m^{i}}{\sqrt{\pi} i!(m+\bar{\gamma})^{i}} \quad \text { (binary symbols). } \tag{6-204}
\end{equation*}
$$

For Rayleigh fading,

$$
\begin{equation*}
P_{2}(d)=P_{s}-\left(1-2 P_{s}\right) \sum_{i=1}^{d-1}\binom{2 i-1}{i}\left[P_{s}\left(1-P_{s}\right)\right]^{i} \tag{6-205}
\end{equation*}
$$

where the symbol error probability is

$$
\begin{equation*}
P_{s}=\frac{1}{2}\left(1-\sqrt{\frac{\bar{\gamma}_{s}}{1+\bar{\gamma}_{s}}}\right) \tag{6-206}
\end{equation*}
$$

The same equations are valid for both BPSK and QPSK because the latter can be transmitted as two independent BPSK waveforms in phase quadrature.

Since (6-205) has the same form as (6-122), the diversity order for DS-BPSK and selection combining is $D_{o}=d_{m}$. In analogy with (6-125), we obtain

$$
\begin{equation*}
P_{2}(d) \leq\binom{ 2 d-1}{d} P_{s}^{d} \tag{6-207}
\end{equation*}
$$

Substituting this upper bound into (1-119), we obtain an upper bound on the information-symbol error probability for soft-decision decoding of a block code:

$$
\begin{align*}
P_{i s} & \leq \sum_{d=d_{m}}^{n} \frac{d}{n} A_{d}\binom{2 d-1}{d} P_{s}^{d} \\
& \approx\binom{2 d_{m}-1}{d_{m}} \frac{d_{m} A_{d_{m}}}{n} P_{s}^{d_{m}} \quad, \quad \bar{\gamma}_{s} \gg 1 \tag{6-208}
\end{align*}
$$

where $A_{d}$ denotes the number of codewords with weight $d$, and $d_{m}$ is the minimum Hamming distance between codewords. The final approximation reflects the domination of the first term in the series as $\bar{\gamma}_{s} \rightarrow \infty$.

Example 4. Figure 6.17 illustrates the upper bound on $P_{b}=P_{i s}$ for an extended Golay $(24,12)$ code without diversity combining and $P_{b}$ for MRC with $L=1,4,5$, and 6 diversity branches and no coding. A Rayleigh-fading channel and DS-BPSK are assumed. The extended Golay $(24,12)$ code is tightly packed with 12 information bits, $r=1 / 2, d_{m}=8$, and $t=3$. The values of $A_{d}$ are listed in Table 1.3. The figure indicates the benefits of coding particularly when the desired $P_{b}$ is low. At $P_{b}=10^{-3}$, the Golay $(24,12)$ code with hard decisions provides an 11 dB advantage in $\bar{\gamma}$ over uncoded BPSK with no diversity (MRC, $L=1$ ); with soft decisions, the advantage becomes 16 dB . The advantage of soft-decision decoding relative to hard-decision decoding increases to more than 10 dB at $P_{b}=10^{-7}$, a vast gain over the approximately 2 dB advantage of softdecision decoding for the AWGN channel. At $P_{b}=10^{-9}$, the Golay $(24,12)$ code with soft decisions outperforms uncoded MRC with $L=5$ and is nearing the performance of uncoded MRC with $L=6$. However, since $A_{d_{m}}=A_{8}=759$, the Golay $(24,12)$ code with $D_{o}=d_{m}=8$ does not perform as well as might be anticipated even for $P_{b}=10^{-9}$.

The linearity of binary convolutional codes ensures that the all-zero path can be assumed to be the correct one when calculating the decoding error probability. Let $l$ denote the Hamming distance of an incorrect path from the correct


Figure 6.17: Upper bound on information-bit error probability for extended Golay $(24,12)$ code with soft and hard decisions, coherent DS-BPSK modulation, and Rayleigh fading, and for maximal-ratio combining with $\mathrm{L}=1,4,5$, and 6
all-zero path. If perfect symbol interleaving is assumed and BPSK is used, then the probability of error in the comparison of two paths with an unmerged segment is $P_{2}(l)$ given by (6-205). As shown in Section 1.3, the probability of an information-bit error in soft-decision decoding is upper-bounded by

$$
\begin{align*}
P_{b} & \leq \frac{1}{k} \sum_{l=d_{f}}^{\infty} B(l) P_{2}(l) \\
& \approx\binom{2 d_{f}-1}{d_{f}} \frac{B\left(d_{f}\right)}{k} P_{s}^{d_{f}}, \bar{\gamma}_{s} \gg 1 \tag{6-209}
\end{align*}
$$

where $B(l)$ is the number of information-bit errors over all paths with unmerged segments at Hamming distance $l, k$ is the number of information bits per trellis branch, and $d_{f}$ is the minimum free distance. Inequality (6-207) is used in the second line, which indicates that the diversity order is $D_{o}=d_{f}$.

If each encoder output bit is repeated $n_{r}$ times, then the minimum distance of the convolutional code increases to $n_{r} d_{f}$ without a change in the constraint
length, but at the cost of a bandwidth expansion by the factor $n_{r}$. From the first line of (6-209), we infer that for the code with repeated bits,

$$
\begin{equation*}
P_{b} \leq \frac{1}{k} \sum_{l=d_{f}}^{\infty} B(l) P_{2}\left(n_{r} l\right) \tag{6-210}
\end{equation*}
$$

where $B(l)$ refers to the original code. For ideal interleaving, the diversity order is $D_{o}=n_{r} d_{f}$ if $\bar{\gamma}_{s} \gg 1$.

Example 5. Figure 6.18 illustrates $P_{b}$ as a function of $\bar{\gamma}$ for the Rayleighfading channel and binary convolutional codes with different values of the constraint length $K$, the code rate $r$, and the number of repetitions $n_{r}$. Relations (6-210) and (6-205) with $k=1$ are used, and the $\{B(d)\}$ are taken from the listings for seven terms in Tables 1.4 and 1.5. The figure indicates that an increase in the constraint length provides a much greater performance improvement for the Rayleigh-fading channel than the increase does for the AWGN channel. For a fixed constraint length, the rate- $1 / 4$ codes give a better performance than the rate- $1 / 2$ codes with $n_{r}=2$, which require the same bandwidth but are less complex to implement. The latter two codes give a better performance than the rate- $1 / 2$ codes with no repetitions but require twice the bandwidth.

If parallel state transitions occur in the trellis for trellis-coded modulation, then $d_{f}=1$, which implies that the code provides no diversity protection against fading. Thus, for fading communications, a conventional trellis code or convolutional code with distinct transitions from each state to all other states must be selected. Turbo, LDPC, and serially concatenated codes with iterative decoding provide excellent performance in the presence of fading if the system can accommodate the decoding delay and computational complexity.

Example 6. Even without iterative decoding, a serially concatenated code with an outer Reed-Solomon code and an inner binary convolutional code (Section 1.5) is effective against Rayleigh fading. An upper bound on $P_{b}$ is given by (1-154) and (1-153). Figure 6.19 depicts examples of the upper bound on $P_{b}$ as a function $\bar{\gamma}$ for Rayleigh fading, coherent DS-BPSK, soft decisions, an inner binary convolutional code with $K=7, r_{1}=1 / 2$, and $k=1$, and various Reed-Solomon ( $n, k$ ) outer codes. If the spreading factor is maintained, the required bandwidth is $B_{u} / r$, where $B_{u}$ is the uncoded DS-BPSK bandwidth. Thus, the codes of the figure require a bandwidth less than $3 B_{u}$.

For coherent DS-BCSK, the analogy with (6-133) implies that the twocodeword error probability in the presence of independent, identically distributed Nakagami fading of each codeword symbol is

$$
\begin{equation*}
P_{2}(d)=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}_{s}}{2 m+\bar{\gamma}_{s}}} \sum_{i=0}^{m l-1} \frac{\Gamma(i+1 / 2)(2 m)^{i}}{\sqrt{\pi} i!\left(2 m+\bar{\gamma}_{s}\right)^{i}} \tag{6-211}
\end{equation*}
$$

where $\bar{\gamma}_{s}$ is given by (6-203). For Rayleigh fading, $P_{2}(l)$ is again given by (6-205), and hence, the diversity order for coherent DS-BCSK and selection combining


Figure 6.18: Upper bound on information-bit error probability for Rayleigh fading, coherent DS-BPSK, and binary convolutional codes with various values of $(K, r)$ and $n_{r}$
is $D_{o}=d_{m}$ for block codes and $D_{o}=d_{f}$ for convolutional codes. The symbol error rate is

$$
\begin{equation*}
P_{s}=\frac{1}{2}\left(1-\sqrt{\frac{\bar{\gamma}_{s}}{2+\bar{\gamma}_{s}}}\right) \quad(\text { coherent BCSK }) \tag{6-212}
\end{equation*}
$$

which indicates a 3 dB disadvantage relative to DS-BPSK. At the cost of bandwidth, the performance of coherent 4-ary DS-CSK is similar to that of coherent DS-BPSK.

When spread-spectrum signals with noncoherent BCSK are used, the squarelaw metric has the major advantage that it does not require any channel-state information. A derivation similar to that of (6-174), the two-codeword error probability in the presence of independent, identically distributed Rayleigh fading of each codeword symbol is again given by (6-205) provided that

$$
\begin{equation*}
P_{s}=\frac{1}{2+\bar{\gamma}_{s}} \quad(\text { noncoherent BCSK) } \tag{6-213}
\end{equation*}
$$

The diversity order is the same as for coherent DS-BCSK.


Figure 6.19: Information-bit error probability for Rayleigh fading, coherent DS-BPSK, soft decisions, and concatenated codes comprising an inner binary convolutional code with $\mathrm{K}=7$ and $\mathrm{r}_{1}=1 / 2$, and various Reed-Solomon $(n, k)$ outer codes

A comparison of (6-206) and (6-213) indicates that for large values of $r \bar{\gamma}$ and the same block code, DS-BPSK and DS-QPSK have an approximate 6 dB advantage over noncoherent DS-BCSK in a fading environment. Thus, the fading accentuates the advantage that exists for the AWGN channel. However, DS-BPSK and noncoherent 16 -ary DS-CSK provide approximately the same performance.

### 6.11 Bit-Interleaved Coded Modulation

In a communication system with symbol-interleaved coded modulation, an encoder generates code bits that are grouped into $q$-ary code symbols that are interleaved over a depth exceeding the channel coherence time to provide time diversity. The $q$-ary code symbols are then applied to a $q$-ary modulator that provides spectral efficiency. A more pragmatic approach is to interleave the code bits over an average depth exceeding the channel coherence time prior to forming the $q$-ary code symbols and performing $q$-ary modulation. The


Figure 6.20: System with BICM or BICM-ID. $\mathrm{BI}=$ bit interleaver; $\mathrm{BD}=$ bit deinterleaver. Dashed lines are for BICM-ID
resulting coded modulation, which is known as bit-interleaved coded modulation (BICM) [13], increases time diversity, thereby providing improved performance over a fading channel. BICM has become a standard method for transmitting over fading channels, forming the basis of most cellular, satellite, and wireless networking systems.

The transmitter of a system with BICM is illustrated in Figure 6.20. Encoded bits representing $N$ symbols are applied to a pseudorandom bit interleaver. The interleaver output bits are placed into a $m \times N$ matrix $\mathbf{D}$ with columns $\mathbf{d}_{i}$ of $m=\log _{2} q$ bits. Each $\mathbf{d}_{i}$ corresponds to a point in the constellation labeling map used to generate the modulated signal that is transmitted.

Although true maximum-likelihood decoding of BICM requires joint demodulation and decoding, the BICM demodulator separately generates bit metrics that are applied to the decoder. The receiver of a system with BICM is illustrated in Figure 6.20. The received signal passes through a demodulator with $q$ matched filters. The output of each matched filter is sampled at the symbol rate to produce a $1 \times N$ vector $\tilde{\mathbf{y}}$ of complex numbers. These complex samples are used to compute an $m \times N$ matrix $\mathbf{Z}$ of demodulator bit LLRs. After the deinterleaving of $\mathbf{Z}$, the ordered bit LLRs provide a priori information to the decoder, which generates the final bit decisions. The demodulator bit LLRs are given by (1-217), where $f(\mathbf{y} \mid \widetilde{q})$ depends on the modulation and the $\left\{v_{i}\right\}$ are equal to zero. For the AWGN channel and coherent $q$-ary PAM, coherent orthogonal modulation, and noncoherent orthogonal modulation, we apply (1-219), (1-220), and (1-221), respectively.

The performance of a channel code over the AWGN channel depends on the minimum Euclidean distance, as exemplified by the metric of (1-34). The performance of a channel code over a fading channel depends on the minimum Hamming distance between two codewords. For binary modulations, such as BPSK, the Euclidean distance increases monotonically with the Hamming distance. For nonbinary modulations, the increase in one of these distances often decreases the other one. The reduced minimum Euclidean distance due to the bit interleaving degrades the performance of BICM over the AWGN channel.

Bit-interleaved coded modulation with iterative decoding and demodulation (BICM-ID) uses BICM, bit LLRs generated by both the demodulator and decoder, and iterative demodulation and decoding [114]. The transmitter of a system with BICM-ID is the same as that for BICM. In the receiver, the $m \times N$ matrix $\mathbf{Z}$ of bit LLRs is computed, deinterleaved, and then provided as a priori information to the decoder, which includes the dashed lines in Figure 6.20. The bit metrics computed by the decoder are interleaved and then fed back to the demodulator as a priori information in the form of an $m \times N$ matrix $\mathbf{V}$ of decoder LLRs, which provides the $\left\{v_{i}\right\}$ of (1-217) in the received-sequence order. When the iterative process terminates, the decoder provides the final bit decisions.

BICM-ID compensates for the decrease in the minimum Euclidean distance and introduces flexibility into communication systems using nonbinary alphabets over an AWGN channel with a variable level of fading. The use of BICM-ID maintains the advantage of BICM over fading channels while minimizing any performance degradation experienced by BICM over the AWGN channel. Compared with trellis-coded modulation, BICM-ID has a small free Euclidean distance, but the decoder feedback exploits the time diversity and greatly mitigates this disadvantage. As a result, BICM-ID with BPSK or nonbinary modulation and convolutional codes outperforms systems with trellis-coded modulation or turbo trellis-coded modulation of similar computational complexity over both the AWGN and Rayleigh-fading channels [51]. The disadvantage of BICM-ID relative to BICM is the much greater computational complexity of BICM-ID.

The constellation labeling has a major impact on both BICM and BICMID. A Gray labeling (Section 1.1) is not always possible. With orthogonal modulation, Gray labeling does not exist since all neighbors are equidistant. When a Gray labeling exists, it provides the optimal performance for BICM, but usually not for BICM-ID [115].

Since small alphabets are used in BPSK and QPSK modulations, BICM and BICM-ID add little to coherent direct-sequence systems. In contrast, frequencyhopping systems can exploit large alphabets and noncoherent OSK modulation, and hence, BICM and BICM-ID are often effective.

Example 7. Figure 6.21 compares the bit error probabilities of noncoherent systems using SICM, BICM, and BICM-ID with 4-ary FH-OSK and the turbo codes of Section 1.6 over the Rayleigh channel, whereas Figure 6.22 makes the same comparisons for communications over the AWGN channel. In both figures, it is observed that BICM provides a small improvement relative to SICM, but BICM-ID provides a more substantial improvement. As the alphabet size increases, the performance improvements due to BICM or BICM-ID become more pronounced, as illustrated for 16-ary FH-OSK in Figure 6.23.

### 6.12 Rake Receiver

If the multipath components accompanying a direct-sequence signal are delayed by more than one chip, then the approximate independence of the chips ensures that the multipath interference is suppressed by at least the spreading factor. However, since multipath signals carry information, they are a potential re-


Figure 6.21: Performance of turbo code with noncoherent 4-ary FH-OSK over the Rayleigh channel for SICM, BICM, and BICM-ID
source to be exploited rather than merely rejected. A rake receiver provides path diversity by coherently combining the resolvable multipath components present during frequency-selective fading, which occurs when the chip rate of the spreading sequence exceeds the coherence bandwidth.

An idealized sketch of the output of a baseband matched filter that is matched to a symbol of duration $T_{s}$ and receives three multipath components of the signal to which it is matched is shown in Figure 6.24. The duration of the response of a matched filter to a multipath component is on the order of the duration of the mainlobe of the autocorrelation function, which is on the order of the chip duration $T_{c}$. Thus, three multipath components are resolvable if their relative delays are greater than $T_{c}$, as depicted in the figure. A necessary condition for at least two resolvable multipath components is that $T_{c}$ is less than the multipath delay spread $T_{d}$. Since the signal bandwidth is $W \approx 1 / T_{c}$, (6-66) implies that $W>B_{c o h}$ is required. As observed in the figure, the required condition for insignificant intersymbol interference at the symbol sampling times is

$$
\begin{equation*}
T_{d}+T_{c}<T_{s} . \tag{6-214}
\end{equation*}
$$



Figure 6.22: Performance of turbo code with noncoherent 4-ary FH-OSK over the AWGN channel for SICM, BICM, and BICM-ID

If this condition is not satisfied, then rake demodulation becomes impractical, and another type of system is needed (Sections 6.14 and 6.15).

Consider a multipath channel with frequency-selective fading slow enough that its time variations are negligible over an observation interval. To harness the energy in all the multipath components, a direct-sequence receiver should decide which symbol was transmitted among $M$ spreading waveforms, $s_{1}(t)$, $s_{2}(t), \ldots, s_{M}(t)$, only after processing all the received multipath components of the signal. The $k$ th spreading waveform is

$$
\begin{equation*}
s_{k}(t)=\sum_{i=1}^{G-1} p_{k, i} \psi\left(t-i T_{c}\right), \quad 0 \leq t \leq T_{s} \tag{6-215}
\end{equation*}
$$

where $G$ is the spreading factor, and $\left\{p_{k, i}\right\}$ is the binary spreading sequence. The symbol energy for all the waveforms is

$$
\begin{equation*}
\int_{0}^{T_{s}}\left|s_{k}(t)\right|^{2} d t=1, \quad k=1,2, \ldots, M \tag{6-216}
\end{equation*}
$$

If there are $L$ resolvable multipath components, $\tau_{i}$ is the relative delay of the $i$ th component, and $\alpha_{i}$ is its fading amplitude, then the received signal for symbol


Figure 6.23: Performance of turbo code with noncoherent 16-ary FH-OSK over the Rayleigh channel for SICM, BICM, and BICM-ID


Figure 6.24: Response of matched filter to input with three resolvable multipath components
$k$ is

$$
\begin{array}{r}
r_{k}(t)=\operatorname{Re}\left[\sum_{i=1}^{L} \sqrt{2 \mathcal{E}_{s, i}} \alpha_{i} s_{k}\left(t-\tau_{i}\right) e^{j 2 \pi f_{c}\left(t-\tau_{i}\right)+\phi_{i}}\right]+n(t) \\
0 \leq t \leq T_{s}+T_{d}, \quad 1 \leq k \leq M \tag{6-217}
\end{array}
$$

where $n(t)$ is the zero-mean, white Gaussian noise with PSD equal to $N_{0} / 2, \mathcal{E}_{s, i}$ is the multipath-component energy when $\alpha_{i}=1$, and $\phi_{\mathrm{i}}$ is the $i$ th phase offset.

The received signal for a symbol can be expressed in the form

$$
r(t)=\operatorname{Re}\left[v(t) e^{j 2 \pi f_{c} t}\right]+n(t), \quad 0 \leq t \leq T_{s}+T_{d}
$$

When $s_{l}(t)$ is transmitted, $v(t)=v_{l}(t)$, where

$$
\begin{equation*}
v_{l}(t)=\sum_{i=1}^{L} h_{i} s_{l}\left(t-\tau_{i}\right), \quad l=1,2, \ldots, M, \quad 0 \leq t \leq T_{s}+T_{d} \tag{6-218}
\end{equation*}
$$

and $h_{i}$ is the complex channel coefficient

$$
\begin{equation*}
h_{i}=\sqrt{2 \mathcal{E}_{s, i}} \alpha_{i} e^{-j 2 \pi f_{c} \tau_{i}+\phi_{i}} \tag{6-219}
\end{equation*}
$$

that represents the attenuation and phase shift of multipath component $i$. The receiver uses a separate baseband matched filter or correlator for each possible desired signal including its multipath components. Thus, if $s_{k}(t)$ is the $k$ th symbol waveform, $k=1,2, \ldots, M$, then the $k$ th matched filter is matched to the signal $v_{k}(t)$.

A frequency translation or downconversion of $r(t)$ to baseband provides

$$
\begin{equation*}
\bar{v}(t)=r(t) \exp \left(-j 2 \pi f_{c} t\right) \tag{6-220}
\end{equation*}
$$

as the input to the matched filters. Matched filter $k$ produces the symbol metric

$$
\begin{equation*}
U(k)=\operatorname{Re}\left(\sum_{i=1}^{L} h_{i}^{*} \int_{\tau_{i}}^{T_{s}+\tau_{i}} \bar{v}(t) s_{k}^{*}\left(t-\tau_{i}\right) d t .\right), 1 \leq k \leq M \tag{6-221}
\end{equation*}
$$

where the real part is taken to eliminate noise that is orthogonal to the desired signal. A receiver implementation based on this equation would require $M$ delay lines and $M$ matched filters.

A practical receiver implementation that requires only a single delay line and $M$ matched filters is derived by changing variables in (6-221) with the result that the $k$ th symbol metric is

$$
\begin{equation*}
U(k)=\operatorname{Re}\left(\sum_{i=1}^{L} h_{i}^{*} \int_{0}^{T_{s}} \bar{v}\left(t+\tau_{i}\right) s_{k}^{*}(t) d t\right), 1 \leq k \leq M \tag{6-222}
\end{equation*}
$$

This equation indicates that $U(k)$ is the weighted sum of correlator outputs, each of which computes the correlation between $v\left(t+\tau_{i}\right)$ and $s_{k}(t)$. Each correlator is implemented by a filter matched to $s_{k}(t)$ that has its output sampled.

The basic architecture of a rake receiver that implements (6-222) is displayed in Figure 6.25. The received signal enters a delay line, which may be implemented as a shift register with memory stages (Section 2.2) or as a SAW delay line (Section 2.8). The timing synchronization is established by processing the principal multipath component, which is the first component to arrive at the


Figure 6.25: Rake receiver
receiver. Ideally, the delay-line outputs should correspond to the delays of the multipath components, but these delays are difficult to estimate and are constantly changing. Therefore, the delay-line outputs are separated by $T_{c}$ seconds, and each output enters a separate finger. Each finger independently detects a single potential multipath component. The finger outputs are combined and symbol decisions are generated.

If $T_{d}$ is the delay spread, the maximum number of resolvable multipath components, and hence the maximum number of fingers, is

$$
\begin{equation*}
L_{\max }=\left\lfloor\frac{T_{d}}{T_{c}}\right\rfloor+1 . \tag{6-223}
\end{equation*}
$$

The combiner outputs are given by (6-222) with

$$
\begin{equation*}
\tau_{i}=(i-1) T_{c}, \quad 1 \leq i \leq L-1 \tag{6-224}
\end{equation*}
$$

and some of the $\left\{h_{i}\right\}$ may be equal to zero.
Path crosstalk is interference in the reception of one multipath component caused by another multipath component. For the path crosstalk to be negligible when $s_{k}(t)$ is a spreading waveform with chip duration $T_{c}$, it is necessary that

$$
\begin{array}{r}
\int_{0}^{T_{s}} s_{k}\left[t-(i-1) T_{c}\right] s_{k}\left[t-(l-1) T_{c}\right] d t \ll \mathcal{E}_{s} \\
i, l=1,2, \ldots, L-1, \quad i \neq l \tag{6-225}
\end{array}
$$

which is satisfied if the spreading sequences have small autocorrelations for relative delays greater than or equal to a chip duration.


Figure 6.26: Finger of rake receiver

## DS-BPSK

In a DS-BPSK system, only a single real-valued symbol waveform $s_{1}(t)$ and its associated matched filter are needed. Let $d= \pm 1$ represent the transmitted bit. Then the received signal for a single symbol is

$$
\begin{equation*}
v(t)=\sum_{i=1}^{L} h_{i} d s_{1}\left[t-(i-1) T_{c}\right], \quad 0 \leq t \leq T_{s}+T_{d} \tag{6-226}
\end{equation*}
$$

A finger for this signal is shown in Figure 6.26.
We assume that $s_{1}(t)$ has a spectrum confined to $|f|<f_{c}$ and negligible path crosstalk, which implies that

$$
\begin{equation*}
\int_{0}^{T_{s}} \bar{v}_{1}\left(t+\tau_{i}\right) s_{1}(t) d t=\frac{1}{2} h_{i}+n_{i}, \quad i=1,2, \ldots, L \tag{6-227}
\end{equation*}
$$

where the zero-mean Gaussian noise is

$$
\begin{equation*}
n_{i}=\int_{0}^{T_{s}} n\left(t+\tau_{i}\right) s_{1}(t) \exp \left(-j 2 \pi f_{c} t\right) d t \tag{6-228}
\end{equation*}
$$

Using (6-227) and (6-222), and assuming that the $\left\{h_{i}\right\}$ are accurately estimated, we find that the symbol metric is

$$
\begin{align*}
U(d) & =\frac{1}{2} \sum_{i=1}^{L}\left|h_{i}\right|^{2}+n_{0} \\
& =d \sum_{i=1}^{L} \mathcal{E}_{b, i} \alpha_{i}^{2}+n_{0} \tag{6-229}
\end{align*}
$$

where $\mathcal{E}_{b, i}$ is the average energy per bit in multipath component $i$ when there is no fading, and the zero-mean Gaussian noise is

$$
\begin{equation*}
n_{0}=\operatorname{Re}\left(\sum_{i=1}^{L} h_{i}^{*} n_{i}\right) . \tag{6-230}
\end{equation*}
$$

The noise has variance

$$
\begin{equation*}
\operatorname{var}\left(n_{0}\right)=\frac{N_{0}}{2} \sum_{i=1}^{L} \mathcal{E}_{b, i} \alpha_{i}^{2} \tag{6-231}
\end{equation*}
$$

which is calculated by the methods of Section 1.1. Equation (6-229) indicates that the ideal rake receiver with no path crosstalk uses MRC to produce a symbol metric.

If hard decisions are made on the received bits, then the bit decision is that $d=+1$ if $U>0$. Because of the symmetry, the bit error probability is equal to the conditional bit error probability given that $d=+1$, which implies that a decision error is made if $U<0$. Since the noise is zero-mean Gaussian, (6-111) is applicable, and the conditional bit error probability is

$$
\begin{array}{r}
P_{b \mid \alpha}\left(\gamma_{t}\right)=Q\left(\sqrt{2 \gamma_{t}}\right) \\
\gamma_{t}=\sum_{i=1}^{L} \gamma_{i}, \quad \gamma_{i}=\frac{\mathcal{E}_{b, i}}{N_{0}} \alpha_{i}^{2} . \tag{6-233}
\end{array}
$$

For a rake receiver, each of the $\left\{\alpha_{i}\right\}$ is associated with a different multipath component that fades independently. If each $\alpha_{i}$ has a Rayleigh distribution, then each $\gamma_{i}$ has the exponential density (Appendix E.4)

$$
\begin{equation*}
f_{\gamma_{i}}(x)=\frac{1}{\bar{\gamma}_{i}} \exp \left(-\frac{x}{\bar{\gamma}_{i}}\right) u(x), \quad i=1,2, \ldots, L \tag{6-234}
\end{equation*}
$$

where $\bar{\gamma}_{i}=E\left[\gamma_{i}\right]$. If each multipath component fades independently so that the $\left\{\gamma_{i}\right\}$ are statistically independent, then $\gamma_{t}$ is the sum of independent, exponentially distributed random variables. However, (6-112) cannot be used because the multipath components have distinct amplitudes, and hence, $\bar{\gamma}_{r} \neq \bar{\gamma}_{s}$ when $r \neq s$.

The Laplace transform of (6-234) is

$$
\begin{equation*}
\mathcal{L}_{i}(s)=\frac{1}{1+s \bar{\gamma}_{i}}, s \geq 0 . \tag{6-235}
\end{equation*}
$$

Since $\gamma_{t}$ is the sum of independent random variables, theorem 3 of Appendix B. 3 implies that its Laplace transform is

$$
\begin{equation*}
\mathcal{L}_{t}(s)=\prod_{k=1}^{L} \frac{1}{1+s \bar{\gamma}_{k}}, s \geq 0 . \tag{6-236}
\end{equation*}
$$

Expanding the right-hand side of this equation in a partial-fraction expansion gives

$$
\begin{equation*}
\prod_{k=1}^{L} \frac{1}{1+s \bar{\gamma}_{k}}=\sum_{k=1}^{L} \frac{A_{k}}{1+s \bar{\gamma}_{k}} \tag{6-237}
\end{equation*}
$$

The coefficient $A_{i}$ is determined by multiplying both sides of this identity by $1+s \bar{\gamma}_{i}$ and then setting $s=-1 / \bar{\gamma}_{i}$. We obtain

$$
A_{i}=\left\{\begin{array}{cc}
\prod_{\substack{k=1 \\
k \neq i}}^{L} \frac{\bar{\gamma}_{i}}{\overline{\gamma_{i}-\bar{\gamma}_{k}}}, & L \geq 2  \tag{6-238}\\
1, & L=1
\end{array}\right.
$$

where $\bar{\gamma}_{r} \neq \bar{\gamma}_{s}$ when $r \neq s$. Identifying the inverse Laplace transform of each term, we obtain the density of $\gamma_{t}$ :

$$
\begin{equation*}
f_{t}(x)=\sum_{i=1}^{L} \frac{A_{i}}{\bar{\gamma}_{i}} \exp \left(-\frac{x}{\bar{\gamma}_{i}}\right) u(x) \tag{6-239}
\end{equation*}
$$

The bit error probability for Rayleigh fading is determined by averaging the conditional bit error probability $P_{b \mid \gamma}\left(\gamma_{t}\right)$ given by $(6-232)$ over the distribution function given by (6-239). An integration similar to that leading to (6-117) yields

$$
\begin{equation*}
P_{b}(L)=\frac{1}{2} \sum_{i=1}^{L} A_{i}\left(1-\sqrt{\frac{\bar{\gamma}_{i}}{1+\bar{\gamma}_{i}}}\right) \quad \text { (Rayleigh, BPSK). } \tag{6-240}
\end{equation*}
$$

A channel-state estimator must estimate the complex fading coefficients $\left\{h_{i}^{*}\right\}$ and delays $\left\{\tau_{i}\right\}$ of the multipath components that are required by the rake receiver. The joint maximum-likelihood estimation of these amplitudes and delays is computationally prohibitive. Therefore, each complex fading coefficient is estimated in a separate finger, one of which is illustrated in Figure 6.27. An unmodulated direct-sequence pilot signal with a distinct spreading sequence may be transmitted to facilitate the channel-state estimation. Equation (6-227) indicates that a suitable estimate of $h_{i}^{*}$ is provided by finger estimators that compute

$$
\begin{equation*}
\widehat{h_{i}^{*}}=2\left[\int_{0}^{T_{s}} \bar{v}_{1}\left(t+\tau_{i}\right) s_{1}^{*}(t) d t\right]^{*}, \quad i=1,2, \ldots, L \tag{6-241}
\end{equation*}
$$

Channel-state estimates for Rayleigh fading must be updated at a rate exceeding the fading rate of (6-61).

## DS-DPSK

The rake receiver for DS-DPSK applies the delay-line outputs to fingers and combiners that have the form of Figure 6.7. The advantage of DS-DPSK is that its rake receiver does not require a channel estimator. The disadvantage is


Figure 6.27: Finger estimator
the increased impact of path crosstalk, which is only small if the relative path delays exceed $2 T_{c}$.

Equations (6-152) and (6-153) give the metric for the AWGN channel. We assume independent Rayleigh fading of the multipath components and no path crosstalk. By applying (6-156), we find that the density of the $i$ th term of $U_{1}(k)$ is

$$
\begin{equation*}
\tilde{f}_{i}(x)=\frac{2}{N_{0}\left(1+2 \bar{\gamma}_{i}\right)} \exp \left[-\frac{2 x}{N_{0}\left(1+2 \bar{\gamma}_{i}\right)} x\right] u(x) \tag{6-242}
\end{equation*}
$$

Application of the Laplace transform analysis indicates that the density for $U_{1}(k)$ is

$$
\begin{equation*}
f_{1}(x)=\sum_{i=1}^{L} \frac{2 C_{i}}{N_{0}\left(1+2 \bar{\gamma}_{i}\right)} \exp \left[-\frac{2 x}{N_{0}\left(1+2 \bar{\gamma}_{i}\right)}\right] u(x) \tag{6-243}
\end{equation*}
$$

where

$$
C_{i}=\left\{\begin{array}{cc}
\prod_{k=1, k \neq i} \frac{1+2 \bar{\gamma}_{i}}{2\left(\bar{\gamma}_{i}-\bar{\gamma}_{k}\right)}, & L \geq 2  \tag{6-244}\\
1, & L=1
\end{array}\right.
$$

The density for $U_{2}(k)$ is given by (6-157). A calculation similar to that leading to the first line of $(6-159)$ and then a summation give

$$
\begin{align*}
P_{b}(L) & =\int_{0}^{\infty} f_{1}(x) \int_{x}^{\infty} f_{2}(y) d y d x \\
& =\sum_{i=1}^{L} \frac{C_{i}}{1+2 \bar{\gamma}_{i}} \sum_{l=0}^{L-1}\left(\frac{1+2 \bar{\gamma}_{i}}{2+2 \bar{\gamma}_{i}}\right)^{l+1} \\
& =\sum_{i=1}^{L} C_{i}\left[1-\left(\frac{1+2 \bar{\gamma}_{i}}{2+2 \bar{\gamma}_{i}}\right)^{L}\right] \tag{6-245}
\end{align*}
$$

## Noncoherent DS-BCSK

The rake receiver for the noncoherent $q$-ary DS-CSK applies the delay-line outputs to fingers and combiners that have the form of Figure 6.12 with $v\left(t+i T_{c}\right)$, $0 \leq i \leq L-1$, as the input signals.

Consider the rake receiver for DS-BCSK over the AWGN channel. Assuming independent Rayleigh fading in each multipath component, the two symbol metrics are given by $(6-168)$ and (6-169). The density for $U(2)$ is given by (6-171). The density $f_{1}(x)$ for $U(1)$ must account for the differing fading amplitudes of the multipath components. From (6-171), the density of the $i$ th term of $U(1)$ is

$$
\begin{equation*}
\widetilde{f}_{i}(x)=\frac{1}{N_{0}\left(1+\bar{\gamma}_{i}\right)} \exp \left(-\frac{x}{N_{0}\left(1+\bar{\gamma}_{i}\right)}\right) u(x) \tag{6-246}
\end{equation*}
$$

Application of the Laplace transform analysis leading to (6-171) indicates that the density of $U(1)$ is

$$
\begin{equation*}
f_{1}(x)=\sum_{i=1}^{L} \frac{D_{i}}{N_{0}\left(1+\bar{\gamma}_{i}\right)} \exp \left[-\frac{x}{N_{0}\left(1+\bar{\gamma}_{i}\right)}\right] u(x) \tag{6-247}
\end{equation*}
$$

where

$$
D_{i}=\left\{\begin{array}{cc}
\prod_{\substack{k=1 \\
k \neq i}}^{L} \frac{1+\bar{\gamma}_{i}}{\bar{\gamma}_{i}-\bar{\gamma}_{k}}, & L \geq 2  \tag{6-248}\\
1, & L=1
\end{array}\right.
$$

and $\bar{\gamma}_{r} \neq \bar{\gamma}_{s}$ when $r \neq s$.
If hard decisions are made on the received binary symbols, an erroneous decision is made if $U(2)>U(1)$, and hence, the bit error probability is

$$
\begin{equation*}
P_{b}(L)=\sum_{i=1}^{L} D_{i} \int_{0}^{\infty} \exp \left[-\frac{x}{N_{0}\left(1+\bar{\gamma}_{i}\right)}\right] \int_{x}^{\infty} \frac{y^{L-1} \exp \left(-\frac{y}{N_{0}}\right)}{\left(N_{0}\right)^{L}(L-1)!} d y d x \tag{6-249}
\end{equation*}
$$

Using (H-5) and (H-8) of Appendix H. 1 to evaluate the inner integral, changing the remaining integration variable, applying ( $\mathrm{H}-1$ ), and simplifying yield the
symbol error probability for two orthogonal signals and a rake receiver with postdetection noncoherent combining:

$$
\begin{equation*}
P_{b}(L)=\sum_{i=1}^{L} B_{i}\left[1-\left(\frac{1+\bar{\gamma}_{i}}{2+\bar{\gamma}_{i}}\right)^{L}\right] \quad \text { (Rayleigh, orthogonal) } \tag{6-250}
\end{equation*}
$$

where

$$
B_{i}=\left\{\begin{array}{cc}
\prod_{\substack{k=1 \\
k \neq i}}^{L} \frac{1+\bar{\gamma}_{i}}{\overline{\gamma_{i}}-\bar{\gamma}_{k}}, & L \geq 2  \tag{6-251}\\
1, & L=1
\end{array}\right.
$$

Evaluations of (6-250) and (6-245) indicate that noncoherent DS-BCSK has a power disadvantage of more than 3 dB compared with DS-DPSK.

For dual rake combining with $L=2$ and two orthogonal signals, (6-250) reduces to

$$
\begin{equation*}
P_{b}(2)=\frac{8+5 \bar{\gamma}_{1}+5 \bar{\gamma}_{2}+3 \bar{\gamma}_{1} \bar{\gamma}_{2}}{\left(2+\bar{\gamma}_{1}\right)^{2}\left(2+\bar{\gamma}_{2}\right)^{2}} \tag{6-252}
\end{equation*}
$$

If $\bar{\gamma}_{2}=0$, then

$$
\begin{equation*}
P_{b}(2)=\frac{2+\frac{5}{4} \bar{\gamma}_{1}}{\left(2+\bar{\gamma}_{1}\right)^{2}} \geq \frac{1}{2+\bar{\gamma}_{1}}=P_{b}(1) \tag{6-253}
\end{equation*}
$$

This result illustrates the performance degradation that results when a rake combiner has an input that provides no desired-signal component. In the absence of a desired-signal component, this input contributes only noise to the combiner. For large values of $\bar{\gamma}_{1}$, the extraneous noise causes a loss of almost 1 dB .

When MRC and coherent BPSK are used and $\bar{\gamma}_{2}=0$, we obtain $P_{b}(2)=$ $P_{b}(1)$ ! However, this exaggerated result is obtained because we have assumed that $\widehat{h_{2}}=h_{2}$, even when the latter is zero.

## Effects of Multipath Components

When a practical channel estimator is used, only a few multipath components are likely to have a sufficient signal-to-noise ratio to be useful in the rake combining. Typically, the principal component and three significant multipath components are available in mobile networks. To assess the potential performance of the rake receiver, we assume that each multipath component has average energy-to-noise-density ratio $\bar{\gamma}_{i}=E\left[\gamma_{i}\right]$ and that $L=4$ components are received and processed. The three minor multipath components have relative energy-to-noise-density ratios specified by the multipath intensity vector

$$
\begin{equation*}
\mathbf{M}=\left(\frac{\bar{\gamma}_{2}}{\bar{\gamma}_{1}}, \bar{\gamma}_{3}, \frac{\bar{\gamma}_{4}}{\bar{\gamma}_{1}}, \bar{\gamma}_{1}\right) . \tag{6-254}
\end{equation*}
$$

Example 8. Figure 6.28 plots the bit error probability $P_{b}(4)$ for coherent BPSK, an ideal rake receiver, and the AWGN channel as a function of $\bar{\gamma}_{1}$, which is given by (6-240). The vector $\mathbf{M}=(1,0,0)$ represents the hypothetical


Figure 6.28: Bit error probability for coherent DS-BPSK and rake receivers with $L=4$ multipath components and different multipath intensity vectors
environment in which a single additional multipath component has the same power as the main component. Expressing the components in decibels, $\mathbf{M}=$ $(-4,-8,-12) \mathrm{dB}$ represents the minor multipath intensities typical of a rural environment, and $\mathbf{M}=(-2,-3,-6) \mathrm{dB}$ represents a typical urban environment. The figure indicates that despite 2.1 dB less power in the minor components, the rural environment generally provides a lower symbol error probability than the hypothetical one. The superior performance in the urban environment relative to the rural environment is primarily due to its 3.5 dB additional power in the minor multipath components.

This figure and other numerical data establish two basic features of singlecarrier direct-sequence systems with ideal rake receivers that experience negligible path crosstalk:

1. System performance improves as the total energy in the minor multipath components increases. The underlying reason is that the rake receiver of the single-carrier system harnesses energy that would otherwise be unavailable.
2. When the total energy in the minor multipath components is fixed, the system performance improves as the number of resolved multipath components $L$ increases and as the energy becomes uniformly distributed among these components.

An increase in the number of resolved components $L$ is potentially beneficial if it is caused by natural changes in the physical environment that generate additional multipath components. However, an increase in $L$ due to an increase in the bandwidth $W$ is not always beneficial [38]. Although new components provide additional diversity and may exhibit the more favorable Ricean fading rather than Rayleigh fading, the average power per multipath component decreases because some composite components fragment into more numerous but weaker components. Hence, the estimation of the channel parameters becomes more difficult, and the fading of some multipath components may be highly correlated rather than independent.

The number of fingers in an ideal rake receiver equals the number of significant resolvable multipath components, which is constantly changing in a mobile communications receiver. Rather than attempting to implement all the fingers that may sometimes be desirable, a more practical alternative is to implement a fixed number of fingers independent of the number of multipath components. Generalized selection diversity entails selecting the $L_{c}$ strongest resolvable components among the $L$ resolvable ones and then applying MRC or noncoherent combining of these $L_{c}$ components, thereby discarding the $L-L_{c}$ components with the lowest SNRs. Analysis [88] indicates that diminishing returns are obtained as $L_{c}$ increases, but for a fixed value of $L_{c}$, the performance improves as $L$ increases provided that the strongest components can be isolated.

If an adaptive array produces a directional beam to reject interference or enhance the desired signal, it also reduces the delay spread of the significant multipath components of the desired signal because components arriving from angles outside the beam are greatly attenuated. As a result, the potential benefit of a rake receiver diminishes. Another procedure is to assign a separate set of adaptive weights to each significant multipath component. Consequently, the adaptive array can form separate array patterns, each of which enhances a particular multipath component while nulling other components. The set of enhanced components are then applied to the rake receiver [98].

### 6.13 Frequency-Hopping Diversity

Rake receivers are not suitable for frequency-hopping systems because of the required readjustment to a new channel impulse response each time the carrierfrequency hops. Frequency-hopping systems can potentially exploit diversity through the inherent frequency-selective fading ensured by the periodic frequency changes.

Consider a frequency-hopping system that transmits each code symbol in two distinct dwell intervals and undergoes independent Nakagami fading with the same parameter values in each of these dwell intervals. Let $g_{1}$ and $g_{2}$ denote random variables equal to the power gains at the receiver during the first and
second hop dwell intervals, respectively. From (6-36), it follows that these power gains have gamma densities given by

$$
\begin{equation*}
f_{g_{i}}(x)=\frac{1}{\Gamma(m)}\left(\frac{m}{\Omega}\right)^{m} x^{m-1} \exp \left(-\frac{m}{\Omega} x\right) u(x), m \geq \frac{1}{2}, \quad i=1,2 \tag{6-255}
\end{equation*}
$$

where the average power gain during each dwell interval is $E\left[g_{i}\right]=\Omega$. The average received power gain of the code symbol over the two dwell intervals is $g_{s}=\left(g_{1}+g_{2}\right) / 2$. If the fading is independent during each of the dwell intervals, then the results of Appendix E. 6 indicate that the density of $g_{s}$ is

$$
\begin{equation*}
f_{g_{s}}(x)=\frac{1}{\Gamma(2 m)}\left(\frac{2 m}{\Omega}\right)^{2 m} x^{2 m-1} \exp \left(-\frac{2 m}{\Omega} x\right) u(x), m \geq \frac{1}{2} \tag{6-256}
\end{equation*}
$$

which is a gamma density with $E\left[g_{s}\right]=\Omega$ but a different variance. Equation (6-37) implies that

$$
\begin{equation*}
\frac{\operatorname{var}\left(g_{s}\right)}{\operatorname{var}\left(g_{i}\right)}=\frac{1}{2}, m \geq \frac{1}{2} \tag{6-257}
\end{equation*}
$$

which indicates that the power variation due to the fading is reduced by the frequency hopping.

Interleaving of the code symbols over many dwell intervals provides a large level of diversity to frequency-hopping systems because the hops often entail large separations in carrier frequency. A potential diversity gain occurs with every hop if $B>B_{c o h}$, where $B$ is the bandwidth of a frequency channel, and $B_{c o h}$ is the coherence bandwidth of a fading channel. Frequency-hopping systems usually do not exploit the Doppler spread of the channel because any additional diversity due to time-selective fading is insignificant.

Let $n$ denote the number of code symbols that are interleaved, and let $M$ denote the number of frequency channels in the hopset. For each of these symbols to fade independently with a high probability, $n$ distinct frequency channels and $n \leq M$ are necessary. The processing delay or system latency is at least $(n-1) T_{h}+T_{s}$. If $T_{d e l}$ is the maximum tolerable processing delay, then $T_{\text {del }} \geq(n-1) T_{h}+T_{s}$ is necessary. Combining these inequalities, we find that

$$
\begin{equation*}
n \leq \min \left(M, 1+\frac{T_{d e l}-T_{s}}{T_{h}}\right) \tag{6-258}
\end{equation*}
$$

is required for the full potential benefit of the interleaving.

### 6.14 Multicarrier Direct-Sequence Systems

When the data rate is sufficiently high that (6-214) is not satisfied, then the rake receiver is impractical and multipath interference degrades the performance. A multicarrier direct-sequence system provides a means for preventing multipath interference and even capturing the energy that would be captured by a rake receiver.

A multicarrier direct-sequence system with subcarrier spreading partitions the bandwidth into subchannels, each of which is used by a separate directsequence signal with a distinct subcarrier frequency. Each subchannel provides low-complexity equalization that prevents significant multipath interference. A multicarrier system has the potential ability to avoid transmissions in subchannels with strong interference or where the multicarrier signal might interfere with other signals. This feature has a counterpart in frequency-hopping systems. A typical multicarrier system divides the signal power among $L$ subcarriers. Each subcarrier signal has a sufficiently small bandwidth to experience no significant frequency-selective fading. If the chip waveforms are rectangular, then the subcarrier frequencies can be selected to ensure $L$ orthogonal subcarrier signals, as shown in Section 3.2. The orthogonality prevents self-interference among the subcarrier signals in the absence of Doppler shifts.

One type of multicarrier direct-sequence system partitions the data symbols among the subcarriers, as illustrated in Figure 6.29. The transmitter uses the serial-to-parallel ( $\mathrm{S} / \mathrm{P}$ ) converter to convert a stream of code or data symbols $d(t)$ into $L$ parallel substreams of different data symbols, each of which is multiplied by the spreading waveform $p(t)$ and one of the subcarriers. Both the chip rate and the data rate for each subchannel are reduced by the same factor $L$, and hence, the spreading factor provided by each subcarrier remains unchanged relative to the single-carrier system with the same total bandwidth. Each demodulator in the receiver uses the despreading to suppress interference in the spectral vicinity of its subcarrier. The parallel-to-serial $(\mathrm{P} / \mathrm{S})$ converter restores the stream of data symbols. The cost of this efficient multiplexing with low intersymbol and multipath interference is the large amount of hardware and the high peak-to-average-power ratio for the transmitted signal.

Another type of multicarrier direct-sequence system provides frequency diversity instead of a high spreading factor for each subchannel. The transmitter has the form of Figure 6.30a, and the product $d(t) p(t)$ simultaneously modulates $L$ subcarriers. The chip rate and hence the spreading factor for each subcarrier of this system are reduced by the factor $L$ relative to a single-carrier direct-sequence system. The receiver has $L$ parallel demodulators, one for each subcarrier, and has the form of Figure 6.30b. Each demodulator provides despreading to suppress interference, and the demodulator outputs provide the inputs to a maximal-ratio combiner (MRC). With appropriate feedback, the transmitter can omit a subcarrier associated with an interfered subchannel and redistribute the saved power among the remaining subcarriers.

Figure 6.31 diagrams the acquisition system for the timing of a multicarrier direct-sequence system. During acquisition, each subcarrier signal carries the same acquisition sequence. In each branch, the received subcarrier signal is downconverted and then applied to an acquisition correlator (Section 4.4). The outputs of all the correlators are jointly processed by either an equal-gain combiner (EGC) or a selection combiner (SC) to produce the decision variable applied to a threshold detector. The output of the threshold detector indicates when acquisition of the spreading sequence has been achieved. An analysis [123] indicates that the acquisition performance of this system is superior to that of a single-carrier direct-sequence system with the identical bandwidth.


Figure 6.29: Multicarrier direct-sequence system for data multiplexing: (a) transmitter, and (b) receiver


Figure 6.30: Multicarrier direct-sequence system for frequency diversity: (a) transmitter and (b) receiver

### 6.15 Single-Channel CDMA Systems

A single-channel direct-sequence code-division multiple-access (SC-DS-CDMA) system is a direct-sequence system that adapts some aspects of the efficient digital implementation of orthogonal frequency-division multiplexing (OFDM)


Figure 6.31: Acquisition system for multicarrier direct-sequence system. EGC $=$ equal-gain combining. $\mathrm{SC}=$ selection combining
but differs from OFDM $[7,32]$ in that a substantial gain from frequency diversity is provided at the cost of coding gain and throughput. An SC-DS-CDMA system can transmit the symbol streams of separate users. More general codedivision multiple-access (CDMA) systems that accommodate multiple-access interference from disparate sources are presented in Chapter 7.

The principal components of the transmitter of an SC-DS-CDMA system are depicted in Figure 6.32. If there are $N$ users, each of the $N$ data symbols is modulated by a separate orthogonal spreading sequence with spreading factor $G$. Users that require higher data rates may modulate more than one spreading sequence. We consider a synchronous SC-DS-CDMA system for downlink communications over the AWGN channel with frequency-selective fading. All data symbols and spreading-sequence chips are synchronized in time.

For a block of $N$ simultaneously transmitted data symbols, the input to the serial-to-parallel converter $(\mathrm{S} / \mathrm{P})$ is the composite sequence

$$
\begin{equation*}
s_{i}=\sum_{n=0}^{N-1} a_{n} d_{n} p_{n, i}, \quad i=0,1, \ldots, G-1 \tag{6-259}
\end{equation*}
$$

where $d_{n}$ is the $n$th PAM data symbol, and $p_{n, i}$ is chip $i$ of the $G$ chips of the spreading sequence of symbol $n$. In the SC-DS-CDMA transmitter, each symbol $d_{n}$ is multiplied by an amplitude factor $a_{n}$. The real-valued factor $a_{n} \geq 0$ is not necessarily the same for all symbols because they may be transmitted with unequal power levels. The spreading sequences take the values

$$
\begin{equation*}
p_{n, i}= \pm 1, \quad i=0,1, \ldots, G-1, \quad n=0,1, \ldots, N-1 . \tag{6-260}
\end{equation*}
$$

The vector $\mathbf{p}_{n}$ that represents the spreading sequence of symbol $n$ and the vector $\mathbf{d}$ that represents the data symbols are

$$
\mathbf{p}_{n}=\left[p_{n, 0} p_{n, 1} \ldots p_{n, G-1}\right]^{T}, \quad \mathbf{d}=\left[\begin{array}{ll}
d_{0} & d_{1} \ldots d_{N-1} \tag{6-261}
\end{array}\right]^{T} .
$$



Figure 6.32: Principal components of the transmitter of an SC-DS-CDMA system. DAC $=$ digital-to-analog converter

The $G$ parallel outputs of the $\mathrm{S} / \mathrm{P}$ converter may be represented by the vector

$$
\begin{equation*}
\mathbf{P c}=\sum_{n=0}^{N-1} \mathbf{p}_{n} c_{n} \tag{6-262}
\end{equation*}
$$

where column $n$ of the $G \times N$ matrix $\mathbf{P}$ is $\mathbf{p}_{n}$, and the $N \times 1$ amplified data vector is

$$
\mathbf{c}=\left[\begin{array}{lll}
a_{0} d_{0} & a_{1} d_{1} \ldots a_{N-1} d_{N-1} \tag{6-263}
\end{array}\right]^{T}
$$

Orthogonality of the spreading sequences and (6-260) imply that

$$
\begin{equation*}
\mathbf{P}^{T} \mathbf{P}=G \mathbf{I} \tag{6-264}
\end{equation*}
$$

where $\mathbf{I}$ is the $N \times N$ identity matrix.
A $G$-point discrete Fourier transform of a $G \times 1$ vector $\mathbf{z}$ of discrete-time samples is $\mathbf{F z}$, where $\mathbf{F}$ is the $G \times G$ matrix

$$
\mathbf{F}=\frac{1}{\sqrt{G}}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1  \tag{6-265}\\
1 & V & V^{2} & \cdots & V^{G-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
1 & V^{G-1} & V^{2(G-1)} & \cdots & V^{(G-1)^{2}}
\end{array}\right], V=\exp (-j 2 \pi / G)
$$

and $j=\sqrt{-1}$. If $T$ is the time between samples, then component $i$ of $\mathbf{F z}$ approximates the continuous-time Fourier transform at frequency $i / T$ of the continuous-time signal from which $\mathbf{z}$ is obtained. An evaluation using the sums of finite geometric series and the periodicity of the complex exponentials verifies that

$$
\begin{equation*}
\mathbf{F}^{H} \mathbf{F}=\mathbf{F F}^{H}=\mathbf{I} \tag{6-266}
\end{equation*}
$$



Figure 6.33: Appending the cyclic prefix prior to the data stream
which indicates that $\mathbf{F}$ is a unitary matrix (Appendix G), and hence, $\mathbf{F}^{-1}=\mathbf{F}^{H}$. Thus, $\mathbf{F}^{H}$ represents the $G$-point inverse discrete Fourier transform.

The $G$ serial-to-parallel converter outputs are applied to an inverse fast Fourier transformer (IFFT), which implements an inverse discrete Fourier transform of its parallel inputs [71]. The $G$ parallel outputs of the IFFT are represented as components of the vector

$$
\begin{equation*}
\mathbf{x}=\mathbf{F}^{H} \mathbf{P} \mathbf{c} . \tag{6-267}
\end{equation*}
$$

The parallel-to-serial converter $(\mathrm{P} / \mathrm{S})$ converts the components of $\mathbf{x}$ into a serial stream at the original chip rate $1 / T_{c}$, where $T_{c}=T_{s} / G$ is the chip duration of the composite sequence. The vector $\mathbf{x}$ represents one block of data.

A guard interval of duration $m T_{c}$ is inserted between blocks to prevent intersymbol interference between symbols in adjacent blocks if the multipath delay spread is less than $m T_{c}$. The guard interval is implemented by appending an $m$-chip cyclic prefix with $m \leq G-1$ prior to the chips of each block, as illustrated in Figure 6.33. After the insertion of the cyclic prefix, the resultant sequence with $m+G$ chips associated with one set of $N$ aligned symbols is $\bar{x}_{-m}, \bar{x}_{-m+1}, \ldots, \bar{x}_{G-1}$, where

$$
\begin{align*}
& \bar{x}_{i}=x_{k}, \quad k=i \text { modulo- } G,-m \leq i \leq-1 \\
& \bar{x}_{i}=x_{i}, \quad 0 \leq i \leq G-1 . \tag{6-268}
\end{align*}
$$

This sequence is applied to a digital-to-analog converter (DAC) and then an upconverter for transmission, as shown in Figure 6.32. The transmitted signal uses a single-carrier frequency and has in-phase and quadrature components.

Since appending of the cyclic prefix causes each symbol to be associated with $m+G$ transmitted chips, the transmitted energy and received energy per symbol are reduced by the prefix factor

$$
\begin{equation*}
\zeta=\frac{G}{m+G} \tag{6-269}
\end{equation*}
$$

which indicates that $G \gg m$ is needed in a practical system.


Figure 6.34: Principal components of the SC-DS-CDMA receiver. $\mathrm{CP}=$ cyclic prefix; $\mathrm{MF}=$ matched filter

For the AWGN channel, the received signal for $N$ symbols can be expressed in the form
$r(t)=\sum_{i=-m}^{G-1} \sum_{l=0}^{m} \operatorname{Re}\left[h_{l} \bar{x}_{i} \psi\left(t-i T_{c}-l T_{c}\right) \exp \left(j 2 \pi f_{c} t\right)\right], \quad-m T_{c} \leq t \leq(G+1) T_{c}$
where $n(t)$ is white Gaussian noise, $h_{l}$ is the channel coefficient associated with the $l$ th multipath component, and $\psi(t)$ is the chip waveform.

Let

$$
\mathbf{h}=\left[\begin{array}{lll}
h_{0} \ldots & h_{m} \ldots 0 \tag{6-271}
\end{array}\right]^{T}
$$

denote the $G \times 1$ vector of channel coefficients, at least $G-m-1$ of which are set to zero because the associated multipath component is too weak to affect the detection of a chip. The coefficients are normalized so that

$$
\begin{equation*}
\|\mathbf{h}\|^{2}=1 \tag{6-272}
\end{equation*}
$$

This normalization is compensated by adjusting the value of the $\left\{a_{n}\right\}$.
The received signal is downconverted and applied to a filter matched to the chip waveform. Calculations similar to those in Section 1.1 indicate that the sampled matched-filter outputs are

$$
\begin{equation*}
y_{1 i}=\sum_{l=0}^{m} \bar{x}_{i-l}+\bar{n}_{i}, \quad-m \leq i \leq G-1 \tag{6-273}
\end{equation*}
$$

where $\bar{n}_{i}$ is sampled noise. Figure 6.34 depicts the principal components of the receiver.

The $m$-sample cyclic prefix of the matched-filter output samples is discarded because these samples are corrupted by the prior blocks. The remaining $G$ samples of a block are represented by the $G$-dimensional received vector

$$
\begin{equation*}
\overline{\mathbf{y}}=\left[y_{G-1} y_{G-2} \ldots y_{0}\right]^{T}=\mathbf{H}_{1} \overline{\mathbf{x}}+\overline{\mathbf{n}} \tag{6-274}
\end{equation*}
$$

where $\mathbf{H}_{1}$ is the $G \times(G+m)$ matrix

$$
\mathbf{H}_{1}=\left[\begin{array}{ccccccc}
h_{0} & h_{1} & \cdots & h_{m} & 0 & \cdots & 0  \tag{6-275}\\
0 & h_{0} & \cdots & h_{m-1} & h_{m} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & h_{0} & \cdots & h_{m-1} & h_{m}
\end{array}\right]
$$

$\overline{\mathbf{n}}$ is the $G$-dimensional vector of noise samples, and

$$
\begin{equation*}
\overline{\mathbf{x}}=\left[x_{G-1} x_{G-2} \ldots x_{-m}\right]^{T} \tag{6-276}
\end{equation*}
$$

Since the final $m$ components of $\overline{\mathbf{x}}$ constitute the cyclic prefix, we find that the received vector may be represented by

$$
\begin{equation*}
\overline{\mathbf{y}}=\mathbf{H} \widetilde{\mathbf{x}}+\overline{\mathbf{n}} \tag{6-277}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{\mathbf{x}}=\left[x_{G-1} x_{G-2} \ldots x_{0}\right]^{T}=\mathbf{P c} \tag{6-278}
\end{equation*}
$$

and $\mathbf{H}$ is the $G \times G$ matrix

$$
\mathbf{H}=\left[\begin{array}{ccccccc}
h_{0} & h_{1} & \cdots & h_{m} & 0 & \cdots & 0  \tag{6-279}\\
0 & h_{0} & \cdots & h_{m-1} & h_{m} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & h_{0} & \cdots & h_{m-1} & h_{m} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
h_{2} & h_{3} & \cdots & h_{m-2} & \cdots & h_{0} & h_{1} \\
h_{1} & h_{2} & \cdots & h_{m-1} & \cdots & 0 & h_{0}
\end{array}\right] .
$$

This matrix is a circulant matrix, which is a matrix in which each row is obtained from the previous one by circularly shifting the latter to the right by one element. The form of $\mathbf{H}$ indicates that although the cyclic prefix has been removed, it affects $\mathbf{H}$ and hence influences the received vector $\overline{\mathbf{y}}$. As shown in Section 1.1 for coherent demodulation and AWGN, $\overline{\mathbf{n}}$ is a zero-mean, circularly symmetric, Gaussian random vector with

$$
\begin{equation*}
E\left[\overline{\mathbf{n}}^{H}\right]=N_{0} \mathbf{I}, E\left[\overline{\mathbf{n}}^{T}\right]=\mathbf{0} \tag{6-280}
\end{equation*}
$$

where $N_{0} / 2$ is the two-sided noise PSD.
Each column of $\mathbf{F}^{H}$ has the form

$$
\mathbf{f}_{i}=\frac{1}{\sqrt{G}}\left[\begin{array}{lllll}
1 & V^{-i} & V^{-2 i} & \ldots & V^{-(G-1) i} \tag{6-281}
\end{array}\right]^{T}, \quad i=0,1, \cdots, G-1
$$

The evaluation of $\mathbf{H f}_{i}$ using the fact that $V^{G}=1$ proves that

$$
\begin{gather*}
\mathbf{H} \mathbf{f}_{i}=\lambda_{i} \mathbf{f}_{i}, i=0,1, \cdots, G-1  \tag{6-282}\\
\lambda_{i}=\sum_{k=0}^{m} h_{k} V^{-k i}, \quad i=0,1, \cdots, G-1 \tag{6-283}
\end{gather*}
$$

which indicate that $\mathbf{f}_{i}$ is an eigenvector of $\mathbf{H}$ with the associated eigenvalue $\boldsymbol{\lambda}_{i}$.
Let $\boldsymbol{\lambda}$ denote the $G \times 1$ eigenvalue vector

$$
\begin{equation*}
\boldsymbol{\lambda}=\left[\boldsymbol{\lambda}_{0} \boldsymbol{\lambda}_{1} \ldots \boldsymbol{\lambda}_{G-1}\right]^{T} \tag{6-284}
\end{equation*}
$$

Then (6-283) implies that

$$
\begin{equation*}
\boldsymbol{\lambda}=\sqrt{G} \mathbf{F}^{H} \mathbf{h} \tag{6-285}
\end{equation*}
$$

which indicates that the energy in the time-domain components of the impulse response has been distributed among the eigenvalues of $\mathbf{H}$, and

$$
\begin{equation*}
\mathbf{h}=\frac{1}{\sqrt{G}} \mathbf{F} \boldsymbol{\lambda} \tag{6-286}
\end{equation*}
$$

Equations (6-285), (6-272), and (6-286) indicate that

$$
\begin{equation*}
\|\boldsymbol{\lambda}\|^{2}=G \tag{6-287}
\end{equation*}
$$

Since $\mathbf{F}$ is nonsingular, the $\left\{\mathbf{f}_{i}\right\}$ are linearly independent. Equation (6-282) implies that $\mathbf{H F}^{H}=\mathbf{F}^{H} \boldsymbol{\Lambda}$ or

$$
\begin{equation*}
\mathbf{H}=\mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{F} \tag{6-288}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Lambda}=\operatorname{diag}(\boldsymbol{\lambda}) \tag{6-289}
\end{equation*}
$$

is the diagonal matrix with $\boldsymbol{\lambda}_{i}$ as its $i$ th diagonal element. This diagonalization is possible because of the way the cyclic prefix is defined, and hence, it provides the motivation for the definition of the cyclic prefix.

As indicated in Figure 6.34, after a serial-to-parallel conversion, the received vector is applied to a fast Fourier transformer (FFT), which does a rapid computation of the discrete Fourier transform. The $G$ parallel FFT outputs constitute the vector

$$
\begin{equation*}
\mathbf{y}=\mathbf{F} \overline{\mathbf{y}} \tag{6-290}
\end{equation*}
$$

The substitution of $(6-277),(6-288),(6-278)$, and (6-266) into (6-290) yields

$$
\begin{equation*}
\mathbf{y}=\Lambda \mathbf{P c}+\mathbf{n} \tag{6-291}
\end{equation*}
$$

where $\mathbf{n}=\mathbf{F} \overline{\mathbf{n}}$ is a zero-mean circularly symmetric Gaussian random vector with

$$
\begin{equation*}
E\left[\mathbf{n n}^{H}\right]=N_{0} \mathbf{I}, E\left[\mathbf{n n}^{T}\right]=\mathbf{0} \tag{6-292}
\end{equation*}
$$

Equalization compensates for the effect of the communication channel on $\mathbf{b}=\mathbf{P c}$ by processing the FFT outputs. A linear equalizer computes the $N \times 1$ estimator

$$
\begin{equation*}
\widehat{\mathbf{b}}=\mathbf{W y} \tag{6-293}
\end{equation*}
$$

where $\mathbf{W}$ is a $G \times G$ diagonal matrix with diagonal elements $w_{i}=W_{i i}$. The diagonal elements are called the weights of the equalizer. As shown in Figure 6.34 , the equalized FFT outputs $\left\{\hat{b}_{i}\right\}$ are applied to a parallel-to-serial
converter (P/S) that feeds its output to the despreader. The despreader output is the $N \times 1$ vector

$$
\begin{equation*}
\mathbf{s}=\mathbf{P}^{T} \widehat{\mathbf{b}}=\mathbf{P}^{T} \mathbf{W} \mathbf{y} \tag{6-294}
\end{equation*}
$$

The substitution of (6-293), (6-291), and (6-262) into (6-294) indicates that

$$
\begin{equation*}
\mathbf{s}=\mathbf{P}^{T} \mathbf{W} \boldsymbol{\Lambda} \mathbf{P} \mathbf{c}+\mathbf{P}^{T} \mathbf{W} \mathbf{n} \tag{6-295}
\end{equation*}
$$

Since $\mathbf{W} \boldsymbol{\Lambda}$ is a diagonal matrix, the $k$ th component of $\mathbf{s}$ is

$$
\begin{equation*}
s_{k}=c_{k} \operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})+\sum_{n=1, n \neq k}^{N-1} c_{n} \mathbf{p}_{k}^{T} \mathbf{W} \boldsymbol{\Lambda} \mathbf{p}_{n}+n_{s k} \tag{6-296}
\end{equation*}
$$

where the first term is the product of symbol $d_{k}$ and a complex number, the second term is the interference from the other symbols, and the noise is

$$
\begin{equation*}
n_{s k}=\mathbf{p}_{k}^{T} \mathbf{W} \mathbf{n} \tag{6-297}
\end{equation*}
$$

The constellation function $\mathcal{C}(u)$ maps $u$ into the constellation point closest to $u$. The estimator of data symbol $k$ is

$$
\begin{equation*}
\widehat{d}_{k}=\mathcal{C}\left[\frac{s_{k}}{a_{k} \operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})}\right] \tag{6-298}
\end{equation*}
$$

The implementation of this estimator requires the prior estimation of $\boldsymbol{\lambda}$.
The received energy per chip for data symbol $k$ is $a_{k}^{2} E\left[\left|d_{k}\right|^{2}\right]$, and the received energy per symbol is

$$
\begin{equation*}
\mathcal{E}_{k}=G a_{k}^{2} E\left[\left|d_{k}\right|^{2}\right]=\zeta \mathcal{E}_{s k} \tag{6-299}
\end{equation*}
$$

where $\mathcal{E}_{s k}$ is the received energy in the absence of a cyclic prefix. Since the components of $\mathbf{n}$ are independent, zero-mean, and Gaussian, $n_{s k}$ is a zero-mean Gaussian random variable with energy

$$
\begin{align*}
E\left[\left|n_{s k}\right|^{2}\right] & =E\left[\mathbf{p}_{k}^{T} \mathbf{W} \mathbf{n n}^{\mathbf{H}} \mathbf{W}^{*} \mathbf{p}_{\mathbf{k}}\right] \\
& =N_{0} \operatorname{tr}\left(|\mathbf{W}|^{2}\right) \tag{6-300}
\end{align*}
$$

where (6-292) is used in obtaining the second equality.

## Zero-Forcing Equalizer

A zero-forcing (ZF) equalizer uses

$$
\begin{equation*}
\mathbf{W}=\mathbf{\Lambda}^{-1} \tag{6-301}
\end{equation*}
$$

Substituting (6-264) and (6-301) into (6-295), we obtain

$$
\begin{equation*}
\mathbf{s}=G \mathbf{c}+\mathbf{P}^{T} \boldsymbol{\Lambda}^{-\mathbf{1}} \mathbf{n} \tag{6-302}
\end{equation*}
$$

which indicates that the zero-forcing equalizer allows the unbiased estimation of each data symbol without interference from the other symbols. The $k$ th component of $\mathbf{s}$ is

$$
\begin{equation*}
s_{k}=G a_{k} d_{k}+n_{s k}, \quad n_{s k}=\mathbf{p}_{k}^{T} \boldsymbol{\Lambda}^{-\mathbf{1}} \mathbf{n} \tag{6-303}
\end{equation*}
$$

The estimator of data symbol $k$ is

$$
\begin{equation*}
\widehat{d}_{k}=C\left[\frac{s_{k}}{G a_{k}}\right] \tag{6-304}
\end{equation*}
$$

This estimator does not require channel-state information.
Equations (6-299), (6-303), and (6-300) indicate that the ratio of the signal energy to the noise energy after the ZF equalization is

$$
\begin{equation*}
\gamma_{s k}=\frac{E\left[\left|s_{k}\right|^{2}\right]}{E\left[\left|n_{s k}\right|^{2}\right]}=\frac{\zeta \mathcal{E}_{s k}}{N_{0}} \frac{G}{\sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{-2}} \tag{6-305}
\end{equation*}
$$

The problem with the zero-forcing equalizer is that if $\left|\lambda_{i}\right|$ is low for some $i$, then $\gamma_{s k}$ is low.

## MRC Equalizer

The noise amplification of the zero-forcing equalizer is avoided by using maximalratio combining (MRC), which maximizes $\gamma_{s k}$ when $N=1$. Equations (6-296) and (6-300) indicate that the MRC equalizer maximizes

$$
\begin{equation*}
\gamma_{s k}=\frac{\zeta \mathcal{E}_{s k}}{G N_{0}} \frac{\left|\sum_{i=0}^{G-1} w_{i} \lambda_{i}\right|^{2}}{\sum_{i=0}^{G-1}\left|w_{i}\right|^{2}} \tag{6-306}
\end{equation*}
$$

Application of the Cauchy-Schwarz inequality (F-5) indicates that $\gamma_{s k}$ is maximized if

$$
\begin{equation*}
w_{i}=\eta \lambda_{i}^{*} \tag{6-307}
\end{equation*}
$$

where $\eta$ is an arbitrary constant. Therefore, $\mathbf{W}$ is the diagonal matrix

$$
\begin{equation*}
\mathbf{W}=\eta \mathbf{\Lambda}^{*} \tag{6-308}
\end{equation*}
$$

which is independent of the particular symbol. We set $\eta=1$ for convenience.
The estimator of data symbol $k$ is

$$
\begin{equation*}
\widehat{d}_{k}=\mathcal{C}\left[\frac{s_{k}}{a_{k} \operatorname{tr}\left(|\boldsymbol{\Lambda}|^{2}\right)}\right] \tag{6-309}
\end{equation*}
$$

which requires channel-state information. Substituting (6-307) and (6-287) into (6-306), we find that when $N=1$, the $M R C$ equalizer provides

$$
\begin{equation*}
\gamma_{s k}=\frac{\zeta \mathcal{E}_{s k}}{N_{0}} \tag{6-310}
\end{equation*}
$$

As shown subsequently for binary symbols and BPSK, the Gaussian noise and $(6-310)$ indicate that the symbol error probability is

$$
\begin{equation*}
P_{s}(k)=Q\left(\sqrt{\frac{2 \zeta \mathcal{E}_{s k}}{N_{0}}}\right) . \tag{6-311}
\end{equation*}
$$

As indicated by comparing (6-311) with (6-232), the single-carrier directsequence system with rake combining and the SC-DS-CDMA system with an MRC equalizer give approximately the same performance for $N=1$ except for two principal factors. One is the SC-DS-CDMA system loss due to the prefix factor $\zeta \leq 1$, which accounts for the energy allocated to the cyclic prefix. The other, which is generally much more significant, is the loss in the single-carrier direct-sequence system because of path crosstalk, which has been neglected in the derivation of the performance of the rake receiver. Aside from these factors, we observe the remarkable fact that the $S C-D S-C D M A$ receiver recovers the same energy captured from the multipath components by the rake receiver.

## MMSE Equalizer

The minimum mean-square error (MMSE) equalizer compensates for the effect of the communication channel on $\mathbf{b}=\mathbf{P c}$ with a diagonal matrix $\mathbf{W}$ such that the mean-square error

$$
\begin{equation*}
M S E=E\left[\|\mathbf{b}-\mathbf{W y}\|^{2}\right] \tag{6-312}
\end{equation*}
$$

is minimized. The trace identity (G-14) of Appendix G indicates that

$$
\begin{equation*}
M S E=\operatorname{tr}\left\{E\left[(\mathbf{b}-\mathbf{W} \mathbf{y})(\mathbf{b}-\mathbf{W} \mathbf{y})^{H}\right]\right\} \tag{6-313}
\end{equation*}
$$

We define the $G \times G$ positive-semidefinite Hermitian matrix

$$
\begin{equation*}
\mathbf{R}_{b}=\mathbf{b b}^{H}=\mathbf{P} \mathbf{c c}^{H} \mathbf{P}^{T} \tag{6-314}
\end{equation*}
$$

Using (6-291) and (6-292), we find that the $G \times G$ Hermitian correlation matrix is

$$
\begin{equation*}
\mathbf{R}_{y}=E\left[\mathbf{y} \mathbf{y}^{H}\right]=N_{0} \mathbf{I}+\boldsymbol{\Lambda} \mathbf{R}_{b} \mathbf{\Lambda}^{*} \tag{6-315}
\end{equation*}
$$

which indicates that $\mathbf{R}_{y}$ is positive definite and hence invertible (Appendix $G$ ). An expansion of (6-313) and substitution of (6-291) yield

$$
\begin{aligned}
M S E & =\operatorname{tr}\left[\mathbf{W} \mathbf{R}_{y} \mathbf{W}^{H}-\mathbf{W} \mathbf{\Lambda} \mathbf{R}_{b}-\mathbf{R}_{b} \mathbf{\Lambda}^{*} \mathbf{W}^{*}+\mathbf{R}_{b}\right] \\
& =\operatorname{tr}\left[\mathbf{B} \mathbf{R}_{y} \mathbf{B}^{H}\right]+\mathbf{C}
\end{aligned}
$$

where

$$
\begin{gather*}
\mathbf{B}=\mathbf{W}-\mathbf{R}_{b} \mathbf{\Lambda}^{*} \mathbf{R}_{y}^{-1}  \tag{6-316}\\
\mathbf{C}=\operatorname{tr}\left[\mathbf{R}_{b}-\mathbf{R}_{b} \mathbf{\Lambda}^{*} \mathbf{R}_{y}^{-1} \boldsymbol{\Lambda} \mathbf{R}_{b}\right] \tag{6-317}
\end{gather*}
$$

Since the Hermitian matrix $\mathbf{R}_{y}$ is positive definite, $\mathbf{B R}_{y} \mathbf{B}^{H}$ is Hermitian positive-semidefinite. Therefore, as shown in Appendix G, $\operatorname{tr}\left[\mathbf{B R}_{y} \mathbf{B}^{H}\right] \geq 0$.

Since $\mathbf{C}$ does not depend on $\mathbf{W}$, the MSE is minimized if $\mathbf{B}=\mathbf{0}$, which implies that

$$
\begin{align*}
\mathbf{W} & =\mathbf{R}_{b} \boldsymbol{\Lambda}^{*} \mathbf{R}_{y}^{-1} \\
& =\mathbf{R}_{b} \boldsymbol{\Lambda}^{*}\left(N_{0} \mathbf{I}+\boldsymbol{\Lambda} \mathbf{R}_{b} \boldsymbol{\Lambda}^{*}\right)^{-1} \boldsymbol{\Lambda}^{-*} \boldsymbol{\Lambda}^{*} \\
& =\mathbf{R}_{b}\left(N_{0} \mathbf{I}+|\boldsymbol{\Lambda}|^{2} \mathbf{R}_{b}\right)^{-1} \boldsymbol{\Lambda}^{*} \tag{6-318}
\end{align*}
$$

## Performance Analysis for Binary Symbols and BPSK

The SINRs for MRC and MMSE equalizers obtained from (6-296) depend on the $N$ particular spreading sequences and symbols selected and do not provide much insight into how the equalizers compare. Approximate but more useful equations for the SINRs can be obtained by modeling the $N$ spreading sequences as independent random binary sequences. We do the derivations for BPSK with $d_{n}= \pm 1$.

For all three equalizers, $\mathbf{W} \boldsymbol{\Lambda}$ has real-valued elements, and the first two terms in (6-296) are real-valued. Half the noise energy is in the imaginary component of the complex noise. Therefore, it does not affect the detection of the binary symbols, and (6-300) and (6-308) indicate that the variance of the relevant noise is

$$
\begin{equation*}
v=\frac{N_{0}}{2} \sum_{i=0}^{G-1}\left|w_{i}\right|^{2} \tag{6-319}
\end{equation*}
$$

For the ZF equalizer, the SINR for data symbol $k$ is $\gamma_{k}=2 \gamma_{s k}$, and

$$
\begin{equation*}
\gamma_{k}=\frac{2 \zeta \mathcal{E}_{s k}}{N_{0}} \frac{G}{\sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{-2}} \tag{6-320}
\end{equation*}
$$

The second term in (6-296) represents the multiple-access interference that is not suppressed when the MRC and MMSE equalizers are used. Since the spreading sequences are modeled as independent random binary sequences,

$$
\begin{equation*}
E\left[\mathbf{p}_{n} \mathbf{p}_{m}^{T}\right]=\mathbf{0}, \quad n \neq m, \quad E\left[\mathbf{p}_{n} \mathbf{p}_{n}^{T}\right]=\mathbf{I} \tag{6-321}
\end{equation*}
$$

For the MRC equalizer, (6-296), (G-14), and (6-321) imply that

$$
\begin{align*}
\operatorname{var}\left(s_{k}\right) & =\sum_{n=0, n \neq k}^{N-1} \sum_{m=0, m \neq k}^{N-1} c_{n} c_{m} E\left[\mathbf{p}_{k}^{T} \mathbf{W} \boldsymbol{\Lambda} \mathbf{p}_{n} \mathbf{p}_{m}^{T} \mathbf{W} \boldsymbol{\Lambda} \mathbf{p}_{k}\right]+\frac{N_{0}}{2} \sum_{i=0}^{G-1}\left|w_{i}\right|^{2} \\
& =\frac{\zeta \mathcal{E}_{t / k}}{G} \operatorname{tr}\left[(\mathbf{W} \mathbf{\Lambda})^{2}\right]+\frac{N_{0}}{2} \sum_{i=0}^{G-1}\left|w_{i}\right|^{2} \tag{6-322}
\end{align*}
$$

where $\mathcal{E}_{t / k}$ is the total symbol energy of the multiple-access interference:

$$
\begin{equation*}
\mathcal{E}_{t / k}=\sum_{n=0, n \neq k}^{N-1} \mathcal{E}_{s n} \tag{6-323}
\end{equation*}
$$

The SINR for data symbol $k$ is

$$
\begin{equation*}
\gamma_{k} \approx \frac{\frac{2 \zeta \mathcal{E}_{s k}}{G N_{0}}[\operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})]^{2}}{\frac{2 \zeta \mathcal{E}_{t / k}}{G N_{0}} \operatorname{tr}\left[(\mathbf{W} \boldsymbol{\Lambda})^{2}\right]+\sum_{i=0}^{G-1}\left|w_{i}\right|^{2}} . \tag{6-324}
\end{equation*}
$$

The substitution of (6-308) and (6-287) into (6-324) yields

$$
\begin{equation*}
\gamma_{k} \approx \frac{\frac{2 \zeta \mathcal{E}_{s k}}{G N_{0}}\left[\sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{2}\right]^{2}}{\frac{2 \zeta \mathcal{E}_{t / k}}{G N_{0}} \sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{4}+\sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{2}} \quad(\mathrm{MRC}) \tag{6-325}
\end{equation*}
$$

which reduces to (6-310) when $\mathcal{E}_{t / k}=0$.
For the MMSE equalizer, we use $(6-314),(6-262),(6-299)$, and (6-321) to make the approximation

$$
\begin{align*}
\mathbf{R}_{b} & \approx E\left[\mathbf{R}_{b}\right] \\
& =E\left[\sum_{i=0}^{N-1} c_{i} \mathbf{p}_{i} \sum_{l=0}^{N-1} c_{l} \mathbf{p}_{l}\right] \\
& =\frac{\zeta \mathcal{E}_{t}}{G} \mathbf{I} \tag{6-326}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{t}=\sum_{n=0}^{N-1} \mathcal{E}_{s n} \tag{6-327}
\end{equation*}
$$

is the total energy of all $N$ symbols. Therefore, (6-318) becomes

$$
\begin{equation*}
\mathbf{W} \approx \frac{\zeta \mathcal{E}_{t}}{G N_{0}}\left[\mathbf{I}+\frac{\zeta \mathcal{E}_{t}}{G N_{0}}|\boldsymbol{\Lambda}|^{2}\right]^{-1} \mathbf{\Lambda}^{*} \tag{6-328}
\end{equation*}
$$

With this approximate weight matrix, (6-298) gives the estimator for symbol $k$. The substitution of (6-328) into (6-324) yields
$\gamma_{k}=\frac{\frac{2 \zeta \mathcal{E}_{s k}}{G N_{0}}\left[\sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{2}\left(1+\frac{\zeta \mathcal{E}_{t}}{G N_{0}}\left|\lambda_{i}\right|^{2}\right)^{-1}\right]^{2}}{\frac{2 \zeta \mathcal{E}_{t / k}}{G N_{0}} \sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{4}\left(1+\frac{\zeta \mathcal{E}_{t}}{G N_{0}}\left|\lambda_{i}\right|^{2}\right)^{-2}+\sum_{i=0}^{G-1}\left|\lambda_{i}\right|^{2}\left(1+\frac{\zeta \mathcal{E}_{t}}{G N_{0}}\left|\lambda_{i}\right|^{2}\right)^{-2}}$
(MMSE).
The MRC and MMSE equalizers produce data-symbol estimators that are degraded by the presence of the other data symbols. However, the noise is usually not amplified by the processing, and hence, these equalizers are usually preferred over the zero-forcing equalizer. If $N$ is sufficiently large that

$$
\begin{equation*}
\frac{\zeta \mathcal{E}_{t}}{N_{0}} \gg \frac{G}{\min _{i}\left|\lambda_{i}\right|^{2}} \tag{6-330}
\end{equation*}
$$

then (6-328) and (6-301) indicate that the MMSE equalizer approximates the zero-forcing equalizer. If we assume that

$$
\begin{equation*}
\frac{\zeta \mathcal{E}_{t}}{N_{0}} \ll \frac{G}{\max _{i}\left|\lambda_{i}\right|^{2}} \tag{6-331}
\end{equation*}
$$

then (6-329) and (6-325) indicate that the MMSE equalizer approximates the MRC equalizer.

If the spreading sequences are modeled as independent random binary sequences, then the middle term of $(6-296)$ is the sum of $N-1$ independent, identically distributed random variables, each of which has a finite mean and variance. Therefore, the central limit theorem (corollary 1, Appendix A.2) implies that the distribution of $s_{k}$ approximates the Gaussian distribution when $N$ is large, and hence,

$$
\begin{equation*}
P_{s}(k) \approx Q\left(\sqrt{\gamma_{k}}\right) \tag{6-332}
\end{equation*}
$$

A frequency-selective fading channel is characterized by several significant multipath components with a relatively large delay spread and small coherence time. Since $h_{k}>0$ for several values of $k$, (6-285) and (6-265) indicate that it is likely that $\max _{i}\left|\lambda_{i}\right| \gg \min _{i}\left|\lambda_{i}\right|$. In contrast, if a flat-fading channel has $h_{k}>0$ for a single value of $k,(6-285)$ and (6-265) indicate that $\left|\lambda_{i}\right|=1$, $0 \leq i \leq G-1$.

Example 7. As an example of the performance of SC-DS-CDMA systems, we evaluate $P_{s}$ for the frequency-selective fading channel with

$$
G=64, \mathbf{h}=\frac{4}{\sqrt{21}}[1,0.5,-0.25,0, \ldots, 0]^{T}, \quad\|\mathbf{h}\|^{2}=1
$$

All $N$ data symbols have the same energy so that $\mathcal{E}_{t / k}=(N-1) \mathcal{E}_{s k}$. Calculations give

$$
\max _{i}\left|\boldsymbol{\lambda}_{i}\right|=5.59 \min _{i}\left|\boldsymbol{\lambda}_{i}\right|
$$

which indicates the channel is strongly frequency-selective. Figure 6.35 illustrates $P_{s}(k)$ as a function of $N$ for ZF, MRC, and MMSE equalizers, and $\zeta \mathcal{E}_{s k} / N_{0}=10 \mathrm{~dB}$ and 13 dB . It is observed that the MMSE equalizer slightly outperforms the MRC equalizer in this example. The MMSE equalizer provides a better performance than the ZF equalizer when $N \leq 8$ if $\zeta \mathcal{E}_{s k} / N_{0}=10 \mathrm{~dB}$, and when $N \leq 5$ if $\zeta \mathcal{E}_{s k} / N_{0}=13 \mathrm{~dB}$.

## Channel-State Estimator

The implementation of equalizers requires channel-state estimates of the $\left\{\boldsymbol{\lambda}_{i}\right\}$, which may be determined by transmitting known pilot sequences. Accordingly, let $\mathbf{b}_{a}=\left[\begin{array}{lll}b_{a 0} & b_{a 1} \ldots b_{a, G-1}\end{array}\right]^{T}$ denote a known $G \times 1$ vector of a pilot sequence with $b_{a i}= \pm 1$, and let $\mathbf{B}$ denote a $G \times G$ diagonal matrix with diagonal elements

$$
\begin{equation*}
B_{i i}=b_{a i}, i=0,1, \ldots, G-1 \tag{6-333}
\end{equation*}
$$



Figure 6.35: Symbol error probability for multiuser SC-DS-CDMA system as a function of $N$ for $G=64, \mathrm{SNR}=c \mathcal{E}_{s k} / N_{0}=10 \mathrm{~dB}$, and $\mathrm{SNR}=c \mathcal{E}_{s k} / N_{0}=$ 13 dB

When $\mathbf{b}_{a}$ is the received vector, (6-291) indicates that the FFT output vector at the input to the equalizer is

$$
\begin{equation*}
\mathbf{y}=\mathbf{\Lambda} \mathbf{b}_{a}+\mathbf{n} \tag{6-334}
\end{equation*}
$$

The vector $\boldsymbol{\lambda}$ can be directly estimated by computing

$$
\begin{equation*}
\mathbf{B y}=\boldsymbol{\lambda}+\mathbf{B n} \tag{6-335}
\end{equation*}
$$

However, by first estimating the vector $\mathbf{h}$ and using the fact that it has at most $m$ nonzero components, we can eliminate some noise and then produce a better estimate of $\boldsymbol{\lambda}$. Equation (6-286) indicates that a rough estimator of $\mathbf{h}$ is the $G \times 1$ vector

$$
\begin{align*}
\widehat{\mathbf{h}}_{r} & =G^{-1 / 2} \mathbf{F B y} \\
& =\mathbf{h}+G^{-1 / 2} \mathbf{F B n} . \tag{6-336}
\end{align*}
$$

The final $G-m-1$ components of $\widehat{\mathbf{h}}_{r}$ would be zero, like those of $\mathbf{h}$, in the absence of noise but are nonzero in the presence of noise. The final $G-m-1$ components are set to zero by the refined estimator

$$
\begin{equation*}
\widehat{\mathbf{h}}=\mathbf{I}_{m+1} \widehat{\mathbf{h}}_{r} \tag{6-337}
\end{equation*}
$$

where $\mathbf{I}_{m+1}$ is the $G \times G$ diagonal matrix with its first $m+1$ diagonal values equal to 1 and its remaining diagonal values set equal to 0 . Since $\mathbf{I}_{m+1}$ has no effect on $\mathbf{h}$,

$$
\begin{equation*}
\widehat{\mathbf{h}}=\mathbf{h}+G^{-1 / 2} \mathbf{I}_{m+1} \mathbf{F B n} \tag{6-338}
\end{equation*}
$$

Equation (6-285) suggests that a refined channel-state estimator of $\boldsymbol{\lambda}$ is

$$
\begin{align*}
\widehat{\boldsymbol{\lambda}} & =G^{1 / 2} \mathbf{F}^{H} \widehat{\mathbf{h}} \\
& =\mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F B y} \tag{6-339}
\end{align*}
$$

where the $G \times G$ product matrix $\mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F B}$ can be stored in the receiver. Substituting (6-335) into (6-339), we find that

$$
\begin{equation*}
\widehat{\boldsymbol{\lambda}}=\boldsymbol{\lambda}+\mathbf{n}_{e} \tag{6-340}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{n}_{e}=\mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F B n} \tag{6-341}
\end{equation*}
$$

Since $\mathbf{n}_{e}$ is zero-mean, (6-340) indicates that $\widehat{\boldsymbol{\lambda}}$ defined by (6-339) provides an unbiased estimate of $\boldsymbol{\lambda}$ that can be used to calculate the weights in Figure 6.34. The covariance matrix of $\mathbf{n}_{e}$ is

$$
\begin{equation*}
\mathbf{R}_{n e}=E\left[\mathbf{n}_{e} \mathbf{n}_{e}^{H}\right]=N_{0} \mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F} \tag{6-342}
\end{equation*}
$$

Applying the trace identity and (6-266), we obtain the total noise power

$$
\begin{align*}
E\left[\left\|\mathbf{n}_{e}\right\|^{2}\right] & =\operatorname{tr}\left(\mathbf{R}_{n e}\right) \\
& =(m+1) N_{0} \tag{6-343}
\end{align*}
$$

which indicates that the channel-state estimator of (6-339) results in a reduction in the total noise power by the factor $(m+1) / G$ if knowledge of the multipath delay spread is available in the receiver.

## Peak-to-Average Ratio

The chips $\bar{x}_{-m}, \bar{x}_{-m+1}, \ldots, \bar{x}_{G-1}$ applied to the DAC in the SC-DS-CDMA transmitter have potentially large amplitude variations because each chip is a sum of numbers that may combine either constructively or destructively. The DAC output is applied to the transmitter's power amplifier. The amplifier produces an output power that is approximately a linear function of the input power when the input power is relatively low, but the function becomes highly nonlinear as the input power increases. If the input power level is nearly constant, then operation in the nonlinear region allows the highest transmitted power level, and hence potentially the best receiver performance. However, if the input power has large variations, then the nonlinear function causes signal distortion, excessive radiation into other spectral regions, and intersymbol interference. If the power amplifier operates in its linear region, then these problems are largely absent even if the amplifier input has considerable power
variations. Therefore, it is necessary to reduce the power variations at the input to the power amplifier enough that the power amplifier nearly always operates in its linear region but near the onset of its nonlinear region.

The peak-to-average-power ratio (PAPR) of a transmitted signal over a time interval is defined as the ratio of the maximum instantaneous power of a signal to its average value during the interval. In an SC-DS-CDMA system, the complex envelope $x(t)$ of a signal transmitted over the time interval $\mathcal{I}$ with duration $T$ has a PAPR defined as

$$
\begin{equation*}
P A P R[x(t)]=\frac{\max _{\mathcal{I}}|x(t)|^{2}}{\frac{1}{T} \int_{\mathcal{I}}|x(t)|^{2} d t} \tag{6-344}
\end{equation*}
$$

The discrete-time PAPR of a transmitted block of $m+G$ chips is

$$
\begin{equation*}
P A P R\left[\left\{\bar{x}_{i}\right\}\right]=\frac{\max _{-m \leq i \leq G-1}\left|\bar{x}_{i}\right|^{2}}{\frac{1}{G+m} \sum_{i=-m}^{G-1}\left|\bar{x}_{i}\right|^{2}} \tag{6-345}
\end{equation*}
$$

where the $\left\{\bar{x}_{i}\right\}$ are defined by (6-267) and (6-268). Pulse shaping may be used to reduce the PAPR of transmitted signals.

To derive an approximate distribution function for $P A P R\left[\left\{\bar{x}_{i}\right\}\right]$, we replace the denominator in (6-345) with $E\left[\left|\bar{x}_{i}\right|^{2}\right]$ so that

$$
\begin{align*}
\operatorname{PAPR}\left[\left\{\bar{x}_{i}\right\}\right] \approx & \max _{-m \leq i \leq G-1}\left\{\frac{\left|\bar{x}_{i}\right|^{2}}{E\left[\left|\bar{x}_{i}\right|^{2}\right]}\right\} \\
& =\max _{0 \leq i \leq G-1}\left\{\frac{\left|\bar{x}_{i}\right|^{2}}{E\left[\left|\bar{x}_{i}\right|^{2}\right]}\right\} \tag{6-346}
\end{align*}
$$

where the second equality follows from the redundancy of the cyclic prefix. Both the real and imaginary components of each $\bar{x}_{i}$ are sums of uniformly bounded, zero-mean random variables, which are assumed to be independent. Both components have variances that $\rightarrow \infty$ as $G \rightarrow \infty$. Therefore, if $G$ is large, the central limit theorem (corollary 2, Appendix A.2) indicates that the real and imaginary parts of $\bar{x}_{i}$ have distributions that are approximately Gaussian with variances equal to $E\left[\left|\bar{x}_{i}\right|^{2}\right] / 2$. Since $\left|\bar{x}_{i}\right|^{2}$ is the sum of the squares of two zero-mean Gaussian random variables, it has a chi-squared distribution with two degrees of freedom (Appendix E.2). Therefore, $\left|\bar{x}_{i}\right|^{2} / E\left[\left|\bar{x}_{i}\right|^{2}\right]$ has an exponential distribution:

$$
\begin{equation*}
F(z) \approx 1-\exp (-z) \tag{6-347}
\end{equation*}
$$

Equation (6-346) then implies that $P A P R\left[\left\{\bar{x}_{i}\right\}\right]$ has a distribution function approximated by $[1-\exp (-z)]^{G}$. The probability that $P A P R\left[\left\{\bar{x}_{i}\right\}\right]$ exceeds $z$ is

$$
\begin{equation*}
P[P A P R>z] \approx 1-[1-\exp (-z)]^{G} \tag{6-348}
\end{equation*}
$$

This equation indicates that an excessive PAPR occurs frequently even for small values of the spreading factor. For example, $P[P A P R>4]>0.168$ if $G>10$. Since a large PAPR drives the power amplifier into its nonlinear region or saturation, some method of PAPR reduction is needed to maintain a relatively high average input power while reducing the peak input power.

Clipping limits the magnitude of the input to the power amplifier. The nonlinear clipping function is defined by $(3-10)$. The signal distortion due to the clipping potentially causes increased bit errors in the receiver, but most of these errors can be corrected by the channel code.

Numerous PAPR reduction techniques for OFDM systems have been proposed [79], and some of these techniques can be adapted to SC-DS-CDMA systems. However, relative to clipping, other techniques require much more computational complexity and sometimes a bandwidth expansion.

### 6.16 DS-CDMA-FDE Systems

The $D S$-CDMA system with frequency-domain equalization (DS-CDMA-FDE system) preserves a favorable PAPR by eliminating the IFFT in the transmitter and using a single carrier for transmission. Both the FFT and IFFT are performed in the receiver as part of the equalization. Although subsequently we set the spreading factor equal to the FFT window size, this equality is not required $[1,2]$.

The transmitter of the DS-CDMA-FDE system has the form of Figure 6.28 without the IFFT. The vector of G chips associated with a set of $N$ aligned symbols is

$$
\begin{align*}
\mathbf{x} & =\left[\begin{array}{ll}
x_{G-1} & x_{G-2} \ldots x_{0}
\end{array}\right]^{T} \\
& =\mathbf{P c}=\sum_{n=0}^{N-1} \mathbf{p}_{n} c_{n} \tag{6-349}
\end{align*}
$$

After insertion of the cyclic prefix to prevent intersymbol interference, the sequence $\overline{\mathbf{x}}$ applied to the DAC has components

$$
\begin{equation*}
\bar{x}_{i}=x_{k}, k=i \text { modulo- } G, \quad-m \leq i \leq G-1 \tag{6-350}
\end{equation*}
$$

A PAM signal (Section 1.1) is transmitted.
The principal components of the receiver are diagrammed in Figure 6.36. After coherent demodulation, the $m$-sample cyclic prefix of the matched-filter output samples is discarded because these samples are corrupted by the prior data block. The remaining samples constitute the components of the received vector $\overline{\mathbf{y}}$. Assuming the same channel model as in Section 6.15 and substituting (6-288), we obtain

$$
\begin{align*}
\overline{\mathbf{y}} & =\mathbf{H P c}+\overline{\mathbf{n}} \\
& =\mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{F P c}+\overline{\mathbf{n}} \tag{6-351}
\end{align*}
$$



Figure 6.36: Receiver of DS-CDMA-FDE system. $\mathrm{CP}=$ cyclic prefix; $\mathrm{MF}=$ matched filter
where $\mathbf{H}$ is defined by (6-279), and $\overline{\mathbf{n}}$ is the Gaussian noise vector with covariance matrix $E\left[\overline{\mathbf{n n}}^{H}\right]=N_{0} \mathbf{I}$. As indicated in the figure, the samples are applied to a serial-to-parallel conversion and FFT. The $G$ parallel FFT outputs constitute the vector

$$
\begin{align*}
\mathbf{y} & =\mathbf{F} \overline{\mathbf{y}} \\
& =\mathbf{\Lambda} \mathbf{F P c}+\mathbf{n} \tag{6-352}
\end{align*}
$$

where $\mathbf{n}=\mathbf{F} \overline{\mathbf{n}}$ is a zero-mean, independent, and circularly symmetric Gaussian random vector with statistics given by (6-292).

The equalizer computes the vector $\mathbf{W y}$, where $\mathbf{W}$ is a diagonal matrix with diagonal elements $w_{i}=W_{i i}$. The IFFT produces the vector $\mathbf{F}^{H} \mathbf{W y}$, which is applied to a parallel-to-serial converter that feeds its output stream to the despreader. The despreader output is

$$
\begin{align*}
\mathbf{s} & =\mathbf{P}^{T} \mathbf{F}^{H} \mathbf{W} \mathbf{y} \\
& =\mathbf{P}^{T} \mathbf{F}^{H} \mathbf{W} \mathbf{\Lambda} \mathbf{F P} \mathbf{c}+\mathbf{P}^{\mathbf{T}} \mathbf{F}^{H} \mathbf{W} \mathbf{n} \tag{6-353}
\end{align*}
$$

and the $k$ th component of $\mathbf{s}$ is

$$
\begin{equation*}
s_{k}=c_{k} \mathbf{p}_{k}^{T} \mathbf{D} \mathbf{p}_{k}+\sum_{n=0, n \neq k}^{N-1} c_{n} \mathbf{p}_{k}^{T} \mathbf{D} \mathbf{p}_{n}+n_{s k} \tag{6-354}
\end{equation*}
$$

where $\mathbf{D}$ is the $G \times G$ matrix defined as

$$
\begin{equation*}
\mathbf{D}=\mathbf{F}^{H} \mathbf{W} \boldsymbol{\Lambda} \mathbf{F} \tag{6-355}
\end{equation*}
$$

and the noise term is

$$
\begin{equation*}
n_{s k}=\mathbf{p}_{k}^{T} \mathbf{F}^{H} \mathbf{W} \mathbf{n} \tag{6-356}
\end{equation*}
$$

The estimator of data symbol $k$ is

$$
\begin{equation*}
\widehat{d}_{k}=\mathcal{C}\left[\frac{s_{k}}{a_{k}\left(\mathbf{p}_{k}^{T} \mathbf{D} \mathbf{p}_{k}\right)}\right] \tag{6-357}
\end{equation*}
$$

The implementation of this estimator requires the prior estimation of $\boldsymbol{\lambda}$.
The noise is a zero-mean Gaussian random variable with energy

$$
\begin{align*}
E\left[\|\mathbf{n}\|^{2}\right] & =\mathbf{p}_{k}^{T} \mathbf{F}^{H} \mathbf{W n n}^{H} \mathbf{W}^{*} \mathbf{F} \mathbf{p}_{k} \\
& =N_{0} \mathbf{p}_{k}^{T} \mathbf{F}^{H}|\mathbf{W}|^{2} \mathbf{F} \mathbf{p}_{k} \tag{6-358}
\end{align*}
$$

where the second equality results from (6-292).

## Zero-Forcing Equalizer

A zero-forcing (ZF) equalizer uses $\mathbf{W}=\boldsymbol{\Lambda}^{-1}$. Since the spreading sequences are orthogonal, this equalizer provides

$$
\begin{equation*}
\mathbf{s}=G \mathbf{c}+\mathbf{P}^{\mathbf{T}} \mathbf{F}^{H} \mathbf{\Lambda}^{-1} \mathbf{n} \tag{6-359}
\end{equation*}
$$

Thus, the zero-forcing equalizer allows the recovery of the data symbols without intersymbol interference at the cost of noise enhancement when one of the elements of $\boldsymbol{\Lambda}^{-1}$ is small. The $k$ th component of $\mathbf{s}$ is

$$
\begin{equation*}
s_{k}=G c_{k}+\mathbf{p}_{k}^{T} \mathbf{F}^{H} \boldsymbol{\Lambda}^{-1} \mathbf{n} \tag{6-360}
\end{equation*}
$$

The estimator of data symbol $k$ is

$$
\begin{equation*}
\widehat{d}_{k}=\mathcal{C}\left[\frac{s_{k}}{G a_{k}}\right] \tag{6-361}
\end{equation*}
$$

which does not require channel-state information.
From (6-360), (6-358), and (6-357), we obtain the ratio of the signal energy to the noise energy for data symbol $k$ provided by the ZF equalizer:

$$
\begin{equation*}
\gamma_{s k}=\frac{\zeta \mathcal{E}_{s k}}{N_{0}} \frac{G}{\mathbf{p}_{k}^{T} \mathbf{F}^{H}|\boldsymbol{\Lambda}|^{-2} \mathbf{F} \mathbf{p}_{k}} \tag{6-362}
\end{equation*}
$$

where $\mathcal{E}_{s k}$ is the energy of $c_{k}$.

## MRC and MMSE Equalizers

An MRC equalizer maximizes the signal-to-noise ratio (SNR) of each data symbol without attempting to suppress the interference due to other data symbols. Thus, the MRC equalizer maximizes $\gamma_{s k}$ when $N=1$. Define

$$
\begin{equation*}
\mathbf{u}=\mathbf{W}^{*} \mathbf{F} \mathbf{p}_{k}, \mathbf{m}=\boldsymbol{\Lambda} \mathbf{F} \mathbf{p}_{k} \tag{6-363}
\end{equation*}
$$

From the first and third terms of (6-354) and (6-358), we find that

$$
\begin{equation*}
\gamma_{s k}=\frac{2 \zeta \mathcal{E}_{s k}}{N_{0}} \frac{\left(\mathbf{u}^{H} \mathbf{m}\right)^{2}}{G\|\mathbf{u}\|^{2}} \tag{6-364}
\end{equation*}
$$

Application of the Cauchy-Schwarz inequality (F-7) indicates that

$$
\begin{equation*}
\left(\mathbf{u}^{H} \mathbf{m}\right) \leq\|\mathbf{u}\|\|\mathbf{m}\| \tag{6-365}
\end{equation*}
$$

with equality only if $\mathbf{u}=\eta \mathbf{m}$, where $\eta$ is an arbitrary constant. Thus, the MRC equalizer uses $\mathbf{W}=\boldsymbol{\Lambda}^{*}$, and the SNR provided by the MRC equalizer is

$$
\begin{equation*}
\gamma_{s k}=\frac{\zeta \mathcal{E}_{s k}}{N_{0}} \frac{\mathbf{p}_{k}^{T} \mathbf{F}^{H}|\boldsymbol{\Lambda}|^{2} \mathbf{F p}_{k}}{G} \text { (MRC). } \tag{6-366}
\end{equation*}
$$

Since the equalizer outputs are applied to an IFFT, the MMSE equalizer uses the diagonal matrix $\mathbf{W}$ such that the mean-square error $\mathrm{MSE}=E[\|$ $\left.\mathbf{F P c}-\mathbf{W y} \|^{2}\right]$ is minimized. A derivation similar to the previous one for the SC-DS-CDMA system indicates that the MMSE equalizer uses

$$
\begin{equation*}
\mathbf{W}=\mathbf{R}_{b 1}\left(N_{0} \mathbf{I}+|\boldsymbol{\Lambda}|^{2} \mathbf{R}_{b 1}\right)^{-1} \boldsymbol{\Lambda}^{*} \tag{6-367}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{b 1}=\mathbf{F P c c}{ }^{H} \mathbf{P}^{T} \mathbf{F}^{H} . \tag{6-368}
\end{equation*}
$$

## Performance Analysis for Binary Symbols and BPSK

To compare the three equalizers, an approximate but useful general equation for the SINR is obtained by modeling the $N$ spreading sequences as independent, random binary sequences satisfying (6-321). The diagonal matrix $\mathbf{W} \boldsymbol{\Lambda}$ is realvalued for all three equalizers. We do the derivations for BPSK with $d_{n}= \pm 1$.

The first two terms in (6-354) are real-valued. Half the noise energy is in the imaginary component of the complex noise. Therefore, only half the noise energy affects the detection of the binary symbols, and (6-358) indicates that the variance of the relevant noise is

$$
\begin{align*}
v & =\frac{E\left[\|\mathbf{n}\|^{2}\right]}{2}=\frac{N_{0}}{2} \operatorname{tr}\left(\mathbf{p}_{k}^{T} \mathbf{F}^{H}|\mathbf{W}|^{2} \mathbf{F} \mathbf{p}_{k}\right) \\
& =\frac{N_{0}}{2} \sum_{i=0}^{G-1}\left|w_{i}\right|^{2} . \tag{6-369}
\end{align*}
$$

For the ZF equalizer, (6-369) and (6-360) indicate that the SINR for data symbol $k$ is again given by (6-320).

For the MMSE equalizer, we make the approximation

$$
\begin{align*}
\mathbf{R}_{b 1} & \approx E\left[\mathbf{R}_{b 1}\right]=\mathbf{F} E\left[\sum_{i-0}^{N-1} c_{i} \mathbf{p}_{i} \sum_{i=0}^{N-1} c_{l} \mathbf{p}_{l}^{T}\right] \mathbf{F}^{H} \\
& =\frac{\zeta \mathcal{E}_{t}}{G} \mathbf{I} \tag{6-370}
\end{align*}
$$

and hence, $\mathbf{W}$ is given by (6-328).

For the MRC and MMSE equalizers and binary symbols, the receiver extracts

$$
\begin{equation*}
s_{k 1}=\operatorname{Re}\left(s_{k}\right) \tag{6-371}
\end{equation*}
$$

The trace identity, (6-321), (6-354), and (6-355), gives

$$
\begin{align*}
E\left[s_{k 1}\right] & =c_{k} \operatorname{Re}\left\{E\left[\operatorname{tr}\left(\mathbf{p}_{\mathbf{k}}^{\mathbf{T}} \mathbf{D} \mathbf{p}_{\mathbf{k}}\right)\right]\right\} \\
& =c_{k} \operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda}) \tag{6-372}
\end{align*}
$$

and the estimator for symbol $k$ is given by (6-309). The variance of $s_{k 1}$ is

$$
\begin{equation*}
\operatorname{var}\left(s_{k}\right)=\operatorname{var}(s i)+\operatorname{var}(m a i)+\frac{N_{0}}{2} \sum_{i=0}^{G-1}\left|w_{i}\right|^{2} \tag{6-373}
\end{equation*}
$$

where $\operatorname{var}(s i)$ is the variance due to the self-interference, and $\operatorname{var}$ (mai) is the variance due to the multiple-access interference.

Since $\mathbf{W} \boldsymbol{\Lambda}$ is real-valued for both equalizers, the matrix

$$
\begin{equation*}
\mathcal{D}=\operatorname{Re}\left[\mathbf{F}^{H} \mathbf{W} \mathbf{\Lambda} \mathbf{F}\right] \tag{6-374}
\end{equation*}
$$

is symmetric so that

$$
\begin{equation*}
\mathcal{D}_{i, l}=\mathcal{D}_{l, i} \tag{6-375}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{tr}(\mathcal{D})=\operatorname{tr}(\mathbf{W} \mathbf{\Lambda}) \tag{6-376}
\end{equation*}
$$

Under the binary sequence model, $E\left[p_{k, i} p_{k, l} p_{k, m} p_{k, n}\right]=0$ unless the indices are in one of the sets

$$
\begin{equation*}
I_{1}=(n=m, l=i), \quad I_{2}=(n=l, m=i), \quad I_{3}=(n=i, m=l) \tag{6-377}
\end{equation*}
$$

Since

$$
\begin{align*}
I_{1} \cup I_{2} \cup I_{3} & =I_{1}+I_{2}+I_{3}-I_{1} \cap I_{2}-I_{1} \cap I_{3}-I_{2} \cap I_{3}+I_{1} \cap I_{2} \cap I_{3} \\
& =I_{1}+I_{2}+I_{3}-2\left(I_{1} \cap I_{2}\right) \tag{6-378}
\end{align*}
$$

we obtain

$$
\begin{align*}
\operatorname{var}(s i) & =\frac{\zeta \mathcal{E}_{s k}}{G}\left\{E\left[\left(\mathbf{p}_{k}^{T} \mathcal{D}_{k}\right)^{2}\right]-[\operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})]^{2}\right\} \\
& =\frac{\zeta \mathcal{E}_{s k}}{G}\left\{E\left[\sum_{i, l, m, n} p_{k, i} \mathcal{D}_{i, l} p_{k, l} p_{k, m} \mathcal{D}_{m, n} p_{k, n}-[\operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})]^{2}\right]\right\} \\
& =\frac{\zeta \mathcal{E}_{s k}}{G}\left\{\sum_{i, m} \mathcal{D}_{i, i} D_{m, m}+\sum_{i, l} \mathcal{D}_{i, l}^{2}+\sum_{i, l} \mathcal{D}_{i, l} \mathcal{D}_{l, i}-2 \sum_{i} \mathcal{D}_{i, i}^{2}-[\operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})]^{2}\right\} \\
& =\frac{2 \zeta \mathcal{E}_{s k}}{G} \sum_{i, l \neq i} \mathcal{D}_{i, l}^{2} \tag{6-379}
\end{align*}
$$

where the final equality follows from the symmetry of $\mathbf{D}$ and (6-376).

The independence of the $\left\{\mathbf{p}_{n}\right\}$ implies that $\operatorname{var}(m a i)$ is equal to the sum of variances, and we obtain

$$
\begin{align*}
\operatorname{var}(\text { mai }) & =\sum_{n=0, n \neq k}^{N-1} \frac{\zeta \mathcal{E}_{s n}}{G} E\left[\mathbf{p}_{k}^{T} \mathcal{D} \mathbf{p}_{n} \mathbf{p}_{n}^{T} \mathcal{D} \mathbf{p}_{k}\right] \\
& =\zeta \frac{\mathcal{E}_{t / k}}{G} E\left[\mathbf{p}_{k}^{T} \mathcal{D}^{2} \mathbf{p}_{k}\right] \\
& =\zeta \frac{\mathcal{E}_{t / k}}{G} \operatorname{tr}\left(\mathcal{D}^{2}\right) \tag{6-380}
\end{align*}
$$

where the second and third equalities use $(6-321)$, and $\mathcal{E}_{t / k}$ is defined by $(6-323)$.
The SINR of symbol $k$ is equal to the ratio of the square of $E\left[s_{k 1}\right]$ to $\operatorname{var}\left(s_{k 1}\right)$. Thus, the SINR for MRC and MMSE equalizers is

$$
\begin{equation*}
\gamma_{k}=\frac{\frac{2 \zeta \mathcal{E}_{s k}}{G N_{0}}[\operatorname{tr}(\mathbf{W} \boldsymbol{\Lambda})]^{2}}{\frac{2 \zeta \mathcal{E}_{t / k}}{G N_{0}} \operatorname{tr}\left(\mathcal{D}^{2}\right)+\frac{2}{N_{0}} \operatorname{var}(s i)+\sum_{i=0}^{G-1}\left|w_{i}\right|^{2}}(\mathrm{MRC}, \mathrm{MMSE}) \tag{6-381}
\end{equation*}
$$

The contribution of $\operatorname{var}(s i)$ in the denominator is due to self-interference that occurs in the DS-CDMA-FDE system but has no counterpart in the SC-DSCDMA system. Consequently, a comparison with (6-324) indicates that the SC-DS-CDMA is advantageous when $\mathcal{E}_{t / k}$ is small. However, when $\mathcal{E}_{t / k} \gg \mathcal{E}_{s k}$, the performances of the two systems are similar.

If the spreading sequences are modeled as independent random binary sequences, then the middle term of (6-354) is the sum of $N-1$ independent, identically distributed random variables each of which has a finite mean and variance. Therefore, the central limit theorem (corollary 1, Appendix A.2) implies that $P_{s}(k)$ is approximately given by (6-332) when $N$ is large.

## Channel-State Estimator

The implementation of the equalization requires a channel-state estimator that estimates the vector $\boldsymbol{\lambda}$. This estimator in the DS-CDMA-FDE system is derived by a method similar to that used in the SC-DS-CDMA system. Let $\mathbf{b}_{a}=$ $\left[b_{a 0} b_{a 1} \ldots b_{a, G-1}\right]^{T}$ denote a known $G \times 1$ vector of binary pilot chips received as a block, and let $\mathbf{x}_{a}=\mathbf{F} \mathbf{b}_{a}=\left[x_{a 0} x_{a 1} \ldots x_{a, G-1}\right]^{T}$ denote the corresponding $G \times 1$ discrete Fourier transform vector. Let $\mathbf{X}$ denote a $G \times G$ diagonal matrix with diagonal elements

$$
\begin{equation*}
X_{i i}=x_{a i}^{*} /\left|x_{a i}\right|^{2}, i=0,1, \ldots, G-1 \tag{6-382}
\end{equation*}
$$

When $\mathbf{b}_{a}$ is the transmitted vector, the FFT output vector at the input of the equalizer is

$$
\begin{align*}
\mathbf{y} & =\mathbf{F H b}_{a}+\mathbf{n} \\
& =\mathbf{\Lambda} \mathbf{F b}_{a}+\mathbf{n} \\
& =\boldsymbol{\Lambda} \mathbf{x}_{a}+\mathbf{n} \tag{6-383}
\end{align*}
$$

where $E\left[\mathbf{n n}^{H}\right]=N_{0} \mathbf{I}$.
The vector $\boldsymbol{\lambda}$ could be estimated as

$$
\begin{equation*}
\mathbf{X} \mathbf{y}=\boldsymbol{\lambda}+\mathbf{X n} \tag{6-384}
\end{equation*}
$$

but noise can be eliminated by first estimating $\mathbf{h}$, which has at most $m+1$ nonzero components. A rough estimator of $\mathbf{h}$ is the $G \times 1$ vector

$$
\begin{equation*}
\widehat{\mathbf{h}}_{r}=G^{-1 / 2} \mathbf{F X} \mathbf{y} \tag{6-385}
\end{equation*}
$$

The final $G-m-1$ components are set to zero by the refined estimator

$$
\begin{equation*}
\widehat{\mathbf{h}}=\mathbf{I}_{m+1} \widehat{\mathbf{h}}_{r} \tag{6-386}
\end{equation*}
$$

where $\mathbf{I}_{m+1}$ is the $G \times G$ diagonal matrix with its first $m+1$ diagonal values equal to 1 and its remaining diagonal values set equal to 0 . A refined estimator of $\boldsymbol{\lambda}$ is

$$
\begin{align*}
\widehat{\boldsymbol{\lambda}} & =G^{1 / 2} \mathbf{F}^{H} \widehat{\mathbf{h}} \\
& =\mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F X} \mathbf{y} \tag{6-387}
\end{align*}
$$

where the $G \times G$ product matrix $\mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F X}$ can be stored in the receiver. Substituting (6-384) into (6-387), we obtain

$$
\begin{equation*}
\widehat{\boldsymbol{\lambda}}=\boldsymbol{\lambda}+\mathbf{n}_{e} \tag{6-388}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{n}_{e}=\mathbf{F}^{H} \mathbf{I}_{m+1} \mathbf{F X} \tag{6-389}
\end{equation*}
$$

The covariance matrix of $\mathbf{n}_{e}$ is given by (6-342), and the total noise power is given by (6-343). Thus, knowledge of the multipath delay spread enables the channel estimator (6-387) to reduce the total noise power by the factor $(m+1) / G$.

## Comparisons

Simulation and numerical results indicate that when the same equalizers are used, the DS-CDMA-FDE and SC-DS-CDMA systems provide nearly the same performance $[1,2]$. The advantage of the DS-CDMA-FDE system is its large reduction of the PAPR at the cost of a more elaborate receiver. Both systems benefit from the use of joint antenna diversity and equalization, but the performance improvement hinges on accurate calculations of the discrete Fourier transforms.

Although FDE using MRC is essentially rake combining in the spectral domain, there are practical differences. As the frequency selectivity increases, the number of paths with significant power increases, thereby increasing the required number of rake fingers. In contrast, the FDE implementation complexity is independent of the frequency selectivity.

A competitive and frequently adopted alternative to the DS-CDMA-FDE and SC-DS-CDMA systems is orthogonal frequency-division multiplexing (OFDM), which uses orthogonal subcarriers with less frequency separation than achieved by classical FDMA. OFDM transmits code symbols over parallel narrowband channels with flat fading that can be easily equalized. By selecting the symbol duration in an OFDM system to be significantly larger than the channel dispersion and using a cyclic prefix, intersymbol interference can be avoided.

The OFDM system does not provide the diversity gain of the DS-CDMAFDE and SC-DS-CDMA systems. However, when channel coding and interleaving are used, an OFDM system provides a higher throughput, time diversity, and more coding gain than the DS-CDMA-FDE and SC-DS-CDMA systems.

### 6.17 Problems

1. Give an alternative derivation of (6-44). We observe that the total received Doppler power $S_{r}(f)|d f|$ in the spectral band $[f, f+d f]$ corresponds to arrival angles determined by $f_{d} \cos \theta=f$. For $|\theta| \leq \pi, S_{r}(f)|d f|=$ $P(\theta)|d \theta|+P(-\theta)|d \theta|$, where $P(\theta)$ is the power density arriving from angle $\theta$. Assume that the received power arrives uniformly spread over all angles $|\theta| \leq \pi$.
2. Use mathematical induction to prove that the right-hand side of $(6-122)$ is equal to the right-hand side of $(6-121)$.
3. Use Taylor series expansions to calculate the ratio of $P_{b}(L)$ for independent Rayleigh fading to $P_{b}^{c c}(L)$ for completely correlated Rayleigh fading when $\bar{\gamma} \gg 1$. Observe that the ratio is proportional to $\bar{\gamma}^{-L+1}$, which clearly shows the large disparity in performance between a system with completely correlated fading and one with independent fading when $\bar{\gamma}$ is sufficiently large.
4. Derive an explicit equation for $C(i)$ in (6-164). It does not depend on which orthogonal signal was transmitted.
5. Use the Chernoff bound (1-148) and (H-1) of Appendix H. 1 to obtain a simple upper bound $P_{b}(L)$ for a noncoherent BOSK system.
6. Use mathematical induction to prove the fourth equality of (6-178).
7. Use (1-217) to show that BICM-ID and BICM are identical for binary modulations.
8. Three multipath components arrive at a direct-sequence receiver moving at $30 \mathrm{~m} / \mathrm{s}$ relative to the transmitter. The second and third multipath components travel over paths 200 m and 250 m longer than the first component. (a) If the chip rate is equal to the bandwidth of the received signal, what is the minimum chip rate required to resolve all components? (b)

Let $t_{e}$ denote the time required to estimate the relative delay of a multipath component, and let $v$ denote the relative radial velocity of a receiver relative to a transmitter. Then $v t_{e} / c$ is the change in delay that occurs during the estimation procedure, where $c$ is the speed of an electromagnetic wave. How much time can the receiver allocate to the estimation of the component delays?
9. Consider dual rake combining and Rayleigh fading. Compare DS-BPSK and MRC with noncoherent DS-BCSK and EGC by deriving approximate equations for $P_{b}(2)$ when $\gamma_{1} \gg 1 \gg \gamma_{2}$. Show that DS-BPSK and MRC provide a power advantage of more than 6 dB .
10. Consider dual rake combining and Rayleigh fading. (a) For noncoherent DS-BCSK and EGC, find the lower bound on $\bar{\gamma}_{2}$ such that $P_{s}(2) \leq P_{s}(1)$.
(b) What is the physical reason why $P_{s}(2)=P_{s}(1)$ when $\gamma_{2}=0$ for MRC but not for noncoherent combining?
11. Verify that (6-283) gives the eigenvalues of $\mathbf{H}$.
12. An SC-DS-CDMA system uses $G=8$ chips per data symbol and transmits over a communication channel with $\mathbf{h}=\sqrt{4 / 5} \quad\left[\begin{array}{lllllll}1 & 0 & 0.5 & 0 & 0 & 0 & 0\end{array}\right]^{\mathrm{T}}$. (a) Compute the eigenvalues of $\mathbf{F}$, and assess the frequency selectivity of the channel by examining their magnitudes. (b) Evaluate $\gamma_{k}$ for MRC and ZF time-domain equalizers in terms of $x=\zeta \mathcal{E}_{s k} / N_{0}$ and $y=\zeta \mathcal{E}_{t / k} / N_{0}$. What is the maximum $y$ as a function of $x$ for which the MRC equalizer outperforms the ZF equalizer?
13. Compare SC-DS-CDMA systems for time-domain equalization, $N=1$, and a BPSK signal. Use the Cauchy-Schwarz inequality to show the SINR for ZF is less than or equal to the SINR for MRC.
14. An SC-DS-CDMA system receives $G$ equal multipath components so that $h_{i}=1 / \sqrt{G}, 0 \leq i \leq G-1$. Which of the three equalizers provides the largest SINR?
15. Compare the SINRs of the SC-DS-CDMA system with BPSK for all three equalizers when each receives a single multipath component. Thus, $h_{0}=$ $1 / \sqrt{G}$, and $h_{i}=0, \quad 1 \leq i \leq G-1$. Which of the three equalizers provides the largest SINR?
16. Compare the SINRs of the SC-DS-CDMA and DS-CDMA-FDE systems with BPSK for all three equalizers when each receives a single multipath component. Thus, $h_{0}=1 / \sqrt{G}$, and $h_{i}=0,1 \leq i \leq G-1$. Which of the two systems provides the largest SINR?

## Chapter 7

## Code-Division Multiple Access

Multiple access is the ability of many users to communicate with each other while sharing a common transmission medium. Wireless multiple-access communications are facilitated if the transmitted signals are orthogonal or separable in some sense. Among the possibilities, signals may be separated in time (timedivision multiple access or TDMA), frequency (frequency-division multiple access or FDMA), or code (code-division multiple access or CDMA). This chapter presents the general characteristics of CDMA networks of direct-sequence systems and networks of frequency-hopping systems. The direct-sequence CDMA codes are the spreading sequences. The frequency-hopping CDMA codes are the frequency patterns. The use of spread-spectrum modulation allows the simultaneous transmission of signals from multiple users in the same frequency band. All signals use the entire allocated spectrum, but the spreading sequences or frequency-hopping patterns differ. Information theory indicates that in an isolated cell, CDMA systems achieve the same spectral efficiency as TDMA or FDMA systems only if optimal multiuser detection is used. However, even without multiuser detection, CDMA has advantages for mobile communication networks because it eliminates the need for frequency and time-slot coordination, allows carrier-frequency reuse in adjacent cells, imposes no sharp upper bound on the number of users, and provides resistance to interference and interception. In this chapter, important short spreading sequences, long random spreading sequences, and alternative spreading systems are examined. The vast potential and practical difficulties of spread-spectrum multiuser detectors, such as optimal, decorrelating, minimum mean-square-error, or adaptive detectors, are described and assessed. The tradeoffs and design issues of direct-sequence multiple-input multiple-output systems with spatial multiplexing or beamforming are determined.

### 7.1 Implications of Information Theory

Information theory provides a means of ascertaining the potential benefits and tradeoffs in using the various multiple-access methods. The main results stem from evaluations of the channel capacity. The channel capacity of an AWGN channel with noise variance $\mathcal{N}$ and power constraint $\mathcal{P}$ is defined as the maximum of the average mutual information $I(X ; Y)$ over all the possible sourcecode or input-symbol distributions. For the one-dimensional AWGN channel with continuously distributed real-valued input and output symbols, fundamental results of information theory [21] are that the optimal input-symbol distribution is Gaussian and the one-dimensional channel capacity is

$$
\begin{equation*}
\mathcal{C}=\frac{1}{2} \log _{2}\left(1+\frac{\mathcal{P}}{\mathcal{N}}\right) \tag{7-1}
\end{equation*}
$$

in bits per channel use. For the AWGN channel with a power constraint and a code-rate $\mathcal{R}$, there exists a sequence of codes such that the maximum probability of error tends to zero if $\mathcal{R} \leq \mathcal{C}$.

For the two-dimensional AWGN channel with continuously distributed complex-valued input and output symbols, the real and imaginary components of the symbols are affected by independent Gaussian noises with the same power $\mathcal{N}$. The channel capacity is the sum of the capacities of the two components. The channel capacity is maximized if the total symbol power $\mathcal{P}$ is allocated equally to the two components. Therefore, the two-dimensional channel capacity is

$$
\begin{equation*}
\mathcal{C}=\log _{2}\left(1+\frac{\mathcal{P}}{2 \mathcal{N}}\right) . \tag{7-2}
\end{equation*}
$$

Since the total noise power is $2 \mathcal{N}$, the signal-to-noise ratio (SNR) for the twodimensional channel is $\mathcal{P} / 2 \mathcal{N}$. Thus, the maximum rate $\mathcal{R}$ supported by the two-dimensional AWGN channel is $\log _{2}(1+S N R)$.

Consider a bandlimited AWGN channel for which signals are bandlimited by the one-sided bandwidth $W \mathrm{~Hz}$. If the two-sided power spectral density (PSD) of the noise is $N_{0} / 2$, then the noise power is $\mathcal{N}=N_{0} W$. The sampling theorem (Appendix D.4) indicates that bandlimited signals are completely determined by samples spaced $1 / 2 W$ seconds apart. Since the channel can be used independently $2 W$ times per second, (7-1) implies that the one-dimensional channel capacity is

$$
\begin{equation*}
\mathfrak{C}=W \log _{2}\left(1+\frac{\mathcal{P}}{N_{0} W}\right) \tag{7-3}
\end{equation*}
$$

in bits per second, whereas (7-2) implies that the two-dimensional channel capacity is

$$
\begin{equation*}
\mathfrak{C}=2 W \log _{2}\left(1+\frac{\mathcal{P}}{2 N_{0} W}\right) \tag{7-4}
\end{equation*}
$$

in bits per second.
Consider the two-dimensional AWGN multiple-access channel that has $m$ users with powers $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{m}$ and noise with power $\mathcal{N}=N_{0} W$ at the
receiver. The analysis and results are similar for the analogous one-dimensional AWGN multiple-access channel. Define

$$
\begin{equation*}
\mathrm{C}(x)=2 \log _{2}(1+x) \tag{7-5}
\end{equation*}
$$

Information theory indicates that for a low probability of error in the receiver, the rates $\mathcal{R}_{1}, \mathcal{R}_{2}, \ldots, \mathcal{R}_{m}$ of the source codes, in bits per second, are bounded by the individual capacities [21, 43]:

$$
\begin{equation*}
\mathcal{R}_{i} \leq W \mathrm{C}\left(\frac{\mathcal{P}_{i}}{2 N_{0} W}\right), 1 \leq i \leq m \tag{7-6}
\end{equation*}
$$

Sums of the rates are bounded by the total capacity:

$$
\begin{equation*}
\sum_{i \in S} \mathcal{R}_{i} \leq W \mathrm{C}\left(\frac{\sum_{i \in S} \mathcal{P}_{i}}{2 N_{0} W}\right) \tag{7-7}
\end{equation*}
$$

where $S$ is a subset of the $m$ source codes of the $m$ users. Inequality (7-6) follows from the upper bound on an individual rate that applies even when the other users cause no interference. Inequality (7-7) indicates that the sum of the rates cannot exceed the rate achieved by a single code with a received power equal to the sum of the $m$ powers. Inequalities (7-6) and (7-7) restrict the rates $\mathcal{R}_{1}, \mathcal{R}_{2}, \ldots, \mathcal{R}_{m}$ to a bounded region within an $m$-dimensional rate hyperspace. Because of (7-7), not all of the individual rates can attain the individual capacities of (7-6). The underlying cause is the unavoidable mutual interference among the users.

Assume that all $m$ users cooperate to simultaneously transmit their signals to a single receiver, $S$ comprises all $m$ source codes, and an interfering signal can be modeled as additional white Gaussian noise. A multiuser detector jointly demodulates and decodes all the received signals. Points on the boundary of the rate hyperspace can be attained by implementing a multi-stage decoding process that executes successive interference cancelation. In the initial stage, code 1 is decoded with other codes regarded as sources of additional white Gaussian noise. Then (7-6) implies that there is a low probability of error for code 1 if

$$
\begin{equation*}
\mathcal{R}_{1} \leq W \mathrm{C}\left(\frac{\mathcal{P}_{1}}{\sum_{i \in S, i \neq 1} \mathcal{P}_{i}+2 N_{0} W}\right) \tag{7-8}
\end{equation*}
$$

The multiuser detector subtracts code 1 from the received signal. The remaining codes can be extracted with a low probability of error if (7-6) is satisfied for $i=2,3, \ldots, m$ and

$$
\begin{align*}
\sum_{i \in S, i \neq 1} \mathcal{R}_{i} & =\sum_{i \in S} \mathcal{R}_{i}-\mathcal{R}_{1} \\
& \leq W \mathrm{C}\left(\frac{\sum_{i \in S} \mathcal{P}_{i}}{2 N_{0} W}\right)-W \mathrm{C}\left(\frac{\mathcal{P}_{1}}{\sum_{i \in S, i \neq 1} \mathcal{P}_{i}+2 N_{0} W}\right) \tag{7-9}
\end{align*}
$$

Using (7-5) in (7-9), we find that

$$
\begin{equation*}
\sum_{i \in S, i \neq 1} \mathcal{R}_{i} \leq W \mathrm{C}\left(\frac{\sum_{i \in S, i \neq 1} \mathcal{P}_{i}}{2 N_{0} W}\right) \tag{7-10}
\end{equation*}
$$

Thus, the total capacity of the other codes is the same as it would be in the absence of code 1. Further stages of the successive interference cancelation proceed similarly. If all $m$ sources have the same power $\mathcal{P}$, then

$$
\begin{equation*}
\sum_{i \in S} \mathcal{R}_{i} \leq W \sum_{k=1}^{m} \mathrm{C}\left(\frac{\mathcal{P}}{(m-k) \mathcal{P}+2 N_{0} W}\right)=W \mathrm{C}\left(\frac{m \mathcal{P}}{2 N_{0} W}\right) \tag{7-11}
\end{equation*}
$$

A conventional detector does not use multiuser detection. Interfering signals are modeled as additional Gaussian noise. Therefore, if $S$ includes all $m$ source codes, the rates of the source codes are bounded by

$$
\begin{equation*}
\mathcal{R}_{i} \leq W \mathrm{C}\left(\frac{\mathcal{P}_{i}}{\sum_{j \in S, j \neq i} \mathcal{P}_{j}+2 N_{0} W}\right), 1 \leq i \leq m \tag{7-12}
\end{equation*}
$$

In general, a conventional detector allows a much lower capacity than a multiuser detector. For example, if all $m$ sources have the same power $\mathcal{P}$, then (7-12) implies that a conventional detector requires that

$$
\begin{equation*}
\mathcal{R}_{i} \leq W \mathrm{C}\left(\frac{\mathcal{P}}{(m-1) \mathcal{P}+2 N_{0} W}\right), \quad 1 \leq i \leq m \tag{7-13}
\end{equation*}
$$

and the sum of the code rates is

$$
\begin{equation*}
\sum_{i \in S} \mathcal{R}_{i} \leq m W \mathrm{C}\left(\frac{\mathcal{P}}{(m-1) \mathcal{P}+2 N_{0} W}\right) \tag{7-14}
\end{equation*}
$$

whereas (7-11) indicates that a multiuser detector requires that

$$
\begin{equation*}
\sum_{i \in S} \mathcal{R}_{i} \leq W \mathrm{C}\left(\frac{m \mathcal{P}}{2 N_{0} W}\right) \tag{7-15}
\end{equation*}
$$

Inequality (7-15) is directly applicable to a CDMA network with directsequence systems in which all $m$ users have the same power $\mathcal{P}$. In a TDMA network with equal time slots and the same individual capacity allocated to all users, each user transmits $1 / m$ of the time with power $m \mathcal{P}$ during an assigned slot and zero otherwise. Therefore, the sum of the code rates and the total capacity are given by (7-15).

In an FDMA network with an equal bandwidth $W / m$ for each spectral band and equal rate $\mathcal{R}$ allocated to all users, each user can transmit simultaneously in distinct spectral bands with power $\mathcal{P}$. Since the bandwidth of each spectral band is $W / m$, the noise power received by each user is $2 N_{0} W / m$. Thus, application of (7-6) indicates that the total capacity is given by (7-15). Consider a CDMA network with frequency hopping and frequency channels that have the same
bandwidth $W / m$. We assume that all users transmit with the same power $\mathcal{P}$, but their frequency-hopping patterns are synchronous so that no collisions in the same frequency channel occur. With these assumptions, the CDMA network is equivalent to an FDMA network with periodic variations in the spectral allocations, and hence the total capacity is given by (7-15).

These results indicate that FDMA, TDMA, and CDMA networks impose the same total capacity on the achievable code rates, but the three networks have important practical limitations. A TDMA network cannot increase $m P$ beyond the peak transmitter power that can be sustained. A CDMA network with direct-sequence systems must use multiuser detection for (7-15) to be applicable. If it does not, the achievable rates for low error probabilities are constrained by a more restrictive total capacity. A CDMA network with frequency-hopping systems requires synchronous operation with orthogonal frequency-hopping patterns to ensure that no collisions occur.

### 7.2 Short Spreading Sequences

## Periodic Correlations and Synchronous Signals

The periodic autocorrelation of a periodic unit-magnitude real-valued or complex-valued sequence with period $N$ is defined as

$$
\begin{equation*}
\theta_{p}(l)=\frac{1}{N} \sum_{n=0}^{N-1} p_{n} p_{n+l}^{*} \tag{7-16}
\end{equation*}
$$

where $p_{n}$ is the $n$th component of the sequence, $p_{n+N}=p_{n}$, and the asterisk denotes the complex conjugate. The periodic cross-correlation of periodic complex-valued or polyphase sequences $\mathbf{p}$ and $\mathbf{q}$ with the same period $N$ is defined as

$$
\begin{equation*}
\theta_{p q}(l)=\frac{1}{N} \sum_{n=0}^{N-1} p_{n} q_{n+l}^{*}=\frac{1}{N} \sum_{n=0}^{N-1} p_{n-l} q_{n}^{*} \tag{7-17}
\end{equation*}
$$

Two sequences are orthogonal if $\theta_{p q}(0)=0$.
Let $\mathbf{a}=\left(\ldots, a_{0}, a_{1}, \ldots\right)$ and $\mathbf{b}=\left(\ldots, b_{0}, b_{1}, \ldots\right)$ denote binary sequences with components in $G F(2)$. The sequences $\mathbf{a}$ and $\mathbf{b}$ are mapped into antipodal sequences $\mathbf{p}$ and $\mathbf{q}$, respectively, with components in $\{-1,+1\}$ by means of the transformation

$$
\begin{equation*}
p_{i}=(-1)^{a_{i}+1}, \quad q_{i}=(-1)^{b_{i}+1} \tag{7-18}
\end{equation*}
$$

After this mapping, the periodic autocorrelation of a periodic binary sequence $\mathbf{p}$ with period $N$ is defined by (7-16). The periodic cross-correlation of periodic binary sequences $\mathbf{a}$ and $\mathbf{b}$ with the same period $G$ is defined as the periodic cross-correlation of the antipodal sequences $\mathbf{p}$ and $\mathbf{q}$, which is defined by (7-17). The periodic cross-correlation of $\mathbf{p}$ and $\mathbf{q}$ is given by

$$
\begin{equation*}
\theta_{p q}(l)=\frac{A_{l}-D_{l}}{N} \tag{7-19}
\end{equation*}
$$

where $A_{l}$ denotes the number of agreements in the corresponding components of $\mathbf{p}$ and the shifted sequence $\mathbf{q}(l)$, and $D_{l}$ denotes the number of disagreements. Synchronous communication signals have data symbols and spreading sequences with a fixed timing relationship. Synchronous signals are received when a base station transmits to multiple mobiles, as in the downlinks of cellular networks (Section 8.4).

## Multirate Sequences

Multirate sequences provide a variety of data rates for various services and users. A way to accommodate different data rates while maintaining the chip rate, and hence the bandwidth, for all users is to vary the spreading factors in accordance with the data rates. The spreading sequences are selected to be orthogonal to each other despite differences in the spreading factors. A tree-structured set of orthogonal Walsh sequences called the orthogonal variable-spreading-factor $(O V S F)$ sequences can be generated recursively and enable the receiver to completely avoid multiple-access interference among synchronous users [3].

Let $\mathbf{C}_{N}(n)$ denote the row vector representing the $n$th OVSF sequence with spreading factor $N$, where $n=1,2, \ldots, N$, and $N=2^{k}$ for some nonnegative integer $k$. The set of $N$ sequences with $N$ chips is derived by concatenating sequences from the set of $N / 2$ sequences with $N / 2$ chips:

$$
\begin{align*}
& \mathbf{C}_{N}(1)= {\left[\mathbf{C}_{N / 2}(1) \mathbf{C}_{N / 2}(1)\right] } \\
& \mathbf{C}_{N}(2)= {\left[\mathbf{C}_{N / 2}(1) \overline{\mathbf{C}}_{N / 2}(1)\right] } \\
& \vdots  \tag{7-20}\\
& \mathbf{C}_{N}(N-1)= {\left[\mathbf{C}_{N / 2}(N / 2) \mathbf{C}_{N / 2}(N / 2)\right] } \\
& \mathbf{C}_{N}(N)=\left[\mathbf{C}_{N / 2}(N / 2) \overline{\mathbf{C}}_{N / 2}(N / 2)\right] .
\end{align*}
$$

For example, $\mathbf{C}_{16}(4)$ is produced by concatenating $\mathbf{C}_{8}(2)$ and $\overline{\mathbf{C}}_{8}(2)$, thereby doubling the number of chips per code symbol to 16 . A sequence used in the recursive generation of a longer sequence is called a mother code of the longer sequence. Equation (7-20) indicates that all the sequences with $N$ chips are orthogonal to each other, and these sequences constitute a set of orthogonal Walsh sequences.

Let $R$ denote the data rate supported by an OVSF sequence of length $N$. Since the chip rate is maintained while the spreading factor decreases from $N$ to 1 , the corresponding data rate increases from $R$ to $N R$. A tree diagram illustrating the hierarchy of sequences is shown in Figure 7.1. Each $\mathbf{C}_{N}(n)$ is orthogonal to concatenations of all sequences $\mathbf{C}_{N / 2}\left(n^{\prime}\right), \mathbf{C}_{N / 4}\left(n^{\prime \prime}\right), \ldots$ and their complements except for its mother codes. For example, $\mathbf{C}_{16}(3)$ is not orthogonal to its mother codes $\mathbf{C}_{8}(2), \mathbf{C}_{4}(1)$, or $\mathbf{C}_{2}(1)$. If $\mathbf{C}_{8}(3)$ is assigned to a user requesting a data rate twice that of a user assigned a sequence of 16 chips, then the sequences $\mathbf{C}_{16}(5)$ and $\mathbf{C}_{16}(6)$ descended from $\mathbf{C}_{8}(3)$ cannot be assigned to other users requesting lower data rates, and the mother codes of $\mathbf{C}_{8}(3)$ cannot be assigned to other users requesting higher data rates.


Figure 7.1: Tree diagram of orthogonal variable-spreading-factor code

The multirate capacity of multirate OVSF sequences is the maximum data rate that can be accommodated. Achieving this multirate capacity may require that high data-rate users transmit with high powers to compensate for the low spreading factors. The unavailability or blocking of ancestors and descendants may cause some new data-rate requests to be rejected even though the system has a sufficient capacity to accept them. Thus, potential multirate capacity is wasted. An inflexibility for rate-matching is due to the quantization of data rates and spreading factors that must be powers of 2 , but code assignment schemes have been proposed to reduce or even eliminate the wasted capacity [84]. Multirate CDMA systems are used for multimedia applications of CDMA2000 and WCDM.

A multicode system is another multirate system that provides multiple data rates at a fixed chip rate and spreading factor. The transmitter assigns multiple orthogonal spreading sequences to a subscriber who requires a data-symbol transmission rate higher than the standard rate defined by the fixed chip rate and spreading factor. High-rate data sequences are divided into several distinct standard-rate symbol sequences, each of which modulates a distinct spreading sequence. The modulated spreading sequences are synchronously combined, and the combined sequence modulates the sinusoidal carrier. By coherently demodulating the carrier and using orthogonal spreading sequences, the receiver can suppress interference among the distinct modulated sequences. In contrast, a conventional single-rate system operating at the selected high rate would require a bandwidth expansion or a reduced spreading factor. A primary disadvantage of both multirate systems is the high peak-to-average-power ratio in the received signals.

In principle, the orthogonal spreading sequences appear to be the best choice for direct-sequence systems. The fundamental limitations of orthogonal spreading sequences stem from their poor autocorrelations and cross-correlations. As a result, orthogonal spreading sequences are usually not preferred when signals are received asynchronously. In frequency-selective fading channels, the asynchronous multipath components and the poor cross-correlations subvert the effectiveness of orthogonal spreading sequences. When synchronous signals are received with perfect timing synchronization, the multiple-access interference is completely suppressed, but when the tracking system (Section 4.7) produces timing errors, the poor autocorrelations accentuate the interference.

## Polyphase Sequences

Instead of using complex binary spreading sequences (Section 2.5), which are pairs of short binary sequences, DS-QPSK systems may use complex-valued polyphase sequences that have better periodic correlation functions. Symbols of polyphase sequences are powers of the complex $q$ th root of unity, which is

$$
\begin{equation*}
\Omega=\exp \left(j \frac{2 \pi}{q}\right) \tag{7-21}
\end{equation*}
$$

where $j=\sqrt{-1}$. The complex spreading or signature sequence $\mathbf{p}$ of period $N$ has symbols given by

$$
\begin{equation*}
p_{i}=\Omega^{a_{i}} e^{j \phi}, \quad a_{i} \in Z_{q}=\{0,1,2, \ldots, q-1\}, \quad i=1,2, \ldots, N \tag{7-22}
\end{equation*}
$$

where $\phi$ is an arbitrary phase chosen for convenience. If $p_{i}$ is specified by the exponent $a_{i}$ and $q_{i}$ is specified by the exponent $b_{i}$, then the periodic crosscorrelation between sequences $\mathbf{p}$ and $\mathbf{q}$ is

$$
\begin{equation*}
\theta_{p q}(k)=\frac{1}{N} \sum_{i=0}^{N-1} \Omega^{a_{i}-b_{i}} . \tag{7-23}
\end{equation*}
$$

Polyphase sequences with $q=2$ are real-valued binary antipodal sequences, and polyphase sequences with $q=4$ are complex-valued quaternary sequences.

The sequences in a family of polyphase sequences with period $N=2^{m}-1$ can be generated by a shift register with nonlinear feedback. The feedback coefficients $\left\{c_{i}\right\}$ are determined by the characteristic polynomial, which is defined as

$$
\begin{equation*}
f(x)=1+\sum_{i=1}^{m} c_{i} x^{i}, c_{i} \in Z_{q}, c_{m}=1 . \tag{7-24}
\end{equation*}
$$

The shift-register output sequence $\left\{a_{i}\right\}$ satisfies a linear recurrence relation with the same form as (2-20). Each output symbol $a_{i} \in Z_{q}$ is converted to $p_{i}$ according to (7-22).

Example 1. A family of quaternary sequences with $m=3$ and period $N=$ 7 has the characteristic polynomial $f(x)=1+2 x+3 x^{2}+x^{3}$. A feedback shift register that implements the sequences of the family is depicted in Figure 7.2a, where all operations are modulo-4. The generation of a particular sequence is illustrated in Figure 7.2b.

Different quaternary sequences may be generated by loading the shift register with any nonzero initial contents and then cycling the shift register through its full period $N=2^{m}-1$. Since the shift register has $4^{m}-1$ nonzero states, there are $M=\left(4^{m}-1\right) /\left(2^{m}-1\right)=2^{m}+1$ cyclically distinct members of the family. Each cyclically distinct family member may be generated by loading the shift register with any nonzero triple that is not a state occurring during the generation of another family member. A polyphase spreading sequence is multiplied by a complex-valued data sequence to produce the transmitted sequence.

Since polyphase sequences have more favorable periodic autocorrelations and cross-correlations than pairs of binary sequences, they provide a potential advantage in the timing synchronization of synchronous systems (Chapter 4). In contrast, polyphase sequences do not generally provide smaller error probabilities in asynchronous CDMA because system performance is determined by the aperiodic autocorrelations and cross-correlations [53, 122].
(a)

(b)

| Shift | Contents |  |  |
| :---: | :---: | :---: | :---: |
|  | Stage 1 | Stage 2 | Stage 3 |
| Initial | 0 | 0 | 1 |
| 1 | 1 | 0 | 0 |
| 2 | 2 | 1 | 0 |
| 3 | 3 | 2 | 1 |
| 4 | 1 | 3 | 2 |
| 5 | 1 | 1 | 3 |
| 6 | 0 | 1 | 1 |
| 7 | 0 | 0 | 1 |

Figure 7.2: (a) Feedback shift register for quaternary sequence and (b) contents after successive shifts

## Welch Bound

For a set $S$ of $M$ periodic polyphase sequences of length $N$, let $\theta_{\max }$ denote the peak magnitude of the periodic cross-correlations or autocorrelations:

$$
\begin{equation*}
\theta_{\max }=\max \left\{\left|\theta_{p_{i} p_{l}}(k)\right|: 0 \leq k \leq N-1 ; \mathbf{p}_{i}, \mathbf{p}_{l} \in S ; \mathbf{p}_{i} \neq \mathbf{p}_{l} \text { or } k \neq 0\right\} \tag{7-25}
\end{equation*}
$$

Theorem 1. A set $S$ of $M$ periodic polyphase sequences of length $N$ has

$$
\begin{equation*}
\theta_{\max } \geq \sqrt{\frac{M-1}{M N-1}} \tag{7-26}
\end{equation*}
$$

Proof. Consider an extended set $S_{e}$ of $M N$ sequences $\mathbf{p}_{i}, i=1,2, \ldots, M N$, that comprises the $N$ distinct shifted sequences derived from each of the sequences in $S$. The periodic cross-correlation of sequences $\mathbf{p}_{i}$ and $\mathbf{p}_{l}$ in $S_{e}$ is

$$
\begin{equation*}
\psi_{i, l}=\frac{1}{N} \sum_{n=1}^{N} p_{i, n} p_{l, n}^{*} \tag{7-27}
\end{equation*}
$$

and

$$
\theta_{\max }=\max \left\{\left|\psi_{i, l}\right|: \mathbf{p}_{i} \in S_{e}, \mathbf{p}_{l} \in S_{e}, i \neq l\right\}
$$

Define the double summation

$$
\begin{equation*}
Z=\sum_{i=1}^{M N} \sum_{l=1}^{M N}\left|\psi_{i, l}\right|^{2} . \tag{7-28}
\end{equation*}
$$

Separating the $M N$ terms for which $\psi_{i, i}=1$ and then bounding the remaining $M N(M N-1)$ terms yield

$$
\begin{equation*}
Z \leq M N+M N(M N-1) \theta_{\max }^{2} . \tag{7-29}
\end{equation*}
$$

Substituting (7-27) into (7-28), interchanging summations, and then omitting the terms for which $m \neq n$, we obtain

$$
\begin{aligned}
Z & =\frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{m=1}^{N} \sum_{i=1}^{M N} p_{i, n} p_{i, m}^{*} \sum_{l=1}^{M N} p_{l, n}^{*} p_{l, m} \\
& =\frac{1}{N^{2}} \sum_{n=1}^{N} \sum_{m=1}^{N}\left|\sum_{i-1}^{M N} p_{i, n} p_{i, m}^{*}\right|^{2} \\
& \geq \frac{1}{N^{2}} \sum_{n=1}^{N}\left(\sum_{i=1}^{M N}\left|p_{i, n}\right|^{2}\right)^{2} \\
& =M^{2} N .
\end{aligned}
$$

Combining this inequality with (7-29) gives (7-26).
The lower bound in (7-26) is known as the Welch bound. It approaches $1 / \sqrt{N}$ for large values of $M$ and $N$.

## Gold and Kasami Sequences

Only small subsets of maximal sequences can be found with $\theta_{\max }$ close to the Welch bound, but large sets of binary sequences with $\theta_{\text {max }}$ approaching the Welch bound can be obtained by combining maximal sequences with subsequences of these sequences. If $q$ is a positive integer, the new binary sequence $\mathbf{b}$ formed by taking every $q$ th bit of binary sequence $\mathbf{a}$ is known as a decimation of a by $q$, and the components of the two sequences are related by $b_{i}=a_{q_{i}}$. Let $\operatorname{gcd}(x, y)$ denote the greatest common divisor of $x$ and $y$. If the original sequence a has a period $N$ and the new sequence $\mathbf{b}$ is not identically zero, then b has period $N / \operatorname{gcd}(N, q)$. If $\operatorname{gcd}(N, q)=1$, then the decimation is called a proper decimation. Following a proper decimation, the bits of $\mathbf{b}$ do not repeat themselves until every bit of a has been sampled. Therefore, $\mathbf{b}$ and $\mathbf{a}$ have the same period $N$.

If $\mathbf{a}$ is a maximal sequence, then if each bit of $\mathbf{a}$ is sampled, $\mathbf{b}$ is a maximal sequence. The sequences $\mathbf{a}$ and $\mathbf{b}$ are mapped into antipodal sequences $\mathbf{p}$ and $\mathbf{q}$, respectively, with components in $\{-1,+1\}$ by means of the transformation


Figure 7.3: Gold sequence generator
of (7-18). The preferred pair of antipodal maximal sequences with period $2^{m}-1$ are a pair with a periodic cross-correlation that takes only the three values $-t(m) / N,-1 / N$, and $|t(m)-2| / N$, where

$$
\begin{equation*}
t(m)=2^{\lfloor(m+2) / 2\rfloor}+1 \tag{7-30}
\end{equation*}
$$

and $\lfloor x\rfloor$ denotes the integer part of the real number $x$.
The Gold sequences [31] are a large set of sequences with period $N=2^{m}-1$ that may be generated by the modulo- 2 addition of preferred pairs when $m$ is odd or $m=2$ modulo- 4 . One sequence of the preferred pair is a decimation by $q$ of the other sequence. The positive integer $q$ is either $q=2^{k}+1$ or $q=2^{2 k}-2^{k}+1$, where $k$ is a positive integer such that $\operatorname{gcd}(m, k)=1$ when $m$ is odd and $\operatorname{gcd}(m, k)=2$ when $m=2$ modulo- 4 . Since the periodic crosscorrelation between any two Gold sequences in a set can take only three values, the peak magnitude of the periodic cross-correlation between any two Gold sequences of period $N=2^{m}-1$ is

$$
\begin{equation*}
\theta_{\max }=\frac{t(m)}{2^{m}-1} \tag{7-31}
\end{equation*}
$$

For large values of $m, \theta_{\max }$ for Gold sequences exceeds the Welch bound by a factor of $\sqrt{2}$ for $m$ odd and a factor of 2 for $m$ even.

One form of a Gold sequence generator is shown in Figure 7.3. If each maximal sequence generator has $m$ stages, different Gold sequences in a set are generated by selecting the initial state of one maximal sequence generator and then shifting the initial state of the other generator. Since any shift from 0 to $2^{m}-2$ results in a different Gold sequence, $2^{m}-1$ different Gold sequences can be produced by the system of Figure 7.3. Gold sequences identical to maximal sequences are produced by setting the state of one of the maximal sequence generators to zero. Altogether, there are $2^{m}+1$ different Gold sequences, each with a period of $2^{m}-1$, in the set.

Example 2. A set of Gold sequences is the set generated by the primitive characteristic polynomials

$$
\begin{equation*}
f_{1}(x)=1+x^{3}+x^{7}, \quad f_{2}(x)=1+x+x^{2}+x^{3}+x^{7} \tag{7-32}
\end{equation*}
$$

which specify a preferred pair of maximal sequences. Since $m=7$, there are 129 Gold sequences with period 127 in this set, and (7-31) gives $\theta_{\max }=0.134$. Equation (2-43) indicates that there are only 18 maximal sequences with $m=$ 7. For this set of 18 sequences, calculations indicate that $\theta_{\max }=0.323$. If $\theta_{\max }=0.134$ is desired for a set of maximal sequences with $m=7$, then one finds that the set has only 6 sequences. This result illustrates the much greater utility of Gold sequences in CDMA networks with many subscribers.

As shown in Section 2.2, the generating function of the output sequence generated by a linear feedback shift register with characteristic polynomial $f(x)$ may be expressed in the form

$$
\begin{equation*}
G(x)=\frac{\phi(x)}{f(x)} . \tag{7-33}
\end{equation*}
$$

If the degree of $f(x)$ is $\mu$, then

$$
\begin{equation*}
\phi(x)=\sum_{i=0}^{\mu-1} x^{i} \sum_{k=0}^{i} c_{k} a_{i-k} \tag{7-34}
\end{equation*}
$$

where $c_{0}=1$, the $\left\{c_{k}\right\}$ are the coefficients of $f(x)$, and the $\left\{a_{k}\right\}$ are the initial contents. If the sequence generators of Figure 7.2 have the primitive characteristic polynomials $f_{1}(x)$ and $f_{2}(x)$ of degree $m$, then the generating function for the Gold sequence is

$$
\begin{align*}
G(x) & =\frac{\phi_{1}(x)}{f_{1}(x)}+\frac{\phi_{2}(x)}{f_{2}(x)} \\
& =\frac{\phi_{1}(x) f_{2}(x)+\phi_{2}(x) f_{1}(x)}{f_{1}(x) f_{2}(x)} . \tag{7-35}
\end{align*}
$$

Since the degrees of both $\phi_{1}(x)$ and $\phi_{2}(x)$ are less than $m$, the degree of the numerator of $G(x)$ must be less than $2 m$. Since the product $f_{1}(x) f_{2}(x)$ has the form of a characteristic polynomial of degree $2 m$, this product defines the feedback coefficients of a single linear feedback shift register with $2 m$ stages that can generate the Gold sequences. The initial state of the register for any particular sequence can be determined by equating the coefficients of the $\left\{x^{i}\right\}$ on both sides of

$$
\begin{equation*}
\sum_{i=0}^{2 m-1} x^{i} \sum_{k=0}^{i} c_{k} a_{i-k}=\phi_{1}(x) f_{2}(x)+\phi_{2}(x) f_{1}(x) \tag{7-36}
\end{equation*}
$$

and then solving $2 m$ linear equations. Thus, a Gold sequence of period $2^{m}-1$ can be generated by a single linear feedback shift register with $2 m$ stages.

A small set of Kasami sequences [31] comprises $2^{m / 2}$ sequences with period $2^{m}-1$ if $m$ is even. To generate a set, a maximal sequence a with period $N=2^{m}-1$ is decimated by $q=2^{m / 2}+1$ to form a binary sequence $\mathbf{b}$ with period $N / \operatorname{gcd}(N, q)=2^{m / 2}-1$. The modulo-2 addition of a and any cyclic shift of $\mathbf{b}$ from 0 to $2^{m / 2}-2$ provides a Kasami sequence. By including sequence $\mathbf{a}$,
we obtain a set of $2^{m / 2}$ Kasami sequences with period $2^{m}-1$. The periodic cross-correlation between any two Kasami sequences in a set can only take the values $-s(m) / N,-1 / N$, or $|s(m)-2| / N$, where

$$
\begin{equation*}
s(m)=2^{m / 2}+1 \tag{7-37}
\end{equation*}
$$

The peak magnitude of the periodic cross-correlation between any two Kasami sequences is

$$
\begin{equation*}
\theta_{\max }=\frac{s(m)}{N}=\frac{1}{2^{m / 2}-1}, m \geq 2 \tag{7-38}
\end{equation*}
$$

The Kasami sequences are optimal in the sense that $\theta_{\max }$ has the minimum value for any set of sequences of the same size and period. For proof, we observe that if $M=2^{m / 2}$ and $N=2^{m}-1=M^{2}-1, m \geq 2$, then the Welch bound implies that

$$
\begin{align*}
N \theta_{\max } & \geq N \sqrt{\frac{M-1}{M N-1}}=\sqrt{\frac{N(M-1)}{M-N^{-1}}} \\
& =\sqrt{\frac{(M+1)(M-1)^{2}}{M-N^{-1}}} \\
& >M-1=2^{m / 2}-1, m \geq 2 \tag{7-39}
\end{align*}
$$

Since $N$ is an odd integer, $A_{l}-D_{l}$ in (7-19) must be an odd integer, and hence $N \theta_{\max }$ must be an odd integer. Since $2^{m / 2}+1$ is the smallest odd integer greater than $2^{m / 2}-1$, it follows that $M=2^{m / 2}$ periodic antipodal sequences of length $N=2^{m}-1, m \geq 2$, require

$$
\begin{equation*}
N \theta_{\max } \geq 2^{m / 2}+1 \tag{7-40}
\end{equation*}
$$

Since Kasami sequences have $N \theta_{\max }=2^{m / 2}+1$, they are optimal given their size and period.

Example 3. If $m=10$, there are 60 maximal sequences, 1025 Gold sequences, and 32 Kasami sequences with period 1023 . The peak periodic crosscorrelations are $0.37,0.06$, and 0.03 , respectively.

A large set of Kasami sequences [31] comprises $2^{m / 2}\left(2^{m}+1\right)$ sequences if $m=2$ modulo- 4 and $2^{m / 2}\left(2^{m}+1\right)-1$ sequences if $m=0$ modulo- 4 . The sequences have period $2^{m}-1$. To generate a set, a maximal sequence a with period $N=2^{m}-1$ is decimated by $q=2^{m / 2}+1$ to form a binary sequence $\mathbf{b}$ with period $N / \operatorname{gcd}(N, q)=2^{m / 2}-1$ and then decimated by $q_{1}=2^{(m+2) / 2}+1$ to form another binary sequence $\mathbf{c}$ with period $N / \operatorname{gcd}\left(N, q_{1}\right)$. The modulo-2 addition of $\mathbf{a}$, a cyclic shift of $\mathbf{b}$, and a cyclic shift of $\mathbf{c}$ provide a Kasami sequence with period $N$. The periodic cross-correlations between any two Kasami sequences in a set can only take the values $-1 / N,-t(m) / N,|t(m)-2| \cdot / N,-s(m) / N$, or $|s(m)-2| . / N$. A large set of Kasami sequences includes both a small set of Kasami sequences and a set of Gold sequences as subsets. Since $t(m) \geq s(m)$, the value of $\theta_{\max }$ for a large set is

$$
\begin{equation*}
\theta_{\max }=\frac{t(m)}{2^{m}-1}=\frac{2^{\lfloor(m+2) / 2\rfloor}+1}{2^{m}-1} \tag{7-41}
\end{equation*}
$$



Figure 7.4: Generator of Kasami sequences with period 255

This value is suboptimal, but the large size of these sets makes them an attractive option for asynchronous CDMA networks.

Example 4. A generator of a large set of 4111 Kasami sequences with $m=$ 8 and period 255 is illustrated in Figure 7.4. The two shift registers at the top of the figure by themselves generate a small set of 16 Kasami sequences with $m=8$ and period 15 . The top 8 -stage shift register generates a maximal sequence with period 255 , and the 4 -stage shift register below it generates a maximal sequence with period 15 . The bottom shift register generates a nonmaximal sequence with period 85 .

In a network of similar systems, interfering sequences are substantially suppressed during acquisition when code modulation is absent if the periodic crosscorrelations among sequences are small, as they are if all the sequences are Gold or Kasami sequences. Some large families of polyphase sequences have the potential to provide better acquisition performance than the Gold or Kasami sequences. For a positive integer $m$, a family $\mathcal{A}$ of $M=N+2$ quaternary or $Z_{4}$ sequences, each of period $N=2^{m}-1$, with $\theta_{\max }$ that asymptotically approaches the Welch bound has been identified [34]. In contrast, a small set of binary Kasami sequences has only $\sqrt{N+1}$ sequences.

## Aperiodic Sequences

When asynchronous CDMA signals are received, low aperiodic cross-correlations with the desired signal are the most important determinant of the system performance. Asynchronous signals are received typically when mobiles independently transmit to a receiver, as in the uplinks of cellular networks (Section 8.3). The symbol transitions of asynchronous multiple-access
signals at a receiver are not simultaneous, usually because of changing pathlength differences among the various communication links. Since the spreading sequences are shifted relative to each other, sets of sequences with small periodic cross-correlations for any relative shifts are necessary, but not always sufficient, to limit the effect of asynchronous multiple-access interference.

The aperiodic autocorrelation of a polyphase sequence $\left\{p_{n}\right\}_{n=0}^{G-1}$ of length $G$ is defined as

$$
A(p, l)=\left\{\begin{array}{cc}
\frac{1}{G} \sum_{n=0}^{G-1-l} p_{n+l} p_{n}^{*}, & 0 \leq l \leq G-1  \tag{7-42}\\
\frac{1}{G} \sum_{n=0}^{G-1+l} p_{n} p_{n-l}^{*}, & -G+1 \leq l<0 \\
0, & |l| \geq G
\end{array}\right.
$$

The aperiodic cross-correlation of two polyphase sequences $\left\{p_{n}\right\}_{n=0}^{G-1}$ and $\left\{q_{n}\right\}_{n=0}^{G-1}$ of length $G$ is defined as

$$
A(p, q, l)=\left\{\begin{array}{cc}
\frac{1}{G} \sum_{n=0}^{G-1-l} p_{n+l} q_{n}^{*}, & 0 \leq l \leq G-1  \tag{7-43}\\
\frac{1}{G} \sum_{n=0}^{G-1+l} p_{n} q_{n-l}^{*}, & -G+1 \leq l<0 \\
0, & |l| \geq G
\end{array}\right.
$$

and $A(p, p, l)=A(p, l)$.

## Complementary Codes

The Welch bound (7-26) indicates that it is not possible for a set of conventional spreading sequences to have periodic cross-correlations that are equal to zero. To overcome this limitation of both synchronous and asynchronous systems, spreading sequences may be combined to form complementary codes [94]. Each complementary code comprises a set or flock of elementary sequences that are separately transmitted, received, and applied to separate correlators. The combined correlator outputs provide zero aperiodic autocorrelation sidelobes and zero aperiodic cross-correlations with other complementary codes. Consequently, a complementary-coded direct-sequence system is capable of largely suppressing asynchronous multipath and multiple-access interference.

Consider a network of $K$ users, each of which uses a complementary code instead of a conventional spreading sequence. Let $\mathbf{C}(k)=\left\{\mathbf{c}_{l}(k)\right\}_{l=1}^{L}$ denote the $k$ th complementary code, $k=1,2, \ldots, K$, which comprises a flock of $L$ elementary sequences, each of which has the form

$$
\begin{equation*}
\mathbf{c}_{l}(k)=\left[c_{l, 1}(k), c_{l, 2}(k), \ldots, c_{l, N}(k)\right], l=1,2, \ldots, L \tag{7-44}
\end{equation*}
$$

where $N$ is the length of an elementary sequence. The spreading factor, which determines the amount of spectral spreading due to the complementary code, is $L N$. The $L$ elementary sequences are transmitted to the receiver in $L$ in-
dependent subchannels. The receiver does separate chip-matched filtering of each elementary sequence and separate correlations with receiver-generated elementary sequences. The results of the separate correlations are combined to generate the symbol metrics for synchronization and decoding.

The capability of the receiver to synchronize with the desired complementary code and to reject multiple-access interference from other complementary codes depends on the complementary aperiodic correlation function. This function is defined as

$$
\begin{equation*}
\Theta\left[\mathbf{C}\left(k_{1}\right), \mathbf{C}\left(k_{2}\right), \nu\right]=\sum_{l=1}^{L} A\left[\mathbf{c}_{l}\left(k_{1}\right), \mathbf{c}_{l}\left(k_{2}\right), \nu\right] \tag{7-45}
\end{equation*}
$$

where $A\left[\mathbf{c}_{l}\left(k_{1}\right), \mathbf{c}_{l}\left(k_{2}\right), \nu\right]$, which is defined by (7-42) and (7-43), is the aperiodic autocorrelation function of $\mathbf{c}_{l}\left(k_{1}\right)$ if $k_{1}=k_{2}$ and the aperiodic cross-correlation function of $\mathbf{c}_{l}\left(k_{1}\right)$ and $\mathbf{c}_{l}\left(k_{2}\right)$ if $k_{1} \neq k_{2}$. Ideal complementary codes provide

$$
\Theta\left[\mathbf{C}\left(k_{1}\right), \mathbf{C}\left(k_{2}\right), \nu\right]=\left\{\begin{array}{cc}
L N, & k_{1}=k_{2}, \nu=0  \tag{7-46}\\
0, & \text { otherwise }
\end{array}\right.
$$

which overcomes the limitations of the Welch bound on a set of conventional spreading sequences.

There are two different ways to transmit elementary codes via independent subchannels: time-division multiplexing and frequency-division multiplexing. For time-division multiplexing, the $L$ elementary sequences are serially transmitted in different time slots, and guard intervals prevent the overlap of adjacent sequences because of multipath propagation, propagation delay, or timing inaccuracies. In a direct-sequence system, the time-division multiplexing of complementary codes causes a reduction of the spreading factor and thus a reduction of the protection against narrowband interference.

For frequency-division multiplexing, the $L$ elementary sequences are transmitted simultaneously by different carrier frequencies in nonoverlapping spectral regions. Both time-division and frequency-division multiplexing lower the spreading factor of a direct-sequence system because of the guard intervals and the carrier separations, respectively.

Although the complementary codes are highly desirable in theory, there are practical and implementation obstacles to their use. A primary limitation is the small number of users that can be supported because of the relatively small number of complementary codes for a specified flock size. Time-selective or frequency-selective fading is likely to undermine the accurate calculation of the complementary aperiodic correlation function. Timing synchronization among the subchannel outputs is a significant problem, and there are other practical issues [94]. Sets of eight and four complementary codes are used in the IEEE 802.11 b standards for point-to-multipoint communications.

### 7.3 Direct-Sequence Systems with Short Spreading Sequences

## DS-BPSK Systems with Conventional Receivers

Consider a network with DS-BPSK systems and $K$ users, each of which uses a distinct spreading sequence that causes CDMA interference in the receiver of each user. The BPSK is coherently detected, short spreading sequences with spreading factor $G$ are used, and every receiver has the form of Figure 2.14. The spreading waveform is

$$
\begin{equation*}
p_{k}(t)=\sum_{n=-\infty}^{\infty} p_{k, n} \psi\left(t-n T_{c}\right), 0 \leq k \leq K-1 \tag{7-47}
\end{equation*}
$$

where $p_{k, n} \in\{-1,+1\}$, the $\left\{p_{k, n}\right\}$ are the spreading sequences, and $\psi(t)$ is the chip waveform. The chip waveform is assumed to be largely confined to an interval of chip-duration $T_{c}$ and normalized so that

$$
\begin{equation*}
\int_{0}^{T_{c}} \psi^{2}(t) d t=\frac{1}{G} \tag{7-48}
\end{equation*}
$$

The $K$ spreading sequences in the network are often called signature sequences.
The multiple-access interference that enters a receiver synchronized to a desired signal 0 is

$$
\begin{equation*}
i(t)=\sum_{k=1}^{K-1} \sqrt{2 \mathcal{E}_{k}} d_{k}\left(t-\tau_{k}\right) p_{k}\left(t-\tau_{k}\right) \cos \left(2 \pi f_{c} t+\phi_{k}\right) \tag{7-49}
\end{equation*}
$$

where $K-1$ is the number of interfering direct-sequence signals, $\mathcal{E}_{k}$ is the received energy per symbol in interference signal $k, d_{k}(t)$ is its data modulation, $p_{k}(t)$ is its spreading waveform, $\tau_{k}$ is its relative delay, and $\phi_{k}$ is the relative phase shift of interference signal $k$. The duration of each data symbol is $T_{s}$.

Carrier removal is followed by chip-matched filtering. The desired symbol over $\left[0, T_{s}\right]$ is $d_{0}$. As shown in Section 2.4, the decision metric corresponding to $d_{0}$ is

$$
\begin{equation*}
V=d_{0} \sqrt{\mathcal{E}_{s}}+V_{1}+V_{2} \tag{7-50}
\end{equation*}
$$

where the component due to the multiple-access interference is

$$
\begin{equation*}
V_{1}=\sum_{i=0}^{G-1} p_{0, i} J_{i} \tag{7-51}
\end{equation*}
$$

the component due to the noise is

$$
\begin{equation*}
V_{2}=\sum_{i=0}^{G-1} p_{0, i} N_{s, i} \tag{7-52}
\end{equation*}
$$

and

$$
\begin{gather*}
J_{i}=\sum_{k=1}^{K-1} \sqrt{\mathcal{E}_{k}} d_{k} \cos \phi_{k} \int_{i T_{c}}^{(i+1) T_{c}} p_{k}\left(t-\tau_{k}\right) \psi\left(t-i T_{c}\right) d t  \tag{7-53}\\
N_{s, i}=\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} n(t) \psi\left(t-i T_{c}\right) \cos 2 \pi f_{c} t d t . \tag{7-54}
\end{gather*}
$$

## Synchronous CDMA

Synchronous communication signals have data symbols and spreading sequences with a fixed timing relationship. Synchronous signals are received when a base station transmits to multiple mobiles, as in the downlinks of cellular networks (Section 8.4). For synchronous CDMA and coherent demodulation, $\tau_{k}=\theta_{k}=$ $0,1 \leq k \leq K-1$. Thus, the substitution of (7-48), (7-47), and (7-53) into (7-51) yields

$$
\begin{equation*}
V_{1}=\sum_{k=1}^{K-1} \sqrt{\mathcal{E}_{k}} d_{k} \theta_{p_{0}, p_{k}}(0) \tag{7-55}
\end{equation*}
$$

where $\theta_{p_{0}, p_{k}}(l)$ is the periodic cross-correlation of the desired spreading sequence and interfering sequence $k$.

Consider hard-decision decoding of a single desired symbol. Let

$$
\begin{equation*}
\mathbf{d}=\left[d_{0} \ldots d_{K-1}\right]^{T} \tag{7-56}
\end{equation*}
$$

denote the $K \times 1$ vector of data symbols that are received during the symbol time interval. Let

$$
\mathbf{p}_{k}=\left[\begin{array}{lll}
p_{k, 0} & \cdots & p_{k, G-1} \tag{7-57}
\end{array}\right]^{T}, 0 \leq k \leq K-1
$$

denote the $G \times 1$ vector of the $k$ th spreading sequence. The vector of sampled chip-matched filter outputs may be represented as

$$
\begin{equation*}
\mathbf{y}=\mathbf{P A d}+\mathbf{n} \tag{7-58}
\end{equation*}
$$

where column $k$ of the $G \times K$ matrix $\mathbf{P}$ is the vector $\mathbf{p}_{k}$, and $\mathbf{A}$ is the diagonal matrix with $A_{k}=\sqrt{\mathcal{E}_{k}}, \quad 0 \leq k \leq K$ as its $k$ th diagonal element. Since the desired symbol is $d_{0}= \pm 1$, the decision for this symbol is

$$
\begin{equation*}
\widehat{d}_{0}=\operatorname{sgn}\left[\mathbf{p}_{0}^{T} \mathbf{y}\right] \tag{7-59}
\end{equation*}
$$

where the signum function is defined by (1-196).
Let $\mathbf{d}_{\text {int }}=\left[d_{1} \ldots d_{K-1}\right]^{T}$ denote the $(K-1) \times 1$ vector of interfering code symbols. Substituting ( $7-58$ ) into ( $7-59$ ), we obtain

$$
\begin{equation*}
\widehat{d}_{0}=\operatorname{sgn}\left[G A_{0} d_{0}+G A_{0} B\left(\mathbf{d}_{i n t}\right)+\mathbf{p}_{0}^{T} \mathbf{n}\right] \tag{7-60}
\end{equation*}
$$

where the noise term $\mathbf{p}_{0}^{T} \mathbf{n}$ is a zero-mean Gaussian random variable,

$$
\begin{equation*}
B\left(\mathbf{d}_{i n t}\right)=\sum_{i=1}^{K-1} d_{i} R_{0 i} \sqrt{\frac{\mathcal{E}_{i}}{\mathcal{E}_{0}}} \tag{7-61}
\end{equation*}
$$

and the correlation matrix for real-valued spreading sequences is defined as

$$
\begin{equation*}
\mathbf{R}=G^{-1} \mathbf{P}^{\mathbf{T}} \mathbf{P} \tag{7-62}
\end{equation*}
$$

The variance of the noise term is

$$
\begin{gather*}
\operatorname{var}\left[\mathbf{p}_{0}^{T} \mathbf{y}\right]=E\left[\mathbf{p}_{0}^{T} \mathbf{n n}^{T} \mathbf{p}_{0}\right] \\
=\frac{N_{0}}{2} \tag{7-63}
\end{gather*}
$$

Assuming equally likely code symbols, we derive the symbol error probability for user 0 as a function of the correlation matrix. Let $S_{0}$ denote the set of the $2^{K-1}$ distinct vectors that $\mathbf{d}_{i n t}$ can equal. Let $\mathbf{d}_{n} \in S_{0}$ denote the $n$th one of those distinct vectors. By symmetry, we can assume that $d_{0}=1$ in the evaluation of the symbol error probability. Conditioning on $\mathbf{d}_{\text {int }}=\mathbf{d}_{n}$, $1 \leq n \leq 2^{K-1}$, we find that a symbol error occurs if the sum of the three terms in (7-60) is negative. Therefore, the conditional symbol error probability for user $k$ is

$$
\begin{equation*}
P_{s}\left(\mathbf{d}_{n}\right)=Q\left(\sqrt{\frac{2 \mathcal{E}_{0}}{N_{0}}}\left[1+B\left(\mathbf{d}_{n}\right)\right]\right) \tag{7-64}
\end{equation*}
$$

If all $\mathbf{d}_{n} \in \mathrm{~S}_{0}$ are equally likely, then the symbol error probability for user $k$ is

$$
\begin{equation*}
P_{s}=2^{-(K-1)} \sum_{n=1}^{2^{K-1}} P_{s}\left(\mathbf{d}_{n}\right) \tag{7-65}
\end{equation*}
$$

If $K=2$ and $\rho=R_{01},(7-64)$ and (7-65) yield the symbol error probability for symbol 0 and the conventional receiver:

$$
\begin{align*}
P_{s}(0) & =\frac{1}{2} Q\left(\sqrt{\frac{2 \mathcal{E}_{0}}{N_{0}}}\left(1-|\rho| \sqrt{\frac{\mathcal{E}_{1}}{\mathcal{E}_{0}}}\right)\right)+\frac{1}{2} Q\left(\sqrt{\frac{2 \mathcal{E}_{k}}{N_{0}}}\left(1+|\rho| \sqrt{\frac{\mathcal{E}_{1}}{\mathcal{E}_{0}}}\right)\right) \\
& \leq Q\left(\sqrt{\frac{2 \mathcal{E}_{0}}{N_{0}}}\left(1-|\rho| \sqrt{\frac{\mathcal{E}_{1}}{\mathcal{E}_{0}}}\right)\right) \tag{7-66}
\end{align*}
$$

For DS-QPSK, the receiver processing is the same except that the inphase and quadrature components of the received signal are processed separately. Two streams of symbol metrics are produced and recombined into a single stream of symbol metrics.

## Asynchronous CDMA

Consider the previously described DS-CDMA network with $K$ asynchronous users in which BPSK is coherently detected and every receiver has the form of Figure 2.14. Let $\mathbf{d}_{k}=\left(d_{-1}^{(k)}, d_{0}^{(k)}\right)$ denote the vector of the two consecutive binary code symbols of asynchronous multiple-access interference signal $k$ that are received during the detection of a symbol of the desired signal in the time
interval $\left[0, T_{s}\right)$. If the transition between the two code symbols occurs at time $\tau_{k}$, then the first symbol began $T_{s}-\tau_{k}$ seconds earlier. Therefore, (7-51) implies that

$$
\begin{equation*}
V_{1}=\sum_{k=1}^{K-1} \sqrt{\mathcal{E}_{k}} \cos \phi_{k}\left[d_{1}^{(k)} R_{0 k}\left(\tau_{k}\right)+d_{0}^{(k)} \bar{R}_{0 k}\left(\tau_{k}\right)\right], 0 \leq \tau_{k} \leq T_{s} \tag{7-67}
\end{equation*}
$$

where the continuous-time partial cross-correlation functions are

$$
\begin{gather*}
R_{0 k}\left(\tau_{k}\right)=\int_{0}^{\tau_{k}} p_{0}(t) p_{k}\left(t+T_{s}-\tau_{k}\right) d t  \tag{7-68}\\
\bar{R}_{0 k}\left(\tau_{k}\right)=\int_{\tau_{k}}^{T_{s}} p_{0}(t) p_{k}\left(t-\tau_{k}\right) d t . \tag{7-69}
\end{gather*}
$$

Let $\tau_{k}=\nu_{k} T_{c}+\epsilon_{k}$, where $\nu_{k}$ is an integer such that $0 \leq \nu_{k} \leq G-2$, and $0 \leq \epsilon_{k}<T_{c}$. Substitution of (7-47) into (7-68) yields

$$
\begin{equation*}
R_{0 k}\left(\tau_{k}\right)=\sum_{n=-\infty}^{\infty} p_{k, n} \sum_{i=0}^{G-1} p_{0, i} \int_{0}^{\nu_{k} T_{c}+\epsilon_{k}} \psi\left[t-(n+\nu-G) T_{c}-\epsilon\right] \psi\left(t-i T_{c}\right) d t . \tag{7-70}
\end{equation*}
$$

A normalized rectangular chip waveform has

$$
\psi(t)=\left\{\begin{array}{cc}
\frac{1}{\sqrt{T_{s}}}, & 0 \leq t<T_{c}  \tag{7-71}\\
0, & \text { otherwise }
\end{array}\right.
$$

Since the integrand vanishes unless $n=i+G-\nu_{k}$ or $n=i+G-\nu_{k}-1$, the rectangular chip waveform and (7-43) imply that

$$
\begin{align*}
R_{0 k}\left(\tau_{k}\right)= & \sum_{i=0}^{\nu_{k}-1} p_{0, i} p_{k, i+G-\nu_{k}} \int_{0}^{\nu_{k} T_{c}+\epsilon_{k}} \psi\left(t-i T_{c}-\epsilon_{k}\right) \psi\left(t-i T_{c}\right) d t \\
& +\sum_{i=0}^{\nu_{k}} p_{0, i} p_{k, i+G-\nu_{k}-1} \int_{0}^{\nu_{k} T_{c}+\epsilon_{k}} \psi\left(t-i T_{c}+T_{c}-\epsilon_{k}\right) \psi\left(t-i T_{c}\right) d t \\
= & \sum_{i=0}^{\nu_{k}-1} p_{0, i} p_{k, i+G-\nu_{k}} \frac{T_{c}-\epsilon_{k}}{T_{s}}+\sum_{i=0}^{\nu_{k}} p_{0, i} p_{k, i+G-\nu_{k}-1} \frac{\epsilon_{k}}{T_{s}} . \\
= & A\left(p_{0}, p_{k}, \nu_{k}-G\right) \frac{T_{c}-\epsilon_{k}}{T_{s}}+A\left(p_{0}, p_{k}, \nu_{k}-G+1\right) \frac{\epsilon_{k}}{T_{s}} . \tag{7-72}
\end{align*}
$$

Similarly, we obtain

$$
\begin{equation*}
\bar{R}_{0 k}\left(\tau_{k}\right)=A\left(p_{0}, p_{k}, \nu_{k}\right) \frac{T_{c}-\epsilon_{k}}{T_{s}}+A\left(p_{0}, p_{k}, \nu_{k}+1\right) \frac{\epsilon_{k}}{T_{s}} . \tag{7-73}
\end{equation*}
$$

If $d_{-1}^{(k)}=d_{0}^{(k)}$ and $\nu_{k}=\epsilon_{k}=0$, then (7-67) reduces to (7-55).
For most sets of short spreading sequences, the aperiodic cross-correlations are larger than the periodic cross-correlations and hence degrade system performance more. In addition, timing synchronization is impaired by the aperiodic cross-correlations and autocorrelations.

### 7.4 Alternative Spreading Systems

## Chaotic Spread-Spectrum Systems

Chaotic signals are deterministic wideband signals that resemble noise waveforms and are derived from nonlinear dynamic systems. Chaotic sequences are generated by a discrete-time sampling and nonlinear mapping of chaotic signals. These aperiodic sequences are desirable as spreading sequences in chaotic spread-spectrum systems because they comprise an almost unlimited number of sequences with very low cross correlations. They potentially outperform Gold, Kasami, and other sequences in multiuser communication systems [28, 42, 96].

The main problem impeding the practical implementation of chaotic coherent spread-spectrum systems is the development of the receiver synchronization system. Despite their deterministic origin, chaotic sequences are hypersensitive to the initial conditions of their generating devices. If two identical but distinct chaotic systems begin with the same initial conditions, their generated chaotic sequences quickly diverge. Since chaotic sequences cannot be easily repeated, chaotic systems require modified modulations.

A practical modulation is noncoherent differential chaos-shift keying (DCSK), which sacrifices 6 dB in performance over the AWGN channel relative to DPSK but eliminates the need for synchronization with a chaotic sequence. As illustrated in Figure 7.5a, each bit is split into two successive slots of equal duration. The first slot is allocated to the reference chaotic sequence, and the second slot is allocated to the data chaotic sequence. Depending on the bit value, the data sequence is either the same as the reference sequence or an inverted version of it. Let $G$ denote the spreading factor, which is the ratio of the bit duration to the chip duration. The reference sequence for bit $i$ is the spreading sequence $p_{1 i}, \ldots, p_{b i}$, where $b=G / 2$. The data sequence is $d_{i} p_{1 i}, \ldots, d_{i} p_{b i}$, where $d_{i}= \pm 1$ determines the bit value. The switch alternately selects one of these sequences, and the transmitted sequence for bit $i$ is

$$
\begin{equation*}
\mathbf{r}_{i}=\left[p_{1 i}, \ldots, p_{b i}, d_{i} p_{1 i}, \ldots, d_{i} p_{b i}\right] \tag{7-74}
\end{equation*}
$$

The transmission of the reference sequence removes the need for the demodulator to generate a synchronized reference chaotic sequence.

The noncoherent demodulator is shown in Figure 7.5b. In the absence of noise, the ADC output sequence for bit $i$ is proportional to $(\cos \phi) \mathbf{r}_{i}$ in the upper branch and $(\sin \phi) \mathbf{r}_{i}$ in the lower branch, where $\phi$ is the carrier phase. The upper and lower mixers perform correlations with half-bit delayed sequences. Their outputs for bit $i$ are $\left(\cos ^{2} \phi\right) \mathbf{s}_{i}$ and $\left(\sin ^{2} \phi\right) \mathbf{s} v_{i}$, respectively, where

$$
\begin{equation*}
\mathbf{s}_{i}=\left[q_{1 i}, \ldots, q_{b i}, d_{i} \ldots, d_{i}\right], q_{k i}=d_{i-1} p_{k, i-1} p_{k, i}, 1 \leq k \leq b \tag{7-75}
\end{equation*}
$$

The switches pass only the second half of their input sequences. Therefore, the summer output is $b d_{i}=G d_{i} / 2$. This output can be used to make a hard decision or as a symbol metric.

Relative to DPSK, DCSK loses 3 dB because of its orthogonal signaling and another 3 dB because each data bit uses only one-half of the received energy


Figure 7.5: Chaotic direct-sequence system with DCSK modulation: (a) transmitter and (b) receiver
during detection. Since the spreading factor is reduced by a factor of two, the amount of interference that can be suppressed is reduced accordingly. A practical limitation of DCSK is the requirement of a radio-frequency delay line. Although these limitations can be somewhat mitigated by more elaborate variants of DCSK, the complexity and the substantial performance loss remain as significant disadvantages.

## Ultra-Wideband Systems

An ultra-wideband (UWB) system is one with a $10-\mathrm{dB}$ bandwidth exceeding 500 MHz or a fractional bandwidth, which is the ratio of the $10-\mathrm{dB}$ bandwidth to the center frequency, exceeding 0.2. Direct-sequence systems are not practical at such bandwidths because of the hardware requirements associated with the carrier-frequency modulation. UWB communication systems share some features of spread-spectrum systems but differ in their applications. Primarily because of emission-level constraints imposed by regulatory agencies, UWB systems are relegated to short-range communications, but the information rate is very high. In contrast, spread-spectrum systems are not intended for highthroughput communications. The UWB systems achieve their wide bandwidths by transmitting short pulses that directly generate a wide-bandwidth signal [24, 25]. Consequently, UWB systems do not need the mixers and oscillators required for upconversion and downconversion in direct-sequence systems. However, although operating at low energy levels, UWB systems are far more
expensive and difficult to design than spread-spectrum systems.
Features shared with spread-spectrum systems that are even stronger in UWB systems include a low detectability, a high level of security, and the capability to accommodate multiple-access communications. UWB systems accomplish the latter with orthogonal pulses. In common with direct-sequence systems, UWB systems are susceptible to a performance loss due to the presence of narrowband interference. Although the interference occupies a spectral band much smaller than that occupied by the UWB signal, the power of the narrowband signal in that small band can degrade the UWB system.

There are two major classes of UWB communication systems: impulse-radio and multiband-OFDM. The impulse-radio UWB systems have some similarities with conventional wireless direct-sequence systems. They use signature sequences either to specify pulse positions, which is called pulse-position modulation (PPM), or to specify pulse polarities, which is called bi-phase modulation (BPM).

In PPM-UWB systems, a symbol interval is partitioned into $M$ subintervals of width $T_{s} / M$, and a pulse is transmitted in a single subinterval to convey $\log _{2} M$ bits of information. A transmitted pulse, which can have a variety of different shapes of short duration, is denoted by $\psi(t)$. The $i$ th transmitted symbol has the form

$$
\begin{equation*}
s(t)=A \sum_{k=0}^{G-1} \psi\left(t-i T_{s}-p_{k} T_{c}-\tau d_{i}\right), \quad i T_{s} \leq t \leq(i+1) T_{s} \tag{7-76}
\end{equation*}
$$

where $p_{k}$ is the $k$ th chip of the signature sequence, $A$ and $\tau$ are constants, and $d_{i}= \pm 1$ is the $i$ th data symbol. The receiver performs two correlations with the signals

$$
\begin{align*}
& s_{0}(t)=\sum_{k=0}^{G-1} \psi\left(t-i T_{s}-p_{k} T_{c}+\tau\right) \\
& s_{1}(t)=\sum_{k=0}^{G-1} \psi\left(t-i T_{s}-p_{k} T_{c}-\tau\right) \tag{7-77}
\end{align*}
$$

before deciding whether $d_{i}=+1$ or -1 . Coherent demodulation based on arrival-time estimation is difficult. PPM can be demodulated noncoherently by implementing differential pulse-position modulation, which entails encoding each pulse position relative to the previous one. The receiver measures the difference in the arrival times of successive pulses.

In BPM-UWB systems, a transmitted symbol has the same form as the conventional DS-BPSK system except that the pulses are much narrower than chip waveforms. In these systems, a spreading sequence combined with a data symbol controls the polarities of a series of pulses that represent a data symbol. The $i$ th transmitted symbol has the form

$$
\begin{equation*}
s(t)=A \sum_{k=0}^{G-1} d_{i} p_{k} \psi\left(t-k T_{s}\right), \quad i T_{s} \leq t \leq(i+1) T_{s} \tag{7-78}
\end{equation*}
$$

The receiver has the same form as the receiver of a conventional DS-BPSK system.

In multiband-OFDM, symbols have the form

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{\sum_{n=0}^{N-1} s_{n, i}\left(t-i T_{0}\right) \exp \left[j 2 \pi f_{n} t\right]\right\}, i T_{0} \leq t \leq(i+1) T_{0} \tag{7-79}
\end{equation*}
$$

where $s_{n, i}(t)$ is the $n$th OFDM subsymbol of duration $T_{0}$ transmitted over carrier frequency $f_{n}$. Both the transmitter and receiver configurations are very similar to those of OFDM systems.

Because of the brevity of the transmitted pulses, reflected multipath pulses do not arrive soon enough to cause fading. However, they can still cause interpulse interference if the pulses are generated at a sufficiently high rate. Since the large bandwidth of UWB signals means that a large number of distinct multipath components arrive at the receiver, UWB systems could potentially benefit from a high diversity order. However, the realization of the diversity benefit is impeded by two major factors. First, the power in each transmitted pulse is severely constrained to prevent the disruption of other communication systems. Each multipath component arriving at the receiver usually has a small fraction of the energy in the transmitted pulse. Second, a rake receiver requires a large number of fingers and is difficult to implement because of the synchronization requirements.

### 7.5 Systems with Long Spreading Sequences

Long spreading sequences that extend over all code symbols provide an arbitrary number of sequences and more system security than short periodic sequences. Furthermore, long sequences ensure that successive code symbols are covered by different sequences, thereby limiting the time duration of an unfavorable crosscorrelation due to multiple-access interference. Modeling long sequences as random spreading sequences is clearly desirable, but even if short sequences are used, the random-sequence model gives fairly accurate performance predictions.

The analysis and comparisons of CDMA systems are greatly facilitated by applying Jensen's inequality.

A function $g(\cdot)$ defined on an open interval $I$ is convex if

$$
\begin{equation*}
g(p x+(1-p) y) \leq p g(x)+(1-p) g(y) \tag{7-80}
\end{equation*}
$$

for $x, y \in I$ and $0 \leq p \leq 1$. Suppose that $g(x)$ has a continuous, nondecreasing derivative $g^{\prime}(x)$ on $I$. The inequality is valid if $p=0$ or 1 . If $x \geq y$ and
$0<p<1$,

$$
\begin{align*}
g(p x+(1-p) y)-g(y) & =\int_{y}^{p x+(1-p) y} g^{\prime}(z) d z \\
& \leq p(x-y) g^{\prime}(p x+(1-p) y) \\
& \leq \frac{p}{1-p} \int_{p x+(1-p) y}^{x} g^{\prime}(z) d z \\
& =\frac{p}{1-p}[g(x)-g(p x+(1-p) y)] \tag{7-81}
\end{align*}
$$

Simplifying this result, we obtain (7-80). If $y \geq x$, a similar analysis again yields (7-80). Thus, if $g(x)$ has a continuous, nondecreasing derivative on $I$, it is convex. If $g(x)$ has a nonnegative second derivative on $I$, it is convex. If $g(x)$ has a continuous, increasing derivative or a positive second derivative on $I$, it is said to be strictly convex.

Lemma 1. If $g(x)$ is a convex function on the open interval $I$, then the left derivative $g^{-}(x)$ and the right derivative $g^{+}(x)$ exist, and

$$
\begin{equation*}
g(y) \geq g(x)+g^{+}(x)(y-x) \tag{7-82}
\end{equation*}
$$

for all $y, x$ in $I$.
Proof. If $y-x \geq z>0$, then substituting $p=1-z /(y-x)$ into (7-80) gives

$$
g(x+z) \leq\left(1-\frac{z}{y-x}\right) g(x)+\frac{z}{y-x} g(y)
$$

which yields

$$
\begin{equation*}
\frac{g(x+z)-g(x)}{z} \leq \frac{g(y)-g(x)}{y-x}, \quad y-x \geq z>0 \tag{7-83}
\end{equation*}
$$

If $v>0$ and $z>0$, then (7-80) with $p=z / v+z$ implies that

$$
g(x) \leq \frac{z}{v+z} g(x-v)+\frac{v}{v+z} g(x+z)
$$

and hence

$$
\begin{equation*}
\frac{g(x)-g(x-v)}{v} \leq \frac{g(x+z)-g(x)}{z}, \quad v, z>0 \tag{7-84}
\end{equation*}
$$

Inequality (7-83) indicates that the ratio $[g(y)-g(x)] /(y-x)$ decreases monotonically as $y \rightarrow x$ from above, and (7-84) implies that this ratio has a lower bound. Therefore, the right derivative $g^{+}(x)$ exists on $I$.

If $x-y \geq v>0$, then (7-80) with $p=1-v /(x-y)$ implies that

$$
g(x-v) \leq\left(1-\frac{v}{x-y}\right) g(x)+\frac{v}{x-y} g(y)
$$

which yields

$$
\begin{equation*}
\frac{g(x)-g(y)}{x-y} \leq \frac{g(x)-g(x-v)}{v}, \quad x-y \geq v>0 \tag{7-85}
\end{equation*}
$$

This inequality indicates that the ratio $[g(x)-g(y)] /(x-y)$ increases monotonically as $y \rightarrow x$ from below, and (7-84) implies that this ratio has an upper bound. Therefore, the left derivative $g^{-}(x)$ exists on $I$. Taking the limits as $z \rightarrow 0$ and $v \rightarrow 0$ in (7-84) yields

$$
\begin{equation*}
g^{-}(x) \leq g^{+}(x) \tag{7-86}
\end{equation*}
$$

Taking the limit as $z \rightarrow 0$ in (7-83), we find that (7-82) is valid for all $y, x \in I$.
Jensen's Inequality If $X$ is a random variable with a finite expected value $E[X]$, and $g(\cdot)$ is a convex function on an open interval containing the range of $X$, then

$$
\begin{equation*}
E[g(X)] \geq g(E[X]) \tag{7-87}
\end{equation*}
$$

Proof. Set $y=X$ and $x=E[X]$ in (7-82), which gives $g(X) \geq g(E[X])+$ $g^{+}(E[X])(X-E[X])$. Taking the expected values of the random variables on both sides of this inequality gives Jensen's inequality.

In the subsequent applications, we have

$$
\begin{equation*}
g(X)=Q\left(X^{-1 / 2}\right), \quad X>0 \tag{7-88}
\end{equation*}
$$

Since the second derivative of $g(x)$ is nonnegative over the interval such that $0<x \leq 1 / 3, g(x)$ is a convex function over that interval. Therefore,

$$
\begin{equation*}
E[g(X)] \geq Q\left\{(E[X])^{-1 / 2}\right\}, \quad 0<X \leq \frac{1}{3} \tag{7-89}
\end{equation*}
$$

## DS-BPSK Systems

Consider a network of DS-BPSK systems with spreading sequences that are modeled as independent random binary sequences with chip duration $T_{c}$. The data sequences of the interference signals are modeled as independent random binary sequences with data-symbol duration $T_{s}=G T_{c}$. Therefore, these sequences can be subsumed into the random binary spreading sequences with no loss of generality. Since $p_{k}(t)$ is determined by an independent, random spreading sequence, only time delays modulo- $T_{c}$ are significant, and thus we can assume that $0 \leq \tau_{k}<T_{c}$ in (7-53) without loss of generality. Therefore, the substitution of (7-47) into ( $7-53$ ) yields

$$
J_{i}=\sum_{k=1}^{K-1} \sqrt{\mathcal{E}_{k}} \cos \phi_{k}\left[\begin{array}{c}
p_{k, i-1} \int_{i T_{c}}^{i T_{c}+\tau_{i}} \psi\left(t-i T_{c}\right) \psi\left[t-(i-1) T_{c}-\tau_{k}\right] d t  \tag{7-90}\\
+p_{k, i} \int_{i T_{c}+\tau_{i}}^{(i+1) T_{c}} \psi\left(t-i T_{c}\right) \psi\left(t-i T_{c}-\tau_{k}\right) d t
\end{array}\right]
$$

The partial autocorrelation for the normalized chip waveform is defined as

$$
\begin{equation*}
R_{\psi}(s)=T_{s} \int_{0}^{s} \psi(t) \psi\left(t+T_{c}-s\right) d t, \quad 0 \leq s<T_{c} \tag{7-91}
\end{equation*}
$$

For rectangular chips in the spreading waveform, the substitution of (7-71) into (7-91) gives

$$
\begin{equation*}
R_{\psi}(s)=s \quad \text { (rectangular) } \tag{7-92}
\end{equation*}
$$

A normalized sinusoidal chip waveform has

$$
\psi(t)=\left\{\begin{array}{cl}
\sqrt{\frac{2}{T_{s}}} \sin \left(\frac{\pi}{T_{c}} t\right), & 0 \leq t \leq T_{c}  \tag{7-93}\\
0, & \text { otherwise }
\end{array}\right.
$$

For sinusoidal chips in the spreading waveform, the substitution of (7-93) into (7-91), use of a trigonometric identity, and evaluation of integrals yield

$$
\begin{equation*}
R_{\psi}(s)=\frac{T_{c}}{\pi} \sin \left(\frac{\pi}{T_{c}} s\right)-s \cos \left(\frac{\pi}{T_{c}} s\right) \quad \text { (sinusoidal) } \tag{7-94}
\end{equation*}
$$

Substitution of (7-91) into (7-90) and appropriate changes of variables in the integrals yield

$$
\begin{equation*}
J_{i}=\sum_{k=1}^{K-1} \frac{\sqrt{\mathcal{E}_{i}}}{T_{s}} \cos \phi_{k}\left[p_{k, i-1} R_{\psi}\left(\tau_{k}\right)+p_{k, i} R_{\psi}\left(T_{c}-\tau_{k}\right) p\right] \tag{7-95}
\end{equation*}
$$

When

$$
\begin{equation*}
\boldsymbol{\phi}=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{K-1}\right), \boldsymbol{\tau}=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{K-1}\right) \tag{7-96}
\end{equation*}
$$

are given, (7-95) indicates that $J_{i}$ and $J_{i+l},|l|>1$, are statistically independent. However, since adjacent terms $J_{i}$ and $J_{i+1}$ contain the same random variable $q_{k, i}$, it does not appear at first that adjacent terms in (7-51) are statistically independent even when $\boldsymbol{\phi}$ and $\boldsymbol{\tau}$ are given. The following lemma [103] resolves this issue.

Lemma 2. Suppose that $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{i}\right\}$ are statistically independent, random binary sequences. Let $x$ and $y$ denote arbitrary constants. Then $\alpha_{i} \beta_{j} x$ and $\alpha_{i} \beta_{k} y$ are statistically independent random variables when $j \neq k$.

Proof. Let $P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b\right)$ denote the joint probability that $\alpha_{i} \beta_{j} x=a$ and $\alpha_{i} \beta_{k} y=b$. From the theorem of total probability, it follows that

$$
\begin{aligned}
& P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b\right)=\left\{\begin{array}{c}
P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b, \alpha_{i}=1\right. \\
+P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b, \alpha_{i}=-1\right)
\end{array}\right\} \\
& \quad=P\left(\beta_{j} x=a, \beta_{k} y=b, \alpha_{i}=1\right)+P\left(\beta_{j} x=-a, \beta_{k} y=-b, \alpha_{i}=-1\right)
\end{aligned}
$$

From the independence of $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{j}\right\}$ and the fact that they are random binary sequences, we obtain a simplification for $j \neq k, x \neq 0$, and $y \neq 0$ :

$$
\begin{aligned}
P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b\right) & =P\left(\beta_{j} x=a\right) P\left(\beta_{k} y=b\right) P\left(\alpha_{i}=1\right) \\
& +P\left(\beta_{j} x=-a\right) P\left(\beta_{k} y=-b\right) P\left(\alpha_{i}=-1\right) \\
& =\frac{1}{2} P\left(\beta_{j}=\frac{a}{x}\right) P\left(\beta_{k}=\frac{b}{y}\right)+\frac{1}{2} P\left(\beta_{j}=-\frac{a}{x}\right) P\left(\beta_{k}=-\frac{b}{y}\right) .
\end{aligned}
$$

Since $\beta_{j}$ equals +1 or -1 with equal probability, $P\left(\beta_{j}=a / x\right)=P\left(\beta_{j}=-a / x\right)$ and thus

$$
\begin{aligned}
P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b\right) & =P\left(\beta_{j}=\frac{a}{x}\right) P\left(\beta_{k}=\frac{b}{y}\right) \\
& =P\left(\beta_{j} x=a\right) P\left(\beta_{k} y=b\right)
\end{aligned}
$$

A similar calculation gives

$$
P\left(\alpha_{i} \beta_{j} x=a\right) P\left(\alpha_{i} \beta_{k} y=b\right)=P\left(\beta_{j} x=a\right) P\left(\beta_{k} y=b\right)
$$

Therefore,

$$
P\left(\alpha_{i} \beta_{j} x=a, \alpha_{i} \beta_{k} y=b\right)=P\left(\alpha_{i} \beta_{j} x=a\right) P\left(\alpha_{i} \beta_{k} y=b\right)
$$

which satisfies the definition of statistical independence of $\alpha_{i} \beta_{j} x$ and $\alpha_{i} \beta_{k} y$. The same relation is trivial to establish for $x=0$ or $y=0$.

The lemma indicates that when $\phi$ and $\boldsymbol{\tau}$ are given, the terms in (7-51) are statistically independent. Since the $\left\{p_{k, i}\right\}$ are identically distributed, the $\{J i\}$ are identically distributed, and each term of $V$ is identically distributed. Equations (7-51) and (7-90) imply that the conditional variance of $V_{1}$ is

$$
\begin{equation*}
\operatorname{var}\left(V_{1}\right)=\sum_{i=0}^{G-1} \operatorname{var}\left(J_{i}\right)=\sum_{k=1}^{K-1} \frac{\mathcal{E}_{k}}{G} h\left(\tau_{k}\right) \cos ^{2} \phi_{k} \tag{7-97}
\end{equation*}
$$

where

$$
\begin{equation*}
h\left(\tau_{k}\right)=\frac{1}{T_{c}^{2}}\left[R_{\psi}^{2}\left(\tau_{k}\right)+R_{\psi}^{2}\left(T_{c}-\tau_{k}\right)\right] \tag{7-98}
\end{equation*}
$$

is the chip function. Using (7-92) and (7-94), we find that for rectangular chip waveforms,

$$
\begin{equation*}
h\left(\tau_{k}\right)=\frac{2 \tau_{k}^{2}-2 \tau_{k} T_{c}+T_{c}^{2}}{T_{c}^{2}} \tag{7-99}
\end{equation*}
$$

and for sinusoidal chip waveforms,

$$
\begin{equation*}
h\left(\tau_{k}\right)=\frac{2}{\pi^{2}} \sin ^{2}\left(\pi \frac{\tau_{k}}{T_{c}}\right)+\left(2 \frac{\tau_{k}^{2}}{T_{c}^{2}}-2 \frac{\tau_{k}}{T_{c}}+1\right) \cos ^{2}\left(\pi \frac{\tau_{k}}{T_{c}}\right)+\frac{1}{\pi} \sin \left(2 \pi \frac{\tau_{k}}{T_{c}}\right) \tag{7-100}
\end{equation*}
$$

The chip factor is the average value of the chip function. If each $\tau_{k}$ is uniformly distributed over $\left[0, T_{c}\right]$, the chip factor is

$$
\begin{equation*}
h=E\left[h\left(\tau_{k}\right)\right]=\frac{1}{T_{c}} \int_{0}^{T_{c}} h\left(\tau_{k}\right) d \tau_{k} \tag{7-101}
\end{equation*}
$$

Integrations using (7-99) and (7-100) give

$$
h=\left\{\begin{array}{cc}
\frac{2}{3}, & \text { rectangular }  \tag{7-102}\\
\frac{1}{3}+\frac{3}{2 \pi^{2}}, & \text { sinusoidal }
\end{array}\right.
$$

Since the terms of $V_{1}$ in (7-51) are independent, identically distributed, zeromean random variables given $\phi$ and $\tau$, the central limit theorem (corollary 1, Appendix A.2) implies that $V_{1}$ converges in distribution as $G \rightarrow \infty$ to a Gaussian random variable. Since the noise component has a Gaussian distribution and is independent of $V_{1}, V$ has an approximate Gaussian distribution with

$$
\begin{equation*}
E[V]=d_{0} \sqrt{\mathcal{E}_{s}}, \quad \operatorname{var}(V)=\frac{N_{0}}{2}+\operatorname{var}\left(V_{1}\right) \tag{7-103}
\end{equation*}
$$

We derive the symbol error probability for a system in which hard decisions are made on successive symbol metrics to produce a symbol sequence that is applied to a hard-decision decoder. The Gaussian distribution of the symbol metric $V$ implies that the conditional symbol error probability given $\boldsymbol{\phi}$ and $\boldsymbol{\tau}$ is

$$
\begin{equation*}
P_{s}(\boldsymbol{\phi}, \boldsymbol{\tau})=Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}(\boldsymbol{\phi}, \boldsymbol{\tau})}}\right] \tag{7-104}
\end{equation*}
$$

where $Q(x)$ is defined by (1-43), and the equivalent noise $P S D$ is defined as

$$
\begin{equation*}
N_{0 e}(\phi, \boldsymbol{\tau})=N_{0}+\frac{2}{G} \sum_{k=1}^{K-1} \mathcal{E}_{k} h\left(\tau_{k}\right) \cos ^{2} \phi_{k} \tag{7-105}
\end{equation*}
$$

## Asynchronous Received Signals

When asynchronous signals are received, we assume that the time delays are independent and uniformly distributed over $\left[0, T_{c}\right)$ and that the phase angles are uniformly distributed over $[0,2 \pi)$. Therefore, the symbol error probability for symbol 0 is

$$
\begin{equation*}
P_{s}(0)=\left(\frac{2}{\pi T_{c}}\right)^{K-1} \int_{0}^{\pi / 2} \cdots \int_{0}^{\pi / 2} \int_{0}^{T_{c}} \cdots \int_{0}^{T_{c}} P_{s}(\boldsymbol{\phi}, \boldsymbol{\tau}) d \boldsymbol{\phi} d \boldsymbol{\tau} \tag{7-106}
\end{equation*}
$$

where the fact that $\cos ^{2} \phi_{k}$ takes all its possible values over $[0, \pi / 2)$ has been used to shorten the integration intervals. The conditional symbol error probability given $\boldsymbol{\phi}$ is defined as

$$
\begin{equation*}
P_{s}(\phi)=\left(\frac{1}{T_{c}}\right)^{K-1} \int_{0}^{T_{c}} \cdots \int_{0}^{T_{c}} P_{s}(\phi, \boldsymbol{\tau}) d \boldsymbol{\tau} \tag{7-107}
\end{equation*}
$$

A closed-form approximation to $P_{s}(\phi)$ greatly simplifies the computation of $P_{s}$, which reduces to

$$
\begin{equation*}
P_{s}(0)=\left(\frac{2}{\pi}\right)^{K-1} \int_{0}^{\pi / 2} \cdots \int_{0}^{\pi / 2} P_{s}(\phi) d \phi \tag{7-108}
\end{equation*}
$$

To approximate $P_{s}(\phi)$, we first obtain upper and lower bounds on it.
Using calculus for the rectangular chip waveform and a plot for the sinusoidal chip waveform, we find that

$$
\begin{equation*}
h\left(\tau_{k}\right) \leq 1,0 \leq \tau_{k} \leq T_{c} \tag{7-109}
\end{equation*}
$$

Using this upper bound successively in (7-105), (7-104), and (7-107), and performing the elementary integrations that result, we obtain

$$
\begin{equation*}
P_{s}(\phi) \leq Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 u}(\phi)}}\right] \tag{7-110}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0 u}(\phi)=N_{0}+\frac{2}{G} \sum_{k=1}^{K-1} \mathcal{E}_{k} \cos ^{2} \phi_{k} \tag{7-111}
\end{equation*}
$$

To obtain a lower bound on $P_{s}(\phi)$, we observe that (7-104) and (7-107) indicate that $P_{s}(\phi)$ can be expressed as

$$
\begin{equation*}
P_{s}(\phi)=E_{\boldsymbol{\tau}}\left[Q\left\{\frac{N_{0 e}(\boldsymbol{\phi}, \boldsymbol{\tau})}{2 \mathcal{E}_{s}}\right\}^{-1 / 2}\right] \tag{7-112}
\end{equation*}
$$

where the expectation is with respect to $\tau$, each component of which is uniformly distributed over $\left[0, T_{c}\right.$ ). Successive applications of (7-88) and (7-89) indicate that if

$$
\begin{equation*}
0<\frac{N_{0 e}(\boldsymbol{\phi}, \boldsymbol{\tau})}{2 \mathcal{E}_{s}} \leq \frac{1}{3} \tag{7-113}
\end{equation*}
$$

then

$$
\begin{equation*}
P_{s}(\phi) \geq Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 l}(\boldsymbol{\phi})}}\right] \tag{7-114}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0 l}(\phi)=N_{0}+\frac{2 h}{G} \sum_{k=1}^{K-1} \mathcal{E}_{k} \cos ^{2} \phi_{k} \tag{7-115}
\end{equation*}
$$

Relations (7-105), (7-109), and $\cos ^{2} \phi_{k} \leq 1$ indicate that (7-113) is satisfied for all $\boldsymbol{\tau}$ and $\phi$ if

$$
\begin{equation*}
\mathcal{E}_{s} \geq \frac{3}{2}\left(N_{0}+\frac{2 \mathcal{E}_{t}}{G}\right) \tag{7-116}
\end{equation*}
$$

where the total received interference energy per symbol is

$$
\begin{equation*}
\mathcal{E}_{t}=\sum_{k=1}^{K-1} \mathcal{E}_{k} \tag{7-117}
\end{equation*}
$$

If $N_{0}$ is negligible, then (7-115) and (7-111) give $N_{0 l} / N_{0 u}=h$. Thus, a good approximation is provided by

$$
\begin{equation*}
P_{s}(\phi) \approx Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 a}(\phi)}}\right] \tag{7-118}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0 a}(\phi)=N_{0}+\frac{2 \sqrt{h}}{G} \sum_{k=1}^{K-1} \mathcal{E}_{k} \cos ^{2} \phi_{k} \tag{7-119}
\end{equation*}
$$



Figure 7.6: Symbol error probability of DS-BPSK system in presence of single multiple-access interference signal and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$

If $N_{0}$ is negligible, then $N_{0 u} / N_{0 a}=N_{0 a} / N_{0 l}=1 / \sqrt{h}$. Therefore, in terms of the value of $\mathcal{E}_{s}$ needed to ensure a given $P_{s}(\phi)$, the error in using approximation $(7-118)$ instead of $(7-107)$ is bounded by $10 \log _{10}(1 / \sqrt{h})$ in decibels, which equals 0.88 dB for rectangular chip waveforms and 1.57 dB for sinusoidal chip waveforms.

Example 5. Suppose that rectangular chip waveforms with $h=2 / 3$ are used, $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$, and $K=2$. Figure 7.6 illustrates four different evaluations of $P_{s}(0)$ as a function of $G \mathcal{E}_{s} / \mathcal{E}_{1}$, the despread signal-to-interference ratio, which is the signal-to-interference ratio after taking into account the beneficial results from the despreading in the receiver. The accurate approximation is computed from $(7-104)$ and $(7-106)$, the upper bound from ( $7-110$ ) and (7-108), the lower bound from (7-114) and (7-108), and the simple approximation from (7-118) and (7-108). The figure shows that the accurate approximation moves from the lower bound toward the simple approximation as the symbol error probability decreases. For $P_{s}=10^{-5}$, the simple approximation is less than 0.3 dB in error relative to the accurate approximation.

Figure 7.7 compares the symbol error probabilities for $K=2$ to $K=4$, rectangular chip waveforms and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$. The simple approximation is used for $P_{s(0)}$, and the abscissa shows $G \mathcal{E}_{s} / \mathcal{E}_{1}$, where $\mathcal{E}_{1}$ is the symbol energy of each equal-power interfering signal. The figure shows that $P_{s}(0)$ increases with $K$, but the shift in $P_{s}$ is mitigated somewhat because the interference signals tend to partially cancel each other.


Figure 7.7: Symbol error probability of DS-BPSK system in presence of $K-1$ equal-power multiple-access interference signals and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$

The preceding bounding methods can be extended to the bounds on $P_{s}(\phi)$ by observing that $\cos ^{2} \phi_{k} \leq 1$ and $h \leq 1$ for the upper bound and interpreting successive integrals as successive expected values over the $\left\{\phi_{k}\right\}$, where each $\phi_{k}$ is uniformly distributed over $[0, \pi / 2)$. We obtain

$$
\begin{equation*}
Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+h \mathcal{E}_{t} / G}}\right) \leq P_{s}(0) \leq Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+2 \mathcal{E}_{t} / G}}\right] \tag{7-120}
\end{equation*}
$$

A simple approximation is provided by

$$
\begin{equation*}
P_{s}(0) \approx Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+\sqrt{2 h} \mathcal{E}_{t} / G}}\right) \tag{7-121}
\end{equation*}
$$

If $P_{s}(0)$ is specified, then the error in the required $G \mathcal{E}_{s} / \mathcal{E}_{t}$ caused by using (7-121) instead of (7-106) is bounded by $10 \log _{10} \sqrt{2 / h}$ in decibels. Thus, the error is bounded by 2.39 dB for rectangular chip waveforms and 3.08 dB for sinusoidal ones.

The lower bound in (7-120) gives the same result as that often called the standard Gaussian approximation, in which $V_{1}$ in $(7-51)$ is assumed to be approximately Gaussian, each $\phi_{k}$ in (7-95) is assumed to be uniformly distributed over $[0,2 \pi)$, and each $\tau_{k}$ is assumed to be uniformly distributed over $\left[0, T_{c}\right)$. This approximation gives an optimistic result for $P_{s}(0)$ that can be as much as 4.77 dB in error for rectangular chip waveforms according to (7-120). The


Figure 7.8: Symbol error probability of DS-BPSK system in presence of 3 equalpower multiple-access interference signals and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$
substantial improvement in accuracy provided by (7-118) or (7-104) is due to the application of the Gaussian approximation only after conditioning $V_{1}$ on given values of $\phi$ and $\boldsymbol{\tau}$. The accurate approximation given by (7-104) is a version of what is often called the improved Gaussian approximation.

Example 6. Figure 7.8 illustrates the symbol error probability for 3 interferers, each with equal received symbol energy, rectangular chip waveforms, and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$ as a function of $G \mathcal{E}_{s} / \mathcal{E}_{t}$. The graphs show the standard Gaussian approximation of (7-120), the simple approximation of (7-121), and the upper and lower bounds given by (7-110), (7-114), and (7-108). The large error in the standard Gaussian approximation is evident. The simple approximation is reasonably accurate if $10^{-6} \leq P_{s}(0) \leq 10^{-2}$.

## Synchronous Received Signals

For synchronous networks, (7-104) and (7-105) can be simplified because the $\left\{\tau_{k}\right\}$ are all zero. For either rectangular or sinusoidal chip waveforms, we obtain

$$
\begin{array}{r}
P_{s}(\phi)=Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}(\phi)}}\right] \\
N_{0 e}(\phi)=N_{0}+\frac{2}{G} \sum_{k=1}^{K-1} \mathcal{E}_{k} \cos ^{2} \phi_{k} \tag{7-123}
\end{array}
$$

Since $P_{s}(\phi)$ given by (7-122) equals the upper bound in (7-110), we observe that the symbol error probability for a synchronous network equals or exceeds the symbol error probability for a similar asynchronous network when random spreading sequences are used. This phenomenon is due to the increased bandwidth of a despread asynchronous interference signal relative to the desired signal, which allows increased filtering of the interference.

## DS-QPSK Systems

Consider a DS-CDMA network of systems that use dual QPSK and random spreading sequences. As described in Section 2.5, each direct-sequence signal is

$$
\begin{equation*}
s(t)=\sqrt{\mathcal{E}_{s}} d_{1}(t) p_{1}(t) \cos 2 \pi f_{c} t+\sqrt{\mathcal{E}_{s}} d_{2}(t) p_{2}(t) \sin 2 \pi f_{c} t \tag{7-124}
\end{equation*}
$$

where $\mathcal{E}_{s}$ is the received energy per binary channel-symbol component and per data bit. The multiple-access interference is

$$
\begin{equation*}
i(t)=\sum_{k=1}^{K-1}\left[\sqrt{\mathcal{E}_{k}} q_{1 k}\left(t-\tau_{k}\right) \cos \left(2 \pi f_{c} t+\phi_{k}\right)+\sqrt{\mathcal{E}_{k}} q_{2 k}\left(t-\tau_{k}\right) \sin \left(2 \pi f_{c} t+\phi_{k}\right)\right] \tag{7-125}
\end{equation*}
$$

where $q_{1 k}(t)$ and $q_{2 k}(t)$ both have the form of (7-47) and incorporate the data modulation, and $\mathcal{E}_{k}$ is the received energy per binary channel-symbol component and per code bit of interference signal $k$.

The symbol metrics are

$$
\begin{align*}
V & =d_{10} \sqrt{2 \mathcal{E}_{s}}+\sum_{i=0}^{G_{1}-1} p_{1, i} J_{i}+\sum_{\nu=0}^{G_{1}-1} p_{1, i} N_{s i}  \tag{7-126}\\
U & =d_{20} \sqrt{2 \mathcal{E}_{s}}+\sum_{i=0}^{G_{1}-1} p_{2, i} J_{i}^{\prime}+\sum_{i=0}^{G_{1}-1} p_{2, i} N_{i}^{\prime} \tag{7-127}
\end{align*}
$$

where $J_{i}, N_{i}, J_{i}^{\prime}$, and $N_{i}^{\prime}$ are defined by (2-84), (2-85), (2-133), and (2-134), respectively. The substitution of (7-125), (7-91), and the spreading sequences of $q_{1 k}(t)$ and $q_{2 k}(t)$ into (2-84) yields

$$
\begin{align*}
J_{i} & =\sum_{k=1}^{K-1} \sqrt{\frac{\mathcal{E}_{k}}{2 T_{s}^{2}}}\left\{\cos \phi_{k}\left[q_{1 k, i-1} R_{\psi}\left(\tau_{k}\right)+q_{1 k, i} R_{\psi}\left(T_{c}-\tau_{k}\right)\right]\right. \\
& \left.-\sin \phi_{k}\left[q_{2 k, i-1} R_{\psi}\left(\tau_{k}\right)+q_{2 k, i} R_{\psi}\left(T_{c}-\tau_{k}\right)\right]\right\} . \tag{7-128}
\end{align*}
$$

Let $V_{1}$ and $U_{1}$ denote the interference terms in (7-126) and (7-127), respectively. Lemma 2, (7-128), (7-98), and analogous results for the $\left\{J_{i}^{\prime}\right\}$ yield the variances of the interference terms of the symbol metrics:

$$
\begin{equation*}
\operatorname{var}\left(V_{1}\right)=\operatorname{var}\left(U_{1}\right)=\sum_{k=1}^{K-1} \frac{2 \mathcal{E}_{k}}{G_{1}} h\left(\tau_{k}\right) \tag{7-129}
\end{equation*}
$$

where $h\left(\tau_{k}\right)$ is given by (7-98). The noise variances and the means are given by (2-136) and (2-135).

We derive the symbol error probability when asynchronous signals are received and hard decisions are made on successive symbol metrics to produce a symbol sequence that is applied to a hard-decision decoder. Since all variances and means are independent of $\boldsymbol{\phi}$, the Gaussian approximation yields a $P_{s}(\boldsymbol{\phi}, \boldsymbol{\tau})$ that is independent of $\phi$, and hence

$$
\begin{equation*}
P_{s}(0)=\left(\frac{1}{T_{c}}\right)^{K-1} \int_{0}^{T_{c}} \cdots \int_{0}^{T_{c}} Q\left[\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0 e}(\boldsymbol{\tau})}}\right] d \boldsymbol{\tau} \tag{7-130}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0 e}(\boldsymbol{\tau})=N_{0}+\frac{2}{G_{1}} \sum_{k=1}^{K-1} \mathcal{E}_{k} h\left(\tau_{k}\right) \tag{7-131}
\end{equation*}
$$

This equation indicates that each interference signal has its power reduced by the factor $G / h\left(\tau_{k}\right)$. Since $h\left(\tau_{k}\right)<1$ in general, $G / h\left(\tau_{k}\right)$ reflects the increased interference suppression due to the chip waveform and the random timing offsets of the interference signals. Since a similar analysis for direct-sequence systems with balanced QPSK yields (7-131) again, both QPSK systems perform equally well against multiple-access interference.

Application of the previous bounding and approximation methods to (7-130) yields

$$
\begin{equation*}
Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+2 h \mathcal{E}_{t} / G_{1}}}\right) \leq P_{s}(0) \leq Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+2 \mathcal{E}_{t} / G_{1}}}\right) \tag{7-132}
\end{equation*}
$$

where the total interference energy $\mathcal{E}_{t}$ is defined by (7-117). A sufficient condition for the validity of the lower bound is

$$
\begin{equation*}
\mathcal{E}_{s} \geq \frac{3}{2}\left(N_{0}+2 \mathcal{E}_{t} / G_{1}\right) \tag{7-133}
\end{equation*}
$$

A simple approximation that limits the error in the required $G_{1} \mathcal{E}_{s} / 2 \mathcal{E}_{t}$ for a specified $P_{s}(0)$ to $10 \log _{10}(1 / \sqrt{h})$ is

$$
\begin{equation*}
P_{s}(0) \approx Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+\sqrt{h} 2 \mathcal{E}_{t} / G_{1}}}\right) \tag{7-134}
\end{equation*}
$$

This approximation introduces errors bounded by 0.88 dB and 1.57 dB for rectangular and sinusoidal chip waveforms, respectively. In (7-132) and (7-134), only the total interference power is relevant, not how it is distributed among the individual interference signals.

To compare asynchronous DS-BPSK with DS-QPSK, we find a lower bound on $P_{s}(0)$ for DS-BPSK. Substituting (7-104) into (7-106) and applying (7-89) successively to the integrations over $\phi_{k}, k=1,2, \ldots, K-1$, we find that a lower bound on $P_{s}(0)$ is given by the right-hand side of $(7-130)$ if (7-133) is


Figure 7.9: Symbol error probability of DS-QPSK system in presence of 3 equalpower multiple-access interference signals and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$
satisfied. This result implies that asynchronous $D S-Q P S K$ is more resistant to multiple-access interference than asynchronous DS-BPSK.

Example 7. Figure 7.9 illustrates $P_{s}(0)$ for an asynchronous DS-QPSK system in the presence of 3 interferers, each with equal received symbol energy, rectangular chip waveforms with $h=2 / 3$, and $\mathcal{E}_{s} / N_{0}=15 \mathrm{~dB}$. The graphs represent the accurate approximation of (7-130), the simple approximation of (7-134), and the bounds of (7-132) as functions of $G_{1} \mathcal{E}_{s} / 2 \mathcal{E}_{t}$. A comparison of Figures 7.7 and 7.8 indicates the advantage of QPSK.

When synchronous signals are received with either rectangular or sinusoidal chip waveforms, we set the $\left\{\tau_{k}\right)$ equal to zero in (7-130) and obtain

$$
\begin{equation*}
P_{s}(0)=Q\left(\sqrt{\frac{2 \mathcal{E}_{s}}{N_{0}+2 \mathcal{E}_{t} / G_{1}}}\right) \tag{7-135}
\end{equation*}
$$

Since this equation coincides with the upper bound in (7-132), we conclude that asynchronous networks accommodate more multiple-access interference than similar synchronous networks using DS-QPSK and random spreading sequences.

### 7.6 Frequency-Hopping Patterns for CDMA

When two or more frequency-hopping signals using the same frequency channel are received simultaneously, they are said to collide. To ensure synchronization and to maximize the throughput in a network or cell of frequency-hopping
systems, we have to minimize the number of collisions due to all sources. An elementary method of limiting intracell collisions is to partition the hopset among the users so that each one transmits over a smaller frequency band accessed by no other users and hence experiences no collisions. However, this approach reduces the hopset of each user and hence weakens its resistance to extraneous interference. Another approach is to schedule transmissions at the cost of reduced transmissions. Assuming a common hopset and no partitioning of the hopping band, a better method of collision minimization is to optimize the set of assigned frequency-hopping patterns to avoid intracell collisions.

Consider the hopset of $M$ frequencies: $F=\left\{f_{1}, f_{2}, \ldots, f_{M}\right\}$. Let $L$ denote the correlation window length, which is the number of hops processed for acquisition or dehopping after acquisition. For two periodic frequency-hopping patterns $X=\left\{x_{i}\right\}, Y=\left\{y_{i}\right\}$ of length $n$, their partial Hamming cross-correlation is defined as

$$
\begin{equation*}
H_{X, Y}(j, k \mid L)=\sum_{i=0}^{L-1} h\left[x_{i+j} y_{i+j+k}\right], \quad 0 \leq j, k \leq L-1, \quad 1 \leq L \leq n \tag{7-136}
\end{equation*}
$$

where $h\left[x_{n} y_{m}\right]=1$ if $x_{n}=y_{m}$, and $=0$ otherwise. The partial Hamming cross-correlation is a measure of the number of collisions between two patterns, and it is desirable to use a set of long frequency-hopping patterns with favorable partial Hamming correlations. The partial Hamming autocorrelation of $X$ is $H_{X, X}(j, k \mid L)$.

The maximum partial Hamming cross-correlation of patterns $X$ and $Y$ over all correlation windows of length $L$ is

$$
\begin{equation*}
H(X, Y ; L)=\max _{0 \leq j \leq L-1} \max _{0 \leq k \leq L-1} H_{X, Y}(j, k \mid L) \tag{7-137}
\end{equation*}
$$

and the maximum partial Hamming autocorrelation of pattern $X$ over all correlation windows of length $L$ is

$$
\begin{equation*}
H(X ; L)=\max _{0 \leq j \leq L-1} \max _{0 \leq k \leq L-1} H_{X, X}(j, k \mid L) \tag{7-138}
\end{equation*}
$$

Let $P_{N}$ denote a set of $N$ distinct frequency-hopping patterns, each using hopset $F$ and having length $n$. For any $L$, the maximum nontrivial partial Hamming correlation of the pattern set is defined as

$$
\begin{equation*}
\mathcal{M}\left(P_{N} ; L\right)=\max \left\{\max _{X \in P_{N}} H(X ; L), \max _{X, Y \in P_{N}, X \neq Y} H(X, Y ; L)\right\} \tag{7-139}
\end{equation*}
$$

The selection of a $P_{N}$ that minimizes $\mathcal{M}\left(P_{N} ; L\right)$ tends to minimize both collisions among asynchronous frequency-hopping patterns and undesirable sidelobe peaks in the autocorrelation of a pattern that might hinder frequency-hopping acquisition in a receiver.

## Periodic Hamming Cross-Correlation

Suppose that the correlation window length $L$ is equal to pattern length $n$. Since $L=n$ and $H_{X, Y}(j, k \mid n)$ is independent of $j$, the measure of the number
of collisions between two patterns is the periodic Hamming cross-correlation:

$$
\begin{equation*}
H_{X, Y}(k)=\sum_{i=0}^{n-1} h\left[x_{i} y_{i+k}\right], \quad 0 \leq k \leq n-1 \tag{7-140}
\end{equation*}
$$

The periodic Hamming autocorrelation of $X$ is $H_{X, X}(k)$. The maximum nontrivial periodic Hamming correlation of the pattern set is defined as

$$
\begin{equation*}
\mathcal{M}\left(P_{N}\right)=\max \left\{\max _{X \in P_{N}} H(X), \max _{X, Y \in P_{N}, X \neq Y} H(X, Y)\right\} \tag{7-141}
\end{equation*}
$$

where

$$
\begin{gather*}
H(X)=\max _{1 \leq k \leq n-1} H_{X, X}(k)  \tag{7-142}\\
H(X, Y)=\max _{0 \leq k \leq n-1} H_{X, Y}(k) \tag{7-143}
\end{gather*}
$$

For any two patterns in $P_{N}$, we define

$$
\begin{equation*}
P_{X, Y}(N)=\sum_{k=0}^{n-1} H_{X, Y}(k) \tag{7-144}
\end{equation*}
$$

Theorem 2. For positive integers $N, M, n$, and $I=\lfloor n N / M\rfloor$, the PengFan bounds [66] are

$$
\begin{gather*}
(n-1) M H(X)+n M(N-1) H(X, Y) \geq(n N-M) n  \tag{7-145}\\
(n-1) N H(X)+n N(N-1) H(X, Y) \geq 2 \operatorname{In} N-(I+1) I M \tag{7-146}
\end{gather*}
$$

and

$$
\begin{gather*}
\mathcal{M}\left(P_{N}\right) \geq\left\lceil\cdot \frac{n}{M} \cdot \cdot \frac{. n N-M .}{. n N-1 .}\right\rceil  \tag{7-147}\\
\mathcal{M}\left(P_{N}\right) \geq\left\lceil\frac{2 \operatorname{In} N-(I+1) I M}{(n N-1) N}\right\rceil . \tag{7-148}
\end{gather*}
$$

Proof: Summing over the patterns $X, Y \in P_{N}$, we obtain

$$
\begin{align*}
\sum_{X, Y \in P_{N}} P_{X, Y}(N) & =\sum_{X \in P_{N}} H_{X, X}(0)+\sum_{X \in P_{N}} \sum_{k=1}^{n-1} H_{X, X}(k) \\
& +\sum_{X, Y \in P_{N}, X \neq Y} \sum_{k=0}^{n-1} H_{X, Y}(k) . \tag{7-149}
\end{align*}
$$

The substitution of (7-142), (7-143), and $H_{X, X}(0)=n$ into (7-149) yields

$$
\begin{equation*}
\sum_{X, Y \in P_{N}} P_{X, Y}(N) \leq n N+(n-1) N H(X)+n N(N-1) H(X, Y) \tag{7-150}
\end{equation*}
$$

Let $m_{X}(f)$ denote the number of times that hopset frequency $f$ appears in the pattern $X$. In terms of $m_{X}(f), P_{X, Y}(N)$ may be expressed as

$$
P_{X, Y}(N)=\sum_{f=f_{1}}^{f_{M}} m_{X}(f) m_{Y}(f)
$$

Therefore,

$$
\begin{equation*}
\sum_{X, Y \in P_{N}} P_{X, Y}(N)=\sum_{i=1}^{M} g_{i}^{2} \tag{7-151}
\end{equation*}
$$

where

$$
g_{i}=\sum_{X \in P_{N}} m_{X}\left(f_{i}\right)
$$

A lower bound on $\sum_{i=1}^{M} g_{i}^{2}$ may be established by observing that

$$
\begin{aligned}
\sum_{i=1}^{M} g_{i} & =\sum_{X \in P_{N}} \sum_{i=1}^{M} m_{X}\left(f_{i}\right) \\
& =\sum_{X \in P_{N}} n=n N
\end{aligned}
$$

Applying the method of Lagrange multipliers (Section 5.4) to the minimization of $\sum_{i=1}^{M} g_{i}^{2}$ subject to the constraint

$$
\begin{equation*}
\sum_{i=1}^{M} g_{i}=n N \tag{7-152}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\sum_{X, Y \in P_{N}} P_{X, Y}(N) \geq \frac{n^{2} N^{2}}{M} \tag{7-153}
\end{equation*}
$$

To obtain a tighter alternative lower bound, we use the constraint that the $\left\{g_{i}\right\}$ must be nonnegative integers. Order these integers $\left\{g_{i}\right\}$ so that $0 \leq g_{1} \leq$ $g_{2} \cdots \leq g_{M}$. If $\left\{g_{i}\right\}$ is a sequence that minimizes $\sum_{i=1}^{M} g_{i}^{2}$ and $g_{M}-g_{1}>1$, then construct the sequence $\left\{p_{i}\right\}$ of nonnegative integers such that

$$
\begin{equation*}
p_{1}=g_{1}+1 ; p_{i}=g_{i}, 2 \leq i \leq M-1 ; p_{M}=g_{M}-1 \tag{7-154}
\end{equation*}
$$

This sequence satisfies constraint (7-152), but

$$
\sum_{i=1}^{M} g_{i}^{2}-\sum_{i=1}^{M} p_{i}^{2}=2\left(g_{M}-g_{1}-1\right)>0
$$

which contradicts the assumption that $\left\{g_{i}\right\}$ is a sequence that minimizes $\sum_{i=1}^{M} g_{i}^{2}$. Therefore, $g_{M}=g_{1}+1$ or $g_{M}=g_{1}$, and the minimizing sequence has the form

$$
\begin{array}{r}
g_{1}=g_{2}=\cdots=g_{M-r}=I \\
g_{M-r+1}=g_{M-r+2}=\cdots=g_{M}=I+1 \tag{7-155}
\end{array}
$$

where $I$ is a nonnegative integer and $0 \leq r<M$. Summing the minimizing sequence, we obtain

$$
\begin{equation*}
\sum_{i=1}^{M} g_{i}=I M+r \tag{7-156}
\end{equation*}
$$

Combining this result with constraint (7-152) yields

$$
\begin{equation*}
I M+r=n N \tag{7-157}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
I=\left\lfloor\frac{n N}{M}\right\rfloor \tag{7-158}
\end{equation*}
$$

Thus, (7-151), (7-155), and (7-157) imply that

$$
\begin{equation*}
\sum_{X, Y \in P_{N}} P_{X, Y}(N) \geq(2 I+1) n N-(I+1) I M \tag{7-159}
\end{equation*}
$$

Combining (7-150), (7-153), and (7-159), we obtain (7-145) and (7-146). Substituting $H(X) \leq \mathcal{M}\left(P_{N}\right)$ and $H(X, Y) \leq \mathcal{M}\left(P_{N}\right)$ and recognizing that $\mathcal{M}\left(P_{N}\right)$ must be an integer, we obtain (7-147) and (7-148).

A set of patterns $P_{N}$ is considered optimal with respect to the periodic Hamming cross-correlation if $\mathcal{M}\left(P_{N}\right)$ is equal to the larger or common value of the two lower bounds of the theorem, which are equal when $n N / M$ is an integer. Many of these optimal sets of patterns are known. To ensure that all frequencies in the hopset are used in each frequency-hopping pattern, it is necessary that $n \geq M$.

Example 8. Consider the selection of frequency-hopping patterns when $N=M=4$ and $n=7$, which imply that $\mathcal{M}\left(P_{4}\right) \geq 2$. The hopset is $F=$ $\left\{f_{1}, f_{2}, f_{3}, f_{4}\right\}$, and the set of patterns is $P_{4}=\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$. If the set of patterns are

$$
\begin{aligned}
& X_{1}=f_{1}, f_{2}, f_{3}, f_{2}, f_{4}, f_{4}, f_{3} \quad X_{2}=f_{2}, f_{1}, f_{4}, f_{1}, f_{3}, f_{3}, f_{4} \\
& X_{3}=f_{3}, f_{4}, f_{1}, f_{4}, f_{2}, f_{2}, f_{1} \quad X_{4}=f_{4}, f_{3}, f_{2}, f_{3}, f_{1}, f_{1}, f_{2}
\end{aligned}
$$

we find that

$$
\begin{equation*}
\max _{X \in P_{N}} H(X)=1, \max _{X, Y \in P_{N}, X \neq Y} H(X, Y)=2 \tag{7-160}
\end{equation*}
$$

and hence $\mathcal{M}\left(P_{4}\right)=2$, which verifies optimality.

## Partial Hamming Cross-Correlation

When serial-search acquisition is used (Section 4.3), $L \leq n$, and an optimal set of frequency-hopping patterns is defined to be a set that achieves one of the lower bounds in the following theorem [125] for a correlation window length such that $1 \leq L \leq n$. We define

$$
\begin{equation*}
\mathcal{S}(L ; j)=\sum_{X, Y \in P_{N}} \sum_{k=0}^{n-1} H_{X, Y}(j, k \mid L) \tag{7-161}
\end{equation*}
$$

Theorem 3. For positive integers $N, M, n$, and $I=\lfloor n N / M\rfloor$ and any window length such that $1 \leq L \leq n$,

$$
\begin{gather*}
\mathcal{M}\left(P_{N} ; L\right) \geq\left\lceil\frac{L}{M} \cdot \frac{n N-M}{n N-1}\right\rceil  \tag{7-162}\\
\mathcal{M}\left(P_{N} ; L\right) \geq\left\lceil\frac{L}{n} \cdot \frac{2 \operatorname{In} N-(I+1) I M}{(n N-1) N}\right\rceil . \tag{7-163}
\end{gather*}
$$

Proof: Substitution of (7-136) into (7-161), an interchange of summations, evaluation of the outer summation, and then substitution of (7-140) and (7-144) yield

$$
\begin{align*}
\sum_{j=0}^{n-1} \mathcal{S}(L ; j) & =\sum_{i=0}^{L-1} \sum_{X, Y \in P_{N}} \sum_{k=0}^{n-1} \sum_{j=0}^{n-1} h\left[x_{i+j} y_{i+j+k}\right] \\
& =L \sum_{X, Y \in P_{N}} \sum_{k=0}^{n-1} \sum_{j=0}^{n-1} h\left[x_{j} y_{j+k}\right] \\
& =L \sum_{X, Y \in P_{N}} \sum_{k=0}^{n-1} H_{X, Y}(k) \\
& =L \sum_{X, Y \in P_{N}} P_{X, Y}(N) \tag{7-164}
\end{align*}
$$

Expanding the right-hand side of (7-161) and using (7-139), we obtain

$$
\begin{aligned}
\mathcal{S}(L ; j) & =\sum_{X \in P_{N}} H_{X, X}(j, 0 \mid L)+\sum_{X \in P_{N}} \sum_{k=1}^{n-1} H_{X, X}(j, k \mid L) \\
& +\sum_{X, Y \epsilon P_{N} X \neq Y} \sum_{k=0}^{n-1} H_{X, Y}(j, k \mid L) \\
& \leq N L+N(n-1) H(X ; L)+N(N-1) n H(X, Y ; L) \\
& \leq N L+N(N n-1) \mathcal{M}\left(P_{N} ; L\right) .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\sum_{j=0}^{n-1} \mathcal{S}(L ; j) \leq n N L+n N(N n-1) \mathcal{M}\left(P_{N} ; L\right) \tag{7-165}
\end{equation*}
$$

Combining (7-164) and (7-165), we obtain

$$
\begin{equation*}
L \sum_{X, Y \in P_{N}} P_{X, Y}(N) \leq n N L+n N(N n-1) \mathcal{M}\left(P_{N} ; L\right) \tag{7-166}
\end{equation*}
$$

The successive substitution of (7-153) and (7-159) into (7-166) and the recognition that $\mathcal{M}\left(P_{N} ; L\right)$ must be an integer yield (7-162) and (7-163).

Sets of optimal frequency-hopping patterns that achieve the lower bounds of theorem 3 for any correlation window length such that $1 \leq L \leq n$ have
been found ([12] and the references therein). Sets of patterns that achieve the Peng-Fan bounds do not necessarily achieve the bounds of theorem 3 when $L \neq n$.

## Uniform Patterns

The primary purpose of frequency hopping is to avoid interference, but the spectral distribution of the non-network interference is generally unknown. Therefore, it is prudent to choose $n=m M$, where $m$ is a positive integer, and to ensure that a period of a hopping pattern includes every frequency in the hopset the same number of times. If $n=m M$ and all hopset frequencies are used equally, the frequency-hopping pattern is called a uniform frequency-hopping pattern. Theorem 3 implies that the maximum number of collisions during $L$ hops for a optimal set of uniform frequency-hopping patterns is equal to the lower bounds in (7-162) and (7-163) with $n=m M$. Both lower bounds indicate that the maximum number of collisions is

$$
\begin{equation*}
\mathcal{C}(M, N, L)=\left\lceil L\left(\frac{m M-1}{m M N-1}\right)\right\rceil \tag{7-167}
\end{equation*}
$$

If $m M \gg 1$, then $\mathcal{C}(M, N, L) \rightarrow L / M$.

### 7.7 Multiuser Detectors and CDMA

A multiuser detector $[43,72,87,118]$ is a receiver that exploits the deterministic structure of multiple-access interference and uses joint processing of a set of multiple-access signals. The multiuser detector must know all the spreading sequences of the users and estimate their complex amplitudes. An optimal multiuser detector almost completely eliminates the multiple-access interference and hence the near-far problem, which occurs when interference sources are closer to the detector than the source of the desired signal, but such a detector is prohibitively complex to implement in realistic networks.

## Optimal Multiuser Detector

A multiuser detector is jointly optimal if it makes collective symbol decisions for $K$ received signals based on the maximum a posteriori (MAP) criterion. A multiuser detector is individually optimal if it selects the most probable set of symbols of each desired signal separately based on the MAP criterion. Jointly optimal decisions usually agree with individually optimal decisions unless the symbol error probability is very high. Assuming equally likely symbols are transmitted, the jointly optimal MAP detector is the same as the jointly optimal maximum-likelihood detector, which is henceforth called the optimal detector.

Consider a direct-sequence terminal that receives $K$ signals, each of which transmits $N$ codeword symbols and has a common carrier frequency $f_{c}$, chip duration $T_{c}$, chip waveform $\psi(t)$ normalized according to (2-72), and $G$ spreadingsequence chips per symbol. For signal $k$, let $\mathcal{E}_{k}$ denote the received energy per
symbol, $p_{k, i}$ denote chip $i$ of the spreading sequence, $\tau_{k}$ denote the timing offset relative to a reference signal, $d_{k}(t)$ denote the symbol stream with $\left|d_{k}(t)\right|=1$, and $\theta_{k}$ denote the phase at a reference time. For the symbol time interval $0 \leq t \leq T_{s}$ and asynchronous communications over the AWGN channel, the composite received signal is

$$
\begin{align*}
y(t)= & \operatorname{Re}\left[\sum_{k=0}^{K-1} \sqrt{2 \mathcal{E}_{k}} d_{k}\left(t-\tau_{k}\right) \sum_{i=0}^{G-1} p_{k, i} \psi\left(t-i T_{c}-\tau_{k}\right) \exp \left(j 2 \pi f_{c} t+j \theta_{k}\right)\right] \\
& +n(t), \quad 0 \leq t \leq T_{s} \tag{7-168}
\end{align*}
$$

where $n(t)$ is the white Gaussian noise. The channel effects are included in $\mathcal{E}_{k}$ and $\theta_{k}$. We assume that

$$
\begin{equation*}
\left|d_{k}\right|=\left|p_{k, i}\right|=1 \tag{7-169}
\end{equation*}
$$

A frequency translation or downconversion to baseband is followed by matched filtering.

For synchronous communications over the AWGN channel, the codeword symbols of all users are aligned in time at a receiver so that $\tau_{k}=0,0 \leq$ $k \leq K-1$. This timing synchronization is possible if the receive antennas are close to each other. Downconversion is represented by the multiplication of the received signal by $\sqrt{2} \exp \left(-j 2 \pi f_{c} t\right)$, where the factor $\sqrt{2}$ has been inserted for mathematical convenience. The downconverter outputs are applied to chipmatched filters, the outputs of which are sampled at the chip rate. A derivation similar to that in Section 2.4 indicates that the codeword metric is the sum of symbol metrics. Each symbol metric is a $K \times 1$ vector that depends on the $K$ synchronously received symbols.

After chip-matched filtering and discarding a negligible integral, the demodulated chip-rate sequence associated with a received composite symbol is

$$
\begin{equation*}
y_{i}=\sum_{k=0}^{K-1} A_{k} d_{k} p_{k, i}+n_{i}, i=0,1, \ldots, G-1 \tag{7-170}
\end{equation*}
$$

where $d_{k}$ is the $k$ th data symbol, the symbol amplitude for user $k$ is

$$
\begin{equation*}
A_{k}=G^{-1} \sqrt{\mathcal{E}_{k}} \exp \left(j \theta_{k}\right) \tag{7-171}
\end{equation*}
$$

and the noise sample is

$$
\begin{equation*}
n_{i}=\sqrt{2} \int_{i T_{c}}^{(i+1) T_{c}} n(t) \psi\left(t-l T_{s}-i T_{c}\right) \exp \left(-j 2 \pi f_{c} t\right) d t, i=0,1, \ldots, G-1 \tag{7-172}
\end{equation*}
$$

Let $\mathbf{y}$ and $\mathbf{n}$ denote the $G \times 1$ demodulated-sequence and noise vectors with components defined by (7-170) and (7-172), respectively. The $K \times 1$ vector of data symbols is

$$
\begin{equation*}
\mathbf{d}=\left[d_{0} \ldots d_{K-1}\right]^{T} \tag{7-173}
\end{equation*}
$$

and the $G \times 1$ vector of the spreading sequence of user $k$ is

$$
\begin{equation*}
\mathbf{p}_{k}=\left[p_{k, 0} p_{k, 1} \ldots p_{k, G-1}\right]^{T} \tag{7-174}
\end{equation*}
$$

The demodulated vector of sampled chip-matched filter outputs may be represented as

$$
\begin{equation*}
\mathbf{y}=\mathbf{P A d}+\mathbf{n} \tag{7-175}
\end{equation*}
$$

where column $k$ of the $G \times K$ matrix $\mathbf{P}$ is the vector $\mathbf{p}_{k}$, and $\mathbf{A}$ is the $K \times K$ diagonal matrix with $A_{k}$ as its $k$ th diagonal element.

As shown in Section 1.1, the noise vector is a Gaussian random vector. If the two-sided PSD of $n(t)$ is $N_{0} / 2$, then the $G \times G$ correlation matrix of $\mathbf{n}$ is

$$
\begin{equation*}
E\left[\mathbf{n} \mathbf{n}^{H}\right]=G^{-1} N_{0} \mathbf{I} \tag{7-176}
\end{equation*}
$$

where the superscript $H$ denotes the conjugate transpose. Since $\mathbf{n}$ is a Gaussian random vector, the jointly optimal detector chooses a constrained estimate of d that minimizes

$$
\begin{equation*}
\|\mathbf{y}-\mathbf{P A d}\|^{2} \tag{7-177}
\end{equation*}
$$

Expanding this equation and dropping the term $\|\mathbf{y}\|^{2}$ that is irrelevant to the selection of $\mathbf{d}$, we find that the detector selects the value of $\mathbf{d}$ that minimizes

$$
\begin{equation*}
C(\mathbf{d})=\mathbf{d}^{H} \mathbf{A}^{*} \mathbf{P}^{H} \mathbf{P A d}-2 \mathbf{d}^{H} \mathbf{A}^{*} \mathbf{P}^{H} \mathbf{y} \tag{7-178}
\end{equation*}
$$

subject to the constraint that $\mathbf{d} \in \mathbf{D}$, where $\mathbf{D}$ is the set of $K \times 1$ vectors such that each element is a constellation point. Thus, the selected value is

$$
\begin{equation*}
\widehat{\mathbf{d}}=\arg \min _{\mathbf{d} \in \mathbf{D}}[C(\mathbf{d})] \tag{7-179}
\end{equation*}
$$

To evaluate $\widehat{\mathbf{d}}$, the $K$ spreading sequences must be known so that $\mathbf{P}$ can be calculated, and the $K$ complex amplitudes must be estimated. Short spreading sequences are necessary, or $\mathbf{P}$ must change with each symbol. In principle, (7-179) can be evaluated by an exhaustive search of all values of $\mathbf{d} \in \mathbf{D}$, but this search requires a computational complexity that increases exponentially with $K$, and hence it is only feasible for small values of $K$ and $G$.

For asynchronous communications and optimal detection, the codeword symbols cannot be detected one-by-one. The design of the maximum-likelihood detector is immensely complicated by the timing offsets of the $K$ signals in (7-168). A timing offset implies that a desired symbol overlaps two consecutive symbols from each interference signal. Consequently, an entire message or codeword of $N$ correlated data symbols from each of the $K$ users must be processed, and decisions must be made about $N K$ binary symbols. The vector $\mathbf{d}$ is $N K \times 1$ with the first $N$ elements representing the symbols of signal 1 , the second $N$ elements representing the symbols of signal 2 , and so forth. The detector must estimate the transmission delays of all $K$ multiple-access signals and estimate the partial cross-correlations among the signals. Then the detector must select $K$ symbol sequences, each of length $N$, corresponding to
the maximum-likelihood criterion. Recursive algorithms similar to the Viterbi algorithm simplify computations by exploiting the fact that each received symbol overlaps at most $2(K-1)$ other symbols. Nevertheless, the computational complexity increases exponentially with $K$.

In view of both the computational requirements and the parameters that must be estimated, the optimal asynchronous multiuser detector does not have practical applications. Subsequently, alternative suboptimal multiuser detectors systems with complexities that increase linearly with $K$ are considered. All of them use a despreader bank that computes $\mathbf{P}^{H} \mathbf{y}$.

## Decorrelating Detector

The complexity of the optimal multiuser detector is greatly reduced by not requiring that the code symbols belong to a finite signal alphabet. The decorrelating detector for synchronous signals is derived by maximizing each symbol metric without any constraint on the values of the data symbols.

Applying (5-2) and (5-3), we find that the gradient of $C(\mathbf{d})$ with respect to the $K$-dimensional vector $\mathbf{d}$ is

$$
\begin{equation*}
\nabla_{\mathbf{d}} C(\mathbf{d})=2(\mathbf{P A})^{H} \mathbf{y}-2(\mathbf{P A})^{H} \mathbf{P A d} \tag{7-180}
\end{equation*}
$$

We assume that the $K \times K$ diagonal matrix $\mathbf{A}$ has no zero elements and that the $K \times K$ Hermitian matrix $\mathrm{P}^{\mathrm{H}} \mathrm{P}$ is invertible. Applying the necessary condition that $\nabla_{\mathbf{d}} C(\mathbf{d})=\mathbf{0}$ to find the stationary point $\mathbf{d}_{s}$, we obtain

$$
\begin{equation*}
\mathbf{d}_{s}=G^{-1} \mathbf{A}^{-1} \mathbf{R}^{-1} \mathbf{P}^{H} \mathbf{y} \tag{7-181}
\end{equation*}
$$

where we define the correlation matrix for complex-valued spreading sequences as

$$
\begin{equation*}
\mathbf{R}=G^{-1} \mathbf{P}^{H} \mathbf{P} \tag{7-182}
\end{equation*}
$$

The elements of $\mathbf{R}$ satisfy

$$
\begin{equation*}
R_{k, k}=1, \quad\left|R_{i k}\right| \leq \theta_{\max }, \quad i \neq k \tag{7-183}
\end{equation*}
$$

where $\theta_{\max }$ is given by (7-31) for Gold sequences and (7-41) for Kasami sequences. As the spreading factor $G=2^{m}-1$ increases, $R_{i k}$ decreases for $i \neq k$, and hence $\mathbf{R}$ approaches the unit diagonal matrix achieved by orthogonal spreading sequences. If long spreading sequences are modeled as random binary sequences, then

$$
\begin{equation*}
E\left[R_{i k}\right]=0, \quad \operatorname{var}\left[R_{i k}\right]=G^{-1}, \quad i \neq k \tag{7-184}
\end{equation*}
$$

which shows the advantage of large spreading factors.
The solution $\mathbf{d}_{s}$ corresponds to the minimum of $C(\mathbf{d})$ because the latter may be expressed in terms of $\mathbf{d}_{s}$ as

$$
\begin{equation*}
C(\mathbf{d})=-G\left(\mathbf{d}-\mathbf{d}_{s}\right)^{T} \mathbf{A}^{*} \mathbf{R A}\left(\mathbf{d}-\mathbf{d}_{s}\right)+G \mathbf{d}_{s}^{T} \mathbf{A}^{*} \mathbf{R} \mathbf{A} \mathbf{d}_{s} . \tag{7-185}
\end{equation*}
$$



Figure 7.10: Architecture of complete decorrelating or MMSE detector for a synchronous direct-sequence system. Despreader bank comprises $K$ parallel correlators

As shown in Appendix G, since $\mathbf{A}$ is invertible and $\mathbf{R}$ is positive definite, $\mathbf{A}^{*} \mathbf{R A}$ is a Hermitian positive-definite matrix. Therefore, $C(\mathbf{d})$ has a unique minimum at $\mathbf{d}=\mathbf{d}_{s}$. A decorrelating detector for synchronous signals computes the decision vector

$$
\begin{equation*}
\widehat{\mathbf{d}}=\mathcal{C}\left(\mathbf{d}_{s}\right) \tag{7-186}
\end{equation*}
$$

where the constellation function $\mathcal{C}(\mathbf{u})$ denotes the vector with its $k$ th component equal to the constellation point closest to the $k$ th component of $\mathbf{u}$.

Substituting (7-175), (7-181), and (7-182) into (7-186), we obtain

$$
\begin{equation*}
\widehat{\mathbf{d}}=\mathcal{C}\left(\mathbf{d}+\mathbf{n}_{s}\right) \tag{7-187}
\end{equation*}
$$

where the noise vector is

$$
\begin{equation*}
\mathbf{n}_{s}=G^{-1} \mathbf{A}^{-1} \mathbf{R}^{-1} \mathbf{P}^{H} \mathbf{n} \tag{7-188}
\end{equation*}
$$

Equation (7-187) shows that the components of $\widehat{\mathbf{d}}$ are decorrelated from each other in the sense that the $k$ th component of $\widehat{\mathbf{d}}$ depends only on the $k$ th component of $\mathbf{d}$, and not on the other components of $\mathbf{d}$. Thus, the decorrelating detector is a type of zero-forcing detector that forces the multiple-access interference to be zero. Since the multiple-access interference is completely removed, the near-far problem does not exist, and the decorrelating detector is near-far resistant.

Equation (7-188) indicates that $\mathbf{n}_{s}$ is a zero-mean Gaussian random vector (cf. Appendix A.1) because the vector $\mathbf{n}$ has components that are independent zero-mean Gaussian random variables. From (7-188) and (7-176), it follows that the correlation matrix of $\mathbf{n}_{s}$ is

$$
\begin{equation*}
E\left[\mathbf{n}_{s} \mathbf{n}_{s}^{H}\right]=G^{-2} N_{0} \mathbf{A}^{-1} \mathbf{R}^{-1} \mathbf{A}^{-*} . \tag{7-189}
\end{equation*}
$$

The complete decorrelating detector that implements (7-186) for $K$ synchronous users has the form diagrammed in Figure 7.10. The $G$ sampled outputs of the chip-matched filter are applied to a despreader bank of $K$ parallel despreaders, which provide the $K$-dimensional vector $\mathrm{P}^{\mathrm{H}} \mathrm{y}$. The linear transformer performs
a linear transformation on $\mathrm{P}^{\mathrm{H}} \mathrm{y}$ to compute the $K$-dimensional vector $\mathbf{d}_{s}$. Each of the $K$ metric devices makes a decision by applying the constellation function to one of the components of $\mathbf{d}_{s}$

Consider the detection of binary symbol $d_{k}= \pm 1,0 \leq k \leq K-1$, which is usually all that is required by the receiver of user $k$. Since the imaginary component of $\mathbf{d}_{s}$ is irrelevant, the decision $\widehat{d}_{k}$ is

$$
\begin{equation*}
\widehat{d}_{k}=\operatorname{sgn}\left[\operatorname{Re}\left(d_{s k}\right)\right] \tag{7-190}
\end{equation*}
$$

where $d_{s k}$ is the $k$ th component of $\mathbf{d}_{s}$. Substitution of (7-187) yields

$$
\begin{equation*}
\widehat{d}_{k}=\operatorname{sgn}\left(d_{k}+n_{s k}\right) \tag{7-191}
\end{equation*}
$$

where $n_{s k}$ is the $k$ th component of $\operatorname{Re}\left(\mathbf{n}_{s}\right)$. From (7-171) and (7-189), it follows that

$$
\begin{equation*}
\operatorname{var}\left(n_{r k}\right)=\frac{N_{0}}{2 \mathcal{E}_{k}}\left(\mathbf{R}^{-1}\right)_{k k} \tag{7-192}
\end{equation*}
$$

The noise causes an error if it causes the argument of the signum function in (7-191) to have a different sign than $d_{k}$. Since this noise has a Gaussian density, the symbol error probability for symbol $k$ is

$$
\begin{equation*}
P_{s}(k)=Q\left(\sqrt{\frac{2 \mathcal{E}_{k}}{N_{0}\left(\mathbf{R}^{-1}\right)_{k k}}}\right), \quad k=0,1, \ldots, K-1 \tag{7-193}
\end{equation*}
$$

Thus, the presence of multiple-access interference requires an increase of energy by the factor $\left(\mathbf{R}^{-1}\right)_{k k}$ if a specified symbol error probability is to be maintained.

Example 9. Consider synchronous communications with binary code symbols and spreading sequences, $K=2, R_{01}=R_{10}=\rho$, and $|\rho|<1$. The correlation matrix and its inverse are

$$
\mathbf{R}=\left[\begin{array}{ll}
1 & \rho  \tag{7-194}\\
\rho & 1
\end{array}\right], \quad \mathbf{R}^{-1}=\frac{1}{1-\rho^{2}}\left[\begin{array}{cc}
1 & -\rho \\
-\rho & 1
\end{array}\right]
$$

Applying (7-186) and (7-181) and then dropping irrelevant factors, we obtain

$$
\widehat{\mathbf{d}}=\left[\begin{array}{c}
\operatorname{sgn}\left(\mathbf{p}_{0}^{T} \mathbf{y}-\rho \mathbf{p}_{1}^{T} \mathbf{y}\right)  \tag{7-195}\\
\operatorname{sgn}\left(\mathbf{p}_{1}^{T} \mathbf{y}-\rho \mathbf{p}^{T} \mathbf{y}\right)
\end{array}\right]
$$

Equation (7-193) yields the symbol error rate for user $k$ :

$$
\begin{equation*}
P_{s}(k)=Q\left(\sqrt{\frac{2 \mathcal{E}_{k}\left(1-\rho^{2}\right)}{N_{0}}}\right), \quad k=0,1 \tag{7-196}
\end{equation*}
$$

If $|\rho| \leq 1 / 2$, the required increase in $\mathcal{E}_{k} / N_{0}$ for each $P_{s}(k)$ to accommodate the multiple-access interference is less than 1.25 dB .

The conventional detector for two synchronous signals has an upper bound on $P_{s}(0)$ given by (7-66). Comparing this upper bound with (7-196), we observe
that the decorrelating detector has a lower $P_{s}(0)$ than the conventional detector if

$$
\begin{equation*}
\sqrt{\frac{\mathcal{E}_{1}}{\mathcal{E}_{0}}}>\frac{1-\sqrt{1-\rho^{2}}}{|\rho|}, \rho \neq 0 \tag{7-197}
\end{equation*}
$$

The right-hand side of this equation is upper bounded by $|\rho| / 2$, and hence $\sqrt{\mathcal{E}_{1}}>|\rho| \sqrt{\mathcal{E}_{0}} / 2$ is sufficient for the decorrelating detector to be advantageous relative to the conventional detector in this example.

The codeword metric for the soft-decision decoding of an $N$-symbol codeword of user $k$ is

$$
\begin{equation*}
U(k)=\sum_{i=0}^{N-1} V_{k i} \tag{7-198}
\end{equation*}
$$

where $d_{k i}= \pm 1$ is the $i$ th codeword symbol of user $k$, and $V_{k i}$ is the $i$ th symbol metric of user $k$. The $i$ th symbol metric is obtained from $d_{s k}^{(i)}$, the $k$ th component of $\mathbf{d}_{s}^{(i)}$ for symbol $i$, because these components have the correct values of the data symbols in the absence of noise. Suitable symbol metrics for user $k$ are

$$
\begin{equation*}
V_{k i}=\mathcal{N}\left(d_{s k}^{(i)}\right), \quad 0 \leq i \leq N-1 \tag{7-199}
\end{equation*}
$$

where $\mathcal{N}(x)$ is a nonlinear function. A plausible choice for this function is the clipping function defined by (3-10). Another choice is the hyperbolic tangent function $\tanh (\alpha x)$. If $\alpha=1$, then $\tanh (x) \approx c(x)$; if $\alpha \ll 1$, then $\tanh (x) \approx$ $\operatorname{sgn}(x)$.

For asynchronous communications, an entire message or codeword of $N$ correlated code symbols from each of the $K$ users must be processed because of the timing offsets. The symbol vector $\mathbf{d}$ and the correlation matrix $\mathbf{R}$ of the decorrelating detector are $N K \times 1$ and $N K \times N K$, respectively. Compared with the optimal detector, the decorrelating detector offers greatly reduced, but still formidable, computational requirements. Applications of the decorrelating detector for practical asynchronous communications are doubtful.

## Minimum-Mean-Square-Error Detector

The minimum-mean-square-error (MMSE) detector uses the $K \times G$ matrix $\mathbf{L}_{0}$ to compute the linear transformation $\mathbf{L}_{0} \mathbf{y}$ of the received vector $\mathbf{y}$. The matrix $\mathbf{L}_{0}$ is the matrix that minimizes

$$
\begin{equation*}
M(\mathbf{L})=E\left[\|\mathbf{d}-\mathbf{L} \boldsymbol{y}\|^{2}\right] \tag{7-200}
\end{equation*}
$$

In terms of the trace function,

$$
\begin{equation*}
M(\mathbf{L})=\operatorname{tr}\left\{E\left[(\mathbf{d}-\mathbf{L} \boldsymbol{y})(\mathbf{d}-\mathbf{L} \boldsymbol{y})^{H}\right]\right\} \tag{7-201}
\end{equation*}
$$

We define the matrices

$$
\begin{equation*}
\mathbf{R}_{\mathbf{d y}}=E\left[\mathbf{d y}^{H}\right], \mathbf{R}_{y}=E\left[\boldsymbol{y}_{\boldsymbol{y}}{ }^{H}\right] \tag{7-202}
\end{equation*}
$$

Expanding (7-201) and substituting (7-202), we obtain

$$
\begin{equation*}
M(\mathbf{L})=\operatorname{tr}\left\{E\left[\mathbf{d d}^{H}\right]+\mathbf{L} \mathbf{R}_{y} \mathbf{L}^{H}-\mathbf{R}_{d y} \mathbf{L}^{H}-\mathbf{L} \mathbf{R}_{\mathbf{d} \mathbf{y}}^{H}\right\} \tag{7-203}
\end{equation*}
$$

We assume that the positive-semidefinite Hermitian matrix $\mathbf{R}_{y}$ is positive definite and hence invertible (Appendix G). We define the $K \times K$ linear transformation

$$
\begin{equation*}
\mathbf{L}_{0}=\mathbf{R}_{d y} \mathbf{R}_{\mathbf{y}}^{-1} \tag{7-204}
\end{equation*}
$$

In terms of this transformation,

$$
\begin{equation*}
M(\mathbf{L})=\operatorname{tr}\left\{E\left[\mathbf{d d}^{H}\right]-\mathbf{R}_{\mathbf{d y}} \mathbf{R}_{\mathbf{y}}^{-1} \mathbf{R}_{d y}^{H}\right\}+\operatorname{tr}\left\{\left(\mathbf{L}-\mathbf{L}_{0}\right) \mathbf{R}_{y}\left(\mathbf{L}-\mathbf{L}_{0}\right)^{H}\right\} \tag{7-205}
\end{equation*}
$$

which is verified by substituting (7-204) into (7-205) and observing that (7-203) is the result.

Since $\mathbf{R}_{y}$ is Hermitian positive definite, $\left(\mathbf{L}-\mathbf{L}_{0}\right) \mathbf{R}_{y}\left(\mathbf{L}-\mathbf{L}_{0}\right)^{H}$ is Hermitian positive-semidefinite, which implies that it has nonnegative eigenvalues and hence a nonnegative trace (Appendix G). Let $\mathbf{r}_{i}$ denote the $i$ th row of $\mathbf{L}-\mathbf{L}_{0}$. Then

$$
\begin{equation*}
\operatorname{tr}\left\{\left(\mathbf{L}-\mathbf{L}_{0}\right) \mathbf{R}_{y}\left(\mathbf{L}-\mathbf{L}_{0}\right)^{H}\right\}=\sum_{i=1}^{K} \mathbf{r}_{i} \mathbf{R}_{y} \mathbf{r}_{i}^{H} \geq 0 \tag{7-206}
\end{equation*}
$$

Since $\mathbf{R}_{y}$ is symmetric positive definite, each term in the sum equals zero if and only if $\mathbf{r}_{i}=\mathbf{0}, 1 \leq i \leq K$. Therefore, the trace has its minimum value of zero if and only if $\mathbf{L}=\mathbf{L}_{0}$, and hence the minimum value of $M(\mathbf{L})$ is attained if and only if $\mathbf{L}=\mathbf{L}_{0}$. The MMSE detector gives

$$
\begin{equation*}
\widehat{\mathbf{d}}=\mathcal{C}\left(\mathbf{L}_{0} \mathbf{y}\right) \tag{7-207}
\end{equation*}
$$

Assuming that the data symbols are zero-mean and independent and using (7-169),

$$
\begin{equation*}
E\left[\mathbf{d d}^{H}\right]=\mathbf{I} \tag{7-208}
\end{equation*}
$$

Substitution of (7-202), (7-208), (7-175), and (7-176) into (7-204) yields

$$
\begin{equation*}
\mathbf{L}_{0}=\mathbf{A}^{*} \mathbf{P}^{H}\left(\mathbf{P}|\mathbf{A}|^{2} \mathbf{P}^{H}+G^{-1} N_{0} \mathbf{I}\right)^{-1} \tag{7-209}
\end{equation*}
$$

where the $k$ th diagonal element of $|\mathbf{A}|^{2}$ is equal to $\left|A_{k}\right|^{2}$. To express $\mathbf{L}_{0}$ as a function of $\mathbf{R}$, we observe that

$$
\begin{equation*}
\mathbf{A}^{*} \mathbf{P}^{H}=G^{-1} \mathbf{A}^{-1}\left(\mathbf{R}+G^{-2} N_{0}|\mathbf{A}|^{-2}\right)^{-1} \mathbf{P}^{H}\left(\mathbf{P}|\mathbf{A}|^{2} \mathbf{P}^{H}+G^{-1} N_{0} \mathbf{I}\right) \tag{7-210}
\end{equation*}
$$

which can be verified by direct matrix multiplication and the substitution of (7-182). The substitution of (7-210) into (7-209) gives

$$
\begin{equation*}
\mathbf{L}_{0}=G^{-1} \mathbf{A}^{-1} \mathbf{Q} \mathbf{P}^{H} \tag{7-211}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{Q}=\left(\mathbf{R}+G^{-2} N_{0}|\mathbf{A}|^{-2}\right)^{-1} \tag{7-212}
\end{equation*}
$$

Equation (7-211) indicates that Figure 7.10 displays the architecture of the MMSE detector for synchronous DS-CDMA communications.

For the detection of real-valued binary code symbols, the imaginary component of $\mathbf{L}_{0} \mathbf{y}$ is irrelevant, and we have

$$
\begin{equation*}
\widehat{\mathbf{d}}=\operatorname{sgn}\left[\operatorname{Re}\left(\mathbf{L}_{0} \mathbf{y}\right)\right] \tag{7-213}
\end{equation*}
$$

Substituting (7-175) and (7-211) into (7-213), we obtain

$$
\begin{equation*}
\widehat{\mathbf{d}}=\operatorname{sgn}\left[\operatorname{Re}\left(\mathbf{A}^{-1} \mathbf{Q R A d}\right)+\mathbf{n}_{m}\right] \tag{7-214}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{n}_{m}=\operatorname{Re}\left(G^{-1} \mathbf{A}^{-1} \mathbf{Q} \mathbf{P}^{H} \mathbf{n}\right) \tag{7-215}
\end{equation*}
$$

Equation (7-215) indicates that $\mathbf{n}_{m}$ is a Gaussian random vector (cf. Appendix A.1) because the vector $\mathbf{n}$ has components that are independent zeromean Gaussian random variables. From (7-215), (7-182), and (7-176), it follows that the correlation matrix of $\mathbf{n}_{m}$ is

$$
\begin{equation*}
E\left[\mathbf{n}_{m} \mathbf{n}_{m}^{H}\right]=\frac{N_{0}}{2 G} \mathbf{A}^{-1} \mathbf{Q} \mathbf{R Q} \mathbf{A}^{-*} \tag{7-216}
\end{equation*}
$$

Equation (7-214) implies that the $k$ th component of $\widehat{\mathbf{d}}$ is

$$
\begin{equation*}
\widehat{d}_{k}=\operatorname{sgn}\left[\operatorname{Re}\left(u_{k}\right)\right] \tag{7-217}
\end{equation*}
$$

where

$$
\begin{gather*}
u_{k}=\operatorname{Re}\left[(\mathbf{Q R})_{k k} d_{k}+B\left(\overline{\mathbf{d}}_{k}\right)\right]+n_{m k}  \tag{7-218}\\
B\left(\overline{\mathbf{d}}_{k}\right)=\sum_{i=0, i \neq k}^{K-1}(\mathbf{Q R})_{k i} \frac{A_{i}}{A_{k}} d_{i} \tag{7-219}
\end{gather*}
$$

and $\overline{\mathbf{d}}_{k}$ denotes the vector of $K-1$ components of $\mathbf{d}$ excluding $d_{k}$. The variance of $n_{m k}$ is

$$
\begin{equation*}
\operatorname{var}\left(n_{m k}\right)=\frac{N_{0}}{2 \mathcal{E}_{k}}(\mathbf{Q R Q})_{k k} \tag{7-220}
\end{equation*}
$$

By symmetry, we can assume that $d_{k}=1$ in the evaluation of the symbol error probability. Let $\mathrm{S}_{k}$ denote the set of the $2^{K-1}$ distinct vectors that $\overline{\mathbf{d}}_{k}$ can equal. Let $\mathbf{d}_{k n} \in \mathrm{~S}_{k}$ denote the $n$th one of those distinct vectors. Conditioning on $\overline{\mathbf{d}}_{k}=\mathbf{d}_{k n}, 1 \leq n \leq 2^{K-1}$, we find that a symbol error occurs if $n_{m k}$ causes $u_{k}$ to have a different sign than $d_{k}$. Since the noise has a Gaussian density, the conditional symbol error probability at the output of decision-device $k$ is

$$
\begin{equation*}
P_{s}\left(k \mid \mathbf{d}_{k n}\right)=Q\left(\sqrt{\frac{2 \mathcal{E}_{k}}{N_{0}(\mathbf{Q R Q})_{k k}}}\left\{\operatorname{Re}\left[(\mathbf{Q R})_{k k}+B\left(\mathbf{d}_{k n}\right)\right]\right\}\right) \tag{7-221}
\end{equation*}
$$

If all symbol sets are equally likely and $k=0$, then the symbol error probability is given by (7-64). In contrast to the decorrelating detector, the MMSE detector


Figure 7.11: Symbol error probability for DS-CDMA systems with decorrelating detector (DD) and MMSE detectors when there is one multiple-access interference signal $(\mathrm{K}=2)$
has a symbol error probability that depends on the symbols and spreading sequences of the other users.

Example 10. Consider MMSE detection of binary symbols and spreading sequences for $K=2$ and the correlation matrix given by (7-194). Calculations of the symbol error probability for $k=0$ using (7-196), (7-221), and (7-65) indicate that the performance of the MMSE detector degrades with increasing $|\rho|$ but is close to that of the decorrelating detector, which does not depend on $C=\sqrt{\mathcal{E}_{1}} / \sqrt{\mathcal{E}_{0}}$, when $C \geq 1$. In contrast, if the conventional detector is used, (7-66) indicates that the symbol error probability rapidly degrades as $C$ increases. Representative plots are illustrated in Figure 7.11.

The codeword metric for soft-decision decoding is given by (7-198). The $i$ th MMSE symbol metric is obtained from $u_{k}^{(i)}$, the value of $u_{k}$ for symbol $i$. Suitable symbol metrics for user $k$ are

$$
\begin{equation*}
V_{k i}=\mathcal{N}\left[\operatorname{Re}\left(u_{k}^{(i)}\right)\right], \quad 0 \leq i \leq N-1 \tag{7-222}
\end{equation*}
$$

where $\mathcal{N}(x)$ is a nonlinear function such as the clipping or hyperbolic tangent function.

The MMSE and decorrelating detectors have almost the same computational requirements, but they differ in several ways. The MMSE detector does not obliterate the multiple-access interference, and hence does not completely eliminate the near-far problem, but does not accentuate the noise to the degree
that the decorrelating detector does. Although the MMSE detector tends to suppress strong interference signals, it also suppresses the desired signal to the degree that its spreading sequence is correlated with the spreading sequences of strong interference signals. For practical scenarios, the symbol error probability of the MMSE detector generally tends to be lower than that provided by the decorrelating detector. As $N_{0} \rightarrow 0$, the MMSE increasingly approximates the decorrelating detector. Therefore, the MMSE detector is asymptotically near-far resistant. As $N_{0}$ increases, the MMSE increasingly approximates the conventional detector and hence provides diminished near-far resistance.

Like the decorrelating detector, the MMSE detector is impractical for asynchronous multiuser detection because the computational and estimation requirements increase rapidly as $N$ and $K$ increase. For either the MMSE or decorrelating linear detectors to be practical for synchronous communications, it is important for the spreading sequences to be short. Short sequences ensure that the correlation matrix $\mathbf{R}$ is constant for all symbols and limit the amount of information that has to be stored in the receivers. The price of short sequences is a security loss.

## Adaptive Multiuser Detector

An adaptive multiuser detector is an adaptive system that does not require explicit receiver knowledge of either the spreading sequences or the timing of the multiple-access interference signals. At the cost of a reduction in spectral efficiency, the adaptive multiuser detector learns by processing a known training sequence of $L_{t}$ pilot symbols during a training phase. Each pilot symbol is represented by a spreading sequence of length $G$. The use of short spreading sequences affords the opportunity for an adaptive multiuser detector to essentially learn the sequence cross-correlations and thereby to suppress the CDMA interference. However, the requirement of short spreading sequences limits the applications of adaptive multiuser detection; e.g., the WCDMA (Wideband CDMA) and CDMA2000 standards do not support it.

The LMS algorithm (Section 5.2) may be used as the adaptive algorithm in the adaptive multiuser detector. The $n$th symbol of the known training sequence for user $k$ is denoted by $d_{k}(n), \quad n=0,1, \ldots, L-1$. After chip synchronization for user $k$, the $n$th vector of $G$ chip-matched-filter outputs, which is produced during the reception of symbol $n$, is denoted by

$$
\begin{equation*}
\mathbf{x}_{k}(n)=d_{k}(n) \mathbf{p} \tag{7-223}
\end{equation*}
$$

in the absence of noise, where $\mathbf{p}$ is the spreading sequence. If phase synchronization with the carrier has not been established, the complex LMS algorithm iteratively updates the $G$-dimensional weight vector:

$$
\begin{equation*}
\mathbf{w}(n+1)=\mathbf{w}(n)+2 \mu \epsilon^{*}(n) \mathbf{x}_{k}(n), 0 \leq n \leq L-1 \tag{7-224}
\end{equation*}
$$

where $\mu$ is a constant that regulates the algorithm convergence rate, and

$$
\begin{equation*}
\epsilon(n)=\widehat{d}_{k}(n)-\mathbf{w}^{H}(n) \mathbf{x}_{k}(n) . \tag{7-225}
\end{equation*}
$$

During the training phase, $\widehat{d}_{k}(n)=d_{k}(n)$, and ideally $\mathbf{w}(n) \rightarrow \mathbf{p}$.
This training phase is followed by a decision-directed phase that continues the adaptation by feeding back the symbol decision

$$
\begin{equation*}
\widehat{d}_{k}(n)=\mathcal{C}\left[\mathbf{w}^{H}(n) \mathbf{x}_{k}(n)\right] \tag{7-226}
\end{equation*}
$$

Adaptive detectors potentially can achieve much better performance than the conventional detector at least if the transmission channel is time-invariant, but coping with fast fading and fluctuating interference sometimes may require elaborate modifications.

A blind multiuser detector is one that does not require pilot symbols or training sequences. Instead of training, blind multiuser detectors only require knowledge of the spreading sequence of the desired signal and its timing, which is no more information than is required by the simpler conventional single-user system. Short spreading sequences are necessary, as long spreading sequences do not possess the cyclostationarity that makes possible the advanced signal processing techniques used by blind multiuser detectors.

An adaptive blind multiuser detector is necessary to accommodate changing channel conditions and system recovery, but entails some performance loss and complexity increase relative to adaptive multiuser detectors with a training phase. Several adaptive algorithms, including the Frost algorithm (Section 5.4), can be used in adaptive blind multiuser detectors. The Frost algorithm uses the known spreading sequence to constrain desired-signal cancelation while canceling the interference.

## Multiuser Detection and Frequency Hopping

Multiuser detection is much more challenging for frequency-hopping systems than for direct-sequence systems. An optimal multiuser detector requires that the receiver knows the hopping patterns and hop transition times of all users to be detected and can simultaneously demodulate the signals at all carrier frequencies. The periodically changing carrier frequencies and multiple-access environments make even the partial meeting of these requirements unrealistic in a practical frequency-hopping network.

### 7.8 Interference Cancelers

An interference canceler is a multiuser detector that explicitly estimates the interference signals and then subtracts them from the received signal to produce a desired signal. Although suboptimal compared with ideal multiuser detection, multiuser interference cancelers bear much less of an implementation burden and still provide considerable interference suppression and alleviation of the near-far problem. An interference canceler is by far the most practical multiuser detector for a direct-sequence network.

Implementation of an interference canceler entails having stored spreading sequences of all $K$ desired and potentially interfering signals and a means of
synchronizing with the desired and interference signals. Accurate power control is still needed at least during initial synchronization and to avoid overloading the front end of the receiver.

Interference cancelers [7, 43] may be classified as successive interference cancelers in which the cancelations are performed sequentially, parallel interference cancelers in which the cancelations are performed simultaneously, or hybrids of these types. The basic structures and features of the successive and parallel cancelers are presented subsequently, but a large number of alternative versions, some of them being hybrids, adaptive, or blind, have been proposed.

## Successive Interference Canceler

A successive interference canceler generates successive symbol decisions for each of the synchronous direct-sequence interference signals, generates successive replicas of the interfering symbols, and successively cancels the symbols and their associated spreading sequences from the chip-matched filter output stream. The input to the successive interference canceler for each symbol is the vector $\mathbf{y}$ of $G$ sampled chip-matched filter outputs. For $K$ users, (7-175) may be expressed as

$$
\begin{equation*}
\mathbf{y}=\sum_{i=0}^{K-1} d_{i} A_{i} \mathbf{p}_{i} \tag{7-227}
\end{equation*}
$$

Figure 7.12 illustrates the processing to cancel interference symbol $k$. Let $i=0$ denote the desired symbol and $\mathbf{y}_{1}(k)$ denote the $k$ th processor output. The $k$ th detector computes the hard decision

$$
\begin{equation*}
\widehat{d}_{k}=\operatorname{sgn}\left[A_{k}^{-1} \mathbf{p}_{k}^{H} \mathbf{y}_{1}(k-1)\right], 1 \leq k \leq K-1 \tag{7-228}
\end{equation*}
$$

and then generates $\widehat{d}_{k} A_{k} \mathbf{p}_{k}$, which is a replica of the $k$ th term in (7-227). The interference to downstream symbols due to symbol $k$ is canceled to produce

$$
\begin{array}{r}
\mathbf{y}_{1}(k)=\mathbf{y}_{1}(k-1)-\widehat{d}_{k} A_{k} \mathbf{p}_{k}, 1 \leq k \leq K-1 \\
\mathbf{y}_{1}(0)=\mathbf{y} \tag{7-229}
\end{array}
$$

The first canceler stage eliminates the symbol of the strongest signal, thereby immediately alleviating the near-far problem for weaker signals while exploiting the superior detectability of the strongest signal. The amount of interference removal prior to the detection of a symbol increases from the strongest received signal to the weakest one. Any error in a cancelation adversely affects subsequent symbol decisions and cancelations. If a decision device makes a symbol error, then the amplitude of the interference that enters the next stage of the canceler of Figure 7.12 is doubled. Since each delay in Figure 7.12 exceeds one symbol in duration, the overall processing delay of the successive interference canceler is one of its disadvantages. The delay introduced, the impact of cancelation errors, and the implementation complexity may limit the number of useful canceler stages to fewer than $K$, but usually only a few interference signals need to be canceled to obtain the bulk of the available performance gain


Figure 7.12: One stage of successive interference canceler


Figure 7.13: One substage of second canceler of multistage canceler using successive interference cancelers
[120]. At low SINRs, inaccurate cancelations may cause the canceler to lose its advantage over the conventional detector.

A multistage interference canceler comprising more than one successive interference cancelers potentially improves performance by repeated cancelations if the delay and complexity can be accommodated. A substage of the second canceler of a multistage canceler is illustrated in Figure 7.13. The input is the residual of canceler 1 after its final stage. Replica 1 of canceler 1 is added to the residual to produce a sum signal that is applied to the first processor of the second canceler. Since most of the interference has been removed from the residual, the decision device can produce an improved estimate and hence an improved cancelation. The resulting difference signal contains less interference than the corresponding difference signal in Figure 7.12. Subsequently, other improved decisions are made and improved cancelations are done. Rake combining of multipath components may be incorporated into a multistage or single-stage interference canceler to improve performance in a fading environment [85]


Figure 7.14: Recursive structure of parallel interference canceler

## Parallel Interference Canceler

A parallel interference canceler subtracts all multiple-access interference signals from each desired signal simultaneously. The parallel interference canceler is not as effective in suppressing the near-far problem as the successive interference canceler, which cancels the strongest interference signals first. The exception occurs if there are several interference signals of comparable strength.

Consider synchronous signals and the model of Section 7.7. The $G \times 1$ received vector $\mathbf{y}$ is given by (7-175), and the output of the despreader bank is $\mathbf{P}^{H} \mathbf{y}$. We define the $K \times K$ matrix

$$
\begin{equation*}
\mathbf{B}=\mathbf{P}^{H} \mathbf{P A} \tag{7-230}
\end{equation*}
$$

which has diagonal element $k$ equal to $G A_{k}$. In the absence of noise, (7-175) indicates that

$$
\begin{equation*}
\mathbf{P}^{H} \mathbf{y}=\mathbf{B d} \tag{7-231}
\end{equation*}
$$

When the noise is insignificant compared with the multiple-access interference, (7-231) motivates the realization of the estimator

$$
\begin{equation*}
\widehat{\mathbf{d}}_{1}=\mathbf{B}^{-1} \mathbf{P}^{H} \mathbf{y} \tag{7-232}
\end{equation*}
$$

if $\mathbf{B}$ is invertible. The decision is

$$
\begin{equation*}
\widehat{\mathbf{d}}=\mathcal{C}\left[\widehat{\mathbf{d}}_{1}\right] \tag{7-233}
\end{equation*}
$$

where $\mathcal{C}(\cdot)$ is the constellation function for hard decisions. However, the complexity or number of multiplications required to compute $\mathbf{B}^{-1}$ is $O\left(K^{3}\right)$, which might be prohibitively large.

Let $\mathbf{B}_{d}$ denote the diagonal matrix with its $k$ th diagonal element equal to $G A_{k}$, which is equal to the $k$ th diagonal element of $\mathbf{B}$. To derive an iterative computation of $\widehat{\mathbf{d}}$, we rearrange (7-231) in the form

$$
\begin{equation*}
\mathbf{d}=\left(\mathbf{I}-\mathbf{B}_{d}^{-1} \mathbf{B}\right) \mathbf{d}+\mathbf{B}_{d}^{-1} \mathbf{P}^{H} \mathbf{y} . \tag{7-234}
\end{equation*}
$$

We solve (7-234) iteratively by computing

$$
\begin{align*}
\widehat{\mathbf{d}}(1) & =\mathcal{C}\left[\mathbf{B}_{d}^{-1} \mathbf{P}^{T} \mathbf{y}\right]  \tag{7-235}\\
\widehat{\mathbf{d}}(i+1) & \left.=\mathcal{C}\left\{\left(\mathbf{I}-\mathbf{B}_{\mathbf{d}}^{-\mathbf{1}} \mathbf{B}\right) \widehat{\mathbf{d}}(i)+\mathbf{B}_{d}^{-1} \mathbf{P}^{H} \mathbf{y}\right]\right\}, \quad i \geq 1 \tag{7-236}
\end{align*}
$$

This algorithm is similar in form to those of Section 5.2. Therefore, if we omit $\mathcal{C}(\cdot)$, the algorithm converges if the eigenvalues of $\mathbf{I}-\mathbf{B}_{d}^{-1} \mathbf{B}$ have magnitudes less than unity, which is true if the spreading sequences have low cross-correlations and the number of interfering signals is small. When convergence occurs, we have a major reduction in computation relative to (7-232).

Each iteration of (7-236) can be interpreted as one stage of a multistage parallel interference canceler that provides successively improved parallel outputs that are applied to the next stage. One stage of a parallel interference canceler is diagrammed in Figure 7.14. Instead of computing $\widehat{\mathbf{d}}(1)$ using (7-235), the initial stage may derive $\widehat{\mathbf{d}}(1)$ from a successive interference canceler, decorrelating detector, or MMSE detector.

### 7.9 MIMO Systems

A multiple-input multiple-output (MIMO) system comprises one or more transmitters with multiple antennas and one or more receivers with multiple antennas. The multiple antennas enable the realization of increased throughput, increased spatial diversity, or stronger received signals, but the degree to which any of these features is implemented entails limitations on the other features. A single-user MIMO (SU-MIMO) system comprises a single multipleantenna transmitter that communicates with a single multiple-antenna receiver. A multiple-user MIMO (MU-MIMO) system comprises a set of transmitters, each of which uses one or more antennas, which communicate with a set of receivers, each of which uses one or more antennas. Multiple-access communications, which entail several signals sharing the same communication channel, and broadcast communications are instances of MU-MIMO systems. Multiuser detectors and interference cancelers are used in MU-MIMO Systems

Diversity techniques, such as space-time coding, exploit the independent fading in the multiple paths from transmit antennas to receive antennas. These techniques do not require channel-state information (CSI) but cannot provide a high throughput or a significant array gain. MIMO systems that provide high throughput use spatial multiplexing, and those that provide gain use beamforming, but hybrid combinations are also possible.

If a MIMO system has only multiple receive antennas, it is called a singleinput multiple-output (SIMO) system. The adaptive arrays of Sections 5.6 and 5.7 , which can be used in either SIMO or MIMO systems, use multiple receive antennas for beamforming that suppresses interference entering the sidelobes of the receive array pattern. Diversity combining methods for receive antennas in SIMO or MIMO systems, which are described in Sections 6.4-6.8, compensate for fading and antenna imperfections. If a MIMO system has only


Figure 7.15: MIMO receiver preceding despreaders. Its inputs are derived from $\mathrm{N}_{r}$ receive antennas. $\mathrm{CMF}=$ chip-matched filter. $\quad \mathrm{ADC}=$ analog-to-digital converter


Figure 7.16: Despreaders and maximal-ratio combiners of MIMO receiver. $\mathrm{MRC}=$ maximal-ratio combiner
multiple transmit antennas, it is called a multiple-input single-output (MISO) system. The use of multiple transmit antennas in providing spatial diversity or a space-time code, which can be used in either MISO or MIMO systems, is described in Section 6.9. The receiver of a MISO system can serve as a multiuser detector for direct-sequence communications.

## Spatial Multiplexing

Spatial multiplexing increases throughput and spectral efficiency by the transmission of different symbols or separate signals simultaneously through different transmit antennas and the reception of the transmitted signals at each receive antenna. In each of the paths between transmit and receive-antenna pairs, a signal encounters a different channel. Therefore, another potential advantage of spatial multiplexing stems from the diverse propagation paths, which can provide a diversity gain. The receiver reconstructs the transmitted symbols or signals by using CSI, which comprises fading or channel coefficients of each transmit and receive-antenna pair.

Consider a MIMO system that has $N_{t}$ transmit antennas and $N_{r}$ receive antennas and uses spatial multiplexing for direct-sequence communications. The transmit antennas and receive antennas are closely spaced enough that all $N_{t} N_{r}$ signals arriving at the receive antennas can be considered synchronous. The MIMO receiver prior to the despreaders has the form illustrated in Figure 7.15. Each receive antenna is followed by a chip-matched filter. Chip-rate sampling of its output by an analog-to-digital converter produces a demodulated sequence of length $G$. All $N_{r}$ demodulated sequences are applied to each of $N_{t}$ despreaders, as illustrated in Figure 7.16. Despreader $k$ sends despread symbols to maximalratio combiner $k$, which uses CSI to produce a symbol metric or decision for symbol $k$.

Assuming that accurate timing synchronization provides a synchronous system, we can analyze the MIMO receiver by extending the analysis for the optimal multiuser detector in Section 7.7. Let

$$
\begin{align*}
\mathbf{y}_{m} & =\left[\begin{array}{lll}
y_{m, 0} & y_{m, 1} \ldots y_{m, G-1}
\end{array}\right]^{T} \\
\mathbf{n}_{m} & =\left[\begin{array}{lll}
n_{m, 0} & n_{m, 1} \ldots n_{m, G-1}
\end{array}\right]^{T} \\
\mathbf{d} & =\left[\begin{array}{lll}
d_{0} & d_{1} \ldots d_{N_{t}-1}
\end{array}\right]^{T} \tag{7-237}
\end{align*}
$$

denote the demodulated sequence of antenna $m$, the accompanying noise sequence of antenna $m$, and $N_{t}$ simultaneously transmitted data symbols with values $d_{i}= \pm 1$, respectively. As in (7-171), the complex amplitude at receive antenna $m$ due to the signal transmitted by transmit antenna $k$ is

$$
\begin{equation*}
A_{k, m}=G^{-1} \sqrt{\mathcal{E}_{k, m}} \exp \left(j \theta_{k, m}\right) \tag{7-238}
\end{equation*}
$$

where $\mathcal{E}_{k, m}$ is the energy per symbol of signal $k$ at antenna $m$, and $\theta_{k, m}$ is the phase of signal $k$ at antenna $m$.

Equations (7-175) and (7-176) may be applied to the demodulated sequence at receive antenna $m$ corresponding to a set of $N_{t}$ synchronous transmitted symbols. The demodulated sequence is the $G \times 1$ vector

$$
\begin{equation*}
\mathbf{y}_{m}=\mathbf{P} A_{m} \mathbf{d}+\mathbf{n}_{m}, \quad 0 \leq m \leq N_{r}-1 \tag{7-239}
\end{equation*}
$$

where column $k$ of the $G \times N_{t}$ matrix $\mathbf{P}$ is the vector

$$
\begin{equation*}
\mathbf{p}_{k}=\left[p_{k, 0} p_{k, 1} \ldots p_{k, G-1}\right]^{T} \tag{7-240}
\end{equation*}
$$

that represents the spreading sequence that modulates symbol $k, p_{k, i}= \pm 1$, and $\mathbf{A}_{m}$ is the $N_{t} \times N_{t}$ diagonal matrix with $A_{k, m}$ as its $k$ th diagonal element. Assuming that the noise in each receive antenna is independent zero-mean, white Gaussian noise with two-sided noise PSD $N_{0} / 2, G \times 1$ vector $\mathbf{n}_{m}$ is a zero-mean, circularly symmetric, Gaussian random vector with

$$
\begin{equation*}
E\left[\mathbf{n}_{m} \mathbf{n}_{m}^{H}\right]=G^{-1} N_{0} \mathbf{I}, \quad E\left[\mathbf{n}_{m} \mathbf{n}_{m}^{T}\right]=\mathbf{0} \tag{7-241}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[\mathbf{n}_{m} \mathbf{n}_{p}^{H}\right]=E\left[\mathbf{n}_{m} \mathbf{n}_{p}^{T}\right]=\mathbf{0}, m \neq p \tag{7-242}
\end{equation*}
$$

Each of the $N_{t}$ despreaders of Figure 7.16 receives the $N_{r}$ sequences in the columns of the $G \times N_{r}$ matrix

$$
\mathbf{Y}=\left[\begin{array}{llll}
\mathbf{y}_{1} & \mathbf{y}_{2} & \ldots & \mathbf{y}_{N_{r}} \tag{7-243}
\end{array}\right]
$$

The $1 \times N_{r}$ despread vector produced by the despreader $k$ is $\mathbf{p}_{k}^{H} \mathbf{Y}$. The components of this vector are applied to a maximal-ratio combiner that generates

$$
\begin{equation*}
\zeta_{k}=\mathbf{p}_{k}^{H} \sum_{m=0}^{N_{r}-1} A_{k, m}^{*} \mathbf{y}_{m} \tag{7-244}
\end{equation*}
$$

For hard-decision decoding, the decision for symbol $k$ is the constellation point

$$
\begin{equation*}
\widehat{d}_{k}=\mathcal{C}\left(\mathbf{p}_{k}^{H} \sum_{m=0}^{N_{r}-1} A_{k, m}^{*} \mathbf{y}_{m}\right) \tag{7-245}
\end{equation*}
$$

For binary data symbols,

$$
\begin{equation*}
\widehat{d}_{k}=\operatorname{sgn}\left[\operatorname{Re}\left(\zeta_{k}\right)\right] \tag{7-246}
\end{equation*}
$$

Substituting (7-239) and (7-244) into (7-246), we find that

$$
\begin{align*}
\widehat{d}_{k} & =\operatorname{sgn}\left[\operatorname{Re}\left(\mathbf{p}_{k}^{H} \mathbf{P} \sum_{m=0}^{N_{r}-1} A_{k, m}^{*} \mathbf{A}_{m} \mathbf{d}\right)+n_{m, k}\right] \\
& =\operatorname{sgn}\left[d_{k} G \sum_{m=0}^{N_{r}-1}\left|A_{k, m}\right|^{2}+G B\left(\overline{\mathbf{d}}_{k}\right)+n_{m, k}\right] \tag{7-247}
\end{align*}
$$

where $\overline{\mathbf{d}}_{k}$ is the $(K-1) \times 1$ vector of interfering symbols,

$$
\begin{equation*}
B\left(\overline{\mathbf{d}}_{k}\right)=\operatorname{Re}\left(\sum_{m=0}^{N_{r}-1} A_{k, m}^{*} \sum_{i=0, i \neq k}^{K-1} A_{i, m} R_{k, i} d_{i}\right) \tag{7-248}
\end{equation*}
$$

and $n_{m, k}$ is the zero-mean Gaussian random variable

$$
\begin{equation*}
n_{m, k}=\operatorname{Re}\left(\mathbf{p}_{k}^{H} \sum_{m=0}^{N_{r}-1} A_{k, m}^{*} \mathbf{n}_{m}\right) \tag{7-249}
\end{equation*}
$$

Applying (7-241) and (7-242), we obtain

$$
\begin{equation*}
\operatorname{var}\left(n_{m, k}^{2}\right)=\frac{N_{0}}{2} \sum_{m=0}^{N_{r}-1}\left|A_{k, m}\right|^{2} \tag{7-250}
\end{equation*}
$$

By symmetry, we can assume that $d_{k}=1$ in the evaluation of the symbol error probability. Let $S_{k}$ denote the set of the $2^{K-1}$ distinct vectors that $\overline{\mathbf{d}}_{k}$ can equal. Let $\mathbf{d}_{k n} \in S_{k}$ denote the $n$th one of those distinct vectors. Conditioning


Figure 7.17: Descrambler, despreaders, and maximal-ratio combiners (MRCs) of multicode MIMO receiver
on $\overline{\mathbf{d}}_{k}=\mathbf{d}_{k, n}, \quad 1 \leq n \leq 2^{K-1}$, we find that a symbol error occurs if $n_{m, k}$ causes $\operatorname{Re}\left(\zeta_{k}\right)$ to be negative. Since the noise has a Gaussian density, a straightforward calculation using (7-247), (7-250), and (7-238) gives the conditional symbol error probability:

$$
\begin{equation*}
P_{s}\left(k \mid \mathbf{d}_{k, m}\right)=Q\left(\sqrt{\frac{2}{N_{0}} \sum_{m=0}^{N_{r}-1} \mathcal{E}_{k, m}}\left\{1+\frac{G^{2} B\left(\mathbf{d}_{k n}\right)}{\sum_{m=0}^{N_{r}-1} \mathcal{E}_{k, m}}\right\}\right) . \tag{7-251}
\end{equation*}
$$

If all symbol sets are equally likely, then the symbol error probability for user $k$ is given by (7-65).

## Multicode MIMO

In a multicode MIMO system, each set of multicode signals is transmitted through a distinct transmit antenna. Each multicode signal is spread by a composite sequence generated by adding a long scrambling sequence to a short orthogonal spreading sequence. Since the scrambling sequence approximates a random sequence, the composite sequence does also. Therefore, the composite sequence has a favorable autocorrelation function for synchronization and low cross-correlations with the other scrambling and spreading sequences of the MIMO signals. The short orthogonal spreading sequences enable the receiver to easily distinguish among the signals within a multicode set of signals.

Figure 7.17 illustrates the receiver processing by the $m$ th despreader set when it processes the composite sequence of a multicode signal. The descrambler removes the scrambling sequence and distributes the $M$ data-modulated spreading sequences to $M$ despreaders. The $1 \times N_{r}$ despread vector produced by each despreader is applied to a maximal-ratio combiner, which provides a symbol decision or metric.

## CSI and Massive MIMO

A transmitter may gather CSI from a receiver to enable efficient power division among its transmit antennas and to precode its transmitted signals to com-
pensate for the channel phase shifts. In a closed-loop system, a transmitter sends pilot signals through all its transmit antennas to potential receivers, each of which extracts the CSI for all paths to its receive antennas and then sends quantized estimates of the CSI to the transmitter. The reciprocity of signal paths when time-division duplexing is used enables a transmitter to use an open-loop system with direct measurements of the CSI by its receive antennas.

A massive MIMO system is one that does spatial multiplexing with a large number of antennas and the required CSI. If there are $N_{t}$ transmit antennas and $N_{r}$ receive antennas, then $N_{t} N_{r}$ pilot sequences are required. In a network, the frequency with which the pilot sequences are updated increases with the system mobility and the number of transmitted signals. The pilot sequences are scheduled for transmission in time slots of duration less than the channel coherence time.

The degradation of a received pilot signal because of the presence of other pilot signals is called pilot contamination. To avoid pilot contamination, the pilot sequences used in a cell should be largely uncorrelated with each other. Synchronization of pilot transmissions causes pilot contamination, but asynchronous transmissions cause interference from the pilot signals to degrade the data signals. When highly correlated transmission channels or high-speed mobiles cause severe pilot contamination, the absence of accurate CSI may make the scheduling of transmissions necessary.

The partitioning of the transmitter power among the multiple transmit antennas lowers the SNR for each path to each receive antenna. Low SNRs, insufficient decorrelation among closely spaced antennas, the mutual contamination of pilot signals and their multipath components, and the computational complexity impede massive MIMO. The computational complexity may be partially alleviated by using sphere decoding instead of maximum-likelihood decoding [7]. Deep learning and other machine learning subsystems can improve components of network and MIMO processing by efficiently accommodating variable environments [16, 124].

## Beamforming

Beamforming by multiple transmit or multiple receive antennas is the formation of one or more spatially narrow or directional beams. Each beam is produced by a separate set of delays or phase shifts behind the antennas that produce a main lobe, sidelobes, and nulls in the beam pattern. The power gain of each beam is proportional to the number of antennas in its subarray. A directional receive beam provides enhanced power gain, spatial discrimination, and interference suppression. In a cellular network, a base station increases its throughput by generating multiple beams in the directions of multiple mobiles.

Each beam requires only one pilot sequence to determine the complex amplitude in a desired direction. The reduction in required CSI relative to spatial multiplexing makes the use of beams much less susceptible to pilot contamination and multiple-access interference. Beamforming may be preferable to spatial multiplexing when the paths from the transmit to the receive antennas are pri-
marily line-of-sight and hence few multipath signals are significant or when the paths experience highly correlated fading that inhibits spatial multiplexing.

If an arrival angle is estimated or a transmission direction is selected, a beam can be formed in the desired direction by setting the delays or phase shifts behind the antennas. The beamforming of a set of disjoint fixed beams that cover all feasible directions is called sectorization. The advantages of sectorization at one end of a communication link are the reduction of the beam-alignment delay, pilot-signal contamination, and beam-steering errors. The primary disadvantage of sectorization is the loss of flexibility inherent in adaptive arrays. The role of sectorization in cellular CDMA networks is examined in Section 8.4.

An adaptive beam for receiving is formed by using an adaptive algorithm, as described in Sections 5.6 and 5.7. The principal difficulty in adaptive beamforming for a MIMO system is the delay resulting from the need for the spatial alignment of both the transmit and the receive beams. The initial search for alignment entails the exchange of synchronized pilot signals between the transmit and receive antennas, the estimation of signal arrival angles, and the steering of both arrays over a range of angles.

In codebook-based beamforming, delays or phase shifts are found as precomputed entries, each of which corresponds to a specific direction. The number of entries in the codebook determines the accuracy of the beam alignment with the desired direction. The beamforming delay increases as the beams become narrower to avoid interference. When a large number of antennas operate over a large spectral band, it is expensive to implement power-consuming radiofrequency devices, converters, and digital processors behind each antenna. A hybrid array for a transmitter forms beams with analog subarrays controlled by a digital processor. A hybrid array for a receiver applies analog subarray outputs to a digital processor that produces the outputs of one or more beams. Multiple beam outputs provide spatial multiplexing. The cost of the hybrid array is some loss in beamforming capability.

### 7.10 Problems

1. Apply information theory to multiple-access communications over an AWGN channel. (a) Show that if the bandwidth is infinite, then all users can send messages at their individual capacities, which implies that the interference among users does not occur. (b) Prove that whether or not a multiuser detector is used,

$$
\mathrm{C}\left(\frac{\sum_{i \in S} \mathcal{P}_{i}}{2 N_{0} W}\right)=\mathrm{C}\left(\frac{\mathcal{P}_{1}}{\sum_{i \in S, i \neq 1} \mathcal{P}_{i}+2 N_{0} W}\right)+\mathrm{C}\left(\frac{\sum_{i \in S, i \neq 1} \mathcal{P}_{i}}{2 N_{0} W}\right)
$$

2. A Gold sequence is constructed from a maximal sequence with characteristic polynomial $1+x^{2}+x^{3}$. The second sequence is obtained by decimation of the maximal sequence by $q=3$. (a) Find one period of each of the two sequences, and show that the second sequence is maximal. (b) List the 7 cross-correlation values of this pair of sequences. How many are distinct?
3. The characteristic polynomials for generating Gold sequences of length 7 are: $f_{1}(x)=1+x+x^{3}$ and $f_{2}(x)=1+x^{2}+x^{3}$. (a) What is the general expression for the generating function of an arbitrary Gold sequence when the initial state for the first maximal sequence generator has $a_{0}=a_{1}=0$, and $a_{2}=1$. (b) What is the generating function for the Gold sequence generated by adding the sequences generated by $f_{1}(x)$ and $f_{2}(x)$ when both maximal sequence generators have the same arbitrary initial state?
4. A small set of Kasami sequences is formed by starting with the maximal sequence generated by the characteristic polynomial $1+x^{2}+x^{3}+x^{4}+x^{8}$. After decimation by $q$, a second sequence with characteristic polynomial $1+x+x^{4}$ is found. (a) What is the value of $q$ ? How many sequences are in the set? What is the period of each sequence? What is the peak magnitude of the periodic cross-correlation? Draw a block diagram of the generator of the small Kasami set. (b) Prove whether the second sequence is maximal.
5. The small set of the preceding problem is extended to a large set of Kasami sequences by a decimation of the original maximal sequence by $q_{1}$. A third sequence with characteristic polynomial $1+x^{2}+x^{3}+x^{4}+x^{5}+x^{7}+x^{8}$ is found. (a) What is the value of $q_{1}$ ? How many sequences are in the large set? What is the period of each sequence? What is the peak magnitude of the periodic cross-correlation? Draw a block diagram of the generator of the large Kasami set. (b) Prove whether the third sequence is maximal.
6. Consider the conventional detector for two synchronous users. Evaluate $P_{s}(0)$ as $N_{0} \rightarrow 0$ for the three cases: $|\rho C|<1,|\rho C|>1$, and $|\rho C|=1$.
7. Under certain circumstances, the noise in a conventional detector can be beneficial against the multiple-access interference. Consider the conventional detector for two synchronous users with $|\rho C|>1$. Find the noise level that minimizes $P_{s}(0)$.
8. Prove (7-109) and (7-102) for a rectangular chip waveform.
9. Consider two-user synchronous communications over the AWGN channel with BPSK. Compare the bit error probabilities of short spreading sequences and long random sequences for a conventional receiver. Use ( $7-122$ ) and ( $7-123$ ) with $\phi_{1}=0$ for the random sequences. Show that the deterministic sequences give a lower bit error probability than the random sequences if

$$
\frac{\mathcal{E}_{1}}{2 G N_{0}} \ll 1, \quad|\rho|<\sqrt{\frac{\mathcal{E}_{1}}{2 G N_{0}}} \sqrt{\frac{\mathcal{E}_{0}}{2 G N_{0}}}
$$

10. Use bounding and approximation methods to establish (7-132).
11. The symbol error probability and other performance measures are functions of $\mathcal{E}_{s} / N_{0 e}(\boldsymbol{\phi}, \boldsymbol{\tau})$. (a) Show that the average signal-to-interference-and-noise ratio (SINR) $\bar{\gamma}$ has the lower bound given by

$$
\bar{\gamma}=E\left[\frac{\mathcal{E}_{s}}{N_{0 e}(\boldsymbol{\phi}, \boldsymbol{\tau})}\right] \geq \frac{\mathcal{E}_{s}}{E\left[N_{0 e}(\boldsymbol{\phi}, \boldsymbol{\tau})\right]}
$$

(b) Show that for uniform distributions of $\phi$ and $\tau$ and asynchronous DS-QPSK signals with identical chip waveforms,

$$
\bar{\gamma} \geq \frac{\mathcal{E}_{s}}{N_{0}+2 h \mathcal{E}_{t} / G_{1}}
$$

which indicates a reduction in the interference power by the factor $G_{1} / h$ on the average.
12. (a) Verify (7-153). (b) How many Hamming correlations need to be checked to verify ( $7-160$ )?
13. Consider randomly generated frequency-hopping patterns. The hopset size is $M$, and the correlation window length is $L$. What are the mean and standard deviation of the number of collisions of two users?
14. Consider the optimal multiuser detector for two synchronous directsequence signals with BPSK over the AWGN channel. Assume that phase synchronization is performed and that the two spreading sequences are identical. Derive in terms of the vector $\mathbf{P}^{T} \mathbf{y}$ the three conditions that must be satisfied for the detector to decide that $\mathbf{d}=[+1,+1]$ was transmitted.
15. (a) Derive the optimal multiuser detector for synchronous direct-sequence signals with BPSK over the AWGN channel when all the spreading sequences are mutually orthogonal. (b) Show that the detector decouples the code symbols in the sense that the decision for the code symbol of one user is not influenced by the other code symbols.
16. Consider two-user synchronous communications over the AWGN channel with BPSK. Show that a decorrelating detector and the short spreading sequences give a lower bit error probability than long random sequences and a conventional receiver if

$$
\frac{\mathcal{E}_{1}}{2 G N_{0}} \ll 1, \quad|\rho|<\sqrt{\frac{\mathcal{E}_{1}}{2 G N_{0}}} .
$$

17. Consider the MMSE detector for synchronous users that transmit binary symbols. (a) In (7-221), how do we know that ( $\mathbf{Q R Q})_{k, k}$ is real valued? (b) Show that if

$$
\frac{\mathcal{E}_{k}}{N_{0}} \gg 1
$$

then the MMSE detector is nearly the same as the decorrelating detector.
18. Consider a MIMO system with spatial multiplexing, synchronous detection, and binary symbols. Show that if

$$
\sum_{i=0, i \neq k}^{K-1}\left|A_{i, m}\right|<\left|A_{k, m}\right|, \quad \theta_{\max } \ll 1
$$

then the symbol error probability is nearly the same as it is for a maximalratio combiner in the absence of multiple-access interference from other transmitters.

## Chapter 8

## Mobile Ad Hoc and Cellular Networks

The impact of multiple-access interference in mobile ad hoc and cellular networks with DS-CDMA and FH-CDMA systems is analyzed in this chapter. Phenomena and issues that become prominent in mobile networks using spread spectrum include exclusion zones, guard zones, power control, rate control, network policies, sectorization, and the selection of various spread-spectrum parameters. The outage probability, which is the fundamental network performance metric, is derived for both ad hoc and cellular networks and both DS-CDMA and FH-CDMA systems. Acquisition and synchronization methods that are needed within a cellular DS-CDMA network are addressed.

### 8.1 Conditional Outage Probability

In a mobile network, the most useful link performance metric is the outage probability, which is the probability that the link does not currently support communications with a specified reliability or quality. Since link performance can generally be related to the signal-to-interference-and-noise ratio (SINR) at the receiver, an outage is said to occur if the instantaneous SINR of a system is less than a specified threshold, which may be adjusted to account for any diversity, rake combining, or channel code. The outage criterion has the advantage that it simplifies the analysis and does not require explicit specification of the code-symbol modulation or channel coding.

Let $\mathcal{R}$ denote the required SNR when a single signal is received over the AWGN channel. If $\alpha$ is the fading amplitude, then $\alpha^{2} \mathcal{E}_{b} / N_{0}$ is the instantaneous

SNR, and $\mathcal{E}_{b} / N_{0}$ is the SNR when there is no fading. The outage probability is the probability that $\alpha^{2} \mathcal{E}_{b} / N_{0}<\mathcal{R}$. Therefore,

$$
\begin{equation*}
P_{\text {out }}=\int_{0}^{\mathcal{R} N_{0} / \mathcal{E}_{b}} f_{g}(r) d r \tag{8-1}
\end{equation*}
$$

where $f_{g}(r)$ is the density of $\alpha^{2}$. For Nakagami fading, the substitution of (6-36) into (8-1), a change of the integration variable, and the application of (H-9) of Appendix H. 1 yield

$$
\begin{align*}
P_{\text {out }} & =\frac{1}{\Gamma(m)} \gamma(m, m x) \\
& =1-e^{-m x} \sum_{i=0}^{m-1} \frac{(m x)^{i}}{i!}, x=\frac{\mathcal{R} N_{0}}{\mathcal{E}_{b}} \tag{8-2}
\end{align*}
$$

For Rayleigh fading, $m=1$ and

$$
\begin{equation*}
P_{\text {out }}=1-\exp \left(-\frac{\mathcal{R} N_{0}}{\mathcal{E}_{b}}\right) \tag{8-3}
\end{equation*}
$$

This equation indicates how disruptive Rayleigh fading can be. Even if $\mathcal{E}_{b} / N_{0}=$ $10 \mathcal{R}$, the outage probability is still approximately 0.1 .

In this section, a model of wireless networks based on geometry is used to derive a closed-form equation for the conditional outage probability at the receiver of a reference node [110]. The conditioning is with respect to the location of the interfering nodes and their shadowing. The expression averages over the fading, which has timescales much faster than that of the shadowing or node location. The channel from each node to the reference receiver may have its own distinct Nakagami fading parameter (Section 6.2), and the ability to vary the Nakagami parameters can be used to model differing line-of-sight conditions between the reference receiver and each node. The closed-form equation is then applied to the assessment of the effects of various network parameters on outage probabilities.

The network comprises $M+2$ nodes that include a reference receiver $X_{M+1}$, a desired or reference transmitter $X_{0}$, and $M$ interfering nodes $X_{1}, \ldots, X_{M}$. The scalar $X_{i}$ represents the $i$ th node, the vector $\mathbf{X}_{i}$ represents its location, and $\left\|\mathbf{X}_{i}-\mathbf{X}_{M+1}\right\|$ is the distance from the $i$ th node to the reference receiver. The nodes can be located in any arbitrary two- or three-dimensional regions. Twodimensional coordinates are conveniently represented by allowing $\mathbf{X}_{i}$ to assume a complex value, where the real component is the East-West coordinate and the imaginary component is the North-South coordinate. Each mobile uses a single omnidirectional antenna.

When direct-sequence spreading is used, long spreading sequences are assumed and modeled as random binary sequences with chip duration $T_{c}$. The spreading factor $G$ directly reduces the interference power. The multiple-access interference is assumed to be asynchronous, and the power from each interfering $X_{i}$ is further reduced by the chip function $h\left(\tau_{i}\right)$, which is a function of the
chip waveform and the timing offset $\tau_{i}$ of $X_{i}$ 's spreading sequence relative to that of the desired signal. Since only timing offsets modulo- $T_{c}$ are relevant, $0 \leq \tau_{i}<T_{c}$. In a network of direct-sequence systems with QPSK, a multipleaccess interference signal with received power $\mathcal{I}_{i}$ before despreading is reduced after despreading to the level $\mathcal{I}_{i} h\left(\tau_{i}\right) / G$, where $h\left(\tau_{i}\right)$ is given by (7-98). Thus, the interference power is reduced by the effective spreading factor $G_{i}=G / h\left(\tau_{i}\right)$, while the despreading does not significantly affect the desired-signal power.

The power of the desired signal from the reference transmitter at the reference receiver is

$$
\begin{equation*}
\rho_{0}=P_{0} g_{0} 10^{\xi_{0} / 10} f\left(\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|\right) \tag{8-4}
\end{equation*}
$$

and the power of the interference from $X_{i}$ at the reference receiver is (Section 6.1)

$$
\begin{equation*}
\rho_{i}=\frac{P_{i}}{G_{i}} g_{i} 10^{\xi_{i} / 10} f\left(\left\|\mathbf{X}_{i}-\mathbf{X}_{M+1}\right\|\right), \quad 1 \leq i \leq M \tag{8-5}
\end{equation*}
$$

where $P_{i}, 0 \leq i \leq M$, is the received power at the reference distance $d_{0}$ (assumed to be sufficiently far that the signals are in the far field) before despreading when fading and shadowing are absent, $g_{i}$ is the power gain due to fading, $\xi_{i}$ is a shadowing factor, and $f(\cdot)$ is a path-loss function. The path-loss function of distance $d$ is expressed as the power law

$$
\begin{equation*}
f(d)=\left(\frac{d}{d_{0}}\right)^{-\alpha}, \quad d \geq d_{0} \tag{8-6}
\end{equation*}
$$

where $\alpha \geq 2$ is the path-loss exponent. The $\left\{g_{i}\right\}$ are independent with unitmean but are not necessarily identically distributed; that is, the channels from the different $\left\{X_{i}\right\}$ to the reference receiver may undergo fading with different distributions. For analytical tractability and close agreement with measured fading statistics, Nakagami fading is assumed, and $g_{i}=a_{i}^{2}$, where $a_{i}$ is Nakagami with parameter $m_{i}$. When the channel between $X_{i}$ and the reference receiver undergoes Rayleigh fading, $m_{i}=1$ and the corresponding $g_{i}$ is exponentially distributed. The shadowing on the link from one node to another is determined by the local terrain. If the shadowing is modeled as having a lognormal distribution, the $\left\{\xi_{i}\right\}$ are independent zero-mean Gaussian random variables (Section 6.1). In the absence of shadowing, $\xi_{i}=0$.

We assume that the $\left\{g_{i}\right\}$ remain fixed for the duration of a time interval but vary independently from interval to interval (block fading). The activity probability $p_{i}$ is the probability that the $i$ th node transmits in the same time interval as the desired signal. The $\left\{p_{i}\right\}$ can be used to model frequency hopping, voice-activity factors, controlled silences, or failed link transmissions and the resulting retransmission attempts. The $\left\{p_{i}\right\}$ need not be the same; for instance, carrier-sense multiple-access (CSMA) protocols can be modeled by setting $p_{i}=$ 0 only when a mobile lies within the CSMA guard zone of another active mobile.

The SINR at the reference receiver is given by:

$$
\begin{equation*}
\gamma=\frac{\rho_{0}}{\mathcal{N}+\sum_{i=1}^{M} I_{i} \rho_{i}} \tag{8-7}
\end{equation*}
$$

where $\rho_{0}$ is the received power of the desired signal, $\mathcal{N}$ is the noise power, and the indicator $I_{i}$ is a Bernoulli random variable with probability $P\left[I_{i}=1\right]=p_{i}$ and $P\left[I_{i}=0\right]=1-p_{i}$. The substitution of (8-4)-(8-6) into (8-7) yields

$$
\begin{equation*}
\gamma=\frac{g_{0} \Omega_{0}}{\Gamma^{-1}+\sum_{i=1}^{M} I_{i} g_{i} \Omega_{i}}, \Gamma=\frac{d_{0}^{\alpha} P_{0}}{\mathcal{N}} \tag{8-8}
\end{equation*}
$$

where

$$
\Omega_{i}= \begin{cases}10^{\xi_{0} / 10}\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|^{-\alpha}, & i=0  \tag{8-9}\\ \frac{P_{i}}{G_{i} P_{0}} 10^{\xi_{i} / 10}\left\|\mathbf{X}_{i}-\mathbf{X}_{M+1}\right\|^{-\alpha}, & i>0\end{cases}
$$

is the normalized power of $X_{i}$, and $\Gamma$ is the SNR when the reference transmitter $X_{0}$ is at unit distance from the reference receiver $X_{M+1}$ and fading and shadowing are absent. When direct-sequence spreading is not used, $G_{i}=1$.

Two preliminary results are needed in the analysis. Consider the expansion of $\left(x_{1}+x_{2}+\ldots+x_{k}\right)^{n}$, where $n$ is a positive integer. A typical term in the expansion is $x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{k}^{n_{k}}$, where the $\left\{n_{i}\right\}$ are nonnegative integers such that $n_{1}+n_{2}+\ldots+n_{k}=n$. The number of times this term appears is

$$
\begin{equation*}
\binom{n}{n_{1}}\binom{n-n_{1}}{n_{2}} \ldots\binom{n-\sum_{i=1}^{k-2} n_{i}}{n_{k-1}}\binom{n_{k}}{n_{k}}=\frac{n!}{n_{1}!n_{2}!\ldots n_{k}!} \tag{8-10}
\end{equation*}
$$

because we may count the appearances by selecting $x_{1}$ from $n_{1}$ of the $n$ factors, selecting $x_{2}$ from $n_{2}$ of the remaining factors, and so forth. Thus, we obtain the multinomial expansion:

$$
\begin{equation*}
\left(x_{1}+x_{2}+\ldots+x_{k}\right)^{n}=\sum_{n_{i}: \sum_{i=1}^{k} n_{i}=n} \frac{n!}{n_{1}!n_{2}!\ldots n_{k}!} x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{k}^{n_{k}} \tag{8-11}
\end{equation*}
$$

where the principal sum is over the nonnegative integers that have a sum equal to $n$.

For Nakagami fading with parameter $m_{i}$ and $E\left[g_{i}\right]=1$, it follows from (6-33) and elementary probability that the density of each random variable $g_{i}=a_{i}^{2}$ is given by the gamma density (Appendix E.5):

$$
\begin{equation*}
f_{g_{i}}(x)=\frac{m_{i}^{m_{i}}}{\Gamma\left(m_{i}\right)} x^{m_{i}-1} \exp \left(-m_{i} x\right) u(x), \quad m_{i} \geq \frac{1}{2} \tag{8-12}
\end{equation*}
$$

where $u(x)$ is the unit step function defined by (1-69).
In the subsequent analysis [110], the spatial extent of the network and number of nodes are finite. Each node has an arbitrary location distribution with an allowance for the node's duty factor, shadowing, exclusion zones, and possible guard zones. Let $\boldsymbol{\Omega}=\left[\Omega_{0}, \ldots, \Omega_{M}\right]$ represent the set of normalized powers given by (8-9). An outage occurs when the SINR $\gamma$ falls below an SINR threshold $\beta$ required for the reliable reception of a signal, and $\gamma$ is given for the particular $\boldsymbol{\Omega}$ by (8-8). It follows that the outage probability for the given $\boldsymbol{\Omega}$ is

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=P[\gamma \leq \beta \mid \boldsymbol{\Omega}] . \tag{8-13}
\end{equation*}
$$

Because it is conditioned on $\boldsymbol{\Omega}$, the outage probability is conditioned on the network geometry and shadowing factors, which have dynamics over timescales that are much slower than the fading.

Substituting (8-8) into (8-13) and rearranging yield

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=P\left[\beta^{-1} g_{0} \Omega_{0}-\sum_{i=1}^{M} I_{i} g_{i} \Omega_{i} \leq \Gamma^{-1} \mid \boldsymbol{\Omega}\right] \tag{8-14}
\end{equation*}
$$

By defining

$$
\begin{gather*}
\mathrm{S}=\beta^{-1} g_{0} \Omega_{0}, \quad \mathrm{Y}_{i}=I_{i} g_{i} \Omega_{i}  \tag{8-15}\\
\mathrm{Z}=\mathrm{S}-\sum_{i=1}^{M} \mathrm{Y}_{i} \tag{8-16}
\end{gather*}
$$

the outage probability may be expressed as

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=P\left[\mathrm{Z} \leq \Gamma^{-1} \mid \boldsymbol{\Omega}\right]=F_{Z}\left(\Gamma^{-1} \mid \boldsymbol{\Omega}\right) \tag{8-17}
\end{equation*}
$$

which is the distribution function of $Z$ conditioned on $\boldsymbol{\Omega}$ and evaluated at $\Gamma^{-1}$. Let $f_{\mathrm{S}, \mathbf{Y}}(s, \mathbf{y} \mid \boldsymbol{\Omega})$ denote the joint density of $S$ and the vector $\mathbf{Y}=\left(\mathrm{Y}_{1}, \ldots, \mathrm{Y}_{M}\right)$ conditioned on $\boldsymbol{\Omega}$. Equation (8-17) implies that

$$
\begin{align*}
1-\epsilon(\boldsymbol{\Omega}) & =P[\mathrm{Z}>z \mid \boldsymbol{\Omega}]=P\left[\mathrm{~S}>z+\sum_{i=1}^{M} \mathrm{Y}_{i} \mid \boldsymbol{\Omega}\right] \\
& =\int \ldots \iint_{z+\sum_{i=1}^{M} y_{i}}^{\infty} f_{\mathrm{S}, \mathbf{Y}}(s, \mathbf{y} \mid \boldsymbol{\Omega}) d s d \mathbf{y} \\
& =\int \underset{\mathbb{R}^{M}}{\ldots} \ldots \int_{z+\sum_{i=1}^{M} y_{i}}^{\infty} f_{S}(s \mid \boldsymbol{\Omega}, \mathbf{y}) f_{\mathbf{Y}}(\mathbf{y} \mid \boldsymbol{\Omega}) d s d \mathbf{y} \tag{8-18}
\end{align*}
$$

where $z=\Gamma^{-1}, f_{\mathbf{Y}}(\mathbf{y} \mid \boldsymbol{\Omega})$ is the joint density of $\mathbf{Y}$ conditioned on $\boldsymbol{\Omega}, f_{S}(s \mid \boldsymbol{\Omega}, \mathbf{y})$ is the density of $S$ conditioned on $(\boldsymbol{\Omega}, \mathbf{y})$, and the outer integral is over $M$ dimensional space.

All channels are assumed to fade independently. Since $S$ is independent of $\mathbf{y}$ and $\Omega_{i}, i \neq 0, f_{S}(s \mid \boldsymbol{\Omega}, \mathbf{y})=f_{S}\left(s \mid \Omega_{0}\right)$, where $f_{S}\left(s \mid \Omega_{0}\right)$ is the density of $S$ conditioned on $\Omega_{0}$. Since the $\left\{\mathrm{Y}_{i}\right\}$ are independent of each other, and each $\mathrm{Y}_{i}$ is independent of $\Omega_{k}, k \neq i$, we have $f_{\mathbf{Y}}(\mathbf{y} \mid \boldsymbol{\Omega})=\prod_{i=1}^{M} f_{i}\left(y_{i}\right)$, where $f_{i}\left(y_{i}\right)=$ $f_{\mathrm{Y}_{i}}\left(y_{i} \mid \Omega_{i}\right)$ is the density of $\mathrm{Y}_{i}$ conditioned on $\Omega_{i}$. Since densities are nonnegative and integrable, by Fubini's theorem (Appendix C.1) the order of integration is interchangeable, and hence

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=1-\int \ldots \int\left[\int_{z+\sum_{i=1}^{M} y_{i}}^{\infty} f_{S}\left(s \mid \Omega_{0}\right) d s\right] \prod_{i=1}^{M} f_{i}\left(y_{i}\right) d y_{i} \tag{8-19}
\end{equation*}
$$

The density of the gamma-distributed $S$ with Nakagami parameter $m_{0}$ is

$$
\begin{equation*}
f_{S}\left(s \mid \Omega_{0}\right)=\frac{\left(\frac{\beta m_{0}}{\Omega_{0}}\right)^{m_{0}}}{\left(m_{0}-1\right)!} s^{m_{0}-1} \exp \left(-\beta m_{0} s\right) u(s) \tag{8-20}
\end{equation*}
$$

Successive integrations by parts and the assumption that $m_{0}$ is a positive integer provide the evaluation of the inner integral:

$$
\begin{equation*}
\int_{z+\sum_{i=1}^{M} y_{i}}^{\infty} f_{S}\left(s \mid \Omega_{0}\right) d s=\exp \left\{-\frac{\beta m_{0}}{\Omega_{0}}\left(z+\sum_{i=1}^{M} y_{i}\right)\right\} \sum_{s=0}^{m_{0}-1} \frac{1}{s!}\left[\frac{\beta m_{0}}{\Omega_{0}}\left(z+\sum_{i=1}^{M} y_{i}\right)\right]^{s} \tag{8-21}
\end{equation*}
$$

Defining $\beta_{0}=\beta m_{0} / \Omega_{0}$ and substituting (8-21) into (8-19) yield

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=1-e^{-\beta_{0} z} \sum_{s=0}^{m_{0}-1} \frac{\left(\beta_{0} z\right)^{s}}{s!} \int \ldots \int e^{-\beta_{0} \sum_{i=1}^{M} y_{i}}\left(1+z^{-1} \sum_{i=1}^{M} y_{i}\right)^{s} \prod_{i=1}^{M} f_{i}\left(y_{i}\right) d y_{i} \tag{8-22}
\end{equation*}
$$

Since $s$ is a positive integer, the binomial theorem indicates that

$$
\begin{equation*}
\left(1+z^{-1} \sum_{i=1}^{M} y_{i}\right)^{s}=\sum_{t=0}^{s}\binom{s}{t} z^{-t}\left(\sum_{i=1}^{M} y_{i}\right)^{t} \tag{8-23}
\end{equation*}
$$

The multinomial expansion (8-11) yields

$$
\begin{equation*}
\left(\sum_{i=1}^{M} y_{i}\right)^{t}=\sum_{\substack{\ell_{i} \geq 0 \\ \sum_{i=1}^{M} \ell_{i}=t}} t!\left(\prod_{i=1}^{M} \frac{y_{i}^{\ell_{i}}}{\ell_{i}!}\right) \tag{8-24}
\end{equation*}
$$

where the summation on the right-hand side is over all sets of nonnegative indices that sum to $t$. Substituting (8-23) and (8-24) into (8-22) and bringing the exponential into the product, we obtain

$$
\begin{align*}
\epsilon(\boldsymbol{\Omega}) & =1-e^{-\beta_{0} z} \sum_{s=0}^{m_{0}-1} \frac{\left(\beta_{0} z\right)^{s}}{s!} \sum_{t=0}^{s}\binom{s}{t} z^{-t} t! \\
& \times \sum_{\substack{\ell_{i} \geq 0 \\
\sum_{i=1}^{M} \ell_{i}=t}} \int \ldots \int \mathbb{R}^{M} \tag{8-25}
\end{align*}
$$

Using the fact that the $\left\{\mathrm{Y}_{i}\right\}$ are nonnegative, we obtain

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=1-e^{-\beta_{0} z} \sum_{s=0}^{m_{0}-1} \frac{\left(\beta_{0} z\right)^{s}}{s!} \sum_{t=0}^{s}\binom{s}{t} z^{-t} t!\sum_{\substack{\ell_{i} \geq 0 \\ \sum_{i=1}^{M} \ell_{i}=t}} \prod_{i=1}^{M} \int_{0}^{\infty} \frac{y^{\ell_{i}}}{\ell_{i}!} e^{-\beta_{0} y} f_{i}(y) d y \tag{8-26}
\end{equation*}
$$

Using (8-12) and the activity probability $p_{i}$, we find that the conditional density $f_{i}(y)$ is

$$
\begin{equation*}
f_{i}(y)=f_{\mathrm{Y}_{i}}\left(y \mid \Omega_{i}\right)=\left(1-p_{i}\right) \delta(y)+p_{i}\left(\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}} \frac{1}{\Gamma\left(m_{i}\right)} y^{m_{i}-1} e^{-y m_{i} / \Omega_{i}} u(y) \tag{8-27}
\end{equation*}
$$

where $\delta(y)$ is the Dirac delta function (Appendix F.3). Substituting this equation, the integral in (8-26) is

$$
\begin{align*}
\int_{0}^{\infty} \frac{y^{\ell_{i}}}{\ell_{i}!} e^{-\beta_{0} y} f_{i}(y) d y & =\left(1-p_{i}\right) \delta_{\ell_{i}}+\left(\frac{p_{i} \Gamma\left(\ell_{i}+m_{i}\right)}{\ell_{i}!\Gamma\left(m_{i}\right)}\right)\left(\frac{\Omega_{i}}{m_{i}}\right)^{\ell_{i}} \\
& \times\left(\beta_{0} \frac{\Omega_{i}}{m_{i}}+1\right)^{-\left(m_{i}+\ell_{i}\right)} \tag{8-28}
\end{align*}
$$

where $\delta_{\ell}$ is the Kronecker delta function, which is equal to 1 when $\ell=0$, and equal to 0 otherwise. Substituting (8-28) into (8-26) and using

$$
\begin{equation*}
\binom{s}{t}\left(\frac{t!}{s!}\right)=\left(\frac{s!}{t!(s-t)!}\right)\left(\frac{t!}{s!}\right)=\frac{1}{(s-t)!} \tag{8-29}
\end{equation*}
$$

give

$$
\begin{align*}
\epsilon(\boldsymbol{\Omega}) & =1-e^{-\beta_{0} z} \sum_{s=0}^{m_{0}-1}\left(\beta_{0} z\right)^{s} \sum_{t=0}^{s} \frac{z^{-t}}{(s-t)!} \\
& \times \sum_{\substack{\ell_{i} \geq 0 \\
\sum_{i=1}^{M} \ell_{i}=t}} \prod_{i=1}^{M}\left[\left(1-p_{i}\right) \delta_{\ell_{i}}+\frac{p_{i} \Gamma\left(\ell_{i}+m_{i}\right)\left(\frac{\Omega_{i}}{m_{i}}\right)^{\ell_{i}}}{\ell_{i}!\Gamma\left(m_{i}\right)\left(\beta_{0} \frac{\Omega_{i}}{m_{i}}+1\right)^{\left(m_{i}+\ell_{i}\right)}}\right] . \tag{8-30}
\end{align*}
$$

This equation may be written as

$$
\begin{align*}
\epsilon(\boldsymbol{\Omega}) & =1-e^{-\beta_{0} z} \sum_{s=0}^{m_{0}-1}\left(\beta_{0} z\right)^{s} \sum_{t=0}^{s} \frac{z^{-t}}{(s-t)!} H_{t}(\boldsymbol{\Omega}), \\
\beta_{0} & =\frac{\beta m_{0}}{\Omega_{0}}, z=\Gamma^{-1} \tag{8-31}
\end{align*}
$$

where $m_{0}$ is a positive integer,

$$
\begin{equation*}
H_{t}(\boldsymbol{\Omega})=\sum_{\substack{\ell_{i} \geq 0 \\ \sum_{i=1}^{M} \ell_{i}=t}} \prod_{i=1}^{M} G_{\ell_{i}}(i) \tag{8-32}
\end{equation*}
$$

the summation in $(8-32)$ is over all sets of indices that sum to $t$,

$$
G_{\ell}(i)= \begin{cases}1-p_{i}\left(1-\Psi_{i}^{m_{i}}\right), & \ell=0  \tag{8-33}\\ \frac{p_{i} \Gamma\left(\ell+m_{i}\right)}{\ell!\Gamma\left(m_{i}\right)}\left(\frac{\Omega_{i}}{m_{i}}\right)^{\ell} \Psi_{i}^{m_{i}+\ell}, & \ell>0\end{cases}
$$

and

$$
\begin{equation*}
\Psi_{i}=\left(\beta_{0} \frac{\Omega_{i}}{m_{i}}+1\right)^{-1}, \quad i=1,2, \ldots, M \tag{8-34}
\end{equation*}
$$

Equation (8-32) may be efficiently computed as follows. For each possible $t=\left\{0, . ., m_{0}-1\right\}$, precompute a matrix $\mathcal{I}_{t}$ that has rows containing all sets of nonnegative indices $\left\{\ell_{1}, \ldots, \ell_{M}\right\}$ that sum to $t$. There are

$$
\begin{equation*}
\binom{t+M-1}{t} \tag{8-35}
\end{equation*}
$$

rows and $M$ columns in $\mathcal{I}_{t}$. The $\mathcal{I}_{t}$ 's may be reused whenever the same $M$ is considered. Compute a row vector $\boldsymbol{\Psi}$ containing the $\Psi_{i}$. For each possible $\ell=\left\{0, . ., m_{0}-1\right\}$, compute (8-33) using $\Psi$ and place the resulting row into an $m_{0} \times M$ matrix $\mathbf{G}$. Each term of (8-32) can be found by using the corresponding row from $\mathcal{I}_{t}$ as an index into $\mathbf{G}$. Taking the product along the length of the resulting row vector gives the corresponding term of the summation. More generally, the entire $\mathcal{I}_{t}$ matrix can be used to index $\mathbf{G}$. To be consistent with matrix-based languages, such as Matlab, denote the result of the operation as $\mathbf{G}\left(\mathcal{I}_{t}\right)$. Taking the product along the rows of $\mathbf{G}\left(\mathcal{I}_{t}\right)$ and then the sum down the resulting column give (8-32).

In the subsequent examples based on deterministic geometry, we assume that the nodes are mobiles that lie within a circular region of radius $r_{n e t}$. A circular exclusion zone of radius $r_{e x} \geq d_{0}$ surrounds the reference receiver, and no mobiles are permitted within the exclusion zone. The exclusion zone is based on the spacing that occurs in actual mobile networks. For instance, when the radios are mounted on separate vehicles, there is a need for crash avoidance by maintaining a minimum vehicle separation. A small exclusion zone maintained by visual sightings exists in practical networks, but a more reliable and extensive one can be established by equipping each mobile with a global positioning system (GPS) and periodically broadcasting each mobile's GPS coordinates. Mobiles that receive those messages could compare their locations to those in the messages and alter their movements accordingly.

Consider the network topology shown in the upper-right corner of Figure 8.1. The reference receiver is at the center of the network, the corresponding reference transmitter is located to its right, and $M=28$ interfering mobiles are within an annular region with inner radius $r_{e x}=0.05$ and outer radius $r_{n e t}=1$.

Mobiles are placed successively according to a uniform clustering model as follows. Let $X_{i}=r_{i} e^{j \theta_{i}}$ represent the location of the $i$ th mobile. A pair of independent random variables $\left(y_{i}, z_{i}\right)$ is selected from the uniform distribution over $[0,1]$. From these variables, the location is initially selected according to a uniform spatial distribution over a disk with radius $r_{n e t}$ by setting $r_{i}=\sqrt{y_{i}} r_{\text {net }}$ and $\theta_{i}=2 \pi z_{i}$. If the corresponding $X_{i}$ falls within an exclusion zone of one of the $i-1$ previous mobile locations, then a new random location is assigned to the $i$ th mobile as many times as necessary until it falls outside any exclusion zone.

In the following examples, the $\left\{\Omega_{i}\right\}$ are determined by assuming an attenuation power-law exponent $\alpha=3.5$, a common transmit power $P_{i}=P_{0}$ for all $i$, no


Figure 8.1: Example network, which is drawn according to the uniform clustering model, and the outage probability as a function of SNR $\Gamma$, conditioned on the pictured network topology. Performance is shown for three fading models without spreading or shadowing. Analytical expressions are plotted by lines, while dots represent simulation results (with one million trials per point) [110]
shadowing, and that the reference transmitter is at distance $\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|=0.1$ from the reference receiver. We assume that $p_{i}=0.5$ for all $i$, and that the SINR threshold is $\beta=0 \mathrm{~dB}$. This threshold corresponds to a maximum code-symbol rate equal to one information bit per channel symbol, as indicated by (7-2).

Example 1. Suppose that spread-spectrum modulation is not used $(G=$ $h=1$ ) and that all signals undergo Rayleigh fading. Then, $m_{i}=1$ for all $i$, $\beta_{0}=\beta / \Omega_{0}=\beta\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|^{\alpha}, \Omega_{i}=\left\|\mathbf{X}_{i}-\mathbf{X}_{M+1}\right\|^{-\alpha}$, and (8-31) specializes to

$$
\begin{equation*}
\epsilon(\boldsymbol{\Omega})=1-e^{-\beta_{0} \Gamma^{-1}} \prod_{i=1}^{M} \frac{1+\beta_{0}\left(1-p_{i}\right) \Omega_{i}}{1+\beta_{0} \Omega_{i}} \tag{8-36}
\end{equation*}
$$

which can be easily evaluated for any given realization of $\boldsymbol{\Omega}$. The outage probability is shown along with the spatial locations of the mobiles in Figure 8.1. Also shown is the outage probability generated by simulation, which involves randomly generating the mobile locations and the exponentially distributed power gains $g_{0}, \ldots, g_{M}$. As can be seen in the figure, the analytical and simulation results coincide, which is to be expected because (8-36) is exact. Any discrepancy between the curves could be attributed to the finite number of Monte Carlo trials (one million trials were executed per SNR point).

Example 2. Now suppose that the link between the source and receiver undergoes Nakagami fading with parameter $m_{0}=4$, which is much milder than

Rayleigh fading. The outage probability, found using (8-31) through (8-33), is also plotted in Figure 8.1. The figure shows two choices for the Nakagami parameter of the interfering mobiles: $m_{i}=1$ and $m_{i}=4, i=1,2, \ldots, M$. The $m_{i}=4$ case, denoted by "Nakagami" in the figure legend, represents the situation where the reference transmitter and interfering mobiles are equally visible to the receiver. The $m_{i}=1$ case, denoted by "mixed" in the figure legend, represents a more typical situation where the interfering mobiles are not in the line-of-sight. As with the previous example, the analytical curves are verified by simulations involving one million Monte Carlo trials per SNR point.

### 8.2 DS-CDMA Ad Hoc Networks

A mobile ad hoc network (MANET) or peer-to-peer network comprises autonomous mobiles that communicate without a centralized control or supporting infrastructure. Communications between two mobiles are either direct or are relayed by other mobiles. The independent movement of the mobiles creates a highly dynamic topology. Each mobile must be capable of processing the information required to route communications to other destinations. In addition to being essential when a cellular infrastructure is not possible, MANETs provide more robustness and flexibility than cellular networks.

In DS-CDMA MANETs, the mobiles of multiple users simultaneously transmit direct-sequence signals in the same frequency band. All signals use the entire allocated spectrum, but the spreading sequences differ. DS-CDMA is advantageous for MANETs because it eliminates the need for any frequency or time-slot coordination, imposes no sharp upper bound on the number of mobiles, directly benefits from inactive terminals in the network, and is capable of efficiently implementing sporadic data traffic, intermittent voice signals, multibeam arrays, and reassignments to accommodate variable data rates. Furthermore, DS-CDMA systems are inherently resistant to interference, interception, and frequency-selective fading.

Example 3. The high outage probabilities of Examples 1 and 2 can be reduced by using spread spectrum. Suppose that direct-sequence signals are used with a spreading factor $G$ and common chip function $h\left(\tau_{i}\right)=h$ so that $G_{i}=G / h$. The other parameter values in Examples 1 and 2 remain the same. In Figure 8.2, the outage probability is shown for DS-CDMA networks using three different spreading factors and $h=2 / 3$ as well as for an unspread network $\left(G_{i}=1\right)$. A mixed-fading model $\left(m_{0}=4\right.$ and $m_{i}=1$ for $\left.i \geq 1\right)$ is used. From this plot, a dramatic reduction in outage probability when using direct-sequence spreading can be observed.

Example 4. Because it is conditioned on $\boldsymbol{\Omega}$, the outage probability varies from one network realization to the next. The variability in outage probability is illustrated in Figure 8.3, which shows the outage probability for ten different network realizations and no spreading. One of the networks is shown in Figure 8.1, whereas the other nine networks were each realized in the same manner; that is, with $M=28$ interfering mobiles drawn from a uniform clus-


Figure 8.2: Outage probability as a function of SNR $\Gamma$, conditioned on the network shown in Figure 8.1 with the mixed-fading model. Performance is shown for several values of the spreading factor $G$ [110]
tering process with $r_{e x}=0.05$ and $r_{n e t}=1$ and the reference transmitter placed at distance $\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|=0.1$ from the reference receiver. The same set of parameters $\left(\alpha, \beta, p_{i}, P_{i}\right.$, and $\left.m_{i}\right)$ used to generate the mixed-fading results of Example 2 were again used. From the figure, it can be seen that the outage probabilities of different network realizations can vary dramatically.

In addition to the locations of the interfering mobiles, $\boldsymbol{\Omega}$ depends on the realization of the shadowing. The shadowing factors $\left\{\xi_{i}\right\}$ can be modeled as random variables with any arbitrary distributions and need not be the same for all $i$. In the subsequent examples, lognormal shadowing is assumed, and the shadow factors are independent, identically distributed, and zero-mean Gaussian random variables with a common standard deviation $\sigma_{s}$.

The conditioning on $\boldsymbol{\Omega}$ can be removed by averaging the conditional outage probability $\epsilon$ with respect to many network geometries, thereby producing the spatially averaged outage probability or average outage probability. This probability is useful for assessing the average effects of parameter variations. The averaging can be performed analytically only under certain limitations [110]. For more general cases of interest, the average outage probability can be estimated through Monte Carlo simulation by generating many different networks and hence many different $\boldsymbol{\Omega}$ vectors, computing the outage probability for each network, and taking the numerical average. Suppose that $N$ networks are generated, and let $\epsilon_{i}$ denote the outage probability of the $i$ th network, which has


Figure 8.3: Outage probability conditioned on ten different network realizations. A uniform clustering model is assumed with $r_{n e t}=1.0, r_{e x}=0.05$, $M=28$, mixed fading, $\alpha=3.5$, and no spreading. The conditional outage probabilities are indicated by dashed lines. The average outage probability over 10,000 network realizations $\bar{\epsilon}$ is shown by the solid line [110]
normalized powers expressed as the vector $\boldsymbol{\Omega}_{i}$. The average outage probability is

$$
\begin{equation*}
\bar{\epsilon}=\frac{1}{N} \sum_{i=1}^{N} \epsilon_{i} . \tag{8-37}
\end{equation*}
$$

As an example, the solid line in Figure 8.3 shows the corresponding average outage probability for $N=10,000$ network realizations.

Example 5. In a finite network, the average outage probability depends on the location of the reference receiver. Table 8.1 explores the change in performance when the reference receiver moves from the center of the radius- $r_{n e t}$ circular network to the perimeter of the network. The SNR was set to $\Gamma=10 \mathrm{~dB}$, a mixed-fading channel model was assumed, and other parameter values were $r_{e x}=0.05, r_{n e t}=1, \beta=0 \mathrm{~dB}$, and $p_{i}=0.5$. The interfering mobiles were placed according to the uniform clustering model and the reference transmitter was placed at distance $\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|=0.1$ from the reference receiver. For each set of values of the parameters $G, \alpha, \sigma_{s}$, and $M$, the outage probability at the network center $\bar{\epsilon}_{c}$ and at the network perimeter $\bar{\epsilon}_{p}$ were computed by averaging over $N=10,000$ realizations of mobile placement and shadowing. Two values of each parameter were considered: $G=\{1,32\}, \alpha=\{3,4\}, \sigma_{s}=\{0,8\}$, and

Table 8.1: Average outage probability when the receiver is at the center $\left(\bar{\epsilon}_{c}\right)$ or on the perimeter $\left(\bar{\epsilon}_{p}\right)$ of the network [110]

| Parameters |  |  |  | Outage probabilities |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $M$ | $\alpha$ | $G$ | $\sigma_{s}$ | $\bar{\epsilon}_{c}$ | $\bar{\epsilon}_{p}$ |
| 30 | 3 | 1 | 0 | 0.1528 | 0.0608 |
|  |  |  | 8 | 0.2102 | 0.0940 |
|  |  | 32 | 0 | 0.0017 | 0.0012 |
|  |  |  | 8 | 0.0112 | 0.0085 |
|  | 4 | 1 | 0 | 0.1113 | 0.0459 |
|  |  |  | 8 | 0.1410 | 0.0636 |
|  |  | 32 | 0 | 0.0028 | 0.0017 |
|  |  |  | 8 | 0.0123 | 0.0089 |
| 60 | 3 | 1 | 0 | 0.3395 | 0.1328 |
|  |  |  | 8 | 0.4102 | 0.1892 |
|  |  | 32 | 0 | 0.0030 | 0.0017 |
|  |  |  | 8 | 0.0163 | 0.0107 |
|  | 4 | 1 | 0 | 0.2333 | 0.0954 |
|  |  |  | 8 | 0.2769 | 0.1247 |
|  |  | 32 | 0 | 0.0052 | 0.0027 |
|  |  |  | 8 | 0.0184 | 0.0117 |

$M=\{30,60\}$. The table indicates that $\bar{\epsilon}_{p}$ is considerably less than $\bar{\epsilon}_{c}$ in the finite network. This reduction in outage probability is more significant for the unspread network and is less pronounced with increasing $G$. Both $\bar{\epsilon}_{p}$ and $\bar{\epsilon}_{c}$ increase as $M$ and $\sigma_{s}$ increase and $G$ decreases.

As $\alpha$ increases, both $\bar{\epsilon}_{p}$ and $\bar{\epsilon}_{c}$ increase when $G=32$, but decrease when $G=1$. This difference occurs because spread-spectrum systems are less susceptible to the near-far problem than unspread ones. The increase in $\alpha$ is not enough to cause a significant increase in the already high outage probability for unspread systems in those realizations with interfering mobiles close enough to the reference receiver to cause a near-far problem. In the same realizations, the less susceptible spread-spectrum systems do experience a significantly increased outage probability.

A useful metric for quantifying the spatial variability is the probability that the conditional outage probability $\epsilon$ is either above or below a threshold $\epsilon_{T}$. In particular $P\left[\epsilon>\epsilon_{T}\right]$ represents the fraction of network realizations that fail to meet a minimum required outage probability at the reference receiver and can be construed as a network outage probability. The complement of the network outage probability $P\left[\epsilon \leq \epsilon_{T}\right]$ is the distribution function of $\epsilon$.

Example 6. The distribution function $P\left[\epsilon \leq \epsilon_{T}\right]$ is shown in Figure 8.4 for the three fading models without spreading and for the mixed-fading model with spreading. Each curve was computed by generating $N=10,000$ networks with $M=28$ interfering mobiles drawn from a uniform clustering process with $r_{e x}=0.05, r_{n e t}=1,\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|=0.1, \Gamma=5 \mathrm{~dB}$, and no shadowing. For


Figure 8.4: Probability that the conditional outage probability $\epsilon$ is below the threshold outage probability $\epsilon_{T}$ in a network with $r_{n e t}=1.0, r_{e x}=0.05$, $M=28$, and $\Gamma=5 \mathrm{~dB}$. Results are shown for the three fading models without spreading $(G=1)$ and for the mixed-fading model with spreading ( $G=\{832,100\}$ ) [110]
each network, the outage probability for the link from a source to a receiver was computed and compared against the threshold $\epsilon_{T}$. The curves show the fraction of networks with an $\epsilon$ that does not exceed the threshold. The curves become steeper with increasing $G$, which shows that spreading has the effect of making performance less sensitive to the particular network topology.

Shadowing can be incorporated into the model by simply drawing an appropriate set of independent shadowing factors $\left\{\xi_{i}\right\}$ for each network realization and using them to compute the $\left\{\Omega_{i}\right\}$ according to (8-9).

Example 7. In Figure 8.5, shadowing was applied to the same set of $N=10,000$ networks used to generate Figure 8.4. Two standard deviations were considered for the lognormal shadowing: $\sigma_{s}=2 \mathrm{~dB}$ and $\sigma_{s}=8 \mathrm{~dB}$, and again $\alpha=3.5$. For each shadowed network realization, the outage probability was computed for the mixed-fading model without spreading $(G=1)$. All other parameter values are the same ones used to produce Figure 8.4. The figure shows $P\left[\epsilon \leq \epsilon_{T}\right]$ for both the shadowed and unshadowed realizations. The presence of shadowing and increases in $\sigma_{s}$ increase the variability of the conditional outage probability, as indicated by the reduced slope of the distribution functions. Shadowing does not significantly alter the average outage probability in this example. For low thresholds, such as $\epsilon_{T}<0.1$, performance is actually better with shadowing than without. This behavior occurs because the shad-


Figure 8.5: Probability that the conditional outage probability $\epsilon$ is below the threshold outage probability $\epsilon_{T}$ in a network with $r_{e x}=0.05, r_{n e t}=1.0$, $M=28, \Gamma=5 \mathrm{~dB}$, mixed fading, and no spreading $(G=1)$. Curves are shown for no shadowing and for shadowing with two values of $\sigma_{s}$ [110]
owing sometimes may cause the reference signal power to be much higher than it would be without shadowing.

The central issue in DS-CDMA MANETs is the prevention of a near-far problem. If all mobiles transmit at the same power level, then the received power at a receiver is higher for transmitters near the receiving antenna. There is a near-far problem because transmitters that are far from the receiving antenna may be at a substantial power disadvantage, and the spreading factor may not be enough to allow satisfactory reception of their signals. The solution to the near-far problem in cellular networks (Section 8.3) is power control, which is the control or regulation of the power levels received from signal sources. However, the absence of a centralized control of a MANET renders any attempted power control local rather than pervasive and generally not feasible. Multiuser detection in DS-CDMA networks, such as interference cancelation (Section 7.8), reduces but does not eliminate the near-far problem. Even if an interference canceler can suppress a large amount of interference, the residual interference due to imperfect channel estimation may prevent acquisition.

The IEEE 802.11 standard uses CSMA with collision avoidance in its medium-access control protocol for MANETs. The implementation entails the exchange of request-to-send (RTS) and clear-to-send (CTS) handshake packets between a transmitter and receiver during their initial phase of communication that precedes the subsequent data and acknowledgment packets. The receipt of the RTS/CTS packets with sufficient power levels by nearby mobiles causes
them to inhibit their own transmissions, which would produce interference in the receiver of interest. The transmission of separate CTS packets in addition to the RTS packets decreases the possibility of subsequent signal collisions at the receiver because of nearby hidden terminals that do not sense the RTS packets. Thus, the RTS/CTS packets essentially establish CSMA guard zones surrounding a transmitter and receiver and hence prevent a near-far problem except during the initial reception of an RTS packet. The interference at the receiver is restricted to concurrent transmissions generated by mobiles outside the guard zones.

The major advantage of the exclusion zone compared with a CSMA guard zone is that the exclusion zone prevents near-far problems at receivers while not inhibiting any potential concurrent transmissions. Another advantage of an exclusion zone is enhanced network connectivity because of the inherent constraint on the clustering of mobiles. The CSMA guard zone offers additional near-far protection beyond that offered by the exclusion zone, but at the cost of reduced network transmission capacity, as shown subsequently. However, CSMA guard zones are useful for operating environments that do not permit large exclusion zones, such as networks with low mobility or a high density of mobile terminals.

When CSMA is used in a network, the CSMA guard zone usually encompasses the exclusion zone. Although both zones may cover arbitrary regions, they are modeled as circular regions in the subsequent examples for computational convenience, and the region of the CSMA guard zone that lies outside the exclusion zone is an annular ring. The existence of an annular ring enhances the near-far protection at the cost of inhibiting potential concurrent transmissions within the annular ring. The radii of the exclusion zone and the CSMA guard zone are denoted by $r_{e x}$ and $r_{g}$, respectively.

An analysis of the impact of guard zones that encompass exclusion zones [111] begins with an initial placement of the mobiles according to the uniform clustering model. In generating a network realization, potentially interfering mobiles within guard zones are deactivated according to the following procedure. First, the reference transmitter $X_{0}$ is activated. Next, each potentially interfering mobile is considered in the order it was placed. For each mobile, a check is made to see if it is in the guard zone of a previously placed active mobile. Since mobiles are indexed according to the order of placement, $X_{1}$ is first considered for possible deactivation; if it lies in the guard zone of $X_{0}$, it is deactivated, and otherwise it is activated. The process repeats for each subsequent $X_{i}$, deactivating it if it falls within the guard zone of any active $X_{j}$, $j<i$, or otherwise activating it.

Figure 8.6 displays an example of a network realization. The reference receiver is placed at the origin, the reference transmitter is at $X_{0}=1 / 6$ to its right, and $M=30$ mobiles are placed according to the uniform clustering model, each with an exclusion zone (not shown) of radius $r_{e x}=1 / 12$. Active mobiles are indicated by filled circles, and deactivated mobiles are indicated by unfilled circles. A guard zone of radius $r_{g}=1 / 4$ surrounds each active mobile, as depicted by dashed circles. When CSMA guard zones are used, the


Figure 8.6: Example network realization [111]
other mobiles within the guard zone of an active mobile are deactivated. The reference receiver has not been assigned a CSMA guard zone, which reflects the fact that it has none while it is receiving the initial RTS. In the figure, 15 mobiles have been deactivated, and the remaining 15 mobiles remain active.

Although the outage probability is improved with CSMA because of the deactivation of potentially interfering mobiles, the overall network becomes less efficient because of the suppression of transmissions. The network efficiency can be quantified by the area spectral efficiency:

$$
\begin{equation*}
\mathcal{A}=\lambda(1-\bar{\epsilon}) R \tag{8-38}
\end{equation*}
$$

where $\lambda$ is the mobile density, which is the number of active mobiles per unit area, $\bar{\epsilon}$ is defined by (8-37), and $R$ is the code rate in units of information bits per channel use. Generating $\boldsymbol{\Omega}_{i}$ for each network realization involves not only placing the mobiles according to the uniform clustering model but also realizing the shadowing and deactivating mobiles that lie within the CSMA guard zones of the active mobiles. The area spectral efficiency represents the spatially averaged maximum network throughput per unit area. Increasing the size of the guard zone generally reduces area spectral efficiency because of fewer simultaneous transmissions.

For a given value of $M$, the mobile density without a CSMA guard zone remains fixed since all mobiles remain active. However, with a CSMA guard zone, the number of potentially interfering mobiles is random with a value that depends on the value of $r_{g}$, the locations of the mobiles, and their order of placement, which affects how they are deactivated. As with the average outage probability, Monte Carlo simulation is used to estimate the area spectral efficiency.


Figure 8.7: Average outage probability as a function of $r_{g} /\left\|\mathbf{X}_{0}\right\|$ for several values of $r_{e x} /\left\|\mathbf{X}_{0}\right\|$ with $M=30$ and $r_{n e t} /\left\|\mathbf{X}_{0}\right\|=6$. Dashed lines are for spreading $\left(G_{e}=48\right)$, and solid lines are for no spreading $\left(G_{e}=1\right)$ [111]

In the following examples, we assume that the $\operatorname{SNR}$ is $\Gamma=10 \mathrm{~dB}$, all channels undergo mixed fading ( $m_{0}=3$ and $m_{i}=1, i \geq 1$ ) with lognormal shadowing ( $\sigma_{s}=8 \mathrm{~dB}$ ), and the SINR threshold is $\beta=0 \mathrm{~dB}$. Once the mobile locations $\left\{X_{i}\right\}$ are realized, the $\left\{\Omega_{i}\right\}$ are determined by assuming a path-loss exponent $\alpha=3.5$ and a common transmit power ( $P_{i}=P_{0}$ for all $i$ ). The reference receiver is at the center of the network, and the spatially averaged outage probability is computed by averaging over $N=10,000$ network realizations. Although the model permits nonidentical spreading factors, we assume that each effective spreading factor $G_{i}=G_{e}=G / h$ is constant for all interference signals. Both spread and unspread systems are considered, with $G_{e}=1$ for the unspread system and $G_{e}=48$ for the spread system, corresponding to a typical directsequence waveform with $G=32$ and $h\left(\tau_{i}\right)=h=2 / 3$. Although the model permits nonidentical $p_{i}$ in the range $[0,1]$, the value $p_{i}=0.5$ for all active $X_{i}$ is chosen, corresponding to a half-duplex mobile terminal with a full input buffer and a symmetric data transmission rate to a peer terminal.

Example 8. To investigate the influence of the exclusion-zone radius $r_{e x}$ and guard-zone radius $r_{g}$ on the network performance, the outage probability and area spectral efficiency were determined over a range of $r_{e x}$ and $r_{g}$. To remove the dependence on the transmitter-receiver separation, the guard and exclusion zones were normalized with respect to $\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|=\left\|\mathbf{X}_{0}\right\|$. The normalized guard-zone radius was varied over $1 / 2 \leq r_{g} /\left\|\mathbf{X}_{0}\right\| \leq 3$, and three representative values of the normalized exclusion-zone radius were selected: $r_{e x} /\left\|\mathbf{X}_{0}\right\|=\{1 / 4,1 / 2,3 / 4\}$. The number of potentially interfering mobiles was set to $M=30$ and $r_{n e t} /\left\|\mathbf{X}_{0}\right\|=6$.


Figure 8.8: Normalized area spectral efficiency as a function of $r_{g} /\left\|\mathbf{X}_{0}\right\|$ for several values of $r_{e x} /\left\|\mathbf{X}_{0}\right\|$ with $M=30$ and $r_{n e t} /\left\|\mathbf{X}_{0}\right\|=6$. Dashed lines are for spreading $\left(G_{e}=48\right)$, and solid lines are for no spreading $\left(G_{e}=1\right)$ [111]

Figure 8.7 shows the spatially averaged outage probability $\bar{\epsilon}$. For the unspread system, the outage probability is insensitive to the exclusion-zone radius but very sensitive to the guard-zone radius. This sensitivity underscores the importance of a guard zone for an unspread network. Except when the guardzone radius is relatively small, the outage probability of the spread system is insensitive to both the exclusion-zone and guard-zone radii.

Figure 8.8 shows the normalized area spectral efficiency $\mathcal{A} / R$ as a function of the guard-zone radius. Although the outage probability at the reference receiver in an unspread network is insensitive to $r_{e x}$, Figure 8.8 shows that the area spectral efficiency is sensitive to $r_{e x}$, especially at low $r_{g}$. As $r_{e x}$ increases, there are fewer nearby interfering mobiles that get deactivated by the guard zone. Thus, more mobiles remain active, and the area spectral efficiency increases even though the outage probability remains fixed. A similar behavior is seen for the spread network, which for small $r_{g}$ has a significantly higher area spectral efficiency than the unspread network because of the lower outage probability. The main limitation to increasing $r_{e x}$ is that it must be small enough that there is no significant impediment to the movements of mobiles. For both the spread and unspread networks, the area spectral efficiency diminishes quickly with increasing $r_{g}$ because of the increased number of silenced mobiles.


Figure 8.9: Normalized area spectral efficiency for $r_{e x}=1 / 12$ and different transmit distances $\left\|X_{0}\right\|$. All distances are normalized to the network radius [111]

At high $r_{g}$, the area spectral efficiency is insensitive to the spreading factor and exclusion-zone radius.

Example 9. The previous example assumes that the distance between the reference transmitter and receiver is fixed with respect to the network radius. However, performance depends on this distance. Figure 8.9 shows the normalized area spectral efficiency as a function of the distance $\left\|\mathbf{X}_{0}\right\|$ between the reference transmitter and receiver. All distances are normalized to the network radius so that $r_{n e t}=1$. The exclusion-zone radius is set to $r_{e x}=1 / 12$, and both unspread and spread $\left(G_{e}=48\right)$ networks are considered. Results are shown for a CSMA guard zone with radius $r_{g}=1 / 4$ and for a system that uses no additional CSMA guard zone.

It is observed that increasing the transmission distance reduces the area spectral efficiency because of the increase in the number of interfering mobiles that are closer to the receiver than the reference transmitter, but this reduction is more gradual with the spread system than the unspread one. As $\left\|\mathbf{X}_{0}\right\|$ increases, an increased guard zone alleviates the potential near-far problems. Consequently, the area spectral efficiency degrades at a more gradual rate when CSMA is used, and at sufficiently large transmitter distances, a system with CSMA outperforms a system without it.

The CSMA guard zone decreases area spectral efficiency at short transmission distances but increases it at long distances. This variation occurs because at a long transmission distance, the received signal power from the far reference transmitter is weak, whereas the received powers from the nearby interfering mobiles are relatively high. To overcome this near-far problem, nearby interfering mobiles need to be deactivated in order for the SINR threshold to be met. However, at short distances, the signal power from the nearby reference transmitter is already strong enough that deactivating the interfering mobiles is unnecessary and harmful to the area spectral efficiency because of a reduction of simultaneous transmissions.

### 8.3 DS-CDMA Cellular Networks

In a cellular network, a geographic region is partitioned into cells. A base station that includes a transmitter and receiver is located within each cell. Cellular networks may be stationary or mobile. A wireless sensor network is a cellular network with stationary sensors that communicate with one access point per cell but not with each other. In this section, we focus on cellular networks with mobiles.

Figure 8.10 depicts an ideal cellular network in which the cells have equal hexagonal areas and the base stations are at the centers. Each mobile in the network is associated with or connected to a specific base station that coordinates the radio communications of the mobile. That base station is the one from which the mobile receives the strongest signal. The base stations collectively act as a switching center for the mobiles and communicate among themselves through wirelines in most applications. For the cellular configuration of Figure 8.10, most of the mobiles in a cell would be associated with the base station at the center of the cell. Cellular networks with DS-CDMA allow universal frequency reuse in that the same carrier frequency and spectral band is shared by all the cells. Distinctions among the direct-sequence signals are possible because each signal is assigned a unique spreading sequence.

In networks using CDMA2000 and WCDMA, each base station transmits an unmodulated spreading sequence as a pilot signal to enable the association of mobiles with base stations. By comparing the pilot signals from several base stations in a process known as soft handoff, a mobile decides which signal is strongest relative to the interference at any instant. $A$ soft handoff uses a form of selection diversity (Section 6.8) to ensure that a mobile is served by the most suitable base station a majority of the time. In the mobile's receiver, an upper threshold determines which pilot signals are strong enough for further processing and hence which base stations qualify for possible association. A lower threshold determines when a base station ceases to qualify or a transfer of association is warranted. The cost of soft handoffs is the need to detect and process several simultaneously received pilot signals.

Sectorization is the provision of a set of disjoint fixed beams that cover all feasible directions. A base-station sector is defined as the range of angles from which a directional sector beam can receive signals. A mobile within a sector


Figure 8.10: Geometry of cellular network with base station at center of each hexagon. Two concentric tiers of cells surrounding a central cell are shown
is said to be covered by the sector beam. Cells may be divided into sectors by using several directional sector beams, each covering disjoint angles, at the base stations. Typically, there are three sectors with $2 \pi / 3$ radians in each angular sector, but more sectors are viable as more antennas in the base-station array become feasible at higher frequencies. Sectorization enables coordination of spectral assignments and scheduling among the mobiles associated with each sector. Other advantages of base-station sectorization are the reduction of the beam-alignment delay, pilot-signal contamination, and beam-steering errors and the avoidance of interference signals.

An ideal sector antenna has a uniform gain over the covered sector and negligible sidelobes. Figure 8.10 depicts the directions covered by sector antenna A at the base station of the central cell. The mobiles in the covered portion of the central cell are associated with sector antenna A. Only mobiles in the directions covered by the sector antenna can cause intracell or intercell multiple-access interference on the reverse link or uplink from a mobile to its associated sector antenna. Only a sector antenna serving a cell sector oriented toward a mobile, such as sector antenna B in the figure, can cause multiple-access interference on the forward link or downlink to a mobile from its associated sector antenna, such as sector antenna A in the figure. Thus, the numbers of interfering signals on both the uplink and the downlink are reduced approximately by a factor equal to the number of sectors. The mobile antennas are generally omnidirectional.

The increase in the density of cells, which is called cell densification, has several benefits. The smaller cells lead to improved received SINRs at both the mobiles and base stations, reduced spectrum allocations at base stations, increased coverage, and higher capacity. One limitation on densification is the cost of more base stations and their required high-speed backhauls. Another is
the intermittent connectivity that may result from the constantly changing cell associations and path losses.

## Cell Search for Downlinks

The process of timing synchronization in the downlinks of cellular DS-CDMA networks, which is called cell search, is more elaborate than the methods used for MANETs or point-to-point communications (Chapter 4). To facilitate the identification of a base station controlling communications with a mobile, each spreading sequence for a downlink is formed as the product or concatenation of two sequences often called the scrambling and channelization codes. A scrambling sequence or scrambling code is a spreading sequence that identifies a particular base station or cell when the code is acquired by mobiles associated with the cell. A channelization code is the spreading sequence of a mobile that allows the mobile's receiver to extract messages to the mobile while suppressing messages intended for other mobiles within the same cell.

The composite scrambling and channelization sequence is formed by the modulo-two addition of the two component sequences. Typically, the scrambling sequence is a long sequence that provides security, whereas the other sequence is a short sequence that suppresses multiple-access interference from other direct-sequence systems. Let $p_{1, i}$ and $p_{2, i}$ with components in $\{-1,+1\}$ represent chip $i$ of each of the two spreading sequences, respectively. Then chip $i$ of the composite sequence is $p_{c, i}=p_{1, i} p_{2, i}$. In a receiver, the component spreading sequences are removed from the received sequence $p_{c, i}$ successively.

If the set of base stations use the GPS or some other common timing source, then each scrambling code may be generated from a distinct starting point within a common long spreading sequence. The common timing source prevents a timing ambiguity that may lead to code ambiguity. After a mobile receiver identifies the scrambling code and synchronizes with it, the receiver despreads it. Since the timing of the scrambling code determines the timing of the channelization code, the receiver then despreads the channelization code to extract the message. Walsh or other orthogonal sequences (Section 7.2) are suitable as channelization codes for downlinks.

The WCDMA system provides an example of the cell-search process by which the scrambling code is acquired or tracked, and its timing is identified. Cell search comprises three stages: slot synchronization, frame synchronization with code-group identification, and scrambling-code determination [52]. Each stage processes one of three sequence types simultaneously transmitted using a single carrier frequency. The three sequence types are the primary synchronization code (PSC), the secondary synchronization codes (SSCs), and the scrambling code. The first two slots of the basic frame structure for cell search are illustrated in Figure 8.11. Each frame comprises 15 slots, each of which has 2560 chips. The PSC and each of the SSCs are 256 chips long and are only transmitted after a slot boundary, and hence these codes have $10 \%$ duty factors. The chip rate is 3.84 megachips per second.


Figure 8.11: First two slots of W-CDMA frame

All cells within the network use a common PSC that is always transmitted in the same position within each slot, as shown in Figure 8.11. During the first stage of each cell search, the PSC provides each mobile with a means of detecting the slot boundaries of the base-station signal with the largest power at the mobile. Let $c_{p s c}(i)$ denote the $i$ th bit of the PSC generated by the receiver with assumed slot and frame boundaries. The received signal with the embedded PSC is applied to a quadrature downconverter and chip-matched filters, the outputs of which are sampled at the chip rate to produce the complexvalued received sequence. Let $r(q)$ denote the $q$ th bit of the received sequence. Let the integer $s \in[0,14]$ denote the slot number of the received PSC relative to the receiver-generated PSC. Let the integer $h \in[0,2559]$ denote a hypothetical offset of the received slot boundary relative to the presumed slot boundary used by the receiver while generating $c_{p s c}(i)$. To estimate the true offset and thus synchronize with the slot boundaries, the receiver correlates the received sequence with each possible offset $h$ and computes

$$
\begin{equation*}
y_{p s c}(h)=\sum_{s=0}^{N-1}\left|\sum_{i=0}^{255} r(h+2560 s+i) c_{p s c}(i)\right|, h=0,1, \ldots, 2559 \tag{8-39}
\end{equation*}
$$

where the noncoherent combining over $N>1$ receiver-generated slot locations is performed to accommodate a low signal-to-interference ratio and obtain timediversity gain. The hypothesis $\widehat{h}$ that maximizes $y_{p s c}(h)$ is selected as the identifier of the slot boundaries of the received signal.

During the second stage of the cell search, frame synchronization is achieved by estimating $s$, and the degree of code uncertainty is reduced by identifying the code group of the scrambling code. To enable simultaneous frame synchronization and code-group identification, a $(15,3)$ comma-free Reed-Solomon (CFRS) code is used to determine the 15 SSCs assigned to each frame. The comma-free property implies that any cyclic shift of a codeword is not another codeword, and the minimum Hamming distance between codewords is 13 . Each CFRS codeword of 15 symbols is drawn from a codebook of 64 codewords. Each
codeword symbol is one of 16 possible symbols, which are represented by 16 orthogonal SSCs. Each CFRS codeword defines a code group $g$, which comprises 8 scrambling codes.

Starting at the slot boundary of each slot, as determined by $\widehat{h}$, the received sequence is correlated with each of the 16 possible SSCs. For each value of $s$, the PSC output $y_{p s c}(\widehat{h}, s)$ is used to provide a phase reference to correct the phase of the SSC correlations. The output of the $n$th coherent SSC correlator is

$$
\begin{align*}
y_{s s c}(\widehat{h}, s, n) & =\operatorname{Re}\left[y_{p s c}^{*}(\widehat{h}, s) \sum_{i=0}^{255} r(2560 s+\widehat{h}+i) c_{s s c}(n, i)\right] \\
n & \in[0,15], s \in[0,14] \tag{8-40}
\end{align*}
$$

where $c_{s s c}(n, i)$ is the $i$ th bit of the $n$th SSC. A hard decision on the SSC and corresponding CFRS symbol is made for each $s$ by selecting the $n$ that maximizes $y_{s s c}(\widehat{h}, s, n)$. After a 15 -slot duration, hard-decision decoding of the CFRS codeword is used to determine an estimate $\widehat{g}$ of the code group and an estimate $\widehat{s}$ of the slot number.

As indicated in Figure 8.11, all slots of a frame are fully occupied by downlink pilot symbols representing the scrambling code that identifies the cell. There are 10 QPSK-modulated pilot symbols in each slot, and each symbol is spread by 256 chips. The spreading sequence is one of the multirate sequences (Section 7.2). After the slot and frame synchronizations have been established, the received sequence is correlated with the 8 scrambling codes of group $\widehat{g}$. For each pilot symbol $m \in[0,149]$ in a frame and each scrambling code $k \in[0,7]$, the receiver computes

$$
\begin{align*}
y_{s c r}(\widehat{h}, \widehat{s}, m, k) & =\left|\sum_{i=0}^{255} r(2560 \widehat{s}+\widehat{h}+256 m+i) c_{s c r}^{*}(k, 256 m+i)\right| \\
m & \in[0,149], k \in[0,7] \tag{8-41}
\end{align*}
$$

where $c_{s c r}(k, l)$ is chip $l$ of the $k$ th scrambling code. For each pilot symbol $m$, the scrambling code $k$ with the maximum $y_{s c r}(\widehat{h}, \widehat{s}, m, k)$ receives one vote, and a majority vote among the 150 pilot symbols determines a candidate scrambling code. Since the acceptance of the incorrect scrambling code is costly and disruptive for a mobile, the candidate scrambling code is accepted only if its number of votes exceeds a predetermined threshold designed to maintain an acceptable probability of false alarm. If the threshold is exceeded, the cell search is complete, and the despreading of messages with the scrambling and channelization codes commences.

Inaccurate synchronization by a receiver causes large errors in its clock, which may cause the failure of the initial cell search. To protect against large clock errors, more elaborate methods of cell search can be used [52].

## Adaptive Rate Control

It is a fundamental result of information theory that a lowering of the code rate lowers the SINR required for the successful reception of the transmitted signal [21], but the cost is a reduced throughput or spectral efficiency. This fact may be exploited to adapt the code rate to the channel state, which determines the SINR at the receiver. Adaptive rate control lowers the code rate and improves reliability when the channel state is unfavorable and raises the code rate and hence the throughput when the channel state is favorable. If the number of code symbols per packet is fixed, the code rate is changed by decreasing or increasing the number of information bits per packet. Adaptive rate control may be supplemented with adaptive modulation, which entails a change in the signal constellation or alphabet in response to the channel state, but changes in the modulation are generally more difficult to implement. Adapting the spreading factor is possible in principle but presents the practical problem of a changing bandwidth.

To adapt the code rate to channel conditions, either the SINR is estimated or some function of the channel state is measured at the receiver, and then the measurement or a selected code rate is sent to the transmitter. The ratio $\widehat{P}_{v} / \widehat{V}_{\nu}$ calculated from (8-47) to $(8-50)$ below provides an estimator of the SINR after the despreading. If a rake receiver (Section 6.12) is used, then the effective SINR is estimated by adding the SINR estimates generated by each finger of the rake receiver. There are several other methods of SINR or SNR estimation [65]. Measured functions of the channel state used in adaptive rate control include bit, packet, and frame successes or failures. In the IEEE 802.11 standard, the channel measurement comprises a certain number of consecutive transmission successes or a frame loss.

### 8.4 DS-CDMA Cellular Uplinks

## Uplink Power Control

In cellular DS-CDMA networks, the near-far problem is critical only on the uplink because on the downlink, the base station transmits orthogonal spreading sequences synchronously to each mobile associated with it. For cellular networks, the usual solution to the near-far problem of uplinks is power control, whereby all mobiles in a cell or sector regulate their power levels so that their powers arriving at a base station are all equal. Synchronous, orthogonal uplink signals in a sector ensure the absence of near-far problems and intrasector interference in principle. However, power control is needed to limit the potential intrasector interference caused by asynchronous uplink signals, synchronization errors in synchronous uplink signals, strong multipath signals, and hardware imperfections. Since solving the near-far problem is essential to the viability of a cellular DS-CDMA network, the accuracy of the power control is a crucial issue.

An open-loop method of power control in a cellular network causes a mobile to adjust its transmitted power in accordance with changes in the average received power of a pilot signal transmitted by the base station. Open-loop power control is effective if the propagation losses on the uplinks and downlinks are nearly the same. Whether they are is influenced by the duplexing method used to allow transmissions on both links. Time-division duplexing is a half-duplex method that assigns closely spaced but distinct time slots to the uplinks and downlinks. When time-division duplexing is used, the propagation losses on the uplinks and downlinks are nearly the same if the duplexing is sufficiently fast compared with changes in the network topology and fading. Thus, timedivision duplexing is potentially compatible with an open-loop method of power control.

A full-duplex method allows the simultaneous transmission and reception of signals but must isolate the received signals from the transmitted signals because of the vast disparities in power levels. Most cellular systems use frequency-division duplexing, which is a full-duplex method that assigns different frequencies to the uplinks and downlinks, thereby spectrally separating signals that could not be accommodated simultaneously in the same frequency band. When frequency-division duplexing is used, the frequency separation is generally wide enough that the channel transfer functions of the uplink and downlink are different. This lack of link reciprocity implies that average power measurements over the downlink do not provide reliable information for regulating the average power of subsequent uplink transmissions. Thus, a closed-loop method of power control is required when frequency-division duplexing is used.

A closed-loop method of power control, which is used by the Long-Term Evolution (LTE), WCDMA, and CDMA2000 systems, attempts to compensate for both the propagation losses and the fading by a feedback mechanism. Closedloop power control requires a base station to dynamically track the received power of a desired signal from a mobile and then transmit appropriate powercontrol information to that mobile. As the fading rate increases, the tracking ability and hence the power-control accuracy decline. This imperfect power control in the presence of fast fading is partially compensated by the increased time diversity provided by the interleaving and channel coding, but some degree of power control must be maintained.

To implement closed-loop power control [17], the base station receives $N$ known test bits from a mobile. These bits are processed to provide a power estimate, which is subtracted from a desired received power. The difference determines one or more power-control bits that are transmitted to the mobile every $N$ received bits. The mobile then adjusts its transmitted power in accordance with the power-control bits.

When the received instantaneous power of the desired signal from a mobile is tracked, there are four principal error components. They are the quantization error due to the stepping of transmitted power level at the mobile, the error introduced in the decoding of power-control information at the mobile, the error in the power estimation at the base station, and the error caused by the processing and propagation delay. The processing and propagation delay is a
source of error because the multipath propagation conditions change during the execution of the closed-loop power-control algorithm. The propagation delay is generally negligible compared with the processing delay. The processing-delay and power-estimation errors are generally much larger than other errors.

Let $s$ denote the maximum speed of a mobile in the network, $f_{c}$ the carrier frequency of its direct-sequence transmitted signal, and $c$ the speed of an electromagnetic wave. We assume that this signal has a bandwidth that is only a few percent of $f_{c}$ so that the effect of the bandwidth is negligible. The maximum Doppler shift or Doppler spread is $f_{d}=f_{c} s / c$, which is proportional to the fading rate. To obtain a small processing-delay error requires nearly constant values of the channel attenuation during the processing and propagation delay $T_{p}$. Thus, this delay must be much less than the coherence time (Section 6.2), which implies that

$$
\begin{equation*}
T_{p} \ll 1 / f_{d} \tag{8-42}
\end{equation*}
$$

For example, if $s=30 \mathrm{~m} / \mathrm{s}$ and $f_{c}=1 \mathrm{GHz}$, then $T_{p} \ll 10 \mathrm{~ms}$ is required. Inequality (8-42) indicates that accurate power control becomes more difficult as the carrier frequency, and hence the Doppler spread, increases.

Let $\widehat{P}$ denote an estimate of $p_{0}$, the average received signal power from a mobile. Let $\sigma_{p}^{2}$ denote the variance of $\widehat{P}$. A lower bound on $\sigma_{p}^{2}$ can be determined by modeling the multiple-access interference as a white Gaussian process that increases the one-sided PSD of the noise from $N_{0}$ to $N_{0 e}$. The received signal from a mobile that is to be power controlled has the form $\sqrt{p_{0} T_{m}} s(t)$, where the observation interval is $\left[0, T_{m}\right]$, and

$$
\begin{equation*}
\int_{0}^{T_{m}} s^{2}(t) d t=1 \tag{8-43}
\end{equation*}
$$

Application of the Cramer-Rao inequality (F-60) of Appendix F. 5 provides a lower bound on the variance $\sigma_{p}^{2}$ of an unbiased estimator of the power:

$$
\begin{align*}
\sigma_{p}^{2} & \geq\left\{\frac{2}{N_{0 e}} \int_{0}^{T_{m}}\left[\frac{\partial}{\partial p_{0}}\left(\sqrt{p_{0} T_{m}} s(t)\right)\right]^{2} d t\right\}^{-1} \\
& =\frac{N_{0 e} p_{0}}{T_{m}} \tag{8-44}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
T_{p}>T_{m} \geq \frac{N_{0 e} p_{0}}{\sigma_{p}^{2}} \tag{8-45}
\end{equation*}
$$

is required. Together, (8-42) and (8-45) not only constrain $T_{p}$ but also indicate the Doppler spread that can be accommodated.

Consider a DS-QPSK system. A binary sequence $x_{i}= \pm 1, i=1, \ldots, N$, of test bits is transmitted over the AWGN channel. As shown in Section 2.4, the despreading produces the received vector $\mathbf{y}=\left[y_{1} \ldots y_{N}\right]^{T}$ given by

$$
\begin{equation*}
\mathbf{y}=\sqrt{2 \mathcal{E}_{b}} \mathbf{x}+\mathbf{n} \tag{8-46}
\end{equation*}
$$

where $\mathcal{E}_{b}=p_{0} T_{b}$ is the energy per bit, $p_{0}$ is the average power, $T_{b}$ is the bit duration, $N$ is the total number of in-phase and quadrature bits in the two receiver branches, $\mathbf{x}=\left[x_{1} \ldots x_{N}\right]^{T}$ is the vector of these bits, and $\mathbf{n}=\left[n_{1} \ldots n_{N}\right]^{T}$ is the interference-and-noise vector. The components of $\mathbf{n}$ are assumed to approximate independent, identically distributed, zero-mean, Gaussian random variables with variance $V=N_{0 e} / 2$.

Let $\left\{\widehat{P}_{i}\right\}$ and $\left\{\widehat{V}_{i}\right\}$ denote sequences of estimators of $p_{0}$ and $V$, respectively, that are obtained from the received vector by applying the iterative expectation-maximization (EM) algorithm. As described in Section 9.1, we obtain

$$
\begin{gather*}
\widehat{P}_{i}=\frac{1}{2 T_{b}}\left(\hat{A}_{i}\right)^{2}  \tag{8-47}\\
\hat{A}_{i+1}=\frac{1}{N} \sum_{k=1}^{N} y_{k} \tanh \left(\frac{\hat{A}_{i} y_{k}}{\widehat{V}_{i}}\right)  \tag{8-48}\\
\widehat{V}_{i+1}=\frac{1}{N} \sum_{k=1}^{N} y_{k}^{2}-\hat{A}_{i+1}^{2} \tag{8-49}
\end{gather*}
$$

A suitable set of initial values are

$$
\begin{equation*}
\hat{A}_{0}=\frac{1}{N} \sum_{k=1}^{N}\left|y_{k}\right|, \quad \widehat{V}_{0}=\frac{1}{N} \sum_{k=1}^{N} y_{k}^{2}-\hat{A}_{0}^{2} \tag{8-50}
\end{equation*}
$$

After $\nu$ iterations, the final EM estimators $\widehat{P}_{v}$ and $\widehat{V}_{\nu}$ based on the received vector are computed. Then the old received vector is discarded, and a new received vector is used to compute new EM estimators.

## Network Topology

Although the subsequent analytical methods are applicable for arbitrary topologies, the cellular network model in this section enforces a minimum separation among the base stations for each network realization, which comprises a basestation placement, a mobile placement, and a shadowing realization. The model for both mobile and base-station placement is the uniform clustering model (Section 8.2), which entails a uniformly distributed placement within the network after certain regions have been excluded. The base stations and mobiles are confined to a finite area, which is assumed to be the interior of a circle of radius $r_{n e t}$ and area $\pi r_{n e t}^{2}$. An exclusion zone of radius $r_{b s}$ surrounds each base station, and no other base stations are allowed within this zone. Similarly, an exclusion zone of radius $r_{m}$ where no other mobiles are allowed surrounds each mobile. The minimum separation between mobiles is generally much smaller than the minimum separation between the base stations. Base-station exclusion zones are primarily determined by economic considerations and the terrain, whereas mobile exclusion zones are determined by the need to avoid physical collisions.


Figure 8.12: Actual base-station locations from a current cellular deployment. Base stations are represented by large circles, and cell boundaries are represented by thick lines [112]

The value of $r_{b s}$ is selected by examining the locations of base stations in real networks and identifying the value of $r_{b s}$ that provides the best statistical fit. Figure 8.12 depicts the locations of actual base stations in a small city with hilly terrain. The base-station locations are given by the large filled circles, and the Voronoi cells (regions surrounding the base stations) are indicated in the figure. The minimum base-station separation is observed to be approximately 0.43 km . Figure 8.13 depicts a portion of a randomly generated network with the average number of mobiles per cell equal to 16 , a base-station exclusion radius $r_{b s}=0.25$, and a mobile exclusion radius $r_{m}=0.01$. We assume that $r_{b s}$ and $r_{m}$ exceed reference distance $d_{0}$ and that there are no mobiles within distance $d_{0}$ of any base station. The locations of the mobiles are represented by small dots, and dashed lines indicate the angular coverage of sector antennas. The general similarity of the two figures lends credibility to the uniform clustering model.


Figure 8.13: Simulated base-station locations using a base-station exclusion zone $r_{b s}=0.25$. The simulated positions of the mobiles are represented by small dots, the sector boundaries are represented by light lines, and the average cell load is 16 mobiles per cell. The mobile exclusion radius is $r_{m}=0.01$, and no mobile is within distance $d_{0}<r_{m}$ of any base station [112]

The downlinks of a cellular DS-CDMA network use orthogonal spreading sequences. Because the number of orthogonal spreading sequences available to a cell or cell sector is limited to $G$, the number of mobiles $M_{j}$ with either uplink or downlink service using the base-station or sector antenna $S_{j}$ is also limited to $M_{j} \leq G$. If there are $M_{j}>G$ mobiles, then some of these mobiles will either be refused service by antenna $S_{j}$ or given service at a lower rate (through the use of additional time multiplexing). Two policies for handling this situation are the denial policy and the reselection policy. With the denial policy, the $M_{j}-G$ mobiles with the greatest path losses to the base station are denied service, in which case they are not associated with any sector antenna. With the reselection policy, each of the $M_{j}-G$ mobiles in an overloaded cell sector attempts to connect to the sector antenna with the next-lowest path loss out to a maximum reassociation distance $d_{\max }$. If no suitably oriented sector antenna is available within distance $d_{\max }$, the mobile is denied service. As shown subsequently, the tradeoff entailed in keeping these mobiles connected under the reselection policy is that the downlink area spectral efficiency decreases slightly for rate control
and significantly for power control (since the base station must allocate much of its transmit power for the distant reassociated mobiles).

## Outage Probability

For the subsequent analysis [112] and examples of DS-CDMA uplinks, three ideal sector antennas and sectors per base station, each covering $2 \pi / 3$ radians, are assumed. The mobile antennas are assumed to be omnidirectional. The network comprises $C$ base stations and cells, $3 C$ sectors $\left\{S_{1}, \ldots, S_{3 C}\right\}$, and $M$ mobiles $\left\{X_{1}, \ldots, X_{M}\right\}$. The scalar $S_{k}$ represents the $k$ th sector antenna, and the vector $\mathbf{S}_{k}$ represents its location. The scalar $X_{i}$ represents the $i$ th mobile and the vector $\mathbf{X}_{i}$ represents its location. Let $\mathcal{A}_{k}$ denote the set of mobiles covered by base-station or sector antenna $S_{k}$, and let $\mathcal{X}_{k} \subset \mathcal{A}_{k}$ denote the set of mobiles associated with antenna $S_{k}$. Each mobile is served by a single basestation or sector antenna. Let $\mathrm{g}(i)$ denote a function that returns the index of the antenna serving $X_{i}$ so that $X_{i} \in \mathcal{X}_{k}$ if $\mathrm{g}(i)=k$. Usually, the antenna $S_{\mathrm{g}(i)}$ that serves mobile $X_{i}$ is selected from among those that cover $X_{i}$ to be the one with minimum path loss in the absence of fading from $X_{i}$ to the antenna. Thus, the antenna index is

$$
\begin{equation*}
\mathrm{g}(i)=\underset{k}{\operatorname{argmax}}\left\{10^{\xi_{i, k} / 10} f\left(\left\|\mathbf{S}_{k}-\mathbf{X}_{i}\right\|\right), X_{i} \in \mathcal{A}_{k}\right\} \tag{8-51}
\end{equation*}
$$

where $\xi_{i, k}$ is the shadowing factor for the link from $X_{i}$ to $S_{k}$, and $f(\cdot)$ is given by (8-6). In the absence of shadowing, it is the antenna that is closest to $X_{i}$. In the presence of shadowing, a mobile may actually be associated with an antenna that is more distant than the closest one if the shadowing conditions are sufficiently better.

Consider a reference receiver of a sector antenna that receives a desired signal from a reference mobile within its cell and sector. Both intracell and intercell interferences are received from other mobiles within the covered angle of the sector, but interference from mobiles outside the covered angle is negligible. Duplexing is assumed to prevent interference from other sector antennas. The varying propagation delays cause interference signals to be asynchronous with respect to the desired signal. We assume that a DS-CDMA network of asynchronous direct-sequence systems with QPSK has a constant effective spreading factor (Section 8.4) equal to $G / h$ at each base-station, sector, or mobile receiver in the network.

Let $X_{r} \in \mathcal{X}_{g(r)}$ denote a reference mobile that transmits a desired signal to a reference receiver at sector antenna $S_{g(r)}$. The power of $X_{r}$ at the reference receiver of $S_{g(r)}$ is not significantly affected by the spreading factor. The power of $X_{i}, i \neq r$, at the reference receiver, which is nonzero only if $X_{i} \in \mathcal{A}_{g(r)}$, is reduced by the factor $G_{i}=G / h$. We assume that path loss has a power-law dependence on distance and is perturbed by shadowing. When accounting for fading and path loss, the despread instantaneous power of $X_{i}$ at the reference
receiver of $S_{g(r)}$ is

$$
\rho_{i}= \begin{cases}P_{r} g_{r} 10^{\xi_{r} / 10} f\left(\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{r}\right\|\right), & i=r  \tag{8-52}\\ \left(\frac{h}{G}\right) P_{i} g_{i} 10^{\xi_{i} / 10} f\left(\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{i}\right\|\right), & i: X_{i} \in \mathcal{A}_{g(r)} \backslash X_{r} \\ 0, & i: X_{i} \notin \mathcal{A}_{g(r)}\end{cases}
$$

where $g_{i}$ is the power gain at the reference receiver due to Nakagami fading with parameter $m_{i}, \xi_{i}$ is the shadowing factor for the link from $X_{i}$ to $S_{g(r)}$, $P_{i}$ is the power transmitted by $X_{i}$, and $\mathcal{A}_{g(r)} \backslash X_{r}$ is set $\mathcal{A}_{g(r)}$ with element $X_{r}$ removed (required since $X_{r}$ does not interfere with itself). We assume that the $\left\{g_{i}\right\}$ remain fixed for the duration of a time interval but vary independently from interval to interval (block fading).

The activity probability $p_{i}$ is the probability that the $i$ th mobile transmits in the same time interval as the reference signal. The instantaneous SINR at the reference receiver of sector antenna $S_{g(r)}$ when the desired signal is from $X_{r} \in \mathcal{X}_{g(r)}$ is

$$
\begin{equation*}
\gamma=\frac{\rho_{r}}{\mathcal{N}+\sum_{i=1, i \neq r}^{M} I_{i} \rho_{i}} \tag{8-53}
\end{equation*}
$$

where $\mathcal{N}$ is the noise power, and $I_{i}$ is a Bernoulli variable with probability $P\left[I_{i}=1\right]=p_{i}$ and $P\left[I_{i}=0\right]=1-p_{i}$. Substituting (8-52) and (8-6) into (8-53) yields

$$
\begin{equation*}
\gamma=\frac{g_{r} \Omega_{r}}{\Gamma^{-1}+\sum_{i=1, i \neq r}^{M} I_{i} g_{i} \Omega_{i}}, \Gamma=\frac{d_{0}^{\alpha} P_{r}}{\mathcal{N}} \tag{8-54}
\end{equation*}
$$

where $\Gamma$ is the signal-to-noise ratio (SNR) due to a mobile located at unit distance when fading and shadowing are absent, and

$$
\Omega_{i}= \begin{cases}10^{\xi_{r} / 10}\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{r}\right\|^{-\alpha}, & i=r  \tag{8-55}\\ \frac{h P_{i}}{G P_{r}} 10^{\xi_{i} / 10}\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{i}\right\|^{-\alpha}, & i: X_{i} \in \mathcal{A}_{g(r)} \backslash X_{r} \\ 0, & i: X_{i} \notin \mathcal{A}_{g(r)}\end{cases}
$$

is the normalized mean despread power of $X_{i}$ received at $S_{g(r)}$, where the normalization is with respect to $P_{r}$. The set of $\left\{\Omega_{i}\right\}$ for reference receiver $S_{g(r)}$ is represented by the vector $\boldsymbol{\Omega}=\left\{\Omega_{1}, \ldots, \Omega_{M}\right\}$.

Let $\beta$ denote the minimum instantaneous SINR required for the reliable reception of a signal from $X_{r}$ at the receiver of its serving sector antenna $S_{g(r)}$. An outage occurs when the SINR of a signal from $X_{r}$ falls below $\beta$. The value of $\beta$ is a function of the rate $R$ of the uplink, which is expressed in units of information bits per channel use. The relationship between $\beta$ and $R$ depends on the modulation and coding schemes used, and typically only a discrete set of $R$ can be selected.

Let $m_{0}$ denote the positive-integer Nakagami parameter for the link from $X_{r}$ to $S_{g(r)}$, and let $m_{i}$ denote the Nakagami parameter for the link from $X_{i}$ to $S_{g(r)}, i \neq r$. Conditioning on $\boldsymbol{\Omega}$, the outage probability $\epsilon(\boldsymbol{\Omega})$ of a desired signal
that arrives at the reference receiver $S_{g(r)}$ is given by (8-31), (8-33), and (8-34) with $\Omega_{0}=\Omega_{r}$, and

$$
\begin{equation*}
H_{t}(\boldsymbol{\Omega})=\sum_{\substack{\ell_{i} \geq 0 \\ \sum_{i=1}^{M} \ell_{i}=t}} \prod_{i=1, i \neq r}^{M} G_{\ell_{i}}(i) \tag{8-56}
\end{equation*}
$$

A typical power-control policy for DS-CDMA networks is to select the transmit power $\left\{P_{i}\right\}$ for all mobiles in the set $\mathcal{X}_{j}$ such that, after compensation for shadowing and power-law attenuation, each mobile's transmission is received at sector antenna $S_{j}$ with the same average power $P_{a}$. For such a power-control policy, each mobile in $\mathcal{X}_{j}$ transmits with an average power $P_{i}$ that satisfies

$$
\begin{equation*}
P_{i} 10^{\xi_{i, j} / 10} f\left(\left\|\mathbf{S}_{j}-\mathbf{X}_{i}\right\|\right)=P_{a}, X_{i} \in \mathcal{X}_{j} \tag{8-57}
\end{equation*}
$$

where $\xi_{i, j}$ is the shadowing factor for the link from $X_{i}$ to $S_{j}$, and $f(\cdot)$ is given by (8-6). To accomplish the power-control policy, sector-antenna receivers estimate the average received powers of their associated mobiles. Feedback of these estimates enables the associated mobiles to change their transmitted powers so that all received powers are approximately equal on the average.

To provide mobiles with some flexibility in exploiting favorable channel conditions, fractional power control of the constrained local-mean power implies that

$$
\begin{equation*}
P_{i}\left[10^{\xi_{i, \mathrm{j}} / 10} f\left(\left\|\mathbf{S}_{j}-\mathbf{X}_{i}\right\|\right)\right]^{\delta}=P_{a}, X_{i} \in \mathcal{X}_{j}, 0<\delta<1 \tag{8-58}
\end{equation*}
$$

where $\delta$ is the power-control parameter. If $\delta=0$, there is no power control, and transmitter powers are all equal. If $\delta=1$, full power control forces the received local-mean powers from all mobiles to be equal. If $0<\delta<1$, then decreasing $\delta$ improves the performance of some mobiles in a sector while increasing the interference in neighboring sectors.

For a reference mobile $X_{r}$, the interference at the reference receiver of sector antenna $S_{g(r)}$ is from the mobiles in the set $\mathcal{A}_{g(r)} \backslash X_{r}$. The mobiles in this set can be partitioned into two subsets. The first subset $\mathcal{X}_{g(r)} \backslash X_{r}$ comprises the intracell interferers, which are the other mobiles in the same cell and sector as the reference mobile. The second subset $\mathcal{A}_{g(r)} \backslash \mathcal{X}_{g(r)}$ comprises the intercell interferers, which are the mobiles covered by sector antenna $S_{g(r)}$ but associated with a cell sector other than $\mathcal{X}_{g(r)}$. Since both the intracell and intercell interference signals arrive asynchronously, they cannot be suppressed by using orthogonal spreading sequences.

Consider intracell interference. Since $P_{r}$ and $P_{i}$ are obtained from (8-58) for all mobiles in $\mathcal{X}_{g(r)}$,

$$
\begin{equation*}
\frac{P_{i}}{P_{r}}=\left[\frac{10^{\xi_{r} / 10}\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{r}\right\|^{-\alpha}}{10^{\xi_{i} / 10}\left\|\mathbf{S}_{g(r)}-X_{i}\right\|^{-\alpha}}\right]^{\delta}, X_{i} \in \mathcal{X}_{g(r)} \backslash X_{r} \tag{8-59}
\end{equation*}
$$

where (8-6) has been used. Therefore, (8-55) implies that the normalized received power of the intracell interferers is

$$
\begin{equation*}
\Omega_{i}=\frac{h}{G} \Omega_{r}\left[\frac{10^{\xi_{i} / 10}\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{i}\right\|^{-\alpha}}{10^{\xi_{r} / 10}\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{r}\right\|^{-\alpha}}\right]^{1-\delta}, X_{i} \in \mathcal{X}_{g(r)} \backslash X_{r} \tag{8-60}
\end{equation*}
$$

Although the number of mobiles $M_{g(r)}$ in the cell sector must be known to compute the outage probability, the locations of these mobiles in the cell are irrelevant to the computation of the $\left\{\Omega_{i}\right\}$ of the intracell interferers.

Considering intercell interference, the set $\mathcal{A}_{g(r)} \backslash \mathcal{X}_{g(r)}$ can be further partitioned into sets $\mathcal{A}_{g(r)} \cap \mathcal{X}_{k}, k \neq g(r)$, containing the mobiles covered by sector antenna $S_{g(r)}$ and associated with some other sector antenna $S_{k}$. For those mobiles in $\mathcal{A}_{g(r)} \cap \mathcal{X}_{k}$, fractional power control implies that

$$
\begin{equation*}
P_{i}\left[10^{\xi_{i, k} / 10} f\left(\left\|\mathbf{S}_{k}-\mathbf{X}_{r}\right\|\right)\right]^{\delta}=P_{a}, X_{i} \in \mathcal{X}_{k} \cap A_{g(r)}, k \neq g(r) \tag{8-61}
\end{equation*}
$$

where $\xi_{i, k}$ is the shadowing factor for the link from $X_{i}$ to $S_{k}$. Substituting (8-61), (8-57) with $i=r$ and (8-6) into (8-55) yields

$$
\begin{align*}
\Omega_{i} & =\frac{h}{G} 10^{\xi_{i}^{\prime} / 10}\left(\frac{\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{i}\right\|\left\|\mathbf{S}_{g(r)}-\mathbf{X}_{r}\right\|}{\left\|\mid \mathbf{S}_{k}-\mathbf{X}_{i}\right\|}\right)^{-\alpha} \\
\xi_{i}^{\prime} & =\xi_{i}+\xi_{r}-\xi_{i, k}, \quad X_{i} \in \mathcal{X}_{k} \cap A_{g(r)}, \quad k \neq g(r), i \in \mathcal{A}_{g(r)} \backslash \mathcal{X}_{g(r)} \tag{8-62}
\end{align*}
$$

which is the normalized intercell interference power at the reference sector antenna due to interference from mobile $i$.

## Uplink Rate Control

In addition to controlling the transmitted power, the rate $R_{k}$ of each uplink $k$ needs to be selected. Because of the irregular network geometry, which results in cell sectors of variable areas and numbers of intracell mobiles, the amount of interference received by a sector antenna can vary dramatically from one sector to another. With a fixed rate or, equivalently, a fixed SINR threshold $\beta$ for each sector $k$, the result is a highly variable outage probability $\epsilon_{k}$. An alternative to using a fixed rate for the entire network is to adapt the rate of each uplink to satisfy an outage constraint or maximize the throughput of each uplink. Assuming the use of a capacity-approaching channel code, two-dimensional signals transmitted over an AWGN channel, and Gaussian interference, (7-2) indicates that the SINR threshold corresponding to rate $R$ nearly equal to the channel capacity is

$$
\begin{equation*}
\beta=2^{R}-1 \tag{8-63}
\end{equation*}
$$

Several performance measures are of interest. The average outage probability over all $M$ uplinks of the network is

$$
\begin{equation*}
\mathbb{E}[\epsilon]=\frac{1}{M} \sum_{k=1}^{M} \epsilon_{k} \tag{8-64}
\end{equation*}
$$

The throughput of the $k$ th uplink is

$$
\begin{equation*}
T_{k}=R_{k}\left(1-\epsilon_{k}\right) \tag{8-65}
\end{equation*}
$$

and represents the bits per channel use of successful transmissions. The average throughput over all $M$ uplinks of the network is

$$
\begin{equation*}
\mathbb{E}[T]=\frac{1}{M} \sum_{k=1}^{M} R_{k}\left(1-\epsilon_{k}\right) \tag{8-66}
\end{equation*}
$$

Example 10. To illustrate the influence of rate on performance, consider the following example. The network has $C=50$ base stations and $M=400$ mobiles placed in a circular network of radius $r_{n e t}=2$. The base-station exclusion zones have radius $r_{b s}=0.25$, whereas the mobile exclusion zones have radius $r_{m}=0.01$. The spreading factor is $G=16$, and the chip factor is $h=2 / 3$. Since $M / C=G / 2$, the network is characterized as being half loaded. The SNR is $\Gamma=10 \mathrm{~dB}$, the activity factor is $p_{i}=1$, the path-loss exponent is $\alpha=3$, the power-control parameter is $\delta=1$, and the shadowing has a lognormal distribution with standard deviation $\sigma_{s}=8 \mathrm{~dB}$. A distancedependent fading model is assumed, where the Nakagami parameter $m_{i}$ of the link from $X_{i}$ to $S_{j}$ is

$$
m_{i}= \begin{cases}3, & \left\|\mathbf{S}_{j}-\mathbf{X}_{i}\right\| \leq r_{b s} / 2  \tag{8-67}\\ 2, & r_{b s} / 2<\left\|\mathbf{S}_{j}-\mathbf{X}_{i}\right\| \leq r_{b s} \\ 1, & \left\|\mathbf{S}_{j}-\mathbf{X}_{i}\right\|>r_{b s}\end{cases}
$$

The distance-dependent fading model characterizes the situations where mobiles close to the base station are in the line-of-sight, but mobiles farther away are not.

Figure 8.14 shows the outage probability as a function of rate $R$. The dashed lines in Figure 8.14 were generated by selecting eight random uplinks and computing the outage probability for each using the threshold given by (8-63). Despite the use of power control, there is considerable variability in the outage probability. The outage probabilities $\left\{\epsilon_{k}\right\}$ were computed for all $M$ uplinks in the network, and the average outage probability $\mathbb{E}[\epsilon]$ is displayed as a solid line in the figure. Figure 8.15 shows the throughputs as functions of the rate for the same eight uplinks with outages shown in Figure 8.14 and shows the average throughput $\mathbb{E}[T]$ computed for all $M$ uplinks in the network.

A fixed-rate policy requires that all uplinks in the system must use the same rate: $R_{k}=R$ for all uplinks. A maximal-throughput fixed-rate (MTFR) policy selects the fixed rate that maximizes the average throughput. With respect to the example shown in Figure 8.15, this choice corresponds to selecting the $R$ that maximizes the solid curve, which occurs at $R=1.81$. However, at the rate that maximizes throughput, the corresponding outage probability could be unacceptably high. When $R=1.81$ in the example, the corresponding average outage probability is $\mathbb{E}[\epsilon]=0.37$, which is too high for many applications. As an alternative to maximizing throughput, the outage-constrained fixed-rate (OCFR) policy selects the rate $R$ that satisfies an outage constraint $\zeta$ so that $\mathbb{E}[\epsilon] \leq \zeta$. For instance, setting $R=0.84$ in the example satisfies an average outage constraint $\zeta=0.1$ with equality.


Figure 8.14: Outage probability of eight randomly selected uplinks (dashed lines) along with the average outage probability for the entire network (solid line). The results are for a half-loaded network $(M / C=G / 2)$, with distancedependent fading and shadowing $\left(\sigma_{s}=8 \mathrm{~dB}\right)$, and are shown as a function of the rate $R$ [112]

If $R$ is selected to satisfy an average outage constraint, the outage probabilities of the individual uplinks vary. Furthermore, selecting $R$ to maximize the average throughput does not generally maximize the throughput of the individual uplinks. These issues can be alleviated by selecting each rate $R_{k}$ independently for the different uplinks. The outage-constrained variable-rate (OCVR) policy selects each uplink rate to satisfy the outage constraint $\epsilon_{k} \leq \zeta$ for all $k$. Alternatively, the maximal-throughput variable-rate (MTVR) policy selects each uplink rate to maximize the throughput of the uplink; that is, $R_{k}=\arg \max T_{k}$ for each uplink, where the maximization is over all possible rates. Both policies can be implemented by having the base station track the outage probabilities or throughputs of each uplink and feeding back rate-control commands to ensure that the target performance is achieved. The outage probability can easily be found by encoding the data with an error-detection code and declaring an outage whenever a frame fails a check.

For both the OCVR and MTVR rate-control policies, we assume that the code rate is adapted by maintaining the duration of channel symbols while varying the number of information bits per channel symbol. The spreading factor $G$ and symbol rate are held constant, so there is no change in bandwidth. However, a major drawback with rate control is that the rates required to maintain a specified outage probability varies significantly among the mobiles


Figure 8.15: Throughput of eight randomly selected uplinks (dashed lines) along with the average throughput for the entire network (solid line). System parameters are the same used to generate Figure 8.14 [112]
in the network. This variation results in low throughput for some mobiles, particularly those located at the edges of the cells, whereas other mobiles have a high throughput. Unequal throughputs may not be acceptable when a mobile may be stuck or parked near a cell edge for a long time, and an interior mobile may have more allocated throughput than it needs.

Although the outage probability, throughput, and rate characterize the performance of a single uplink, they do not quantify the total data flow in the network because they do not account for the number of uplink users that are served. By taking into account the number of mobiles per unit area, the total data flow in a given area can be characterized by the average area spectral efficiency, defined as

$$
\begin{equation*}
\overline{\mathcal{A}}=\lambda \mathbb{E}[T]=\frac{\lambda}{M} \sum_{k=1}^{M} R_{k}\left(1-\epsilon_{k}\right) \tag{8-68}
\end{equation*}
$$

where $\lambda=M / \pi r_{n e t}^{2}$ is the maximum density of transmissions in the network, and the units are bits per channel use per unit area. Average area spectral efficiency can be interpreted as the maximum spatial efficiency of transmissions, that is, the maximum rate of successful data transmission per unit area.

In the following example, performance metrics are calculated by using a Monte Carlo approach with 1000 simulation trials as follows. In each simulation
trial, a realization of the network is obtained by placing $C$ base stations and $M$ mobiles within the disk of radius $r_{n e t}$ according to the uniform clustering model with minimum base-station separation $r_{b s}$ and minimum mobile separation $r_{m}$. The path loss from each base station to each mobile is computed by applying randomly generated shadowing factors. The set of mobiles associated with each cell sector is determined. Assuming that the number of mobiles served in a cell sector cannot exceed $G$, which is the number of orthogonal sequences available for the downlink, any excess in the number of mobiles in the cell sector results in service denials. At each sector antenna, the power-control policy is applied to determine the power the antenna receives from each mobile that it serves. In each cell sector, the rate-control policy is applied to determine the rate and threshold.

For each uplink, the outage probability $\epsilon(\boldsymbol{\Omega})$ is computed for the rate-control policies by using (8-60) and (8-62). Equation (8-64) is applied to calculate the average outage probability for the network realization. Equation (8-65) is applied to calculate the throughputs according to the MTFR, OCFR, MTVR, or OCVR network policies, and then (8-66) is applied to compute the average throughput for the network realization. Finally, multiplying by the mobile density $\lambda$ and averaging over all simulated network realizations with different topologies yield the average area spectral efficiency $\overline{\mathcal{A}}$.

Example 11. The network has $C=50$ base stations placed in a circular network of radius $r_{n e t}=2$, and the base-station exclusion zones are set to have radius $r_{b s}=0.25$. A variable number $M$ of mobiles are placed within the network using exclusion zones of radius $r_{m}=0.01$. The SNR is $\Gamma=10 \mathrm{~dB}$, the activity factor is $p_{i}=1$, and the path-loss exponent is $\alpha=3$. Two fading models are considered: Rayleigh fading, where $m_{i}=1$ for all $i$, and distancedependent fading, which is described by (8-67). Both unshadowed and shadowed $\left(\sigma_{s}=8 \mathrm{~dB}\right)$ environments are considered. The chip factor is $h=2 / 3$, and the spreading factor is $G=16$. Figure 8.16 illustrates the variability of the $\left\{\epsilon_{k}\right\}$ with respect to all uplinks and 1000 simulation trials under an OCFR policy by plotting its complementary distribution function with $R=2$, three network loads, distance-dependent fading, and shadowing.

With the OCVR policy, the rate $R_{k}$ (equivalently, $\beta_{k}$ ) of each uplink is selected such that the outage probability does not exceed $\zeta=0.1$. Although the outage probability is fixed, the rates of the uplinks are variable. Let $E[R]$ denote the average rate over all uplinks and 1000 simulation trials. In Figure 8.17, $E[R]$ is shown as a function of the load $M / C$. In Figure 8.18 , the variability of $R_{k}$ is illustrated by showing the complementary distribution function of the rate for a fully loaded system $(M / C=G=16)$ in both Rayleigh fading and distance-dependent Nakagami fading, and both with and without shadowing. The fairness of the system can be determined from this figure, which shows the percentage of uplinks that meet a particular rate requirement. In both figures, the major impact of the much more severe Rayleigh fading is apparent.

Figure 8.19 shows the average area spectral efficiency $\overline{\mathcal{A}}$ of the four network policies in distance-dependent fading, both with and without shadowing, as a function of the load $M / C$. For the OCFR and MTFR policies, the optimal


Figure 8.16: Complementary distribution function of the outage probability using an OCFR policy, $R=2$, three network loads, distance-dependent fading, and shadowing $\left(\sigma_{s}=8 \mathrm{~dB}\right)[112]$
rates are determined for each simulation trial, and then $\overline{\mathcal{A}}$ is computed by averaging over 1000 simulation trials. For the OCVR and MTVR policies, the uplink rate $R_{k}$ of each uplink is maximized subject to an outage constraint or maximum-throughput requirement, respectively, and then $\overline{\mathcal{A}}$ is computed by averaging over 1000 simulation trials. Although the average area spectral efficiencies of the MTFR and MTVR policies are potentially superior to those of the OCFR and OCVR policies, this advantage comes at the cost of variable and high values of the $\left\{\epsilon_{k}\right\}$, which are generally too large for most applications. The bottom pair of curves in Figure 8.19 indicate that the OCVR policy has a higher average area spectral efficiency than the OCFR policy.

Calculations indicate that increases in $\alpha, G / h$, and/or $r_{b s}$ cause increases in $\overline{\mathcal{A}}$ for all four network policies in distance-dependent fading, both with and without shadowing.

### 8.5 DS-CDMA Cellular Downlinks

A DS-CDMA downlink differs from an uplink in at least four significant ways. First, the sources of interference are many mobiles for an uplink, whereas the sources are a few base stations for a downlink. Second, the orthogonality and the synchronous timing of all transmitted signals prevent significant intracell


Figure 8.17: Average rate of the OCVR policy as function of the load $M / C$ for both Rayleigh and distance-dependent Nakagami fading and both shadowed ( $\sigma_{s}=8 \mathrm{~dB}$ ) and unshadowed cases [112]
interference on the downlinks. When the uplink signals arriving at a base station are asynchronous or there are synchronization errors, orthogonal signals do not prevent intracell interference. Third, sectorization is a critical factor in uplink performance, whereas it is expendable or at most of minor importance in downlink performance. Fourth, base stations are equipped with better transmit high-power amplifiers and receive low-noise amplifiers than the mobiles. The net effect is that the operational signal-to-noise ratio is typically more than 5 dB lower for an uplink than for a downlink. The overall impact of the differences between uplinks and downlinks is superior performance for the downlinks.

Along with all the signals transmitted to mobiles associated with it, a base station transmits a pilot signal over the downlinks. A mobile, which is usually associated with the base station from which it receives the largest pilot signal, uses the pilot to identify a base station or sector, to initiate uplink power control, to estimate the attenuation, phase shift, and delay of each significant multipath component, and to assess the downlink power-allocation requirement of the mobile.

A base station synchronously combines and transmits the pilot and all the signals destined for mobiles associated with it. Consequently, all the signals fade together at each mobile location, and the use of orthogonal spreading sequences (Section 7.2) prevents intracell interference and hence a near-far problem on a downlink. There is interference caused by asynchronously arriving multipath


Figure 8.18: Complementary distribution function of the rate for fully loaded system $(M / C=G)$ under the OCVR policy in Rayleigh and distance-dependent Nakagami fading and both shadowed $\left(\sigma_{s}=8 \mathrm{~dB}\right)$ and unshadowed cases [112]
components. However, since these components are weaker than the main signal, they are suppressed by the despreading process and hence have negligible effect. Intercell interference, which is the dominant source of performance degradation, is caused by interference signals from other base stations that arrive at a mobile asynchronously and fade independently.

## Outage Probability

In the analysis of downlink performance [116], we assume that there is no sectorization. The network comprises $C$ cellular base stations $\left\{S_{1}, \ldots, S_{C}\right\}$ and $M$ mobiles $\left\{X_{1}, \ldots, X_{M}\right\}$ placed in the interior of a circle of radius $r_{n e t}$ and area $A_{n e t}=\pi r_{n e t}^{2}$. The signal transmitted by base station $S_{i}$ to mobile $X_{k} \in \mathcal{X}_{i}$ has average power $P_{i, k}$. We assume that all base stations transmit with a common total power $P_{0}$ such that

$$
\begin{equation*}
\frac{1}{1-f_{p}} \sum_{k: X_{k} \in \mathcal{X}_{i}} P_{i, k}=P_{0}, i=1,2, \ldots, C \tag{8-69}
\end{equation*}
$$

where $f_{p}$ is the fraction of the base-station power reserved for pilot signals needed for synchronization and channel estimation. The signal transmitted by base station $S_{i}$ to mobile $X_{k} \notin \mathcal{X}_{i}$ has average power $P_{0}$.


Figure 8.19: Average area spectral efficiency for the four network policies as function of the load $M / C$ for distance-dependent fading and both shadowed ( $\sigma_{s}=8 \mathrm{~dB}$ ) and unshadowed cases [112]

The despreading process in the receiver of the reference mobile reduces the interference from base stations other than the one associated with the mobile. After accounting for fading, path loss, and the effective spreading factor, the despread instantaneous powers transmitted by $S_{g(r)}$ and $S_{i}$ at reference mobile $X_{r}$ are

$$
\begin{gather*}
\rho_{r}=P_{j, r} g_{j} 10^{\xi_{j, r} / 10} f\left(\left\|\mathbf{S}_{j}-\mathbf{X}_{r}\right\|\right), \quad j=\mathrm{g}(r)  \tag{8-70}\\
\rho_{i}=\frac{h}{G} P_{0} g_{i} 10^{\xi_{i, r} / 10} f\left(\left\|\mathbf{S}_{i}-\mathbf{X}_{r}\right\|\right), \quad i \neq j \tag{8-71}
\end{gather*}
$$

respectively, where $g_{i}$ is the power gain due to fading, and $\xi_{i, r}$ is the shadowing factor for the link from $S_{i}$ to the reference mobile, $f(\cdot)$ is a path-loss function given by (8-6), and $j=\mathrm{g}(r)$ is defined by (8-51).

The activity probability $p_{i}$ is the probability that a base-station is actively transmitting. The instantaneous SINR at the reference mobile $X_{r}$ associated with base station $S_{j}$ is

$$
\begin{equation*}
\gamma=\frac{\rho_{r}}{\mathcal{N}+\sum_{i=1, i \neq j}^{M} I_{i} \rho_{i}} \tag{8-72}
\end{equation*}
$$

where $\mathcal{N}$ is the noise power, and $I_{i}$ is a Bernoulli variable with probability $P\left[I_{i}=1\right]=p_{i}$ and $P\left[I_{i}=0\right]=1-p_{i}$. Substituting (8-70), (8-71), and (8-6) into (8-72) yields

$$
\begin{equation*}
\gamma=\frac{g_{r} \Omega_{r}}{\Gamma^{-1}+\sum_{i=1, i \neq j}^{M} I_{i} g_{i} \Omega_{i}}, \Gamma=\frac{d_{0}^{\alpha} P_{0}}{\mathcal{N}} \tag{8-73}
\end{equation*}
$$

where $\Gamma$ is the SNR at a mobile located at unit distance from its sector antenna when fading and shadowing are absent, and

$$
\begin{gather*}
\Omega_{r}=\frac{P_{\mathrm{j}, r}}{P_{0}} 10^{\xi_{j, r} / 10}\left\|\mathbf{S}_{j}-\mathbf{X}_{r}\right\|^{-\alpha}, \quad j=\mathrm{g}(r)  \tag{8-74}\\
\Omega_{i}=\frac{h}{G} 10^{\xi_{i, r} / 10}\left\|\mathbf{S}_{i}-\mathbf{X}_{r}\right\|^{-\alpha}, \quad i \neq j \tag{8-75}
\end{gather*}
$$

Let $\beta$ denote the minimum SINR required by the reference mobile $X_{r}$ for reliable reception and $\boldsymbol{\Omega}=\left\{\Omega_{1}, \ldots, \Omega_{C}\right\}$ represent the set of normalized despread base-station powers received. An outage occurs when the SINR falls below $\beta$. Let $m_{0}$ denote the positive-integer Nakagami parameter for the link from $S_{j}$ to $X_{r}$, and let $m_{i}$ denote the Nakagami parameter for the link from $S_{i}$ to $X_{r}, i \neq j$. Conditioning on $\boldsymbol{\Omega}$, the outage probability $\epsilon(\boldsymbol{\Omega})$ of a desired signal from $S_{j}$ that arrives at the reference receiver of $X_{r}$ is given by (8-31), (8-33), and (8-34) with $\Omega_{0}=\Omega_{r}, M=C$, and

$$
\begin{equation*}
H_{t}(\boldsymbol{\Omega})=\sum_{\substack{\ell_{i} \geq 0 \\ \sum_{i=1}^{M} \ell_{i}=t}} \prod_{i=1, i \neq \mathrm{j}}^{C} G_{\ell_{i}}(i) \tag{8-76}
\end{equation*}
$$

## Downlink Rate Control

A key consideration in the operation of the network is the manner that the total power $P_{0}$ transmitted by a base station is shared by the mobiles it serves. A simple and efficient way to allocate $P_{0}$ is with an equal-share policy, which involves base station $S_{i}$ transmitting to mobile $X_{k} \in \mathcal{X}_{i}$ with power

$$
\begin{equation*}
P_{i, k}=\frac{\left(1-f_{p}\right) P_{0}}{K_{i}}, X_{k} \in \mathcal{X}_{i} \tag{8-77}
\end{equation*}
$$

where $K_{i}$ is the number of mobiles associated with $S_{i}$. Under this policy, the downlink SINR varies dramatically from close mobiles to more distant ones. If a common SINR threshold is used by all mobiles, then the outage probability is likewise highly variable. Instead of using a common threshold, the threshold $\beta_{k}$ of mobile $X_{k}$ can be selected individually such that the outage probability of mobile $X_{k}$ is constrained to equal a specified value $\hat{\epsilon}$.

For a given threshold $\beta_{k}$, there is a corresponding transmission rate $R_{k}$ that can be supported. Assuming the use of a capacity-approaching code, twodimensional signals transmitted over an AWGN channel, and Gaussian interference, (8-63) indicates that the maximum rate supported by a threshold $\beta_{k}$ is $R_{k}=\log _{2}\left(1+\beta_{k}\right)$. With an equal power share, the number of mobiles $K_{i}$ in the cell is first determined, and then the power share given to each mobile is found from (8-77). For each mobile in the cell, the corresponding $\beta_{k}$ that achieves the outage constraint $\epsilon_{k}=\hat{\epsilon}$ is found by inverting the equation for $\epsilon(\boldsymbol{\Omega})$. Once $\beta_{k}$ is found, the supported $R_{k}$ is found. The rate $R_{k}$ is adapted by changing the number of information bits per channel symbol. The spreading factor and
symbol rate are held constant, so there is no change in bandwidth. Because this policy involves fixing the transmit power and then determining the rate for each mobile that satisfies the outage constraint, it is called downlink rate control.

Under outage constraint $\epsilon_{k}=\hat{\epsilon}$, the performance of a given network realization is largely determined by the set of achieved rates $\left\{R_{k}\right\}$ of the $M$ mobiles in the network. Because the network realization is random, it follows that the set of rates is also random. Let the random variable $R$ represent the rate of an arbitrary mobile. The statistics of $R$ can be found for a given class of networks using a Monte Carlo approach as follows. First, a realization of the network is produced by placing $C$ base stations and $M$ mobiles within the network according to the uniform clustering model with minimum base-station separation $r_{b s}$ and minimum mobile separation $r_{m}$. The path loss from each base station to each mobile is computed with randomly generated shadowing factors if shadowing is present. The set of mobiles associated with each base station is determined with a reselection policy if one is used. At each base station, the power-allocation policy is applied to determine the power it transmits to each mobile that it serves. For downlink rate control, after setting the outage probability equal to the outage constraint, an inversion provides the SINR threshold for each mobile in the cell. For each SINR threshold, the corresponding code rate is computed.

## Downlink Power Control

Downlink power control entails power allocation by the base station in a manner that meets the requirements of the individual mobiles associated with it. Although there is no near-far problem on the downlinks, power control is still desirable to enhance the received power of a mobile during severe fading or when a mobile is near a cell edge. A major drawback with rate control is that the rates provided to the different mobiles in the network vary significantly. This variation results in unfairness to some mobiles, particularly those located at the edges of the cells. To ensure fairness, $R_{k}$ could be constrained to be the same for all $X_{k} \in \mathcal{X}_{i}$. The common rate of a given cell is found by determining the value of $R_{k}$ that allows the outage constraint $\epsilon_{k}=\hat{\epsilon}$ for all $X_{k} \in \mathcal{X}_{i}$ and the power constraint (8-69) to be simultaneously met. Because the power transmitted to each mobile is varied while holding the rate constant for all mobiles in the cell, this policy is called downlink power control. Although the rate is the same for all mobiles within a given cell, it may vary from cell to cell.

Let $E[R]$ represent the mean value of the variable $R$, which can be found by numerically averaging the values of $R$ over the mobiles and the network realizations. Under this definition of $E[R]$ and an outage constraint, the average area spectral efficiency $\overline{\mathcal{A}}$ for downlinks is defined as

$$
\begin{equation*}
\overline{\mathcal{A}}=\lambda(1-\hat{\epsilon}) E[R] \tag{8-78}
\end{equation*}
$$

where $\lambda=C / A_{\text {net }}$ is the maximum density of base-station transmissions in the network.


Figure 8.20: Average area spectral efficiency as a function of $M / C$ with rate control and power control [116]

Example 12. Consider a network with $C=50$ base stations placed in a network of radius $r_{n e t}=2$ with base-station exclusion zones of radius $r_{b s}=0.25$. The activity probability is $p_{i}=1$ for all base stations. A variable number $M$ of mobiles are placed within the network using exclusion zones of radius $r_{m}=0.01$. The outage constraint is set to $\hat{\epsilon}=0.1$, and both power control and rate control are considered. A mobile in an overloaded cell is denied service. The SNR is set to $\Gamma=10 \mathrm{~dB}$, the fraction of power devoted to pilots is $f_{p}=0.1$, and the spreading factor is set to $G=16$ with chip factor $h=2 / 3$. The propagation environment is characterized by a path-loss exponent $\alpha=3$, and the Nakagami parameters are $m_{i, k}=3$ for $i=\mathrm{g}(k)$ and $m_{i, k}=1$ for $i \neq \mathrm{g}(k)$; that is, the signal from the serving base station experiences milder fading than the signals from the interfering base stations. This model is realistic because the signal from the serving base station is likely to be in the line-of-sight, whereas typically the interfering base stations are not.

Figure 8.20 shows the average area spectral efficiency, as a function of the ratio $M / C$, for rate control and power control in an unshadowed environment and in the presence of lognormal shadowing with $\sigma_{s}=8 \mathrm{~dB}$. The figure shows that the average area spectral efficiency under rate control is higher than it is under power control. This disparity occurs because mobiles that are close to the base station are allocated extremely high rates under rate control, whereas with power control, mobiles close to the base station must be allocated the same rate as mobiles at the edge of the cell. As the network becomes denser ( $M / C$ increases), shadowing actually improves the performance with rate control, whereas it degrades the performance with power control. This improve-


Figure 8.21: Average rate as a function of $M / C$ in the presence of shadowing with rate control and power control. For rate control, the averaging is done over all mobiles and over just the cell-edge mobiles. With power control, all mobiles in a cell are given the same rate [116]
ment occurs because shadowing can sometimes cause the signal power of the base station serving a mobile to increase, while the powers of the interfering base stations are reduced. The effect of favorable shadowing is equivalent to the mobile being located closer to its serving base station. When this occurs with rate control, the rate is increased, sometimes by a very large amount. Although shadowing does not induce extremely favorable conditions very often, when it does the improvement in rate is significant enough to cause the average to increase. In contrast, a single mobile with favorable shadowing conditions operating under power control continues to receive at the same code rate.

Although rate control offers a higher average rate than power control, the rates it offers are much more variable. This behavior can be seen in Figure 8.21, which compares the rates of all mobiles against those located at the cell edges. In particular, the figure shows the rate averaged across all mobiles for both power control and rate control, as well as the rate averaged across just the cell-edge mobiles for rate control, where the cell-edge mobiles are defined to be the $5 \%$ of the mobiles that are farthest from their serving base station. The average rate of cell-edge mobiles is not shown for power control because each cell-edge mobile has the same rate as that of all the mobiles in the same cell.

As seen in the figure, the performance of cell-edge mobiles is worse with rate control than it is with power control.

Increasing the spreading factor allows more interference to be suppressed, resulting in a reduced outage probability for a particular SINR threshold. This improvement can be used to increase the threshold or, equivalently, increase the rate.

### 8.6 FH-CDMA Mobile Ad Hoc Networks

Three major advantages of frequency hopping are that it can be implemented over a much larger frequency band than it is possible to implement directsequence spreading, that the band can be divided into noncontiguous segments, and that frequency hopping provides inherent resistance to the near-far problem. These advantages of frequency hopping, particularly the near-far advantage, are decisive in many applications. For example, the Bluetooth system and combat net radios use frequency hopping primarily to avoid the near-far problem. Frequency hopping may be added to almost any communication system to strengthen it against interference or fading. Thus, frequency hopping may be applied to the set of carriers used in a multicarrier CDMA system or the subcarriers of an OFDM system.

Since the probability of a collision in an asynchronous network can be decreased by increasing the number of frequency channels, it is highly desirable to choose a data modulation that has a compact spectrum and produces little spectral splatter. Continuous-phase frequency-shift keying (CPFSK) has these characteristics and provides a constant-envelope signal (Section 3.4). CPFSK is characterized by its modulation order, which is the number of possible tones, and by its modulation index $h$, which is the normalized tone spacing. For a fixed modulation order, the selection of $h$ involves a tradeoff between bandwidth and performance. When CPSK is the data modulation in an FH-CDMA network, the number of frequency channels and hence resistance to frequency-hopping multiple-access interference generally increase with decreasing $h$, whereas the bit error probability for the AWGN channel generally decreases with increasing $h$.

Only a portion of the power in a frequency-hopping signal lies within its selected frequency channel. Let $\psi$ represent the fractional in-band power, which is the fraction of power in the occupied frequency channel. We assume that a fraction $K_{s}=(1-\psi) / 2$, called the adjacent-channel splatter ratio, spills into each of the frequency channels that are adjacent to the one selected by a mobile because for most practical systems the fraction of power that spills into frequency channels beyond the adjacent ones is negligible. A typical choice that limits the spectral splatter into an adjacent frequency channel is $\psi=0.99$. However, one might increase the bit rate while fixing the channel bandwidth, thereby decreasing $\psi$ and increasing $K_{s}$. Although the resulting increased adjacent-channel interference negatively affects performance, the increased bit rate can be used to support a lower-rate error-correcting code, thereby improving performance.

Thus, there is a fundamental tradeoff involved in determining the fractional in-band power that should be contained within each frequency channel.

In the subsequent analysis and optimization for FH-CDMA MANETs [95], the basic network model is the same as in Section 8.1. The reference receiver is $X_{M+1}$, the reference transmitter is $X_{0}$, the network lies within a circle of radius $r_{n e t}$, and a nonzero radius $r_{e x}$ defines an exclusion zone or guard zone. The fading gains $\left\{g_{i}\right\}$ remain fixed for the duration of a hop but vary independently from hop to hop (block fading). Although the $\left\{g_{i}\right\}$ are independent, the channel from each transmitting mobile to the reference receiver can have a distinct Nakagami parameter $m_{i}$. A hopping band of $W \mathrm{~Hz}$ is divided into $L$ contiguous frequency channels, each of bandwidth $W / L \mathrm{~Hz}$. The mobiles independently select their transmit frequencies with equal probability. The source $X_{0}$ selects a frequency channel at the edge of the band with probability $2 / L$ and a frequency channel in the interior of the band with probability $(L-2) / L$. Let $D_{i} \leq 1$ be the duty factor of $X_{i}$, which is the probability that the mobile transmits any signal.

We make the worst-case assumption that the hop dwell times of all network mobiles coincide. Two types of collisions are possible: co-channel collisions, which involve the source and interfering mobile selecting the same frequency channel, and adjacent-channel collisions, which involve the source and interfering mobile selecting adjacent channels. Let $p_{c}$ and $p_{a}$ denote the probabilities of a co-channel collision and an adjacent-channel collision, respectively. Assume that $D_{i}=D$ is constant for every mobile. If $X_{i}, 1 \leq i \leq M$, transmits a signal, then it uses the same frequency as $X_{0}$ with probability $1 / L$. Since $X_{i}$ transmits with probability $D$, the probability that it induces a co-channel collision is $p_{c}=D / L$. The probability that $X_{i}$ uses a frequency channel adjacent to the one selected by $X_{0}$ is $1 / L$ if $X_{0}$ selected a frequency channel at the edge of the band (in which case, there is only one adjacent channel); otherwise, the probability is $2 / L$ (since there are two adjacent channels). It follows that, for a randomly chosen channel, the probability that $X_{i}, 1 \leq i \leq M$, induces an adjacent-channel collision is

$$
\begin{equation*}
p_{a}=D\left[\left(\frac{2}{L}\right)\left(\frac{L-2}{L}\right)+\left(\frac{1}{L}\right)\left(\frac{2}{L}\right)\right]=\frac{2 D(L-1)}{L^{2}} . \tag{8-79}
\end{equation*}
$$

Under the model described above, the instantaneous SINR at the reference receiver is

$$
\begin{equation*}
\gamma=\frac{\psi \rho_{0}}{\mathcal{N}+\sum_{i=1}^{M} I_{i} \rho_{i}} \tag{8-80}
\end{equation*}
$$

where $\mathcal{N}$ is the noise power, $\rho_{i}$ is given by (8-5), and $I_{i}$ is a discrete random variable that may take three values:

$$
I_{i}= \begin{cases}\psi & \text { with probability } p_{c}  \tag{8-81}\\ K_{s} & \text { with probability } p_{a} \\ 0 & \text { with probability } p_{n}\end{cases}
$$

where the probability of no collision is

$$
\begin{equation*}
p_{n}=1-p_{c}-p_{a}=1-\frac{D(3 L-2)}{L^{2}} . \tag{8-82}
\end{equation*}
$$

Adjacent-channel interference can be neglected by setting $\psi=1$ and $K_{s}=0$.
Substituting (8-5), (8-6), and $\widetilde{P}_{i}=P_{i}$ (since $G_{i}=1$ for frequency hopping) into ( $8-80$ ) and dividing the numerator and denominator by $d_{0}^{\alpha} P_{0}$, the SINR is

$$
\begin{equation*}
\gamma=\frac{\psi g_{0} \Omega_{0}}{\Gamma^{-1}+\sum_{i=1}^{M} g_{i} I_{i} \Omega_{i}}, \Gamma=d_{0}^{\alpha} P_{0} / \mathcal{N} \tag{8-83}
\end{equation*}
$$

where $\Gamma$ is the signal-to-noise ratio (SNR) when the transmitter is at unit distance and the fading and shadowing are absent, and

$$
\Omega_{i}=\left\{\begin{array}{cc}
10^{\xi_{0} / 10}\left\|\mathbf{X}_{0}-\mathbf{X}_{M+1}\right\|^{-\alpha} & i=0  \tag{8-84}\\
\frac{P_{i}}{P_{0}} 10^{\xi_{i} / 10}\left\|\mathbf{X}_{i}-\mathbf{X}_{M+1}\right\|^{-\alpha} & i \geq 1
\end{array}\right.
$$

is the normalized power of $X_{i}$ at the reference receiver.

## Conditional Outage Probability

Let $\beta$ denote the minimum SINR required for reliable reception and $\boldsymbol{\Omega}=$ $\left\{\Omega_{0}, \ldots, \Omega_{M}\right\}$ represent the set of normalized received powers. An outage occurs when the SINR falls below $\beta$. Accounting for the statistics of $I_{i}$ in using (8-12) to derive the conditional density of $Y_{i}=g_{i} I_{i} \Omega_{i}$, we obtain

$$
\begin{align*}
f_{i}(y) & =f_{Y_{i}}\left(y \mid \Omega_{i}\right) \\
& =p_{n} \delta(y)+\frac{y^{m_{i}-1}}{\Gamma\left(m_{i}\right)}\left[p_{c}\left(\frac{m_{i}}{\psi \Omega_{i}}\right)^{m_{i}} e^{-\frac{y m_{i}}{\psi \Omega_{i}}}+p_{a}\left(\frac{m_{i}}{K_{s} \Omega_{i}}\right)^{m_{i}} e^{-\frac{y m_{i}}{K_{s} \Omega_{i}}}\right] u(y) . \tag{8-85}
\end{align*}
$$

As a result, if $m_{0}$ is a positive integer, a slight modification of the derivation of ( $8-22$ ) indicates that the outage probability is

$$
\begin{gather*}
\epsilon(\boldsymbol{\Omega})=1-e^{-\beta_{0} z} \sum_{s=0}^{m_{0}-1}\left(\beta_{0} z\right)^{s} \sum_{t=0}^{s} \frac{z^{-t}}{(s-t)!} H_{t}(\boldsymbol{\Omega}), \beta_{0}=\frac{\beta m_{0}}{\Omega_{0}}, z=\Gamma^{-1}  \tag{8-86}\\
H_{t}(\boldsymbol{\Omega})=\sum_{\substack{\ell_{i} \geq 0 \\
\sum_{i=1}^{M} \ell_{i}=t}} \prod_{i=1}^{M} G_{\ell_{i}}(i)  \tag{8-87}\\
G_{\ell_{i}}\left(\Omega_{i}\right)=p_{n} \delta_{\ell_{i}}+\frac{\Gamma\left(\ell_{i}+m_{i}\right)}{\ell_{i}!\Gamma\left(m_{i}\right)}\left[p_{c} \phi_{i}(\psi)+p_{a} \phi_{i}\left(K_{s}\right)\right]  \tag{8-88}\\
\phi_{i}(x)=\left(\frac{x \Omega_{i}}{m_{i}}\right)^{\ell_{i}}\left(\frac{x \beta_{0} \Omega_{i}}{m_{i}}+1\right)^{-\left(m_{i}+\ell_{i}\right)} \tag{8-89}
\end{gather*}
$$

where $\delta_{\ell}$ is the Kronecker delta function.

## Rate Adaptation

Let $C(h, \gamma)$ denote the channel capacity when the modulation is CPFSK with modulation index $h$. The channel is in an outage when $C(h, \gamma) \leq R$. Assuming Gaussian interference, the channel is conditionally Gaussian during a particular hop, and the modulation-constrained AWGN capacity can be used for $C(h, \gamma)$. For any value of $h$ and SINR threshold $\beta$, the achievable code rate is $R=$ $C(h, \beta)$. For any $h$ and $R$, the SINR threshold required to support that rate is obtained by inverting $R=C(h, \beta)$. We assume that a mobile is able to estimate the channel and appropriately adapt its rate in order that $P[\gamma \leq \beta]<\hat{\epsilon}$, where $\hat{\epsilon}$ is a constraint on the channel outage.

## Modulation-Constrained Area Spectral Density

The maximum data transmission rate is determined by the bandwidth $W / L$ of a frequency channel, the fractional in-band power $\psi$, the spectral efficiency of the modulation, and the code rate. Let $\eta$ denote the spectral efficiency of the modulation, given in symbols per second per Hz , and defined by the symbol rate divided by the $100 \psi \%$-power bandwidth of the modulation. Since we assume many symbols per hop, the spectral efficiency of CPFSK can be found by numerically integrating (3-74) and then inverting the result. To emphasize the dependence of $\eta$ on $h$ and $\psi$, we denote the spectral efficiency of CPFSK as $\eta(h, \psi)$ subsequently. When combined with a rate- $R$ code, the spectral efficiency becomes $R \eta(h, \psi)$ bps per Hertz (bps/Hz), where $R$ is the ratio of information bits to code symbols. Since the signal occupies a frequency channel with $100 \psi \%$-power bandwidth $W / L \mathrm{~Hz}$, the throughput supported by a single link operating with a duty factor $D$ and outage probability $\hat{\epsilon}$ is

$$
\begin{equation*}
T=\frac{W R D \eta(h, \psi)(1-\hat{\epsilon})}{L} \tag{8-90}
\end{equation*}
$$

bits per second. Averaging the throughput over $N$ network topologies, we obtain

$$
\begin{equation*}
\widetilde{T}=\frac{W D \eta(h, \psi)(1-\hat{\epsilon})}{L} \widetilde{R} \tag{8-91}
\end{equation*}
$$

where the average code rate is

$$
\begin{equation*}
\widetilde{R}=\frac{1}{N} \sum_{n=1}^{N} R_{n} \tag{8-92}
\end{equation*}
$$

Multiplying $\mathbb{E}[T]$ by the mobile density $\lambda=M / A_{\text {net }}$ and dividing by the system bandwidth $W$ give the normalized modulation-constrained area spectral efficiency (MASE):

$$
\begin{equation*}
\tau(\lambda)=\frac{\lambda D \eta(h, \psi)(1-\hat{\epsilon})}{L} \widetilde{R} \tag{8-93}
\end{equation*}
$$

which has units of $\mathrm{bps} / \mathrm{Hz}$ per unit area. The normalized MASE is the normalized area spectral efficiency resulting from a conditional outage probability $\hat{\epsilon}$,
where the conditioning is with respect to the network topology. As a performance measure, the normalized MASE explicitly takes into account the code rate, the spectral efficiency of the modulation, and the number of frequency channels.

## Optimization Algorithm

For an FH-CDMA MANET that uses CPFSK modulation and adaptive-rate coding, there is an optimal set of $(L, h, \psi)$ that maximizes the normalized MASE. For the optimization, the density of interference per unit area $\lambda$ and the duty factor $D$ have fixed values. The normalized MASE is computed for positive-integer values of $L$ fewer than 1000, values of $h$ quantized to a spacing of 0.01 over the range $0 \leq h \leq 1$, and values of $\Psi$ quantized to a spacing of 0.005 over the range $0.90 \leq \Psi \leq 0.99$. For each set of $(L, h, \psi)$ considered, the average code rate $\mathbb{E}[R]$ and the normalized MASE can be found by using a Monte Carlo approach as follows. A realization of the network is produced by placing $M$ mobiles within an area $A_{\text {net }}$ according to the specified spatial distribution. The path loss from each mobile to the reference receiver is computed with randomly generated shadowing factors. After setting $\epsilon(\boldsymbol{\Omega})$ given by (8-86) equal to the outage constraint $\hat{\epsilon}$, an inversion of the equation determines the adequate SINR threshold $\beta$. The rate $R_{n}=C(h, \beta)$ that corresponds to the SINR threshold for the $n$th topology is computed, and its value is stored. The entire process is repeated for a large number of networks $N$. The average code rate, which is defined as (8-92), is used to find the spectral efficiency $\eta(h, \Psi)$ corresponding to the current $h$ and $\Psi$, and then (8-93) provides the normalized MASE. Finally, the optimization is completed by performing an exhaustive search over the sets of $(L, h, \psi)$ to determine the maximum value of the normalized MASE and the corresponding values of $L, h$, and $\Psi$.

Example 13. Consider a network with the reference receiver at the origin and interfering mobiles drawn from a uniform distribution within an annular region. The region has inner radius $r_{e x}=0.25$, and two outer radii are considered: $r_{n e t}=2$ and $r_{n e t}=4$. The optimization is performed by considering $N=10,000$ different network topologies. The path-loss exponent is $\alpha=3$, the duty factor is $D=1$, the source is located at unit distance away from the receiver at the origin, the SNR is $\Gamma=10 \mathrm{~dB}$, and when a shadowed scenario is examined, the standard deviation of the lognormal distribution is $\sigma_{s}=8 \mathrm{~dB}$. Binary CPFSK is used, and the rate is adapted in order to satisfy a typical outage constraint of $\hat{\epsilon}=0.1$. Three fading models are considered: Rayleigh fading ( $m_{i}=1$ for all $i$ ), Nakagami fading ( $m_{i}=4$ for all $i$ ), and mixed fading ( $m_{0}=4$ and $m_{i}=1$ for $i \geq 1$ ).

Figure 8.22 illustrates the variability of the code rate through its distribution function in the presence of mixed fading and shadowing. The figure shows three curves, corresponding to the case of a dense network $(M=50)$, a moderately dense network $(M=25)$, and a sparse network $(M=5)$. The outer radius of the annular network is $r_{n e t}=2$. The network parameters are independently optimized for each mobile density. The figure shows that the


Figure 8.22: Distribution function of the code rate when the network is optimized [95]
distribution function of the code rate is quite steep for all three scenarios. This characteristic is indicative of the fairness in the rate selection because most nodes have similar rates. However, the curves are steeper for dense networks than for sparse networks. The reason is the scarcity of interfering mobiles in a sparse network and hence the increased variability in the SINR and code rate from one realization to the next.

Example 14. Figures 8.23, 8.24, and 8.25 show the optimal normalized MASE $\tau_{o p t}^{\prime}$ for a dense network ( $M=50$ and $r_{n e t}=2$ ) as functions of the number of frequency channels $L$, the modulation index $h$, and the fractional inband power $\Psi$, respectively. These three figures demonstrate the effects of each of the three parameters of the optimization. In Figures 8.23 and $8.24, \Psi=0.96$ is assumed, and for each value of the parameter $L$ or $h$, respectively, the other parameter is chosen to maximize the normalized MASE. In Figure 8.25, the other two parameters are jointly optimized for each value of $\Psi$.

The results of the optimization are shown in Table 8.2. For each set of network conditions, the $(L, h, \Psi)$ that maximize the normalized MASE are listed along with the corresponding $\tau_{o p t}^{\prime}$. For comparison, the normalized MASE $\tau_{\text {sub }}$ is shown for the parameters $(L, h, \Psi)=(200,0.5,0.99)$. The comparison illustrates the importance of parameter optimization and indicates that the selection of optimal parameters may improve the normalized MASE by a factor greater than two relative to an arbitrary parameter selection.


Figure 8.23: Optimal normalized MASE as function of the number of frequency channels $L$ when $\Psi=0.96$. A dense network is considered $\left(M=50, r_{n e t}=2\right)$ [95]

Table 8.2: Optimization for $M=50$ interferers. The normalized MASE $\tau$ is in units of bps $/ \mathrm{kHz}-m^{2}$. Channel abbreviations: $R$ indicates Rayleigh fading, $N$ indicates Nakagami fading $\left(m_{i}=4\right.$ for all $\left.i\right), M$ indicates mixed fading ( $m_{0}=4$ and $m_{i}=1$ for $i \geq 1$ ), $U$ indicates unshadowed environment, and $S$ indicates shadowing $\left(\sigma_{s}=8 \mathrm{~dB}\right)$ [95]

| $r_{\text {net }}$ | Channel | $L$ | $\mathbb{E}[R]$ | $h$ | $\Psi$ | $\tau_{\text {opt }}^{\prime}$ | $\tau_{\text {sub }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\mathrm{R} / \mathrm{U}$ | 315 | 0.07 | 0.80 | 0.96 | 0.79 | 0.50 |
|  | $\mathrm{~N} / \mathrm{U}$ | 280 | 0.36 | 0.80 | 0.96 | 4.42 | 2.99 |
|  | $\mathrm{M} / \mathrm{U}$ | 279 | 0.41 | 0.80 | 0.96 | 5.00 | 3.56 |
|  | $\mathrm{R} / \mathrm{S}$ | 320 | 0.07 | 0.80 | 0.96 | 0.76 | 0.40 |
|  | $\mathrm{~N} / \mathrm{S}$ | 290 | 0.42 | 0.80 | 0.96 | 4.24 | 2.27 |
|  | $\mathrm{M} / \mathrm{S}$ | 290 | 0.38 | 0.80 | 0.96 | 4.70 | 3.02 |
| 4 | $\mathrm{R} / \mathrm{U}$ | 73 | 0.05 | 0.84 | 0.95 | 0.63 | 0.32 |
|  | $\mathrm{~N} / \mathrm{U}$ | 80 | 0.35 | 0.84 | 0.95 | 3.74 | 1.87 |
|  | $\mathrm{M} / \mathrm{U}$ | 75 | 0.36 | 0.84 | 0.95 | 4.09 | 1.91 |
|  | $\mathrm{R} / \mathrm{S}$ | 95 | 0.05 | 0.84 | 0.95 | 0.49 | 0.28 |
|  | $\mathrm{~N} / \mathrm{S}$ | 130 | 0.40 | 0.84 | 0.95 | 2.65 | 1.75 |
|  | $\mathrm{M} / \mathrm{S}$ | 100 | 0.35 | 0.84 | 0.95 | 3.03 | 1.80 |



Figure 8.24: Optimal normalized MASE as function of the modulation index $h$ when $\Psi=0.96$. A dense network is considered $\left(M=50, r_{n e t}=2\right)[95]$

Optimization results are given for different fading channel models and for both a shadowed and an unshadowed scenario. Performance is very poor for the pessimistic assumption of Rayleigh fading, but it improves for a more realistic mixed fading that implies a line-of-sight between the source and destination but not for the other links. Shadowing is always detrimental, and even though it leads to a higher code rate, it requires a larger number of frequency channels. An increase in the density of mobiles per unit area leads to a lower modulation index, but an increase in the normalized MASE, code rate, number of frequency channels, and fractional in-band power.

### 8.7 FH-CDMA Cellular Networks

In an FH-CDMA cellular network, synchronous and orthogonal frequencyhopping patterns can be simultaneously transmitted by a base station so that there is no intracell interference on the downlinks within a cell sector. By choosing frequency-hopping patterns with $M$ hopset frequencies that are circularly rotated versions of each other, as many as $M$ frequency-hopping signals can be simultaneously transmitted, and hence as many as $M$ active mobiles can be accommodated.


Figure 8.25: Optimal normalized MASE as function of the fractional in-band power $\Psi$. For each $\Psi$, both the number of frequency channels and the modulation index are varied to maximize the normalized MASE. A dense network is considered ( $M=50, r_{n e t}=2$ ) [95]

If the cells are sufficiently small and the switching times between hops are sufficiently large, it may be practical to synchronize the transmit times of the mobiles in a cell enough to avoid collisions at the base station of the uplink signals and thereby prevent intracell interference. The synchronization may be implemented by using the measured arrival times of the downlink signals at the mobiles. If there are $L$ frequency channels, but fewer than $\lfloor L / 2\rfloor$ active mobiles are present in a cell, then separated frequency-hopping patterns can be selected so that there is no intracell adjacent-channel interference on either the uplinks or downlinks.

Intercell interference cannot be entirely prevented because the patterns associated with different cells or sectors are asynchronous. Consider a sector B with $N_{b}$ mobiles covered by sector antenna A. Since the mobiles in sector B independently and asynchronously use a set of any $N_{b}$ carrier frequencies in the network hopset with equal probability, the probability that a mobile in the covered sector B produces interference in the transmission channel of an uplink in sector A is

$$
\begin{equation*}
p_{c}=\frac{D N_{b}}{L} . \tag{8-94}
\end{equation*}
$$

This equation also gives the probability that sector antenna B oriented toward a mobile in sector A produces interference in the transmission channel of the
downlink of the mobile. Because of orthogonality within each sector, no more than one signal from a sector produces interference in the transmission channel of either link in another sector.

FH-CDMA networks largely avoid the near-far problem by continually changing the carrier frequencies so that frequency collisions become brief, unusual events. Thus, power control in an FH-CDMA network is unnecessary, and all mobiles may transmit at the same power level. When power control is used, it tends to benefit signals from mobiles far from an associated sector antenna while degrading signals from mobiles close to it so that even perfect power control typically increases system capacity by only a small amount. There are good reasons to forego this slight potential advantage and not use power control. The required overhead may be excessive. If the geolocation of mobiles is performed by using measurements at two or more base stations, then the power control may result in significantly less signal power arriving at one or more base stations and the consequent loss of geolocation accuracy.

The most common FH-CDMA cellular network uses the Bluetooth technology. A piconet comprises a master Bluetooth device that communicates with seven or fewer slave devices. Any Bluetooth device can assume the role of master or slave in a particular piconet and may even be the master of one piconet while serving as a slave in another. To prevent intracell interference, Bluetooth uses a form of TDMA in which the master communicates with the slaves in successive time slots, which are defined by the master through regular messages. The slave synchronizes with the timing and frequency-hopping pattern of the master. The communication between master and slave within a time slot is half duplex.

DS-CDMA cellular networks are preferable to FH-CDMA cellular networks because coherent demodulation is available. The performance of similar FHCDMA networks is potentially inferior because a noncoherent demodulation is usually necessary. Thus, FH-CDMA cellular networks are seldom implemented except as the Bluetooth networks.

Long-Term Evolution (LTE) is a fourth-generation standard for the wireless communication of high-speed data. It uses OFDM for multiple access instead of CDMA, and different frequency subbands may be assigned to different users. During a two-slot subframe, frequency hopping is sometimes used on the uplink to obtain diversity by changing a user's subband allocation during the first slot to another one during the second slot.

### 8.8 Problems

1. (a) For CDMA MANETs, show that if $m_{0}=1$, then

$$
\epsilon(\boldsymbol{\Omega})=1-\exp \left(-\frac{\beta z}{\Omega_{0}}\right) \prod_{i=1}^{M}\left[1-p_{i}+p_{i}\left(\frac{m_{i}}{m_{i}+\beta \Omega_{i} / \Omega_{0}}\right)^{m_{i}}\right]
$$

(b) If $m_{0}=1$ and $m_{i} \rightarrow \infty, 1 \leq i \leq M$, what is the equation for $\epsilon(\boldsymbol{\Omega})$ ?
(c) Verify (8-36) for $m_{0}=m_{i}=1,1 \leq i \leq M$.
2. (a) For CDMA MANETs with $\Omega_{0} \rightarrow \infty$, for what Nakagami parameters does $\epsilon(\boldsymbol{\Omega}) \rightarrow 0$ ? (a) For CDMA MANETs with $\Omega_{0} \rightarrow 0$, for what Nakagami parameters does $\epsilon(\boldsymbol{\Omega}) \rightarrow 1$ ?
3. For CDMA MANETs, derive an equation for $\epsilon(\boldsymbol{\Omega})$ when $\Omega_{0} \neq 0$ and $\Omega_{i} \rightarrow \infty, i \geq 1$, and show that $\epsilon(\boldsymbol{\Omega}) \rightarrow 1$ regardless of the Nakagami parameters if and only if $p_{i}=1$ for some $i$.
4. For CDMA MANETs with $z=\Gamma^{-1}=0$, derive an equation for $\epsilon(\boldsymbol{\Omega})$.
5. Consider a cellular network in which there are $M$ active mobiles that are independently located throughout the network. The probability that a mobile is located in a particular cell sector is $\lambda / M$. Therefore, the distribution of $K$ active mobiles in the cell sector is given by the binomial distribution

$$
P(K=k)=\binom{M}{k}\left(\frac{\lambda}{M}\right)^{k}\left(1-\frac{\lambda}{M}\right)^{M-k}
$$

and $E[K]=\lambda$. (a) Show that as $M \rightarrow \infty$, this distribution approaches the Poisson distribution:

$$
P(K=k)=\frac{\exp (-\lambda) \lambda^{k}}{k!}, \quad k=0,1,2, \ldots, M
$$

(b) What is the conditional probability that $K=k$ given that $K \geq 1$ ?
6. Consider the acquisition of the scrambling code associated with a cell. Suppose that there are $K$ hypothesized scrambling codes in a group, the number of symbols in a codeword is $C$, and the acceptance threshold is $T$ votes. Assume that the correct scrambling code of a cell is not transmitted and that votes for each of the $K$ codes are equally likely. Use the union bound to derive an upper bound on the false-alarm probability.
7. Consider an uplink of a DS-CDMA cellular network that has full power control with $\delta=1, m_{0}=1$, and $m_{i}=p_{i}=1,1 \leq i \leq M, i \neq r$. Show that as $\beta \rightarrow 0$,

$$
\epsilon(\boldsymbol{\Omega}) \rightarrow \beta\left[\frac{1}{\Omega_{r} \Gamma}+\frac{M-1}{G / h}\right]
$$

8. Consider a downlink of cell $j$ in a DS-CDMA cellular network that has $m_{0}=1$ and $m_{i}=p_{i}=1,1 \leq i \leq C, i \neq j$. Show that as $\beta \rightarrow 0$,

$$
\epsilon(\boldsymbol{\Omega}) \rightarrow \beta\left[\frac{1}{\Omega_{r} \Gamma}+\frac{\sum_{i=1, i \neq j}^{C} \Omega_{i}}{\Omega_{r}}\right]
$$

9. Consider the downlinks in a cell $j$ of a DS-CDMA network. There is no fading and no noise, and the required $\operatorname{SINR} \gamma_{k}$ of the downlink to $X_{k}$ in the cell is $\gamma$. Show that the requirement is met only if

$$
\gamma \leq \frac{\left(1-f_{p}\right) G}{h}\left[\sum_{k: X_{k} \in \mathcal{X}_{j}} \frac{\sum_{i=1, i \neq j}^{M} I_{i} P_{i, k} 10^{\xi_{i, k} / 10}\left\|S_{i}-X_{k}\right\|^{-\alpha}}{10^{\xi_{j, k} / 10}\left\|S_{j}-X_{k}\right\|^{-\alpha}}\right]^{-1}
$$

10. Consider an FH-CDMA MANET that has $m_{0}=m_{i}=1,1 \leq i \leq M$. Show that as $\beta \rightarrow 0$,

$$
\epsilon(\boldsymbol{\Omega}) \rightarrow \beta\left[\frac{1}{\Omega_{0} \Gamma}+\frac{\left(p_{c} \psi+p_{a} K_{s}\right) \sum_{i=1}^{M} \Omega_{i}}{\Omega_{0}}\right]
$$

11. Consider an FH-CDMA network with two mobiles that communicate with a target mobile or base station. The modulation is ideal DPSK, the target mobile uses noncoherent combining with $L_{0}$ diversity branches, the number of frequency channels is $L=10$, and both the receiver noise and the spectral splatter are negligible. Both signals arriving at the target mobile encounter Rayleigh fading, but one signal has SINR $\bar{\gamma}=10 \mathrm{~dB}$, and the other signal has SINR $\bar{\gamma}=-10 \mathrm{~dB}$. From (6-121) and (6-151), the channel-symbol error probability is

$$
P_{s}\left(L_{0}\right)=p-(1-2 p) \sum_{i=1}^{L_{0}-1}\binom{2 i-1}{i}[p(1-p)]^{i}, \quad p=\frac{1}{2(1+\bar{\gamma})}
$$

If power control is used, then $\bar{\gamma}=0 \mathrm{~dB}$ for both signals. For $L_{0}=1$ and $L_{0}=2$, assess the relative merits for each mobile of introducing power control. Assume that an acceptable average channel-bit error probability is 0.02 .
12. Consider the transmission channel $T$ of an uplink in sector A of an FHCDMA cellular network that uses a hopset with $L \geq 3$ frequencies. Sector B is covered by sector antenna A. The $N_{b} \leq L$ mobiles in sector B use distinct carrier frequencies in the network hopset with equal probability, and $D=1$. Let $N_{1}=1$ if a signal from sector B uses T; let $N_{1}=0$ if no signal does. (a) Show that the probability that some mobile in the covered sector B produces interference in exactly one of the adjacent channels of T is

$$
P_{a}=\frac{2\left(N_{b}-N_{1}\right)\left(L-N_{b}+N_{1}\right)}{L(L-1)}, L-1 \geq N_{b}-N_{1} \geq 0
$$

(b) Show that the probability that some mobile in the covered sector B produces interference in both adjacent channels of T is

$$
P_{b}=\frac{\left(N_{b}-N_{1}\right)\left(N_{b}-N_{1}-1\right)}{L(L-1)}, L-1 \geq N_{b}-N_{1} \geq 0
$$

## Chapter 9

## Iterative Channel Estimation, Demodulation, and Decoding

The acquisition and exploitation of channel-state information, such as the fading amplitude and the power spectral density of the interference and noise, are essential to the effective use of soft-decision decoding of spread-spectrum signals. Channel estimation may be implemented by the transmission of pilot signals that are processed by the receiver, but pilot signals entail overhead costs, such as the loss of data throughput. Deriving maximum-likelihood channel estimates directly from the received data symbols is often prohibitively difficult. There is an effective alternative when turbo or low-density parity-check codes are used. The expectation-maximization algorithm, which is derived and explained in this chapter, provides an iterative approximate solution to the maximumlikelihood equations and is inherently compatible with iterative demodulation and decoding. Two examples of advanced spread-spectrum systems that apply iterative channel estimation, demodulation, and decoding are described and analyzed. These systems provide good illustrations of the analysis required in the design of an advanced system.

### 9.1 Expectation-Maximization Algorithm

The expectation-maximization (EM) algorithm offers a low-complexity iterative approach to maximum-likelihood estimation [46, 49]. A substantial body of literature exists on EM-based techniques for channel estimation, data detection, and multiuser detection [18]. In this chapter, random vectors are represented by upper-case letters, while realizations of the random vectors are represented by lower-case letters.

Maximum-likelihood estimation of a nonrandom parameter vector $\boldsymbol{\theta}$ of $n$ parameters is obtained by maximizing the conditional density $g(\mathbf{y} \mid \boldsymbol{\theta})$ of a random vector $\mathbf{Y}=\left[Y_{1} \cdots Y_{n}\right]^{T}$ of the observations. Since the logarithm is a monotonic function of its argument, the maximum-likelihood estimate $\hat{\boldsymbol{\theta}}_{m l}$ of $\boldsymbol{\theta}$ may be expressed as

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{m l}=\arg \max _{\boldsymbol{\theta}} \ln g(\mathbf{y} \mid \boldsymbol{\theta}) \tag{9-1}
\end{equation*}
$$

where $\ln g(\mathbf{y} \mid \boldsymbol{\theta})$ is the log-likelihood function. When the likelihood function is differentiable, the maximum-likelihood estimate is the solution of the likelihood equation:

$$
\begin{equation*}
\left.\nabla_{\boldsymbol{\theta}} \ln g(\mathbf{y} \mid \boldsymbol{\theta})\right|_{\boldsymbol{\theta}=\boldsymbol{\theta}_{m l}}=\mathbf{0} \tag{9-2}
\end{equation*}
$$

where $\nabla_{\boldsymbol{\theta}}$ is the gradient vector with respect to $\boldsymbol{\theta}$ :

$$
\begin{equation*}
\nabla_{\boldsymbol{\theta}}=\left[\frac{\partial}{\partial \theta_{1}} \cdots \frac{\partial}{\partial \theta_{n}}\right]^{T} \tag{9-3}
\end{equation*}
$$

When (9-2) cannot be solved in closed form, it can sometimes be solved iteratively by applying Newton's method or fixed-point methods. When an iterative maximum-likelihood solution is intractable, an alternative procedure is the EM algorithm, which has the major advantage that it requires no calculations of gradients or Hessians.

The EM algorithm is based on considering the set of observations $\left\{Y_{i}\right\}$ forming the random data vector $\mathbf{Y}$ as a subset of or derived from a larger data set $\left\{Z_{i}\right\}$ forming a random data vector $\mathbf{Z}$ such that the maximization of its conditional density $f(\mathbf{z} \mid \boldsymbol{\theta})$ is mathematically tractable. The data vector $\mathbf{Y}$ is called the incomplete data vector, and the data vector $\mathbf{Z}$ is called the complete data vector. The function $\ln f(\mathbf{z} \mid \boldsymbol{\theta})$ does not directly provide a useful estimate of $\boldsymbol{\theta}$ because $\mathbf{Z}$ is not observable, so the expectation of $\ln f(\mathbf{Z} \mid \boldsymbol{\theta})$ given both $\mathbf{Y}=\mathbf{y}$ and an estimate of $\boldsymbol{\theta}$ is iteratively maximized by the EM algorithm.

Since $\mathbf{Y}$ is determined by $\mathbf{Z}$, the joint conditional density is $f(\mathbf{z}, \mathbf{y} \mid \boldsymbol{\theta})=$ $f(\mathbf{z} \mid \boldsymbol{\theta})$, and the definition of a conditional density implies that

$$
\begin{equation*}
f(\mathbf{z} \mid \mathbf{y}, \boldsymbol{\theta})=\frac{f(\mathbf{z} \mid \boldsymbol{\theta})}{g(\mathbf{y} \mid \boldsymbol{\theta})} \tag{9-4}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\ln f(\mathbf{z} \mid \boldsymbol{\theta})=\ln f(\mathbf{z} \mid \mathbf{y}, \boldsymbol{\theta})+\ln g(\mathbf{y} \mid \boldsymbol{\theta}) \tag{9-5}
\end{equation*}
$$

Beginning with an initial estimate $\hat{\boldsymbol{\theta}}_{0}$, the EM algorithm computes successive estimates $\hat{\boldsymbol{\theta}}_{i}$ that increase the value of $\ln f\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)$. Let

$$
\begin{equation*}
E_{\mathbf{z} \mid \mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}}[h(\mathbf{Z})]=\int h(\mathbf{z}) f\left(\mathbf{z} \mid \mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}\right) d \mathbf{z} \tag{9-6}
\end{equation*}
$$

denote the expectation of $h(\mathbf{Z})$ with respect to the conditional density $f(\mathbf{z} \mid \mathbf{y}$, $\left.\hat{\boldsymbol{\theta}}_{i}\right)$, where $h(\mathbf{Z})$ is some function of the random vector $\mathbf{Z}$. Integrating both sides of (9-5) over $f\left(\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right)$ yields

$$
\begin{equation*}
\ln g(\mathbf{y} \mid \boldsymbol{\theta})=\chi\left(\boldsymbol{\theta}, \widehat{\boldsymbol{\theta}}_{i}\right)-E_{\mathbf{z} \mid \mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}}[\ln f(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \boldsymbol{\theta})] \tag{9-7}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi\left(\boldsymbol{\theta}, \widehat{\boldsymbol{\theta}}_{i}\right)=E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{\mathbf{i}}}[\ln f(\mathbf{Z} \mid \boldsymbol{\theta})] . \tag{9-8}
\end{equation*}
$$

Lemma. For any $\hat{\boldsymbol{\theta}}_{i+1}$,

$$
\begin{equation*}
E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}\left[\ln f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \widehat{\boldsymbol{\theta}}_{i+1}\right)\right] \leq E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}\left[\ln f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}\right)\right] \tag{9-9}
\end{equation*}
$$

with equality if and only if $f\left(\mathbf{z} \mid \mathbf{y}, \widehat{\boldsymbol{\theta}}_{i+1}\right)=f\left(\mathbf{z} \mid \mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}\right)$.
Proof. Since $\ln a-\ln b=\ln a / b$,

$$
\begin{aligned}
E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}[\ln f(\mathbf{Z} \mid \mathbf{Y} & \left.=\mathbf{y}, \hat{\boldsymbol{\theta}}_{i+1}\right]-E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}\left[\ln f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}\right)\right] \\
& =E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}\left[\ln \frac{f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \hat{\boldsymbol{\theta}}_{i+1}\right)}{f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \widehat{\boldsymbol{\theta}}_{i}\right)}\right]
\end{aligned}
$$

Since $\ln x=x-1$ when $x=1$ and a double differentiation proves that $\ln x$ is a concave function of $x$ for $x>0, \ln x \leq x-1$ for $x>0$ with equality if and only if $x=1$. Therefore, an integration over the domain of $\mathbf{z}$ gives

$$
\begin{aligned}
E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}\left[\ln \frac{f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \hat{\boldsymbol{\theta}}_{i+1}\right)}{f\left(\mathbf{Z} \mid \mathbf{Y}=\mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right)}\right] & \leq \int\left[\frac{f\left(\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i+1}\right)}{f\left(\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right)}-1\right] f\left(\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right) d \mathbf{z} \\
& =\mathbf{0}
\end{aligned}
$$

which proves the inequality. The condition for equality follows directly.
Theorem 1. If successive estimates are computed as

$$
\begin{equation*}
\hat{\theta}_{i+1}=\arg \max _{\boldsymbol{\theta}} \chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right) \tag{9-10}
\end{equation*}
$$

and $\ln g(\mathbf{y} \mid \boldsymbol{\theta})$ has an upper bound, then the sequence $\left.\left\{\ln g\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)\right)\right\}$ converges to a limit as $i \rightarrow \infty$.

Proof. The hypothesis of the theorem implies that

$$
\chi\left(\hat{\boldsymbol{\theta}}_{i+1}, \hat{\boldsymbol{\theta}}_{i}\right) \geq \chi\left(\hat{\boldsymbol{\theta}}_{i}, \hat{\boldsymbol{\theta}}_{i}\right)
$$

This inequality, the lemma, (9-7), and (9-8) imply that

$$
\ln g\left(\mathbf{y} \mid \hat{\theta}_{i+1}\right) \geq \ln g\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)
$$

with equality if and only if

$$
\chi\left(\hat{\boldsymbol{\theta}}_{i+1}, \hat{\boldsymbol{\theta}}_{i}\right)=\chi\left(\hat{\boldsymbol{\theta}}_{i}, \hat{\boldsymbol{\theta}}_{i}\right), f\left(\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i+1}\right)=f\left(\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right)
$$

A bounded monotonically increasing sequence converges to a limit. Therefore, if $\ln g\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)$ has an upper bound, then it converges to a limit as $i \rightarrow \infty$.

This theorem leads directly to the EM algorithm, which has two primary computational steps: an expectation (E-step) and a maximization ( $M$-step).

## EM Algorithm.

1. Set $i=0$ and select the initial estimate $\hat{\boldsymbol{\theta}}_{0}$.
2. E-step: Compute $\chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)=E_{\mathbf{z} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}[\ln f(\mathbf{Z} \mid \boldsymbol{\theta})]$.
3. M-step: Compute $\hat{\boldsymbol{\theta}}_{i+1}=\arg \max _{\boldsymbol{\theta}} \chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)$.
4. If $i$ does not exceed some preset maximum and $\left\|\hat{\boldsymbol{\theta}}_{i+1}-\hat{\boldsymbol{\theta}}_{i}\right\|>\epsilon$, where $\epsilon$ is preset positive number, then return to the E-step. Otherwise, terminate the iterations.

If $\ln g(\mathbf{y} \mid \boldsymbol{\theta})$ is not concave, the sequence $\left\{\ln g\left(\mathbf{y} \mid \widehat{\boldsymbol{\theta}}_{i}\right)\right\}$ may converge to a local maximum rather than a global maximum of $\ln g(\mathbf{y} \mid \boldsymbol{\theta})$, and $\hat{\boldsymbol{\theta}}$ may not converge to $\hat{\boldsymbol{\theta}}_{m l}$. Furthermore, an iteration of the EM algorithm might produce a jump of $\hat{\boldsymbol{\theta}}_{i}$ from the vicinity of one local maximum to the vicinity of another local maximum of $\ln g\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)$. Thus, it may be necessary to execute the EM algorithm with several different values of the initial vector $\boldsymbol{\theta}_{0}$ to ensure that $\hat{\boldsymbol{\theta}}_{i} \rightarrow \hat{\boldsymbol{\theta}}_{m l}$ or a close approximation of it.

In many applications, $\mathbf{Y}$ is part of the complete data vector $\mathbf{Z}=[\mathbf{Y} \mathbf{X}]^{T}$, where $\mathbf{X}$ is called the missing data vector. In this case, $f(\mathbf{z} \mid \mathbf{y}, \boldsymbol{\theta})=h(\mathbf{x} \mid \mathbf{y}, \boldsymbol{\theta})$, where $h(\mathbf{x} \mid \mathbf{y}, \boldsymbol{\theta})$ is the conditional density of $\mathbf{X}$ given $\mathbf{Y}=\mathbf{y}$ and $\boldsymbol{\theta}$. Therefore, (9-8) becomes

$$
\begin{equation*}
\chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)=E_{\mathbf{x} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}}[\ln f(\mathbf{Z} \mid \boldsymbol{\theta})] \tag{9-11}
\end{equation*}
$$

Bayes' rule gives

$$
\begin{equation*}
h\left(\mathbf{x} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right)=\frac{g\left(\mathbf{y} \mid \mathbf{x}, \hat{\boldsymbol{\theta}}_{i}\right) h\left(\mathbf{x} \mid \hat{\boldsymbol{\theta}}_{i}\right)}{g\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)} \tag{9-12}
\end{equation*}
$$

which is used in the evaluation of the expected value in (9-11).
In applications with discrete random variables, probability functions replace some of the densities.

Example 1. As a practical example, consider a random binary sequence $X_{i}, i=1, \ldots, n$, transmitted over the AWGN channel. The received random vector $\mathbf{Y}=\left[Y_{1} \ldots Y_{n}\right]^{T}$ is

$$
\begin{equation*}
\mathbf{Y}=A \mathbf{X}+\mathbf{N} \tag{9-13}
\end{equation*}
$$

where $A$ is a positive constant amplitude, $\mathbf{X}=\left[X_{1} \ldots X_{n}\right]^{T}$ is the vector of bits, and $\mathbf{N}=\left[N_{1} \ldots N_{n}\right]^{T}$ is the vector of noise samples, which are assumed to be independent, identically distributed, zero-mean, Gaussian random variables with variance $v$. The bits are assumed to be independent of each other and the parameters, and $X_{i}=1$ with probability $1 / 2$ and $X_{i}=-1$ with probability $1 / 2$. Thus, densities involving $\mathbf{X}$ are replaced by probability functions. It is desired to estimate the parameter vector $\boldsymbol{\theta}=\left[\begin{array}{ll}A & v\end{array}\right]^{T}$.

Equation (9-13), the independent bits, and the independent Gaussian noise imply that

$$
\begin{equation*}
g\left(y_{k} \mid x_{k}, \boldsymbol{\theta}\right)=(2 \pi v)^{-1 / 2} \exp \left[-\frac{\left(y_{k}-A x_{k}\right)^{2}}{2 v}\right] \tag{9-14}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\mathbf{y} \mid \mathbf{x}, \boldsymbol{\theta})=(2 \pi v)^{-n / 2} \prod_{k=1}^{n} \exp \left[-\frac{\left(y_{k}-A x_{k}\right)^{2}}{2 v}\right] \tag{9-15}
\end{equation*}
$$

Since $\mathbf{X}$ is independent of $\boldsymbol{\theta}$, the probability that $\mathbf{X}=\mathbf{x}$ is

$$
\begin{equation*}
p(\mathbf{x})=2^{-n} \tag{9-16}
\end{equation*}
$$

Since the components of $\mathbf{Y}$ are independent given $\boldsymbol{\theta}$,

$$
\begin{equation*}
g(\mathbf{y} \mid \boldsymbol{\theta})=2^{-n} \prod_{k=1}^{n}\left[g\left(y_{k} \mid x_{k}=1, \boldsymbol{\theta}\right)+g\left(y_{k} \mid x_{k}=-1, \boldsymbol{\theta}\right)\right] \tag{9-17}
\end{equation*}
$$

Substitution of this equation into the likelihood equation (9-2) results in a mathematically intractable set of equations. Thus, we apply the EM algorithm to estimate $\boldsymbol{\theta}$.

We define the complete data vector as $\mathbf{Z}=[\mathbf{Y}, \mathbf{X}]^{T}$. From (9-15) and (9-16), we obtain

$$
\begin{align*}
\ln f(\mathbf{z} \mid \boldsymbol{\theta}) & =\ln g(\mathbf{y} \mid \mathbf{x}, \boldsymbol{\theta})-n \ln 2 \\
& =C-\frac{n}{2} \ln v-\frac{1}{2 v} \sum_{k=1}^{n}\left(y_{k}-A x_{k}\right)^{2} \tag{9-18}
\end{align*}
$$

where $C$ is a constant that does not depend on the parameters $A$ and $v$. The conditional probability that $\mathbf{X}=\mathbf{x}$ given $\mathbf{Y}=\mathbf{y}$ and $\hat{\boldsymbol{\theta}}_{i}=\left[\hat{A}_{i}, \hat{v}_{i}\right]^{T}$ is

$$
\begin{equation*}
p\left(\mathbf{x} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right)=\frac{2^{-n} g\left(\mathbf{y} \mid \mathbf{x}, \hat{\boldsymbol{\theta}}_{i}\right)}{g\left(\mathbf{y} \mid \hat{\boldsymbol{\theta}}_{i}\right)} \tag{9-19}
\end{equation*}
$$

The substitution of (9-18) into (9-11) yields

$$
\begin{equation*}
\chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)=C-\frac{n}{2} \ln v-\frac{1}{2 v} \sum_{k=1}^{n} \sum_{\mathbf{x}:\left\{x_{l}= \pm 1\right\}}\left(y_{k}-A x_{k}\right)^{2} p\left(\mathbf{x} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right) \tag{9-20}
\end{equation*}
$$

where the summation is over $2^{n}$ possible vectors. Substituting (9-14), (9-15), and (9-17) into (9-19), we obtain

$$
\begin{align*}
p\left(\mathbf{x} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right) & =p\left(\mathbf{x} / k \mid \mathbf{y} / k, \hat{\boldsymbol{\theta}}_{i}\right) \frac{g\left(y_{k} \mid x_{k}, \boldsymbol{\theta}\right)}{g\left(y_{k} \mid x_{k}=1, \hat{\boldsymbol{\theta}}_{i}\right)+g\left(y_{k} \mid x_{k}=-1, \hat{\boldsymbol{\theta}}_{i}\right)} \\
& =p\left(\mathbf{x} / k \mid \mathbf{y} / k, \hat{\boldsymbol{\theta}}_{i}\right) \frac{\exp \left(\frac{\hat{A}_{i} y_{k} x_{k}}{\hat{v}_{i}}\right)}{2 \cosh \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)} \tag{9-21}
\end{align*}
$$

where $\mathbf{x} / k$ denotes the vector $\mathbf{x}$ excluding the component $x_{k}$, and $\mathbf{y} / k$ denotes the vector $\mathbf{y}$ excluding the component $y_{k}$. Therefore,

$$
\begin{align*}
& \sum_{\mathbf{x}:\left\{x_{l}= \pm 1\right\}}\left(y_{k}-A x_{k}\right)^{2} p\left(\mathbf{x} \mid \mathbf{y}, \hat{\boldsymbol{\theta}}_{i}\right) \\
&= \sum_{x_{k}= \pm 1}\left(y_{k}-A x_{k}\right)^{2} \frac{\exp \left(\frac{\hat{A}_{i} y_{k} x_{k}}{\hat{v}_{i}}\right)}{2 \cosh \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)} \\
&= \frac{\left(y_{k}-A\right)^{2} \exp \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)+\left(y_{k}+A\right)^{2} \exp \left(-\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)}{2 \cosh \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)} \\
&=A^{2}+y_{k}^{2}-2 A y_{k} \tanh \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right) . \tag{9-22}
\end{align*}
$$

The substitution of this equation into (9-20) gives

$$
\begin{equation*}
\chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)=C-\frac{n}{2} \ln v-\frac{n A^{2}}{2 v}-\frac{1}{2 v} \sum_{k=1}^{n}\left[y_{k}^{2}-2 A y_{k} \tanh \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)\right] \tag{9-23}
\end{equation*}
$$

which completes the E-step.
The estimates that maximize $\chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)$ are obtained by solving

$$
\begin{equation*}
\left.\frac{\partial \chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)}{\partial A}\right|_{\boldsymbol{\theta}=\hat{\boldsymbol{\theta}}_{i+1}}=0,\left.\quad \frac{\partial \chi\left(\boldsymbol{\theta}, \hat{\boldsymbol{\theta}}_{i}\right)}{\partial v}\right|_{\boldsymbol{\theta}=\hat{\boldsymbol{\theta}}_{i+1}}=0 \tag{9-24}
\end{equation*}
$$

Combining the solutions, we obtain the M-step:

$$
\begin{gather*}
\hat{A}_{i+1}=\frac{1}{n} \sum_{k=1}^{n} y_{k} \tanh \left(\frac{\hat{A}_{i} y_{k}}{\hat{v}_{i}}\right)  \tag{9-25}\\
\hat{v}_{i+1}=\frac{1}{n} \sum_{k=1}^{n} y_{k}^{2}-\hat{A}_{i+1}^{2} \tag{9-26}
\end{gather*}
$$

A suitable set of initial values are

$$
\begin{equation*}
\hat{A}_{0}=\frac{1}{n} \sum_{k=1}^{n}\left|y_{k}\right|, \quad \hat{v}_{0}=\frac{1}{n} \sum_{k=1}^{n} y_{k}^{2}-\hat{A}_{0}^{2} \tag{9-27}
\end{equation*}
$$

which completes the algorithm specification.

## Fixed-Point Iteration

In the maximization step of the expectation-maximization method, derivatives are calculated and set equal to zero. After algebraic transformations, we can
often obtain one or more equations of the form $f(x)=0$ that must be solved. The solution is the value $x_{s}$, such that $f\left(x_{s}\right)=0$ when $x=x_{s}$. If $f(x)$ is a polynomial of degree 3 or higher or if $f(x)$ includes transcendental functions, then a closed-form solution or formula for $x_{s}$ may not exist, and an approximate calculation of $x_{s}$ may be necessary.

The fixed-point iteration method [44] is a method that does not require the calculation of the derivative of $f(x)$, which may be difficult. To use the method, $f(x)=0$ is algebraically transformed into an equation of the form

$$
\begin{equation*}
x=g(x) \tag{9-28}
\end{equation*}
$$

Then the solution $x_{s}$ such that

$$
\begin{equation*}
x_{s}=g\left(x_{s}\right) \tag{9-29}
\end{equation*}
$$

which implies that $f\left(x_{s}\right)=0$, is computed iteratively. After an initial estimate $x_{0}$ of the solution, the fixed-point iteration is

$$
\begin{equation*}
x_{n+1}=g\left(x_{n}\right), \quad n \geq 0 \tag{9-30}
\end{equation*}
$$

which converges to the solution $x_{s}$ under certain conditions. This solution is called the fixed point of $g(x)$ because $g\left(x_{s}\right)=x_{s}$.

Sufficient convergence conditions for the fixed-point iteration are established by the following theorem. Let $g^{\prime}(x)$ denote the derivative of $g(x)$ with respect to $x$.

Theorem 2. Suppose that $g(x)$ has a continuous derivative such that $\left|g^{\prime}(x)\right| \leq K<1$ in an interval $I_{0}$. If $x_{s} \in I_{0}$ and $x_{s}=g\left(x_{s}\right)$, then the fixed-point iteration converges so that $x_{n} \rightarrow x_{s}$ as $n \rightarrow \infty$ for any $x_{0} \in I_{0}$.

Proof. According to the mean value theorem of calculus, there is a point $u \in\left(x_{s}, x_{n}\right)$ such that

$$
\begin{equation*}
g\left(x_{n}\right)-g\left(x_{s}\right)=g^{\prime}(u)\left(x_{n}-x_{s}\right), n \geq 1 \tag{9-31}
\end{equation*}
$$

Since by hypothesis $\left|g^{\prime}(u)\right| \leq K$ for $\left(x_{s}, x_{n}\right) \in I_{0}$,

$$
\begin{equation*}
\left|g\left(x_{n}\right)-g\left(x_{s}\right)\right| \leq K\left|x_{n}-x_{s}\right| \tag{9-32}
\end{equation*}
$$

Equations (9-29), (9-30), and (9-32) yield

$$
\begin{equation*}
\left|x_{n}-x_{s}\right|=\left|g\left(x_{n-1}\right)-g\left(x_{s}\right)\right| \leq K\left|x_{n-1}-x_{s}\right| \tag{9-33}
\end{equation*}
$$

Repeated application of this inequality implies that

$$
\begin{equation*}
\left|x_{n}-x_{s}\right| \leq K^{n}\left|x_{0}-x_{s}\right| \tag{9-34}
\end{equation*}
$$

Since $K<1, K^{n} \rightarrow 0$ and $\left|x_{n}-x_{s}\right| \rightarrow 0$ as $n \rightarrow \infty$. Therefore, $x_{n} \rightarrow x_{s}$ as $n \rightarrow \infty$.

The algebraic transformation from the equation $f(x)=0$ to the equation $x=g(x)$ can usually be performed in more than one way. The value of $K$
such that $\left|g^{\prime}(x)\right|<K$ for $x \in I_{0}$ is generally different for each transformation. Among those transformations for which $K<1$, thereby ensuring convergence of the fixed-point iteration, choosing the specific transformation with the smallest value of $K$ maximizes the speed of convergence.

Example 2. Suppose that $f(x)=x^{2}+a x+b=0$ where $x \neq 0$ and $a \neq 0$. Then one algebraic transformation gives $x=-\left(x^{2}+b\right) / a$. For this transformation, $g^{\prime}(x)=-2 x / a$ and convergence occurs if $|x|<|a| / 2$. A second algebraic transformation gives $x=-a-b x^{-1}$. Then $g^{\prime}(x)=b / x^{2}$ and convergence occurs if $|x|>\sqrt{|b|}$. The two intervals in which convergence of the fixed-point iteration is ensured do not intersect if $a^{2}<4|b|$.

### 9.2 Direct-Sequence Systems

The accuracy of channel-state information (CSI) at the receiver is critical for coherent demodulation and efficient soft-decision decoding (Chapter 1). Cellular protocols, such as WCDMA and LTE, specify the use of pilot-assisted channel estimation (PACE). Pilot symbols are known symbols either multiplexed with or superimposed onto the transmitted data in the time or frequency domain. Pilot symbols have the associated disadvantages of a loss in spectral or energy efficiency and an unsuitability for fast-fading channels with a coherence time shorter than the duration of the pilot symbols. Although their primary role in cellular standards is channel estimation, pilot symbols often play a secondary role in cell, frame, or symbol synchronization, but alternative methods of synchronization may be used [7, 72]. Blind channel-estimation methods, which typically use second-order statistics of the received symbols for channel estimation, avoid the implementation cost of pilot symbols but entail performance losses.

Improved performance is achieved by using channel estimation based on the EM algorithm. In this section, a direct-sequence system featuring both iterative EM channel estimation and iterative detection and decoding without any pilot symbols is described [109]. The channel estimation includes an estimation of the received interference power spectral density ( $P S D$ ), which is due to both the thermal noise and the time-varying interference. An accurate estimate enables improved interference suppression by the decoder.

## Encoding, Modulation, and Channel Estimation

Each $1 \times K$ message vector $\mathbf{m}=[m(1) \ldots m(K)]$ is encoded into a $1 \times N$ codeword using a systematic, extended, irregular repeat-accumulate (IRA) code (Section 1.9). IRA codes offer a combination of the linear complexity of turbo encoding and the lower complexity of LDPC decoding without compromising on performance. A rate- $1 / 2$ IRA code is constructed using density evolution [83] with maximum node degrees $d_{v}=8$ and $d_{c}=7$ in (1-239) and (1-240). We


Figure 9.1: DS-CDMA transmitter with QPSK modulation. $\quad \mathrm{S} / \mathrm{P}=$ serial-to-parallel converter. $\mathrm{SSG}=$ spreading sequence generator. $\quad \mathrm{CWM}=$ chipwaveform modulator
obtain a strong IRA code with degree distributions

$$
\begin{align*}
v(x) & =0.00008+0.31522 x+0.34085 x^{2}+0.0 .06126 x^{6}+0.28258 x^{7} \\
\chi(x) & =0.62302 x^{5}+0.37698 x^{6} \tag{9-35}
\end{align*}
$$

The IRA systematic parity-check matrix and the generator matrix are defined by (1-241) and (1-243), respectively.

Figure 9.1 shows the block diagram of a dual quaternary DS-CDMA transmitter (Section 2.5) comprising a QPSK modulator and a direct-sequence spreading generator that multiplies orthogonal chip sequences with the in-phase and quadrature modulator inputs. Gray-labeled QPSK is used with 2 encoded bits mapped into a modulation symbol $d_{i} \in\{ \pm 1, \pm j\}, i=1, \ldots, N / 2, j=$ $\sqrt{-1}$. Although QPSK is assumed, the subsequent analysis and simulation is easily extended to q-ary QAM. Parallel streams of code bits, which represent the real and imaginary components of $d_{i}$, are each spread using Gold sequences before rectangular pulse shaping by the chip-waveform modulator. In practice, an intermediate frequency is used prior to the carrier-frequency upconversion, but the upconversion from baseband to the intermediate frequency is omitted for clarity in Figure 9.1.

No channel interleaving is applied to the IRA code because of the inherent interleaving characteristics of the IRA encoder, which can be represented as a repetition code concatenated with an interleaver and an accumulator. The interleaver is essentially embedded within the matrix $\mathbf{H}_{1}$ that is part of the generator matrix defined by (1-243).

Each codeword or frame comprises $N / 2$ QPSK code symbols. There are $G$ spreading-sequence chips for the in-phase and quadrature components of each QPSK symbol, where $G$ is the component spreading factor. Each of these frames has two different types of subframes or blocks. A fading block comprises $N_{b}$ code bits or $N_{b} / 2$ QPSK symbols over which the fading amplitude is assumed to be constant. An interference block comprises $N_{i b}$ code bits or $N_{i b} / 2$ QPSK symbols over which the interference level is assumed to be constant.


Figure 9.2: Iterative DS-CDMA receiver with channel estimator. $\mathrm{CMF}=$ chipmatched filter. $\mathrm{ADC}=$ analog-to-digital converter. $\mathrm{SSG}=$ spreading sequence generator. $\mathrm{P} / \mathrm{S}=$ parallel-to-serial

## Iterative Receiver Structure

Figure 9.2 shows a block diagram of the dual quaternary iterative receiver. The received signal is downconverted, passed through chip-matched filters, and despread by a synchronized spreading sequence in each branch. The synchronization system is omitted in the figure for clarity. Accurate synchronization in the receiver is assumed to prevent self-interference between the two spreading sequences of the desired signal.

Consider a scenario with flat fading and multiple-access interference. The complex fading amplitude associated with both spreading sequences during a fading block is

$$
\begin{equation*}
B=\sqrt{\mathcal{E}_{s}} \alpha e^{j \theta} \tag{9-36}
\end{equation*}
$$

where $\mathcal{E}_{s}$ is the average energy per QPSK symbol, $\alpha$ is the magnitude of the fading amplitude with $E\left[\alpha^{2}\right]=1$, and $\theta$ is the unknown fading-induced channel phase. Let $N_{0} / 2$ denote the two-sided PSD of the white Gaussian noise. During a fading block, the complex envelope of the received signal at the $i$ th symbol time, which appears as two successive outputs of the parallel-to-serial converter, may be expressed as

$$
\begin{equation*}
y_{i}=B d_{i}+J_{i}+n_{i}, \quad 1 \leq i \leq \frac{N_{b}}{2} \tag{9-37}
\end{equation*}
$$

where $d_{i}$ is the complex transmitted code symbol of the desired signal, $n_{i}$ is a complex zero-mean, circularly symmetric, Gaussian noise sample with $E\left[\left|n_{i}\right|^{2}\right]=N_{0}$ (Section 1.1), and $J_{i}$ is the interference after the demodulation. If pilot symbols are received, they are removed and applied to the channel estimator. The time-varying multiple-access interference is assumed to be generated by interfering signals with a structure identical to the desired signal, albeit the spreading sequences differ and the complex fading amplitudes are independent.

A major benefit of the direct-sequence spread spectrum is that the despreading in the receiver tends to whiten the interference PSD over the code-symbol
passband, and the subsequent filtering tends to produce a residual interference with an approximate Gaussian distribution (Section 2.5). Thus, the combined interference and thermal noise is assumed to have a two-sided PSD $A / 2$ that is constant over each block of $N_{i b}$ code bits but varies from block to block. This model leads to the derivation of an EM estimator for $A$ that is used in the demodulator metrics and leads to the suppression of the interference.

A receiver iteration is defined as a decoder iteration followed by internal EM iterations in the channel estimator of Figure 9.2 and then a single demodulator metric generation. Let $r$ denote the index for the internal EM iteration, $r=$ $1, \ldots, r_{\max }$; let $l$ denote the index for the closed-loop receiver iteration, $l=$ $1, \ldots, l_{\max }$.

Let $\boldsymbol{\theta}_{(r)}^{(l)}=\left(\widehat{B}_{(r)}^{(l)}, \widehat{A}_{(r)}^{(l)}\right)$ represent the estimates of the complex fading amplitude and interference PSD parameters at the $r$ th EM iteration during the $l$ th overall receiver iteration. EM iterations commence after the initial channel estimation and decoding, which is obtained, while the switch in Figure 9.2 is set to position 1. The subsequent receiver iterations are performed, while the switch is set to position 2 in order to refine the initial channel estimate with the aid of soft feedback from the channel decoder.

## Application of EM Algorithm

The direct calculation of the maximum-likelihood channel-vector estimator $\boldsymbol{\theta}$ from a received data vector $\mathbf{Y}=\left[Y(1) \ldots Y\left(N_{d}\right)\right]$ of $N_{d}$ code symbols is not feasible because the computational complexity increases exponentially with $N_{d}$. Instead, the EM algorithm is used with the complete received data vector defined as $\mathbf{Z}=(\mathbf{Y}, \mathbf{D})$, where the missing data vector $\mathbf{D}$ is the transmitted signal vector.

Since $\mathbf{D}$ is independent of the parameter vector $\boldsymbol{\theta}$,

$$
\begin{equation*}
\ln f(\mathbf{z} \mid \boldsymbol{\theta})=\ln f(\mathbf{y} \mid \mathbf{d}, \boldsymbol{\theta})+\ln f(\mathbf{d}) . \tag{9-38}
\end{equation*}
$$

Assuming independent symbols and zero-mean, white Gaussian interference and noise, we obtain

$$
\begin{equation*}
f(\mathbf{y} \mid \mathbf{d}, \boldsymbol{\theta})=\frac{1}{(\pi A)^{N_{d}}} \exp \left(-\sum_{i=1}^{N_{d}} \frac{\left(\left|y_{i}-B d_{i}\right|^{2}\right)}{A}\right) \tag{9-39}
\end{equation*}
$$

Therefore, since $\left|d_{i}\right|^{2}=1$,

$$
\begin{equation*}
\ln f(\mathbf{y} \mid \mathbf{d}, \boldsymbol{\theta})=-N_{d} \ln (A)-\frac{1}{A} \sum_{i=1}^{N_{d}}\left[\left|y_{i}\right|^{2}+|B|^{2}-2 \operatorname{Re}\left(y_{i}^{*} B d_{i}\right)\right] \tag{9-40}
\end{equation*}
$$

where an irrelevant constant has been dropped.
E-step: The E-step requires the calculation of the conditional expectation of the conditional log-likelihood of $\mathbf{Z}=(\mathbf{Y}, \mathbf{D})$ :

$$
\begin{equation*}
\chi\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{(r)}^{(l)}\right)=E_{\mathbf{z} \mid \mathbf{y}, \boldsymbol{\theta}_{(r)}^{(l)}}[\ln f(\mathbf{Z} \mid \boldsymbol{\theta})] \tag{9-41}
\end{equation*}
$$

where $\boldsymbol{\theta}_{(r)}^{(l)}$ is the previous estimate. Using (9-38) and (9-40) and observing that $\ln f(\mathbf{d})$ in (9-38) is independent of $\boldsymbol{\theta}$, and hence irrelevant to the subsequent maximization, we obtain

$$
\begin{equation*}
\chi\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{(r)}^{(l)}\right)=-N_{d} \ln (A)-\frac{1}{A} \sum_{i=1}^{N_{d}}\left[\left|y_{i}\right|^{2}+|B|^{2}-2 \operatorname{Re}\left(y_{i}^{*} B \bar{d}_{(r)}^{(l)}(i)\right)\right] \tag{9-42}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{d}_{(r)}^{(l)}(i)=E_{\mathbf{z} \mid \mathbf{y}, \boldsymbol{\theta}_{(r)}^{(l)}}[D(i)]=E_{\mathbf{d} \mid \mathbf{y}, \boldsymbol{\theta}_{(r)}^{(l)}}[D(i)] \tag{9-43}
\end{equation*}
$$

We assume the independence of each transmitted symbol $D(i)$ and the independence of $D(i)$ and $\boldsymbol{\theta}_{(r)}^{(l)}$. Using Bayes' rule and the fact that (9-39) can be expressed as a product of $N_{d}$ factors, we obtain

$$
\begin{gather*}
\bar{d}_{(r)}^{(l)}(i)=E_{d_{i} \mid y_{i}, \boldsymbol{\theta}_{(r)}^{(l)}}[D(i)]  \tag{9-44}\\
h\left(d_{i} \mid y_{i}, \boldsymbol{\theta}_{(r)}^{(l)}\right)=\frac{g\left(y_{i} \mid d_{i}, \boldsymbol{\theta}_{(r)}^{(l)}\right)}{g\left(y_{i} \mid \boldsymbol{\theta}_{(r)}^{(l)}\right)} P\left(D_{i}=d_{i}\right)  \tag{9-45}\\
g\left(y_{i} \mid d_{i}, \boldsymbol{\theta}_{(r)}^{(l)}\right)=\frac{1}{\pi \widehat{A}_{(r)}^{(l)}} \exp \left(-\frac{\left|y_{i}-\widehat{B}_{(r)}^{(l)} d_{i}\right|^{2}}{\widehat{A}_{(r)}^{(l)}}\right) \tag{9-46}
\end{gather*}
$$

where $h\left(d_{i} \mid \cdot\right)$ is a conditional probability of $D(i)$, and $g\left(y_{i} \mid \cdot\right)$ is a conditional density of $Y(i)$.

M-step: Taking the derivative of (9-42) with respect to the real and imaginary parts of the complex-valued $B$ and then setting the results equal to zero, we obtain the estimate of the complex fading amplitude at iteration $r+1$ as

$$
\begin{align*}
& \operatorname{Re}\left(\widehat{B}_{(r+1)}^{(l)}\right)=\frac{1}{N_{d}} \sum_{i=1}^{N_{d}} \operatorname{Re}\left(y_{i}^{*} \bar{d}_{(r)}^{(l)}(i)\right)  \tag{9-47}\\
& \operatorname{Im}\left(\widehat{B}_{(r+1)}^{(l)}\right)=-\frac{1}{N_{d}} \sum_{i=1}^{N_{d}} \operatorname{Im}\left(y_{i}^{*} \overline{\bar{d}}_{(r)}^{(l)}(i)\right) . \tag{9-48}
\end{align*}
$$

Similarly, maximizing (9-42) with respect to $A$ leads to

$$
\begin{equation*}
\widehat{A}_{(r+1)}^{(l)}=\frac{1}{N_{d}} \sum_{i=1}^{N_{d}}\left|y_{i}-\widehat{B}_{(r+1)}^{(l)} \bar{d}_{(r)}^{(l)}(i)\right|^{2} . \tag{9-49}
\end{equation*}
$$

These equations indicate that the unknown parameters can be estimated once $\bar{d}_{(r)}^{(l)}(i)$ has been estimated.

The decoder estimates the probabilities

$$
\begin{align*}
& s_{1}=P\left[D_{i}=+1\right], s_{2}=P\left[D_{i}=+j\right] \\
& s_{3}=P\left[D_{i}=-1\right], s_{4}=P\left[D_{i}=-j\right] \tag{9-50}
\end{align*}
$$

by using the code-symbol probabilities $s_{\beta}^{(l)}, \beta=1,2,3,4$, obtained from the soft outputs of the channel decoder after receiver iteration $l$. Using these estimated probabilities, (9-44), and (9-45), we obtain

$$
\begin{align*}
\bar{d}_{(r)}^{(l)}(i) & \simeq\left[g\left(y_{i} \mid \boldsymbol{\theta}_{(r)}^{(l)}\right)\right]^{-1}\left[s_{1}^{(l)} g\left(y_{i} \mid 1, \boldsymbol{\theta}_{(r)}^{(l)}\right)+j s_{2}^{(l)} g\left(y_{i} \mid j, \boldsymbol{\theta}_{(r)}^{(l)}\right)\right. \\
& \left.-s_{3}^{(l)} g\left(y_{i} \mid-1, \boldsymbol{\theta}_{(r)}^{(l)}\right)-j s_{4}^{(l)} g\left(y_{i} \mid-j, \boldsymbol{\theta}_{(r)}^{(l)}\right)\right] \tag{9-51}
\end{align*}
$$

where

$$
\begin{align*}
g\left(y_{i} \mid \boldsymbol{\theta}_{(r)}^{(l)}\right) & \simeq s_{1}^{(l)} g\left(y_{i} \mid 1, \boldsymbol{\theta}_{(r)}^{(l)}\right)+s_{2}^{(l)} g\left(y_{i} \mid j, \boldsymbol{\theta}_{(r)}^{(l)}\right) \\
& +s_{3}^{(l)} g\left(y_{i} \mid-1, \boldsymbol{\theta}_{(r)}^{(l)}\right)+s_{4}^{(l)} g\left(y_{i} \mid-j, \boldsymbol{\theta}_{(r)}^{(l)}\right) \tag{9-52}
\end{align*}
$$

Substituting (9-46) into (9-51) and (9-52), we find that the expectation of $D(i)$ at the $r$ th EM and $l$ th receiver iteration is calculated as

$$
\begin{equation*}
\bar{d}_{(r)}^{(l)}(i) \simeq \frac{s_{1}^{(l)} R_{1,(r)}^{(l)}+j s_{2}^{(l)} R_{2,(r)}^{(l)}-s_{3}^{(l)} R_{3,(r)}^{(l)}-j s_{4}^{(l)} R_{4,(r)}^{(l)}}{\sum_{\beta=1}^{4} s_{\beta}^{(l)} R_{\beta,(r)}^{(l)}} \tag{9-53}
\end{equation*}
$$

where likelihood ratio $R_{\beta,(r)}^{(l)}$ depends on the current channel estimates as

$$
\begin{gather*}
R_{1,(r)}^{(l)}=\exp \left[\frac{2}{\widehat{A}_{(r)}^{(l)}} \operatorname{Re}\left(\widehat{B}_{(r)}^{(l)} y_{i}\right)\right], R_{2,(r)}^{(l)}=\exp \left[\frac{2}{\widehat{A}_{(r)}^{(l)}} \operatorname{Im}\left(\widehat{B}_{(r)}^{(l)} y_{i}\right)\right] \\
R_{3,(r)}^{(l)}=\exp \left[-\frac{2}{\widehat{A}_{(r)}^{(l)}} \operatorname{Re}\left(\widehat{B}_{(r)}^{(l)} y_{i}\right)\right], R_{4,(r)}^{(l)}=\exp \left[-\frac{2}{\widehat{A}_{(r)}^{(l)}} \operatorname{Im}\left(\widehat{B}_{(r)}^{(l)} y_{i}\right)\right] \tag{9-54}
\end{gather*}
$$

and

$$
\begin{equation*}
\widehat{B}_{(0)}^{(l)}=\widehat{B}_{\left(r_{\max }\right)}^{(l-1)}, 1 \leq l \leq l_{\max } \tag{9-55}
\end{equation*}
$$

Methods for obtaining the initial estimates $\left(\widehat{B}_{\left(r_{\text {max }}\right)}^{(0)}, \widehat{A}_{\left(r_{\text {max }}\right)}^{(0)}\right)$ of each fading block are described subsequently.

For a given receiver iteration, $\bar{d}_{(r)}^{(l)}(i)$ and $R_{\beta,(r)}^{(l)}$ are updated $r_{\text {max }}$ times using decoder feedback $s_{\beta}^{(l)}$. In the next receiver iteration, after channel-code re-estimation, the fading-amplitude and interference PSD estimates are updated and then used by the demodulator and channel decoder to recompute $\bar{d}_{(r)}^{(l+1)}(i)$ and $R_{\beta,(r)}^{(l+1)}$. This process is repeated again for $r_{\max }$ EM iterations, and the aforementioned cycles continue similarly for subsequent receiver iterations.

In estimating the fading parameters, we set $N_{d}=N_{b} / 2$; in estimating $A$, we choose $N_{i b} \leq N_{b}$ and set $N_{d}=N_{i b} / 2$. The EM estimator first finds the value of $\widehat{B}_{(r)}^{(l)}$ for a fading block of size $N_{b}$ by using (9-47), (9-48), and (9-53)-(9-55),
none of which require $\widehat{A}_{(r)}^{(l)}$. Then it finds the value of $\widehat{A}_{(r)}^{(l)}$ for each smaller or equal interference block of size $N_{i b}$ using (9-49) with the value of $\widehat{B}_{(r)}^{(l)}$ found for the larger or equal fading block.

When pilot symbols are used, $\bar{d}_{(r)}^{(l)}(i)=d_{i}$ for each known pilot symbol, and there are no EM iterations if only known pilot symbols are processed in calculating the channel estimates. The number of EM iterations and the receiver latency are reduced by applying a stopping criterion. Iterations stop once $\widehat{B}_{(r)}^{(l)}$ is within a specified fraction of its value at the end of the previous iteration or a specified maximum number of iterations is reached.

The estimates $\widehat{A}_{\left(r_{\max }\right)}^{(l)}$ and $\widehat{B}_{\left(r_{\max }\right)}^{(l)}$ and decoder log-likelihood ratios for each of the QPSK bits are fed back to the demodulator as part of the iterative demodulation and decoding (Section 1.7). The demodulator then computes extrinsic log-likelihood ratios given by (1-217) that are applied to the channel decoder. The constellation labeling of a QPSK symbol $d_{i} \in\{ \pm 1, \pm j\}$ by bits $b_{1}(i)$ and $b_{2}(i)$ is the following. The symbol $d_{i}=+1$ is labeled 00 ; the symbol $d_{i}=+j$ is labeled 01 ; the symbol $d_{i}=-1$ is labeled 11 ; the symbol $d_{i}=-j$ is labeled 10. Let $b_{1}(i)$ and $b_{2}(i)$ denote the bits of symbol $d_{i}$, and $v_{1}, v_{2}$ denote the corresponding log-likelihood ratios that are fed back by the channel decoder after receiver iteration $l$. Partition the set of possible symbols of $d_{i}$ into two disjoint sets $D(i, 1)$ and $D(i, 0)$, where $D(i, b)$ contains all symbols labeled with $b_{1}(i)=b$. Substituting (9-46) into (1-217), accounting for the different notations in (1-217) by setting $l \rightarrow i, \widetilde{q} \rightarrow d_{i}, k=1$, and $m=2$ in (1-217), and canceling common factors, we obtain the extrinsic log-likelihood ratio for $b_{1}(i)$ :

$$
\begin{equation*}
z_{1}^{(l)}(i)=\ln \cdot\left[\frac{\sum_{d_{i} \in D(i, 1)} \exp \left\{\frac{2}{\widehat{A}_{\left(r_{\max }\right)}^{(l)}} \operatorname{Re}\left[\widehat{B}_{\left(r_{\max }\right)}^{(l)} y_{i}^{*} d_{i}\right]+b_{2}(i) v_{2}\right\}}{\sum_{d_{i} \in D(i, 0)} \exp \left\{\frac{2}{\widehat{A}_{\left(r_{\max }\right)}^{(l)}} \operatorname{Re}\left[\widehat{B}_{\left(r_{\max }\right)}^{(l)} y_{i}^{*} d_{i}\right]+b_{2}(i) v_{2}\right\}}\right] \tag{9-56}
\end{equation*}
$$

where both sums are over two symbols.
Let

$$
\begin{align*}
F^{(l)}(i) & =\frac{2}{\widehat{A}_{\left(r_{\max }\right)}^{(l)}} \operatorname{Re}\left[\widehat{B}_{\left(r_{\max }\right)}^{(l)} y_{i}^{*}\right]  \tag{9-57}\\
G^{(l)}(i) & =\frac{2}{\widehat{A}_{\left(r_{\max }\right)}^{(l)}} \operatorname{Im}\left[\widehat{B}_{\left(r_{\max }\right)}^{(l)} y_{i}^{*}\right] \tag{9-58}
\end{align*}
$$

In the sum in the numerator of $(9-56), b_{1}(i)=1$ implies that $d_{i}=-j$ or -1 . If $d_{i}=-j$, then the argument of the exponential function is equal to $G^{(l)}(i)$; if $d_{i}=-1$, then the argument is equal to $-F^{(l)}(i)+v_{2}$. In the sum in the denominator, $b_{1}(i)=0$ implies that $d_{i}=+j$ or +1 . If $d_{i}=+j$, then the argument of the exponential function is equal to $-G^{(l)}(i)+v_{2}$; if $d_{i}=+1$, then the argument is equal to $F^{(l)}(i)$. Similar calculations provide the extrinsic log-likelihood ratio for $b_{2}(i)$. Therefore, the demodulation metrics (extrinsic
log-likelihood ratios) $z_{\nu}^{(l)}(i), \nu=1,2$, for bits 1,2 of symbol $i$ that are applied to the channel decoder are

$$
\begin{gather*}
z_{1}^{(l)}(i)=\ln \left\{\frac{\exp \left[G^{(l)}(i)\right]+\exp \left[-F^{(l)}(i)+v_{2}\right]}{\exp \left[F^{(l)}(i)\right]+\exp \left[-G^{(l)}(i)+v_{2}\right]}\right\}  \tag{9-59}\\
z_{2}^{(l)}(i)=\ln \left\{\frac{\exp \left[-G^{(l)}(i)\right]+\exp \left[-F^{(l)}(i)+v_{1}\right]}{\exp \left[F^{(l)}(i)\right]+\exp \left[G^{(l)}(i)+v_{1}\right]}\right\} . \tag{9-60}
\end{gather*}
$$

## Perfect Phase Information at Receiver

The carrier synchronization provided by a phase-locked loop in several cellular standards, such as CDMA2000, can be exploited to obviate the need to estimate the channel phase. Assuming perfect phase information at the receiver, the fading amplitude is real-valued and nonnegative, and (9-48) does not have to be computed. The EM algorithm generates updated channel estimates according to (9-47) and (9-49) after the initial coherent demodulation and decoding that precedes the first receiver iteration. Blind initial estimates for each fading block can be obtained from the received symbols as

$$
\begin{gather*}
\widehat{B}_{\left(r_{\text {max }}\right)}^{(0)}=\frac{2}{N_{b}} \sum_{i=1}^{N_{b} / 2}\left|y_{i}\right|  \tag{9-61}\\
\widehat{A}_{\left(r_{\max }\right)}^{(0)}=\max \left[P_{s}-\left(\widehat{B}_{\left(r_{\text {max }}\right)}^{(0)}\right)^{2}, C\left(\widehat{B}_{\left(r_{\text {max }}\right)}^{(0)}\right)^{2}\right] \tag{9-62}
\end{gather*}
$$

where

$$
\begin{equation*}
P_{s}=\frac{2}{N_{b}} \sum_{i=1}^{N_{b} / 2}\left|y_{i}\right|^{2} \tag{9-63}
\end{equation*}
$$

represents the average power of the received symbols, and $P_{s}-\left(\widehat{B}_{\left(r_{\text {max }}\right)}^{(0)}\right)^{2}$ is the difference between that power and the average power of a desired symbol. Equation (9-61) would provide a perfect estimate in the absence of interference and noise. The parameter $C>0$ is chosen such that $\left(\widehat{B}_{\left(r_{\text {max }}\right)}^{(0)}\right)^{2} / \widehat{A}_{\left(r_{\max }\right)}^{(0)}$ does not exceed some maximum value, and here a constant $C=0.1$ is always used for simplicity. This approach for the initial channel estimates is called blind method $I$ in the sequel.

Although the EM estimation is a relatively low-complexity iterative approach to maximum-likelihood estimation, it consumes a much larger number of floating-point operations than pilot-assisted schemes do. To evaluate the complexity of the EM estimator in terms of required real additions and multiplications per block of $N_{d}$ code symbols, each complex addition is equated to 2 real additions, each complex multiplication is equated to 4 real multiplications, and divisions are equated with multiplications. Equations (9-47)-(9-49) require $6 N_{d}+4$ real additions and $12 N_{d}+4$ real multiplications per EM iteration. Equations (9-59) and (9-60) require 6 real additions, 30 real multiplications, and the
computation of 4 exponentials per EM iteration. Each of these calculations is repeated for each of $l_{\max } r_{\max }$ total EM iterations. The initial estimates calculated using (9-61)-(9-63), which only need to be computed once prior to the first EM iterations, require $2 N_{d}$ real additions, $8 N_{d}+7$ real multiplications, and the computation of the maximum of two real numbers. A PACE receiver that uses only pilot symbols for channel estimation requires $6 N_{d}+4$ real multiplications and $12 N_{d}+4$ real multiplications to compute (9-47)-(9-49) once and does not need to compute the other equations. Thus, EM estimation increases the amount of computation for channel estimation by a factor of more than $l_{\max } r_{\max }$ relative to PACE.

## No Phase Information at Receiver

The initial channel estimates in (9-61) and (9-62) for blind method I are expected to be degraded significantly when the phase information is unknown, since an arbitrary initial phase value (e.g., 0 radians) must be assumed. To circumvent this problem, the initial receiver iteration consists of hard-decision demodulation and channel decoding, after which each decoded bit is used as $\bar{d}_{\left(r_{\max }\right)}^{(0)}(i)$ in (9-47)-(9-49). This step is followed by the regular EM estimation process in subsequent receiver iterations. This approach for the initial channel estimates, which is referred to as blind method $I I$ in the sequel, results in increased receiver latency relative to the previous method when phase information is available.

## Options for Blind Methods

When the frame duration of a system with PACE is fixed but the pilot symbols are not transmitted, the following options are available for blind methods I and II:

- (Case $A$ ) An increase in the number of transmitted information symbols
- (Case $B$ ) An increase in the duration of transmitted symbols
- (Case $C$ ) An increase in the number of transmitted parity bits (lowered IRA code rate)

These options offset the loss in system performance due to the degraded channel estimation obtained from blind methods I and II with respect to PACE. Assuming that the cases A, B, and C without pilots have the same transmitted frame duration as the frame with pilot symbols, cases $A, B$, and $C$ provide the most favorable throughput, spectral efficiency, and bit error probability, respectively.

To compare the options, simulations were conducted. In all the simulations, the codeword blocks have 2200 bits, and the bit rate is 100 kbs . The iterative PACE system considered for comparison uses a rate-1/2 IRA code with $K=$ 1000 information bits, $N=2000$ code bits, and 200 pilot symbols, which implies a $9.1 \%$ pilot-symbol overhead. In most of the simulations, except where stated,
the fading blocks have $N_{b}=40$ bits. Increasing the fading-block sizes increases the accuracy of the EM estimators, but decreasing the fading-block sizes allows closer tracking of the channel parameters and includes more diversity in the receiver computations.

The number of closed-loop receiver iterations is set to $l_{\max }=9$, as there is insignificant performance improvement for $l_{\max }>9$. The number of internal EM iterations is $r_{\max }=10$. The IRA code does not use channel interleaving and is decoded by the sum-product algorithm (Section 1.9). The component spreading factor is $G=31$, and the mobile velocity is $120 \mathrm{~km} / \mathrm{hr}$ unless otherwise stated. For each of the representative scenarios tested, 5000 Monte Carlo simulation trials were conducted.

Flat fading is assumed in most of the simulations, whereas a frequencyselective channel is examined in the final simulation. The fading in a block is correlated with the fading in the other blocks. The correlated fading model uses the autocorrelation of the channel response for two-dimensional isotropic scattering given by (6-43). The complex fading amplitude during block $n$ is computed as

$$
\begin{equation*}
B_{n}=\sqrt{J_{0}\left(2 \pi f_{d} T_{f}\right)} B_{n-1}+\sqrt{1-J_{0}\left(2 \pi f_{d} T_{f}\right)} B_{d n}, B_{1}=B_{d 1} \tag{9-64}
\end{equation*}
$$

where $f_{d}$ is the Doppler shift defined by $(6-5), T_{f}$ is the duration of a fading block, and $B_{d n}$ is a complex fading amplitude selected for block $n$ from the complex zero-mean, Gaussian distribution. For this distribution, the magnitude of the amplitude has a Rayleigh distribution, and the phase has a uniform distribution.

The bit error rate (BER), which is equal to the information-bit error probability (Section 1.1), is calculated as a function of the energy-to-noise-density ratio $\mathcal{E}_{b} / N_{0}$, where $\mathcal{E}_{b}$ is the energy per information bit in the PACE system. The information throughput is a vital performance criterion in addition to the BER. One of the primary motivations in removing pilot symbols is the expectation of achieving greater information throughput, even though the BER may be degraded marginally. The information throughput is defined as

$$
\begin{equation*}
\mathcal{T}=\frac{\text { information bits in a codeword }}{\text { codeword duration }} \times(1-B E R) \quad \text { bps } \tag{9-65}
\end{equation*}
$$

## Single-User Environment, Perfect Phase Knowledge

Example 3. Figures 9.3 and 9.4 illustrate the performance when there is a single IRA-coded signal received with perfect phase knowledge. Figure 9.3 displays the BER versus $\mathcal{E}_{b} / N_{0}$ for an iterative receiver operating with perfect CSI, PACE, blind method I with cases $A, B$, and $C$, and blind method II with cases $A$ and $C$. The key observation is that blind method II is worse than method I by 2 dB at $B E R=10^{-3}$ for both case $A$ and case $C$, which illustrates the sensitivity of the EM algorithm to the accuracy of the initial estimates.

The addition of extra parity bits to blind method I (case $C$, rate-1000/2200) offers the greatest improvement in BER, surpassing even the rate- $1 / 2$ code with


Figure 9.3: BER versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver in single-user environment with a perfectly estimated phase [109]
perfect CSI at high $\mathcal{E}_{b} / N_{0}$. The increase in the number of information symbols (case $A$ ) results in the worst BER performance with a separation of 1 dB and 0.5 dB from PACE and case $B$ at $B E R=10^{-3}$, respectively. The various scenarios featured in the figure were also tested under a slow-fading channel with a mobile velocity of $10 \mathrm{~km} / \mathrm{hr}$, which implies a reduction in the maximum Doppler shift by a factor of 12 . It was observed that all the BER curves were shifted toward the right by as much as 7 dB at $B E R=10^{-3}$ because of the loss of diversity among the fading blocks, but the overall trends among the different cases remained the same.

Figure 9.4 exhibits information throughput $\mathcal{T}$ versus $\mathcal{E}_{b} / N_{0}$ for the IRAcoded iterative receiver with the scenarios of Figure 9.3. The throughput advantage of case $A$ is achieved even though no pilot symbols are used at all; i.e., the initial estimation is blind. It is evident that increasing the symbol duration or adding additional parity information does not give the blind methods any significant advantage in throughput over PACE. Both blind methods with cases $B, C$ and PACE provide about $20 \%$ less throughput than the receiver with perfect CSI.


Figure 9.4: Information throughput versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver in single-user environment with a perfectly estimated phase [109]

## Multiuser Environment, Unknown Phase

A 4-signal interference environment with equal mean bit energies for all signals at the receiver, $\mathcal{E}_{b} / N_{0}=20 \mathrm{~dB}$, and no phase information at the receiver is examined next. We assume that both the interference levels and the unknown phase are constant during each subframe. Each interference signal experiences independent correlated fading and uses independent data and Gold sequences with respect to the desired signal. The simulation uses chip-synchronous interference signals, which is a worst-case assumption. Two variations of channel estimation are examined here: partially adaptive with only complex fading amplitude $\widehat{B}_{(i)}^{(l)}$ estimated using (9-47) and (9-48), and $\widehat{A}_{(r)}^{(l)}$ set equal to $N_{0}$ for all subframes; and fully adaptive estimation of both $\widehat{B}_{(r)}^{(l)}$ and $\widehat{A}_{(r)}^{(l)}$ using (9-47), (9-48), and (9-49).

Example 4. Figure 9.5 displays IRA-coded BER versus $\mathcal{E}_{b} / N_{0}$ for partially and fully adaptive channel estimation per fading block and case $C$ for both blind methods. The mismatch of $\widehat{A}$ and the true value of $A$ at the demodulator


Figure 9.5: BER versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver affected by multiple-access interference from 4 mobiles, fully and partially adaptive estimation, and unknown phase [109]
and decoder results in a high error floor for the partially adaptive cases. The intuition behind the error floor is that the partially adaptive estimator overestimates the true signal-to-interference-and-noise ratio (SINR) by disregarding the multiple-access interference with the degree of overestimation increasing with SINR. The fully adaptive estimation offers a more accurate SINR estimate and hence suppresses interference and reduces the error floor significantly. This interference suppression is achieved without using the far more elaborate multiuser and interference-cancelation methods (Sections 7.7 and 7.8) that could be implemented in a DS-CDMA receiver. For both partially and fully adaptive estimation, it is observed that blind method II now outperforms method I because of better phase estimation, whereas both blind methods outperform PACE at $B E R=10^{-3}$ because of the added parity information.

Example 5. Figure 9.6 demonstrates the IRA-coded receiver throughput offered by the blind methods with case $A$ compared with PACE under multipleaccess interference. The blind methods always provide a better throughput compared with PACE; for example, method I with case $A$ is superior by $9 \%$ to both PACE scenarios when $\mathcal{E}_{b} / N_{0}>5 \mathrm{~dB}$. It is observed that both partial and fully adaptive estimation methods offer a similar asymptotic throughput, which indicates that partial channel estimation may be sufficient for applications with a non-stringent BER criterion. On the other hand, error-critical applications


Figure 9.6: Information throughput versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver affected by multiple-access interference from 4 mobiles, fully and partially adaptive estimation, and unknown phase [109]
requiring less than $B E R=10^{-3}$ must use the fully adaptive channel estimation, as seen from Figure 9.5.

## Varying Fading-Block Size, Unknown Phase

In urban mobile environments, the phase can be expected to change significantly after approximately $0.01 / f_{d}-0.04 / f_{d}$ seconds, where $f_{d}$ is the maximum Doppler shift. For the assumed mobile velocity of $120 \mathrm{~km} / \mathrm{hr}$, this time range corresponds to roughly $10-40$ code bits at 100 kbs . The fading and interference block sizes $N_{b}=N_{i b}$ are therefore varied accordingly, and no phase information is assumed to be available at the receiver for the next set of results.

Example 6. Figure 9.7 displays fully adaptive IRA-coded BER versus $\mathcal{E}_{b} / N_{0}$ for blind methods I and II with case $C, 9.1 \% \mathrm{PACE}$, and perfect CSI decoding for $N_{b}=10$ and 40 in a single-user environment. An improvement of $1-2 \mathrm{~dB}$ is observed for all methods for the smaller fading-block size of $N_{b}=10$ because of the increased fading diversity. The throughput with case $A$ is shown in Figure 9.8. It is observed that the throughput gains of the blind methods over PACE (roughly $9 \%$ at medium to high $\mathcal{E}_{b} / N_{0}$ ) are preserved even when the phase is initially unknown at the receiver.


Figure 9.7: BER versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver in single-user environment, varying $N_{b}$, unknown phase [109]

## Varying Multiple-Access Interference, Unknown Phase

Example 7. Figure 9.9 displays IRA-coded iterative receiver performance for blind method II, case $C$ with three and six multiple-access interference signals and equal mean bit energies for all signals. The partially adaptive estimation is unable to cope with the interference caused by six multiple-access interference signals regardless of the spreading factor, whereas the fully adaptive estimation offers a substantial improvement in BER. The benefit of an increased component spreading factor ( $G=127$ versus $G=31$ ) is more apparent at low bit error rates for fully adaptive estimation. For example, the fully adaptive estimation with three multiple-access interference signals improves by a factor of approximately 5 dB at $B E R=10^{-5}$, despite nonorthogonal spreading sequences and imperfect CSI.

## Multipath Channel

A DS-CDMA system can exploit a frequency-selective fading channel by using a rake receiver (Section 6.12). As an example, we assume a channel with three resolvable multipath components (with known delays) of the desired signal and a rake receiver with three corresponding fingers. The multipath components undergo independent fading across the fingers but follow the correlated fading


Figure 9.8: Information throughput versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver in single-user environment, varying $N_{b}$, unknown phase [109]
model of (9-64) over time. The magnitudes of the fading amplitudes of the components follow an exponentially decaying power profile across the fingers:

$$
\begin{equation*}
E\left[\alpha_{l}^{2}\right]=e^{-(l-1)}, l=1,2,3 \tag{9-66}
\end{equation*}
$$

Each interference signal has the same power level in each finger and undergoes independent correlated fading. Because of the independent multipath fading amplitudes for the desired signal, the EM-based channel estimation is performed separately in each finger. The rake receiver performs maximal-ratio combining (Section 6.5) of the received symbol copies based on channel estimates computed at all fingers. The symbol metric obtained from the rake receiver is then passed to the QPSK demodulator metric generator, which generates soft inputs for the common decoder. The soft outputs of the decoder are fed back to the three channel estimator blocks, which then recompute updated fading amplitudes.

Example 8. Figure 9.10 displays the rake receiver performance for three multiple-access interference signals with Method II under case $C$, where all


Figure 9.9: BER versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative receiver affected by an unknown phase and various component spreading factors, the number of multiple-access interference (MAI) signals, and degrees of adaptation [109]
signals are spread by length- 127 Gold sequences. It is observed that the additional diversity due to rake combining improves performance as expected, but the performance disparity between partially and fully adaptive estimation remains large.

## Comparison of Options

The simulation results indicate that pilot symbols are not essential to the effectiveness of DS-CDMA receivers with coding, coherent detection, and channel estimation. If the pilot symbols are replaced by information symbols, the throughput increases relative to PACE whether or not interference is present. If the BER is the primary performance criterion, then replacing the pilot symbols by parity symbols gives a lower BER than PACE. If the spectral efficiency is of primary importance, then extending the symbol duration after the removal of the pilot symbols offers an improvement relative to PACE, albeit at the cost of a slight increase in the BER.

The simulation results indicate that the despreading and the subsequent estimation of the interference PSD enable the significant suppression of inter-


Figure 9.10: BER versus $\mathcal{E}_{b} / N_{0}$ for IRA-coded iterative rake receiver with three resolvable multipaths, three fingers, and three multiple-access interference (MAI) signals [109]
ference. This suppression is achieved without using the far more elaborate multiuser and interference-cancelation methods that could be implemented in a DS-CDMA receiver.

### 9.3 Guidance from Information Theory

Information theory (cf. Section 7.1) is renowned for establishing fundamental limits on what can be achieved by a communication system. The theory also provides insight into favorable choices of code rates and signal characteristics. The guidance provided by information theory is used in the next section to design robust frequency-hopping systems.

Let $\mathbf{X}$ and $\mathbf{Y}$ denote continuously distributed random vectors, which are vectors with components that are continuously distributed random variables. Let $f(\mathbf{x}, \mathbf{y})$ denote the joint density of $\mathbf{X}$ and $\mathbf{Y}$, and let $f(\mathbf{x})$ and $f(\mathbf{y})$ denote the associated marginal densities. If $\mathbf{X}$ is transmitted and $\mathbf{Y}$ is received, the
average mutual information between $\mathbf{X}$ and $\mathbf{Y}$, in bits per channel use, is defined as $[21,72]$

$$
\begin{equation*}
I(\mathbf{X} ; \mathbf{Y})=\int_{R(\mathbf{y})} \int_{R(\mathbf{x})} f(\mathbf{x}, \mathbf{y}) \log _{2} \frac{f(\mathbf{x}, \mathbf{y})}{f(\mathbf{x}) f(\mathbf{y})} d \mathbf{x} d \mathbf{y} \tag{9-67}
\end{equation*}
$$

where $R(\mathbf{y})$ and $R(\mathbf{x})$ are the domains or regions of integration for $\mathbf{y}$ and $\mathbf{x}$, respectively. The channel capacity is defined as the maximum value of $I(\mathbf{X} ; \mathbf{Y})$ over all possible choices of the density $f(\mathbf{x})$.

Digital communication systems transmit discrete-valued symbols and receive continuous-valued outputs. Let $X$ denote a discrete random variable that is drawn from an input alphabet of $q$ symbols and is applied to the input of a modulator. Let the continuously distributed random vector $\mathbf{Y}$ denote the channel outputs or matched-filter outputs in a receiver. The average mutual information between $X$ and $\mathbf{Y}$ is defined as

$$
\begin{equation*}
I(X, \mathbf{Y})=\sum_{i=1}^{q} P\left[X=x_{i}\right] \int_{\mathrm{R}(\mathbf{y})} f\left(\mathbf{y} \mid x_{i}\right) \log _{2} \frac{f\left(\mathbf{y} \mid x_{i}\right)}{f(\mathbf{y})} d \mathbf{y} \tag{9-68}
\end{equation*}
$$

where $P\left[X=x_{i}\right]$ is the probability that $X=x_{i}, i=1,2, \ldots, q$, and $f\left(\mathbf{y} \mid x_{i}\right)$ is the conditional density of $\mathbf{Y}$ given that $X=x_{i}$. This equation can be obtained from (9-67) by making the replacements $f(\mathbf{x}) \rightarrow P\left[X=x_{i}\right]$ and $f(\mathbf{x}, \mathbf{y}) \rightarrow$ $f\left(\mathbf{y} \mid x_{i}\right) P\left[X=x_{i}\right]$ and replacing one of the integrals by a summation. The density $f(\mathbf{y})$ may be expressed as

$$
\begin{equation*}
f(\mathbf{y})=\sum_{i=1}^{q} P\left[X=x_{i}\right] f\left(\mathbf{y} \mid x_{i}\right) \tag{9-69}
\end{equation*}
$$

If (9-68) is maximized with respect to $P\left[X=x_{i}\right]$, the average mutual information is called the channel capacity of the discrete-input, continuous-output channel.

Suppose that the channel symbols are selected to have equal probability so that $P\left[X=x_{i}\right]=1 / q, i=1,2, \ldots, q$, in (9-68) and (9-69). Then the symmetric channel capacity is defined to be the average mutual information for equally likely symbols:

$$
\begin{equation*}
C=\log _{2} q+\frac{1}{q} \sum_{i=1}^{q} \int_{\mathrm{R}(\mathbf{y})} f\left(\mathbf{y} \mid x_{i}\right) \log _{2} \frac{f\left(\mathbf{y} \mid x_{i}\right)}{\sum_{i=1}^{q} f\left(\mathbf{y} \mid x_{i}\right)} d \mathbf{y} \tag{9-70}
\end{equation*}
$$

Consider a fading channel and a complex fading amplitude $\mathcal{A}$ during each symbol interval. The ergodic channel capacity is the channel capacity averaged over all possible channel states. If the channel symbols are equally likely, the ergodic symmetric channel capacity is

$$
\begin{equation*}
C=\log _{2} q+\frac{1}{q} \sum_{i=1}^{q} \int_{\mathrm{R}(a)} \int_{\mathrm{R}(\mathbf{y})} g(a) f\left(\mathbf{y} \mid x_{i}, a\right) \log _{2} \frac{f\left(\mathbf{y} \mid x_{i}, a\right)}{\sum_{i=1}^{q} f\left(\mathbf{y} \mid x_{i}, a\right)} d \mathbf{y} d a \tag{9-71}
\end{equation*}
$$

where $g(a)$ is the two-dimensional density of the real and imaginary components of the complex fading amplitude, $\mathrm{R}(a)$ is the region of integration of the complex amplitude, and $f\left(\mathbf{y} \mid x_{i}, a\right)$ is the conditional density of $\mathbf{Y}$ given that $X=x_{i}$ and the complex amplitude is $\mathcal{A}=a$.

### 9.4 Robust Frequency-Hopping Systems

This section describes and analyzes a robust frequency-hopping system with noncoherent detection, iterative turbo decoding and demodulation, and channel estimation [108]. The system is designed to be effective not only when operating over the AWGN and fading channels but also in environments with multipleaccess interference and multitone jamming.

Noncoherent or differentially coherent demodulation has practical advantages and is often necessary because of the difficulty of phase estimation after every frequency hop. A plausible choice of data modulation is orthogonal CPFSK (Section 3.4). With orthogonal CPFSK, the energy efficiency can be improved by increasing the alphabet size $q$, which is equal to the number of possible transmit frequencies in the signal set during each hop dwell interval. The problem is that a large bandwidth $B_{u}$ of each frequency channel, although necessary to support a large number of transmit frequencies, reduces the number of frequency channels available when the hopping is over a spectral region with fixed bandwidth $W$. This reduction makes the system more vulnerable to both multiple-access frequency-hopping signals and multitone jamming. A reduction in $B_{u}$ is obtained by using nonorthogonal CPFSK with a small modulation index.

Robust system performance is provided by using nonorthogonal CPFSK, a turbo code, BICM-ID (Section 6.11), iterative decoding and demodulation, and channel estimation. The bandwidth of $q$-ary CPFSK decreases with reductions in the modulation index $h$. Although the lack of orthogonality when $h<1$ causes a performance loss for the AWGN and fading channels, the turbo decoder makes this loss minor compared with the gain against multiple-access interference and multitone jamming.

A frequency-hopping system with noncoherent, nonorthogonal CPFSK has the following primary advantages relative to other systems with differential detection, coherent detection, or orthogonal modulation:

1. No extra reference symbol and no estimation of the phase offset in each dwell interval are required.
2. It is not necessary to assume that the phase offset is constant throughout a dwell interval.
3. The channel estimators are much more accurate and can estimate an arbitrary number of interference and noise PSD levels.
4. The compact spectrum during each dwell interval allows more frequency channels and hence enhances performance against multiple-access interference and multitone jamming.
5. Because noncoherent detection is used, system complexity is independent of the choice of $h$, and thus there is much more design flexibility than is possible in coherent CPFSK systems.


Figure 9.11: Architecture of receiver for frequency-hopping system with turbo code. $I=$ interleaver. $D=$ deinterleaver

## System Model

In the transmitter of the system, encoded message bits are interleaved (BICM) and then placed into a $1 \times N_{d}$ vector $\mathbf{d}$ with elements $d_{i} \in\{1,2, \ldots, q\}$, each of which represents $m=\log _{2} q$ bits. The vector $\mathbf{d}$ generates the sequence of tones that are frequency-translated by the carrier frequency of the frequency-hopping waveform. After the modulated signal passes through an AWGN or fading channel with partial-band or multiple-access interference, the receiver front-end dehops the signal, as shown in Figure 9.11. The dehopped signal passes through a bank of $q$ matched filters, each of which is implemented as a quadrature pair. The output of each matched filter is sampled at the symbol rate to produce a sequence of complex numbers. Assuming that symbol synchronization exists, the complex samples are then placed into a $q \times N_{d}$ matrix $\mathbf{Y}$ with an $i$ th column that represents the outputs of the matched filters corresponding to the $i$ th received symbol. The matrix $\mathbf{Y}$ is applied to the channel estimator and is used to produce an $m \times N_{d}$ matrix $\mathbf{Z}$ of demodulator bit metrics.

The demodulator exchanges information with both the turbo decoder and the channel estimators. After deinterleaving, the demodulator bit metrics are applied to the decoder. The decoder feeds a priori information (in the form of an $m \times N_{d}$ matrix $\mathbf{V}$ of decoder bit metrics) back to the demodulator and channel estimator, in accordance with the turbo principle. Frequency-selective fading changes the amplitude from hop to hop, and the partial-band and multipleaccess interference change the interference and noise during some hop dwell intervals. Consequently, estimates of the fading amplitude and the PSD of the interference and noise are computed for a block size $N_{b}$ that is smaller than or equal to the number of symbols in the hop dwell interval. If there are $N_{b}$ symbols per block, then there are $\left\lceil N_{d} / N_{b}\right\rceil$ blocks per codeword.

## Demodulator Metrics

The complex envelope of a unit-energy $q$-ary CPFSK symbol waveform with zero initial phase offset is

$$
\begin{equation*}
s_{l}(t)=\frac{1}{\sqrt{T_{s}}} e^{j 2 \pi l h t / T_{s}}, \quad 0 \leq t \leq T_{s}, \quad l=1,2, \ldots, q \tag{9-72}
\end{equation*}
$$

where $T_{s}$ is the symbol duration, $h$ is the modulation index, and $j=\sqrt{-1}$. Because of the continuous-phase constraint, the initial phase of CPFSK symbol $i$ is $\phi_{i}=\phi_{i-1}+2 \pi l h$. The phase continuity ensures the compact spectrum of the CPFSK waveform. Suppose that symbol $i$ of a codeword uses unit-energy waveform $s_{d_{i}}(t)$. If this codeword is transmitted over an AWGN channel with fading, the received signal for symbol $i$ can be expressed in complex notation as

$$
\begin{align*}
r_{i}(t) & =\operatorname{Re}\left[\alpha_{i} \sqrt{2 \mathcal{E}_{s}} s_{d_{i}}(t) e^{j\left(2 \pi f_{c} t+\theta_{i}\right)}\right]+n_{i}(t), \quad 0 \leq t \leq T_{s} \\
i & =1,2, \ldots, N_{d} \tag{9-73}
\end{align*}
$$

where $n_{i}(t)$ is independent, zero-mean, white Gaussian noise with two-sided $\operatorname{PSD} N_{0 i} / 2, f_{c}$ is the carrier frequency, $\mathcal{E}_{s}$ is the signal energy, and $\alpha_{i}$ is the magnitude of the complex fading amplitude. Without loss of generality, we assume $E\left[\alpha_{i}^{2}\right]=1$ so that $\mathcal{E}_{s}$ is the average received symbol energy. The phase $\theta_{i}$ is the phase due to the contributions of the CPFSK constraint, the fading, and the frequency offset of the receiver.

One might consider exploiting the inherent memory in the CPFSK when computing the metric transferred from the demodulator to a decoder as in Section 3.7 , but phase stability over several symbols is necessary, and the demodulator functions as a rate-one inner decoder. Furthermore, a trellis demodulator requires a rational $h$ and the number of states depends on the denominator of $h$. More design flexibility exists if the demodulator metrics are computed on a symbol-by-symbol basis, and the memory in the turbo code is exploited rather than the memory in the modulation.

Matched filter $k$, which is matched to $s_{k}(t)$, produces the output samples

$$
\begin{equation*}
y_{k, i}=\sqrt{2} \int_{0}^{T_{s}} r_{i}(t) e^{-j 2 \pi f_{c} t} s_{k}^{*}(t) d t, \quad i=1,2, \ldots, N_{d}, k=1,2, \ldots, q \tag{9-74}
\end{equation*}
$$

where the $\sqrt{2}$ is inserted for mathematical convenience. The substitution of (9-72) and (9-73) into (9-74) and the approximation that each of the $\left\{s_{k}(t)\right\}$ has a spectrum confined to $|f|<f_{c}$ yields

$$
\begin{equation*}
y_{k, i}=\alpha_{i} \sqrt{\mathcal{E}_{s}} e^{j \theta_{i}} \rho_{d_{i}-k}+n_{k, i} \tag{9-75}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{k, i}=\sqrt{2} \int_{0}^{T_{s}} n_{i}(t) e^{-j 2 \pi f_{c} t} s_{k}^{*}(t) d t \tag{9-76}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{l}=\frac{\sin (\pi h l)}{\pi h l} e^{j \pi h l} \tag{9-77}
\end{equation*}
$$

As shown in Section 1.1, since $n_{i}(t)$ is zero-mean white noise and the spectra of the $\left\{s_{k}(t)\right\}$ are confined, it follows that each $n_{k, i}$ is zero-mean,

$$
\begin{equation*}
E\left[n_{k, i} n_{l, i}^{*}\right]=N_{0 i} \rho_{l-k} \tag{9-78}
\end{equation*}
$$

and the $\left\{n_{k, i}\right\}$ have circular symmetry:

$$
\begin{equation*}
E\left[n_{k, i} n_{l, i}\right]=0 \tag{9-79}
\end{equation*}
$$

Since $n_{i}(t)$ is a Gaussian process, the real and imaginary components of $n_{k, i}$ are jointly Gaussian, and the set $\left\{n_{k, i}\right\}$ comprises complex-valued jointly Gaussian random variables.

Let $\mathbf{y}_{i}=\left[y_{1, i} \ldots y_{q, i}\right]^{T}$ denote the column vector of the matched-filter outputs corresponding to symbol $i$, and let $\mathbf{n}=\left[n_{1, i} \ldots n_{q, i}\right]^{T}$. Then given that the transmitted symbol is $d_{i}$, the symbol energy is $\mathcal{E}_{s}$ in the absence of fading, the fading amplitude is $\alpha_{i}$, the noise PSD is $N_{0 i} / 2$, and the phase is $\theta_{i}$, we have $\mathbf{y}_{i}=\overline{\mathbf{y}}_{i}+\mathbf{n}$, where

$$
\begin{equation*}
\overline{\mathbf{y}}_{i}=E\left[\mathbf{y}_{i} \mid d_{i}, \alpha_{i} \sqrt{\mathcal{E}_{s}}, N_{0 i}, \theta_{i}\right] \tag{9-80}
\end{equation*}
$$

Equation (9-75) indicates that the $k$ th component of $\overline{\mathbf{y}}_{i}$ is

$$
\begin{equation*}
\bar{y}_{k, i}=\alpha_{i} \sqrt{\mathcal{E}_{s}} e^{j \theta_{i}} \rho_{d_{i}-k} \tag{9-81}
\end{equation*}
$$

The covariance matrix of $\mathbf{y}_{i}$ is

$$
\begin{align*}
\mathbf{R}_{i} & =E\left[\left(\mathbf{y}_{i}-\overline{\mathbf{y}}_{i}\right)\left(\mathbf{y}_{i}-\overline{\mathbf{y}}_{i}\right)^{H} \mid d_{i}, \alpha_{i} \sqrt{\mathcal{E}_{s}}, N_{0 i}, \theta_{i}\right] \\
& =E\left[\mathbf{n n}^{H}\right] \tag{9-82}
\end{align*}
$$

and its elements are given by (9-78).
It is convenient to define the matrix $\mathbf{K}=\mathbf{R}_{i} / N_{0 i}$ with components

$$
\begin{equation*}
K_{k, l}=\rho_{l-k} \tag{9-83}
\end{equation*}
$$

We can represent the conditional density of $\mathbf{y}_{i}$ given that the transmitted symbol is $d_{i}$, the amplitude is $\alpha_{i} \sqrt{\mathcal{E}_{s}}$, the noise PSD is $N_{0 i} / 2$, and the phase is $\theta_{i}$ as

$$
\begin{equation*}
g\left(\mathbf{y}_{i} \mid \boldsymbol{\psi}\right)=\frac{1}{\pi^{q} N_{0 i}^{q} \operatorname{det} \mathbf{K}} \exp \left[-\frac{1}{N_{0 i}}\left(\mathbf{y}_{i}-\overline{\mathbf{y}}_{i}\right)^{H} \mathbf{K}^{-1}\left(\mathbf{y}_{i}-\overline{\mathbf{y}}_{i}\right)\right] \tag{9-84}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\psi}=\left(d_{i}, \alpha_{i} \sqrt{\mathcal{E}_{s}}, N_{0 i}, \theta_{i}\right) \tag{9-85}
\end{equation*}
$$

and $\mathbf{K}$ is independent of $\boldsymbol{\psi}$.
An expansion of the quadratic in (9-84) yields

$$
\begin{align*}
Q_{i} & =\left(\mathbf{y}_{i}-\overline{\mathbf{y}}_{i}\right)^{H} \mathbf{K}^{-1}\left(\mathbf{y}_{i}-\overline{\mathbf{y}}_{i}\right) \\
& =\mathbf{y}_{i}{ }^{H} \mathbf{K}^{-1} \mathbf{y}_{i}+\overline{\mathbf{y}}_{i}{ }^{H} \mathbf{K}^{-1} \overline{\mathbf{y}}_{i}-2 \operatorname{Re}\left(\mathbf{y}_{i}{ }^{H} \mathbf{K}^{-1} \overline{\mathbf{y}}_{i}\right) . \tag{9-86}
\end{align*}
$$

Equations (9-81) and (9-83) indicate that $\overline{\mathbf{y}}_{i}$ is proportional to the $d_{i}$ th column of K :

$$
\begin{equation*}
\overline{\mathbf{y}}_{i}=\alpha_{i} \sqrt{\mathcal{E}_{s}} e^{j \theta_{i}} \mathbf{K}_{:, d_{i}} \tag{9-87}
\end{equation*}
$$

Since $\mathbf{K}^{-1} \mathbf{K}=\mathbf{I}$, only the $d_{i}$ th component of the column vector $\mathbf{K}^{-1} \overline{\mathbf{y}}_{i}$ is nonzero, and

$$
\begin{equation*}
Q_{i}=\mathbf{y}_{i}{ }^{H} \mathbf{K}^{-1} \mathbf{y}_{i}+\alpha_{i}^{2} \mathcal{E}_{s}-2 \alpha_{i} \sqrt{\mathcal{E}_{s}} \operatorname{Re}\left(y_{d_{i}, i} e^{-j \theta_{i}}\right) \tag{9-88}
\end{equation*}
$$

For noncoherent signals, we assume that each $\theta_{i}$ is uniformly distributed over $[0,2 \pi)$. Substituting (9-88) into (9-84), expressing $y_{d_{i}, i}$ in polar form, and using (H-16) of Appendix H. 3 to integrate over $\theta_{i}$, we obtain the density

$$
\begin{equation*}
g\left(\mathbf{y}_{i} \mid \boldsymbol{\psi}\right)=\frac{\exp \left(-\frac{\mathbf{y}_{i}{ }^{H} \mathbf{K}^{-1} \mathbf{y}_{i}+\alpha_{i}^{2} \mathcal{E}_{s}}{N_{0 i}}\right)}{\pi^{q} N_{0 i}^{q} \operatorname{det} \mathbf{K}} I_{0}\left(\frac{2 \alpha_{i} \sqrt{\mathcal{E}_{s}}\left|y_{d_{i}, i}\right|}{N_{0 i}}\right) \tag{9-89}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind and order zero. Since the white noise $n_{i}(t)$ is independent from symbol to symbol, $\mathbf{y}_{i}$ with the density given by (9-89) is independent of $\mathbf{y}_{l}, i \neq l$.

Let $\widehat{A}$ and $\widehat{B}$ denote the estimates of $A=N_{0}$ and $B=2 \alpha \sqrt{\mathcal{E}_{s}}$, respectively, for a dwell interval of $N_{b}$ symbols during which $\alpha_{i}=\alpha$ and $N_{0 i}=N_{0}$ are constants. Let $b_{l}(i)$ denote bit $l$ of symbol $i$. Let $\mathbf{Z}$ denote the $m \times N_{d}$ matrix with element $z_{l, i}$ equal to the log-likelihood ratio for $b_{l}(i)$ computed by the demodulator. The matrix $\mathbf{Z}$ is reshaped into a row vector and deinterleaved, and the resulting vector $\mathbf{z}^{\prime}$ is fed into the turbo decoder. The extrinsic information $\mathbf{v}^{\prime}$ at the output of the decoder is interleaved and reshaped into an $m \times N_{d}$ matrix $\mathbf{V}$ containing the a priori information:

$$
\begin{equation*}
v_{l, i}=\ln \frac{P\left[b_{l}(i)=1 \mid \mathbf{Z} \backslash z_{l, i}\right]}{P\left[b_{l}(i)=0 \mid \mathbf{Z} \backslash z_{l, i}\right]} \tag{9-90}
\end{equation*}
$$

where conditioning on $\mathbf{Z} \backslash z_{l, i}$ means that the extrinsic information for bit $b_{l, i}$ is produced without using $z_{l, i}$.

Since $\mathbf{V}$ is fed back to the demodulator,

$$
\begin{equation*}
z_{l, i}=\ln \left\{\frac{P\left[b_{l}(i)=1 \mid \mathbf{y}_{i}, \gamma_{\left\lceil i / N_{b}\right\rceil}^{\prime}, \mathbf{v}_{i} \backslash v_{l, i}\right]}{P\left[b_{l}(i)=0 \mid \mathbf{y}_{i}, \gamma_{\left\lceil i / N_{b}\right\rceil}^{\prime}, \mathbf{v}_{i} \backslash v_{l, i}\right]}\right\} \tag{9-91}
\end{equation*}
$$

where $\gamma^{\prime}=\{\hat{A}, \hat{B}\}$, and $\lceil x\rceil$ denotes the smallest integer greater than or equal to $x$. Partition the set of symbols $\mathcal{D}=\{1, \ldots, q\}$ into two disjoint sets $D(l, 1)$ and $D(l, 0)$, where $D(l, b)$ contains all symbols labeled with $b_{l}=b$. As indicated by (1-217), the extrinsic information can then be expressed as

$$
\begin{equation*}
z_{l}=\ln \left\{\frac{\sum_{d \in D(l .1)} g\left(\mathbf{y}_{i} \mid d, \gamma_{\left\lceil i / N_{b}\right\rceil}^{\prime}\right) \prod_{k=1, k \neq l}^{m} \exp \left[b_{k}(d) v_{k, i}\right]}{\sum_{d \in D(l .0)} g\left(\mathbf{y}_{i} \mid d, \gamma_{\left\lceil i / N_{b}\right\rceil}^{\prime}\right) \prod_{k=1, k \neq l}^{m} \exp \left[b_{k}(d) v_{k, i}\right]}\right\} \tag{9-92}
\end{equation*}
$$

where $b_{l}(d)$ is the value of the $l$ th bit in the labeling of symbol $d$. Substituting (9-89) into (9-92) and canceling common factors, we obtain

$$
\begin{equation*}
z_{l}=\ln \left\{\frac{\sum_{d \in D(l .1)} I_{0}\left(\gamma_{\left\lceil i / N_{b}\right\rceil}\left|y_{d_{i}, i}\right|\right) \prod_{k=1, k \neq l}^{m} \exp \left[b_{k}(d) v_{k, i}\right]}{\sum_{d \in D(l .0)} I_{0}\left(\gamma_{\left\lceil i / N_{b}\right\rceil}\left|y_{d_{i}, i}\right|\right) \prod_{k=1, k \neq l}^{m} \exp \left[b_{k}(d) v_{k, i}\right]}\right\} \tag{9-93}
\end{equation*}
$$

where only the ratio $\gamma=\hat{B} / \hat{A}$ is needed rather than the individual estimates.

## Channel Estimators

Since the preceding and subsequent equations in this section refer to a specific receiver iteration, the superscript denoting the receiver-iteration number is omitted to simplify the notation.

Since under block fading and time-varying interference, $A$ and $B$ can change on a block-by-block basis, each block is processed separately and in an identical fashion. To maintain robustness, the estimators make no assumptions regarding the distribution of the quantities to be estimated, nor do they make any assumptions regarding the correlation from block to block. The estimators directly use the channel observation for a single block, while the observations of the other blocks are used indirectly through feedback of extrinsic information from the decoder. In this section, the matrix $\mathbf{Y}$ is a generic $q \times N_{b}$ received block, $\mathbf{y}_{i}$ is the $i$ th column vector of $\mathbf{Y}$, the vector $\mathbf{D}=\left[D_{1}, \ldots, D_{N_{b}}\right]$ is the corresponding set of transmitted symbols, and $\{\hat{A}, \hat{B}\}$ is the corresponding set of channel estimators.

Rather than attempting to directly evaluate the maximum-likelihood estimates, the expectation-maximization (EM) algorithm can be used as an iterative approach to estimation. Let $\{\mathbf{Y}, \mathbf{D}\}$ denote the complete data set. Since $\ln h(\mathbf{d})$ is independent of $A$ and $B$ and hence does not affect the maximization, the log-likelihood of the complete data set is

$$
\begin{equation*}
\ln f(\mathbf{z} \mid A, B)=\ln g(\mathbf{y} \mid \mathbf{d}, A, B)+\ln h(\mathbf{d}) \sim \ln g(\mathbf{y} \mid \mathbf{d}, A, B) \tag{9-94}
\end{equation*}
$$

Since $\mathbf{y}_{i}$ and $\mathbf{y}_{l}$ are independent for $i \neq l$, (9-89) implies that

$$
\begin{equation*}
g(\mathbf{y} \mid \mathbf{d}, A, B)=\frac{\exp \left[-\frac{H}{A}-\frac{N_{b} B^{2}}{4 A}+\sum_{i=1}^{N_{b}} \ln I_{0}\left(\frac{B\left|y_{d_{i}, i}\right|}{A}\right)\right]}{\left(\pi^{q} A^{q} \operatorname{det} \mathbf{K}\right)^{N_{b}}} \tag{9-95}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\sum_{i=1}^{N_{b}} \mathbf{y}_{i}^{H} \mathbf{K}^{-1} \mathbf{y}_{i} \tag{9-96}
\end{equation*}
$$

After dropping irrelevant constants, we obtain

$$
\begin{equation*}
\ln f(\mathbf{z} \mid A, B) \sim-q N_{b} \log A-\frac{H}{A}-\frac{N_{b} B^{2}}{4 A}+\sum_{i=1}^{N_{b}} \ln I_{0}\left(\frac{B\left|y_{d_{i}, i}\right|}{A}\right) \tag{9-97}
\end{equation*}
$$

The form of this equation indicates that the parameters $A$ and $B$ must both be estimated rather than just the ratio $B / A$.

Let $r$ denote the EM iteration number, and $\hat{A}^{(r)}, \hat{B}^{(r)}$ the estimates of $A, B$ during the $r$ th iteration. The expectation step (E-step) requires the calculation of

$$
\begin{equation*}
Q(A, B)=E_{\mathbf{d} \mid \mathbf{y}, \hat{A}^{(r-1)}, \hat{B}^{(r-1)}}[\ln f(\mathbf{Z} \mid A, B)] \tag{9-98}
\end{equation*}
$$

where the expectation is taken with respect to the unknown symbols $\mathbf{d}$ conditioned on $\mathbf{y}$ and the estimates $\hat{A}^{(r-1)}, \hat{B}^{(r-1)}$ from the previous EM iteration. Substituting (9-97) into (9-98), it is found that

$$
\begin{equation*}
Q(A, B)=-q N_{b} \ln A-\frac{H}{A}-\frac{N_{b} B^{2}}{4 A}+\sum_{i=1}^{N_{b}} \sum_{k=1}^{q} p_{k, i}^{(r-1)} \ln I_{0}\left(\frac{B\left|y_{k, i}\right|}{A}\right) \tag{9-99}
\end{equation*}
$$

where the fact that $D_{i}$ is independent of $\hat{A}^{(r-1)}$ and $\hat{B}^{(r-1)}$ indicates that

$$
\begin{align*}
p_{k, i}^{(r-1)} & =P\left(D_{i}=k \mid \mathbf{y}_{i}, \hat{A}^{(r-1)}, \hat{B}^{(r-1)}\right) \\
& =\frac{g\left(\mathbf{y}_{i} \mid D_{i}=k, \hat{A}^{(r-1)}, \hat{B}^{(r-1)}\right) P\left(D_{i}=k\right)}{g\left(\mathbf{y}_{i} \mid \hat{A}^{(r-1)}, \hat{B}^{(r-1)}\right)} \tag{9-100}
\end{align*}
$$

and $P\left(D_{i}=k\right)$ is the probability that $D_{i}=k$, which is estimated by the decoder. Applying (9-89), we obtain

$$
\begin{equation*}
p_{k, i}^{(r-1)}=\alpha_{i}^{(r-1)} I_{0}\left(\frac{\hat{B}^{(r-1)}\left|y_{k, i}\right|}{\hat{A}^{(r-1)}}\right) P\left(D_{i}=k\right) \tag{9-101}
\end{equation*}
$$

where $\alpha_{i}^{(r-1)}$ is the normalization factor forcing $\sum_{k=1}^{q} p_{k, i}^{(r-1)}=1$; i.e.,

$$
\begin{equation*}
\alpha_{i}^{(r-1)}=\frac{1}{\sum_{k=1}^{q} I_{0}\left(\frac{\hat{B}^{(r-1)}\left|y_{k, i}\right|}{\hat{A}^{(r-1)}}\right) P\left(D_{i}=k\right)} . \tag{9-102}
\end{equation*}
$$

The maximization step (M-step) is the joint maximization

$$
\begin{equation*}
\left(\hat{A}^{(r)}, \hat{B}^{(r)}\right)=\underset{A, B}{\arg \max } Q(A, B) \tag{9-103}
\end{equation*}
$$

which can be found by setting the derivatives of the function $Q(A, B)$ with respect to $A$ and $B$ to zero. The solution to the corresponding system of equations is

$$
\begin{align*}
& \hat{A}^{(r)}=\frac{1}{q N_{b}}\left(H-\frac{N_{b}\left(\hat{B}^{(r)}\right)^{2}}{4}\right)  \tag{9-104}\\
& \hat{B}^{(r)}=\frac{2}{N_{b}} \sum_{i=1}^{N_{b}} \sum_{k=1}^{q} p_{k, i}^{(r-1)}\left|y_{k, i}\right| F\left(\frac{4 q N_{b} \hat{B}^{(r)}\left|y_{k, i}\right|}{4 H-N_{b}\left(\hat{B}^{(r)}\right)^{2}}\right) \tag{9-105}
\end{align*}
$$

where $F(x)=I_{1}(x) / I_{0}(x)$, and $I_{1}(\cdot)$ is the modified Bessel function of the first kind and order one defined by (H-13).

Although a closed-form solution to (9-105) is difficult to obtain, it can be found recursively by using the fixed-point iteration method of Section 9.1. The recursion involves initially replacing $\hat{B}^{(r)}$ on the right-hand side of (9-105) with $\hat{B}^{(r-1)}$ from the previous EM iteration. To select an initial estimate for $B$, consider what happens in the absence of noise. Without noise, (9-75) implies that either $\left|y_{k, i}\right|=a \sqrt{\mathcal{E}_{s}}$ (when $k=d_{i}$ ) or $\left|y_{k, i}\right|=0$ (otherwise). Thus, an estimate for $a \sqrt{\mathcal{E}_{s}}=B / 2$ can be achieved by taking the maximum $\left|y_{k, i}\right|$ over any column of $\mathbf{Y}$. To compensate for the noise, the average can be taken across all columns in the block, resulting in

$$
\begin{equation*}
\hat{B}^{(0)}=\frac{2}{N_{b}} \sum_{i=1}^{N_{b}} \max _{k}\left|y_{k, i}\right| \tag{9-106}
\end{equation*}
$$

The initial estimate of $A$ is found from $\hat{B}^{(0)}$ by evaluating (9-104) for $r=0$. After the initial values $\hat{A}^{(0)}$ and $\hat{B}^{(0)}$ are calculated, the initial probabilities $\left\{p_{k, i}^{(0)}\right\}$ are calculated from (9-101) and (9-102). The EM algorithm terminates when $\hat{B}^{(r)}$ converges to some fixed value, typically in fewer than 10 EM iterations.

The complexity of the channel estimation for each receiver iteration is as follows. The initial estimate of $\hat{B}$ calculated using (9-106) requires $N_{b}$ maximizations over $q$ values, $N_{b}-1$ additions, and a single multiplication by $2 / N_{b}$. The calculation of $H$ in (9-96), which only needs to be computed once prior to the first EM iteration, requires $N_{b} q(q+1)$ multiplications and $N_{b} q^{2}-1$ additions. For each EM iteration, the calculation $\hat{A}^{(r)}$ using (9-104) requires only two multiplications and an addition. Calculating $p_{k, i}^{(r-1)}$ using (9-101) and (9-102) requires $3 N_{b} q+1$ multiplications, $N_{b}(q-1)$ additions, and $N_{b} q$ lookups of the $I_{0}(\cdot)$ function. Calculation of $\hat{B}^{(r)}$ by solving (9-105) is recursive, and complexity depends on the number of recursions for each value of $r$. Suppose that there are $\xi$ recursions, and then the calculation requires $N_{b} q+\xi\left(2 N_{b} q+4\right)$ multiplications, $\xi N_{b} q$ additions, and $\xi N_{b} q$ lookups of the $F(\cdot)$ function. A stopping criterion is used for the calculation of $\hat{B}$ such that the recursions stop once $\hat{\hat{B}}$ is within $10 \%$ of its value during the previous recursion or a maximum number of 10 recursions is reached. With such a stopping criterion, an average of only 2 or 3 recursions are required.

## Selection of Modulation Index

Let $B_{\text {max }}$ denote the maximum bandwidth of the CPFSK modulation such that the hopping band accommodates enough frequency channels to ensure adequate performance against multiple-access interference and multitone jamming. We seek to determine the values of $h, q$, and code rate $R$ of the turbo code that provide a good performance over the fading and AWGN channels in the presence of partial-band interference. For specific values of the modulation parameters $h$ and $q$, the code rate is limited by the bandwidth requirement. Let $B_{u} T_{b}$ denote the normalized, 99-percent power bandwidth of the uncoded CPFSK
modulation. This value can be found for nonorthogonal CPFSK by numerically integrating the power-spectrum equations of Section 3.5 or using (3-74) when the number of symbols per hop is large. When a code of rate $R$ is used, the bandwidth becomes $B_{c}=B_{u} / R$. Since $B_{c} \leq B_{\max }$ is required, the minimum code rate that achieves the bandwidth constraint is $R_{\min }=B_{u} / B_{\max }$.

Guidance in the selection of the best values of $h, q$, and $R \geq R_{\text {min }}$ is provided by information theory. For specific values of $h$ and $q$, we evaluate the symmetric capacity $C(\gamma)$ as a function of $\gamma=\mathcal{E}_{s} / N_{0}$ under a bandwidth constraint for both the Rayleigh and AWGN channels. Perfect channel-state information is assumed, and symbols are drawn from the signal set with equal probabilities. With these assumptions, a change of variables with $\mathbf{u}=\mathbf{y}_{i} / \sqrt{\mathcal{E}_{s}},(9-89)$, and (9-71), the ergodic symmetric capacity for the fading channel may be expressed as

$$
\begin{equation*}
C(\gamma)=\log _{2} q-\frac{1}{q} \sum_{\nu=1}^{q} \iint g(\alpha) f(\mathbf{u} \mid \nu, \alpha) \log _{2}\left[\frac{\sum_{k=1}^{q} I_{0}\left(2 \alpha \gamma\left|u_{k}\right|\right)}{I_{0}\left(2 \alpha \gamma\left|u_{\nu}\right|\right)}\right] d \mathbf{u} d \alpha \tag{9-107}
\end{equation*}
$$

where $g(\alpha)$ is the density of the magnitude of the fading amplitude, the $(2 q+1)$ fold integration is over all values of $\alpha$ and the $2 q$ real and imaginary components of $\mathbf{u}$, and

$$
\begin{equation*}
f(\mathbf{u} \mid \nu, \alpha)=\frac{\gamma^{q} \exp \left[-\gamma\left(\mathbf{u}^{H} \mathbf{K}^{-1} \mathbf{u}+\alpha^{2}\right)\right]}{\pi^{q} \operatorname{det} \mathbf{K}} I_{0}\left(2 \alpha \gamma\left|u_{\nu}\right|\right) \tag{9-108}
\end{equation*}
$$

Equation (9-107) is numerically integrated by the Monte Carlo method.
To determine the minimum $\mathcal{E}_{b} / N_{0}$ necessary to maintain $C(\gamma)$ above the code rate $R$ for specific values of $q$ and $h$, we substitute $\mathcal{E}_{s}=R \mathcal{E}_{b} \log _{2} q$ and solve the equation

$$
\begin{equation*}
R=C\left(R \mathcal{E}_{b} \log _{2} q / N_{0}\right) \tag{9-109}
\end{equation*}
$$

for all code rates such that $R_{\text {min }} \leq R \leq 1$. For noncoherent systems under severe bandwidth constraints, the $R$ that minimizes $\mathcal{E}_{b} / N_{0}$ is typically $R=$ $R_{\text {min }}$, but under loose bandwidth constraints the $R$ that minimizes $\mathcal{E}_{b} / N_{0}$ could possibly be larger than $R_{\text {min }}$ (in which case the actual bandwidth is less than $B_{\max }$ ).

Figures 9.12 and 9.13 show plots of the minimum $\mathcal{E}_{b} / N_{0}$ versus $h$ for $2 \leq$ $q \leq 32, B_{\max } T_{b}=2$, and $B_{\max } T_{b}=\infty$. Figure 9.12 is for the AWGN channel, and Figure 9.13 is for the Rayleigh fading channel. When $B_{\max } T_{b}=2$, the curves are truncated because there is a maximum value of $h$ beyond which no code exists that satisfies the bandwidth constraint. For each value of $q$, in each figure, there is an optimal value of $h$ that gives the smallest value of the minimum $\mathcal{E}_{b} / N_{0}$. This smallest value decreases with $q$, but there are diminishing returns and the implementation complexity increases rapidly for $q>8$.

Let $f_{e}$ denote the offset in the estimated carrier frequency at the receiver due to the Doppler shift and the frequency-synthesizer inaccuracy. The separation between adjacent frequencies in a CPFSK symbol is $h f_{b} / R \log _{2} q$, where $f_{b}$


Figure 9.12: Minimum $\mathcal{E}_{b} / N_{0}$ versus $h$ for the AWGN channel, $2 \leq q \leq 32$, $B_{\max } T_{b}=2$, and $B_{\max } T_{b}=\infty[108]$
denotes the information-bit rate. Since this separation must be much larger than $f_{e}$ if the latter is to be negligible as assumed in (9-74),

$$
\begin{equation*}
f_{e} \ll \frac{h f_{b}}{R \log _{2} q} \tag{9-110}
\end{equation*}
$$

is required. Since the optimal $h$ decreases while $R \log _{2} q$ increases with $q$, (9-110) is another reason to choose $q \leq 8$.

For $q=4$ in Figure $9.13, h=0.46$ is the approximate optimal value when $B_{\max } T_{b}=2$, and the corresponding code rate is approximately $R=16 / 27$. For $q=8, h=0.32$ is the approximate optimal value when $B_{\max } T_{b}=2$, and the corresponding code rate is approximately $R=8 / 15$. For both $q=8$ and $q=4,(9-110)$ is satisfied if $f_{e} \ll 0.2 f_{b}$. At the optimal values of $h$, the plots indicate that the loss is less than 1 dB for the AWGN channel and less than 2 dB for the Rayleigh channel relative to what could be attained with the same value of $q, h=1$ (orthogonal CPFSK), and an unlimited bandwidth.

## Partial-Band Interference

Simulation experiments were conducted to assess the benefits and tradeoffs of using the nonorthogonal CPFSK coded modulation and accompanying channel estimator in a frequency-hopping system that suppresses partial-band inter-


Figure 9.13: Minimum $\mathcal{E}_{b} / N_{0}$ versus $h$ for the Rayleigh channel, $2 \leq q \leq$ $32, B_{\max } T_{b}=2$, and $B_{\max } T_{b}=\infty[108]$
ference. Interference is modeled as additional white Gaussian noise within a fraction $\mu$ of the hopping band. The PSD of the interference (i.e., additional noise PSD) is $I_{t 0} / \mu$, where $I_{t 0}$ is the PSD over the receiver passband when $\mu=1$, and the total interference power is conserved as $\mu$ varies. The parameter $A$ represents the PSD due to the noise and the interference during a dwell interval. The bandwidth is assumed to be sufficiently small that the fading is flat within each frequency channel, and hence, the symbols of a dwell interval undergo the same fading amplitude. The fading amplitudes are independent from hop to hop, which models the frequency-selective fading that varies after each hop. A fading block coincides with a dwell interval and, hence, is suitable for the estimation of a single fading amplitude. Three alphabet sizes are considered: binary $(q=2)$, quaternary $(q=4)$, and octal $(q=8)$.

The simulated system uses the widely deployed turbo code from the Universal Mobile Telecommunications System (UMTS) specification, which has a constraint length of 4, a specified code-rate matching algorithm, and an optimized variable-length interleaver that is set to 2048 [26]. If the dwell time is fixed, but the codeword length is extended beyond the specified 2048 bits, then the number of hops per codeword increases. As a result, the diversity order increases, but the benefit of increased diversity order obeys a law of diminishing returns, and the benefit is minor at bit error rates of approximately $10^{-3}$ or less. The values of modulation index $h$ and code rate $R$ are selected to be


Figure 9.14: Bit error rates of FH-CPFSK systems with various estimators in Rayleigh block fading with partial-band interference, $\mu=0.6, \mathcal{E}_{b} / I_{t 0}=13 \mathrm{~dB}$, turbo-coded octal CPFSK, $h=0.32$, code rate $2048 / 3840$, and 32 hops per codeword [108]
close to the information-theoretic optimal values given previously for Rayleigh fading under the bandwidth constraint $B_{\max } T_{b}=2$. In particular, a system with $q=2$ uses $h=0.6$ and $R=2048 / 3200$, one with $q=4$ uses $h=0.46$ and $R=2048 / 3456$, and one with $q=8$ uses $h=0.32$ and $R=2048 / 3840$.

A receiver iteration comprises the steps of channel estimation, demapping and demodulation, and one full turbo-decoder iteration. Up to 20 receiver iterations are executed. An early halting routine stops the iterations once the data is correctly decoded (which can be determined, for instance, by using the cyclic redundancy check specified in the UMTS standard). The number of hops per codeword may vary, and results below show the impact of changing this value.

Example 9. Figure 9.14 illustrates the influence of channel estimation on the bit error rate (BER) of the system. For this figure, $\mu=0.6, \mathcal{E}_{b} / I_{t 0}=13 \mathrm{~dB}$, the channel undergoes block-by-block Rayleigh fading, and octal CPFSK is used with 32 hops per codeword. The uppermost curve in the figure shows the performance of a simple system that does not attempt to estimate $A$ or $B$. Instead, the system sets these values to their statistical averages: $A=$ $\left(N_{0}+I_{t 0}\right) / 2$, and $B=2 E[\alpha] \sqrt{\mathcal{E}_{s}}=\sqrt{\pi \mathcal{E}_{s}}$, as indicated by (E-30) and (E-31) of Appendix E.4. It can be seen that the performance of such a system is rather


Figure 9.15: Required $\mathcal{E}_{b} / N_{0}$ to achieve $B E R=10^{-3}$ as a function of $\mu$ for binary, quaternary, and octal turbo-coded FH-CPFSK systems in both AWGN and Rayleigh fading channels with $\mathcal{E}_{b} / I_{t 0}=13 \mathrm{~dB}$ and $B_{\max } T_{b}=2$ [108]
poor, as it has no knowledge of which hops have experienced interference and which have not. The system can be improved by estimating $A$ and/or $B$ on a block-by-block basis using the EM estimator. The second curve from the top shows the performance when only $B$ is estimated on a block-by-block basis (and $A=N_{0}+I_{t 0} / 2$ ), whereas the next curve down shows the performance when only $A$ is estimated on a block-by-block basis (and $B=\sqrt{\pi \mathcal{E}_{s}}$ ). The second lowest curve shows the performance when both $A$ and $B$ are estimated on a block-by-block basis with the EM estimator, whereas the lowest curve shows the performance with perfect CSI, i.e., when $A$ and $B$ are known perfectly. As can be seen, there is a large gap between perfect CSI and simply using the average values of $A$ and $B$. This gap can be partially closed by estimating either $A$ and $B$ independently on a block-by-block basis, and the gap closes almost completely by estimating them jointly.

Example 10. Figure 9.15 illustrates the robustness of the estimator as a function of the alphabet size, channel type, and fraction of partial-band interference $\mu$. The figure shows the value of $\mathcal{E}_{b} / N_{0}$ required to achieve a bit error rate of $10^{-3}$ as a function of $\mu$ for several systems with $\mathcal{E}_{b} / I_{t 0}=13 \mathrm{~dB}$. For each of the three alphabet sizes, both AWGN and block Rayleigh fading (again, 32 hops per codeword) are considered. For each of these six cases, the performance using perfect CSI and the performance with the EM estimator are shown. Across the


Figure 9.16: Required $\mathcal{E}_{b} / N_{0}$ to achieve $B E R=10^{-3}$ as a function of $\mu$ for quaternary and octal FH-CPFSK systems in Rayleigh block fading with partialband interference, EM estimation, $\mathcal{E}_{b} / I_{t 0}=13 \mathrm{~dB}$, and various hops per codeword [108]
entire range of tested parameters, the estimator's performance nearly matches that of perfect CSI. The benefit of increasing the alphabet size is apparent. For instance, in AWGN, increasing $q$ from 2 to 4 improves performance by about 4 dB , whereas increasing it again from 4 to 8 yields another 1.2 dB gain. The gains in Rayleigh fading are even more dramatic. Although the performance in AWGN is relatively insensitive to the value of $\mu$, the performance in Rayleigh fading degrades as $\mu$ increases, and when $q=2$, this degradation is quite severe.

If the hop rate increases, the increase in the number of independently fading dwell intervals per codeword implies that more diversity is available in the processing of a codeword. However, the shortening of the dwell interval makes the channel estimation less reliable by providing the estimator with fewer samples per block.

Example 11. The influence of the number of hops per codeword is shown in Figure 9.16 as a function of $\mu$ for quaternary and octal CPFSK using the EM estimator, Rayleigh block fading, and partial-band interference with $\mathcal{E}_{b} / I_{t 0}=$ 13 dB . Since the codeword length is fixed for each $q$, increasing the number of hops per codeword results in shorter blocks. For $q=4$, there are 108, 54, or 27
symbols per hop when there are 16,32 , or 64 hops per codeword, respectively. For $q=8$, there are 80,40 , or 20 symbols per hop when there are 16,32 , or 64 hops per codeword, respectively. Despite the slow decline in the accuracy of the EM channel estimates, the diversity improvement is sufficient to produce an improved performance as the number of code symbols per hop decreases. However, decreasing to fewer than 20 code symbols per hop begins to broaden the spectrum significantly, as indicated in Section 3.5, unless the parameter values are changed.

Frequency-hopping systems, such as GSM, Bluetooth, and combat net radios, use binary minimum-shift keying (MSK) with $h=0.5$ or binary Gaussian FSK and do not have fading-amplitude estimators. Figures 9.15 and 9.14 illustrate the substantial performance penalties resulting from the use of a binary modulation and the absence of fading-amplitude estimation, respectively. The cost of the superior performance of the robust system is primarily the increased computational requirements. Other nonbinary frequency-hopping systems use channel estimators to achieve an excellent performance against partial-band interference and AWGN. However, they are not resistant to multiple-access interference because the transmitted symbols are not spectrally compact, and the channel estimators are not designed to estimate multiple interference and noise PSD levels. As described subsequently, the robust system accommodates substantial multiple-access interference.

## Asynchronous Multiple-Access Interference

Multiple-access interference may occur when two or more frequency-hopping signals share the same physical medium or network, but the hopping patterns are not coordinated. A collision occurs when two or more signals using the same frequency channel are received simultaneously. Since the probability of a collision in a network is decreased by increasing the number of frequency channels in the hopset, a spectrally compact modulation is highly desirable when the hopping band is fixed.

Simulation experiments were conducted to compare the effect of the number of mobiles of a MANET (Section 8.2) on systems with different values of $q$ and $h$. All network mobiles have asynchronous, statistically independent, randomly generated hopping patterns with negligible switching times between dwell intervals. Let $T_{i}$ denote the random variable representing the relative transition time of frequency-hopping interference signal $i$ or the start of its new dwell interval relative to that of the desired signal. The ratio $T_{i} / T_{s}$ is uniformly distributed over the integers in $\left[0, N_{h}-1\right]$, where $N_{h}$ is the number of symbols per dwell interval.

Let $M$ denote the number of frequency channels in the hopset shared by all mobiles. Since the interference and desired signal are not synchronized, parts of two dwell intervals of the interference signal coincide with a single dwell interval of the desired signal. Thus, two carrier frequencies are randomly generated by each interference signal during each dwell interval of the desired signal. Therefore, the probability is $1 / M$ that the interference signal collides with the
desired signal before $T_{i}$, and the probability is $1 / M$ that the interference signal collides with the desired signal after $T_{i}$. Each interference signal transmits a particular symbol with probability $1 / q$ (common values of $q$ and $h$ are used throughout the network). The response of each matched filter to an interference symbol is given by the same equations used for the desired signal. The softdecision metrics sent to the decoder are generated in the usual manner but are degraded by the multiple-access interference.

The transmitted powers of the interference and the desired signals are the same. All the interference sources are randomly located at a distance from the receiver within 4 times the distance of the desired-signal source. All signals experience a path loss with an attenuation power law equal to 4 and independent Rayleigh fading. The interference signals also experience independent shadowing (Section 6.1) with a shadow factor equal to 8 dB .

The simulations consider CPFSK alphabet sizes from the set $q=\{2,4,8\}$. The hopping band has the normalized bandwidth $W T_{b}=2000$. Both orthogonal and nonorthogonal modulations are considered. For the orthogonal case, the code rate is chosen to be 2048/6144, which is close to the informationtheoretic optimal value in Rayleigh fading when $h=1$. Taking into account the $99 \%$ power bandwidth of the resulting signal, there are $M=312,315$, and 244 frequency channels for binary, quaternary, and octal orthogonal CPFSK, respectively. For the nonorthogonal case, a bandwidth constraint $B_{\max } T_{b}=2$ is assumed so that there are $M=1000$ frequency channels. As in the previous examples, values of $h$ and $R$ that are close to the information-theoretic optimal values for this bandwidth constraint are selected (i.e., $h=0.6$ and $R=2048 / 3200$ for $q=2, h=0.46$ and $R=2048 / 3456$ for $q=4$, and $h=0.32$ and $R=2048 / 3840$ for $q=8$ ). In all cases, there are 32 hops per codeword.

Unlike the partial-band interference case, where the interference power is constant for the entire duration of the hop, the interference power in the presence of multiple-access interference is not generally constant due to the asynchronous hopping. This fact suggests that performance can be improved by partitioning the block into multiple sub-blocks and obtaining a separate estimate of $A$ for each sub-block. Such estimates can be found from a simple modification of the EM-based estimator. The estimator first finds the value of $B$ for the entire block from (9-105) as before. Next, it finds the value of $A$ for each sub-block from (9-104) using the value of $B$ found for the entire block and the value of $D$ for just that sub-block (with $N_{b}$ set to the size of the sub-block).

Example 12. The impact of the channel-estimation technique is illustrated in Figure 9.17 for a system with 30 mobiles all transmitting nonorthogonal octal CPFSK. The uppermost curve shows what happens when the receiver ignores the presence of interference. In this case, $B$ is set to its actual value (perfect CSI for $B$ ), whereas $A$ is set to $N_{0}$, its value without interference. Performance can be improved by using the EM-based estimators for jointly estimating $A$ and $B$ on a block-by-block basis, as illustrated by the second curve from the top. The bottom three curves in Figure 9.17 show the performance when 4 , 8 , or 10 sub-blocks are used to estimate $A$. Although it is beneficial to use more sub-blocks at low $\mathcal{E}_{b} / N_{0}$, at higher $\mathcal{E}_{b} / N_{0}$ even using only 4 sub-blocks is


Figure 9.17: Bit error rates of FH-CPFSK systems with various estimators in Rayleigh block fading with multiple-access interference created by 30 mobiles. Turbo-coded octal CPFSK is used with $h=0.32$, code rate $2048 / 3840$, and 32 hops per codeword [108]
sufficient to give significantly improved performance. This method of sub-block estimation entails essentially no additional complexity.

Example 13. In Figure 9.18, the performance using the block EM estimator (no sub-block estimation) is shown. In particular, the minimum required value of $\mathcal{E}_{b} / N_{0}$ to achieve a bit error rate equal to $10^{-4}$ is given as a function of the number of mobiles. The performance is shown for both orthogonal and nonorthogonal modulations and the three values of $q$. For a lightly loaded system (fewer than five mobiles), the orthogonal systems outperform the nonorthogonal ones because orthogonal modulation is more energy efficient in the absence of interference. However, as the number of mobiles increases beyond about five, the nonorthogonal systems offer superior performance. The reason is that the improved spectral efficiency of a nonorthogonal modulation allows more frequency channels, thereby decreasing the probability of a collision. With orthogonal modulation, performance as a function of the number of mobiles degrades more rapidly as $q$ increases because larger values of $q$ require larger bandwidths. In contrast, with nonorthogonal modulation, the best performance is achieved with the largest value of $q$, although performance with $q=2$ or $q=4$ is only about $1-2 \mathrm{~dB}$ worse than with $q=8$. When there are 50


Figure 9.18: Required $\mathcal{E}_{b} / N_{0}$ to achieve $B E R=10^{-4}$ as a function of the number of mobiles for turbo-coded FH-CPFSK systems in Rayleigh block fading. $B_{\max } T_{b}=2$ for nonorthogonal signals [108]
mobiles, nonorthogonal CPFSK with $q=8$ is about 3 dB more energy efficient than the more conventional orthogonal CPFSK with $q=2$.

Example 14. Figure 9.19 shows the performance with nonorthogonal CPFSK when sub-block estimation is used instead of block estimation, but the system parameters remain the same. For $q=8$ there are 10 sub-blocks of $40 / 10=4$ symbols, for $q=4$ there are 9 sub-blocks of $54 / 9=6$ symbols, and for $q=2$ there are 10 sub-blocks of $100 / 10=10$ symbols. A comparison with Figure 9.18 indicates that for $q=8$ and 50 mobiles, there is a 4 dB gain in energy efficiency relative to the block estimator. It is also observed that when using the sub-block estimator, the performance is less sensitive to the number of mobiles and that in a very lightly loaded system, the block estimator offers better performance (since then $A$ is likely to be constant for the entire hop).

The noncoherent frequency-hopping system with nonorthogonal CPFSK is highly robust in environments including frequency-selective fading, partial-band interference, multitone jamming, and multiple-access interference. The robustness is due to the iterative turbo decoding and demodulation, the channel estimator based on the expectation-maximization algorithm, and the spectrally compact modulation.


Figure 9.19: Required $\mathcal{E}_{b} / N_{0}$ to achieve $B E R=10^{-4}$ as a function of the number of mobiles for improved EM estimation and nonorthogonal binary, quaternary, and octal turbo-coded FH-CPFSK systems in Rayleigh block fading [108]

### 9.5 Problems

1. Consider a complete data vector that has a conditional density of the form

$$
f(\mathbf{z} \mid \boldsymbol{\theta})=\alpha(\mathbf{z}) \exp \left[g(\boldsymbol{\theta})+\boldsymbol{\theta}^{T} \beta(\mathbf{z})\right]
$$

where $\alpha(\mathbf{z})$ and $g(\boldsymbol{\theta})$ are scalar-valued functions, and $\beta(\mathbf{z})$ is a vectorvalued function. If $\mathbf{y}$ is an incomplete data vector, show that the EM estimators are solutions of the vector equation that has the form

$$
\nabla_{\boldsymbol{\theta}} g(\boldsymbol{\theta})_{\theta=\hat{\theta}_{i+1}}=h\left(\hat{\theta}_{i}, \mathbf{y}\right)
$$

Determine the function $h\left(\hat{\theta}_{i}, \mathbf{y}\right)$.
2. Let $X_{1 i}$ and $X_{2 i}$ denote independent, zero-mean, Gaussian random variables with variances $\lambda_{1}$ and $\lambda_{2}$, respectively, for $i=1, \ldots, N$. The received random vector is $\mathbf{Y}=\left[Y_{1} \ldots Y_{N}\right]^{T}$, where $Y_{i}=a X_{1 i}+b X_{2 i}$, and $a$ and
$b$ are known constants. It is desired to derive maximum-likelihood estimates of the variances. (a) Evaluate the likelihood equations and show that they provide a single equation that does not have a unique solution even when $N \rightarrow \infty$. Interpret this result in terms of the variances. (b) Define a complete data vector. Apply the EM algorithm to obtain estimates of the variances.
3. Consider two modifications of Example 1. (a) Assume that $v$ is known and derive the EM estimator of $A$. (b) Assume that $A$ is known and derive the EM estimator of $v$.
4. Let $\mathbf{Z}$ denote a complete data vector. Each component $Z_{i}$ is an independent, identically distributed Gaussian random variable with a mean $\mu$ and variance $v$. The observed data vector is $\mathbf{Y}$, where each component is $Y_{i}=\left|Z_{i}\right|$. Apply the EM algorithm to obtain estimates of $\boldsymbol{\theta}=[\mu, v]^{T}$. Let $f(\mathbf{z} \mid \boldsymbol{\theta})$ denote the Gaussian density with parameters equal to $\boldsymbol{\theta}$. Show that the estimates are

$$
\begin{aligned}
& \widehat{\mu}_{k+1}=\frac{1}{n} \sum_{i=1}^{n} \frac{y_{i} f\left(y_{i} \mid \hat{\boldsymbol{\theta}}_{k}\right)-y_{i} f\left(-y_{i} \mid \hat{\boldsymbol{\theta}}_{k}\right)}{f\left(y_{i} \mid \hat{\boldsymbol{\theta}}_{k}\right)+f\left(-y_{i} \mid \hat{\boldsymbol{\theta}}_{k}\right)} \\
& \widehat{v}_{k+1}=\frac{1}{n} \sum_{i=1}^{n} y_{i}^{2}-\widehat{\mu}_{k+1}^{2}
\end{aligned}
$$

5. Consider the equation $f(x)=x^{2}-3 x+1=0$. Find two different representations of this equation that have the form $x=g(x)$, and find sufficient conditions for convergence of the fixed-point iterations for both representations. Show that the initial value $x_{0}=2$ does not satisfy one of these conditions for an interval that includes it. Show by numerical computation of a few iterations that convergence to the smaller solution of $f(x)=0$ occurs nevertheless.
6. Consider the equation $f(x)=x^{3}+x-1=0$, which has a solution near $x=0.68$. Find a representation of this equation having the form $x=g(x)$ and satisfying the sufficient condition for convergence of the fixed-point iteration for any initial $x_{0}$. Show that $x=1-x^{3}$ is not the required representation.
7. Derive (9-47) to (9-49) from (9-42).
8. Use calculations similar to those in the text to derive (9-60).
9. Show how the spectrum confinement leads to (9-75).
10. Derive (9-104) and (9-105) from (9-99).

## Chapter 10

## Detection of Spread-Spectrum Signals

The ability to detect the presence of spread-spectrum signals is often required by cognitive radio, ultra-wideband, and military systems. This chapter presents an analysis of the detection of spread-spectrum signals when the spreading sequence or the frequency-hopping pattern is unknown and cannot be accurately estimated by the detector. Thus, the detector cannot mimic the intended receiver, and alternative procedures are required. The goal is limited in that only detection is sought, not demodulation or decoding. Nevertheless, detection theory leads to impractical devices for the detection of spread-spectrum signals. An alternative procedure is to use a radiometer or energy detector, which relies solely on energy measurements to determine the presence of unknown signals. The radiometer has applications not only as a detector of spread-spectrum signals but also as a general sensing method in cognitive radio and ultra-wideband systems.

### 10.1 Detection of Direct-Sequence Signals

A spectrum analyzer usually cannot detect a signal with a PSD below that of the background noise. Therefore, as the spreading factor increases, it becomes increasingly unlikely that a direct-sequence signal can be detected by a spectrum analyzer. Nevertheless, detection may still be probable by other means. If not, the direct-sequence signal is said to have a low probability of interception.

## Detection of a Known Signal in AWGN

Consider the detection problem of deciding on the presence or absence of a known signal $s(t, \boldsymbol{\theta})$ over an observation interval in the presence of AWGN,
where $\boldsymbol{\theta}$ denotes a vector of parameters. Based on the observation of the received signal $r(t)$, classical detection theory [36, 49] requires that one choose between the hypothesis $H_{1}$ that the signal is present and the hypothesis $H_{0}$ that the signal is absent. For the observation interval $[0, T]$, the hypotheses are

$$
\begin{array}{ll}
H_{1}: & r(t)=s(t, \boldsymbol{\theta})+n(t) \\
H_{0}: & r(t)=n(t) \tag{10-1}
\end{array}
$$

where $n(t)$ is zero-mean, white Gaussian noise. The real-valued signal $s(t, \boldsymbol{\theta})$ belongs to the signal space $L^{2}[0, T]$ of complex-valued functions $f$ such that $|f|^{2}$ is integrable over $[0, T]$. As explained in Appendix F.1, the inner product of functions $f(t)$ and $g(t)$ in $L^{2}[0, T]$ is

$$
\begin{equation*}
\langle f(t), g(t)\rangle=\int_{0}^{T} f(t) g^{*}(t) d t \tag{10-2}
\end{equation*}
$$

Since both $s(t, \boldsymbol{\theta})$ and $n(t)$ are real valued, we establish a suitable set of realvalued orthonormal basis functions (Appendix F.1) that simplify the detection problem. We first choose a complete set of real-valued orthonormal basis functions $\left\{\phi_{i}^{\prime}(t)\right\}$ for $L^{2}[0, T]$. A new complete set of real-valued orthonormal basis functions $\left\{\phi_{i}(t)\right\}$ for $L^{2}[0, T]$ is generated by selecting the first basis function as

$$
\begin{equation*}
\phi_{1}(t)=\frac{s(t, \boldsymbol{\theta})}{\sqrt{\mathcal{E}}} \tag{10-3}
\end{equation*}
$$

where the signal energy is

$$
\begin{align*}
\mathcal{E} & =\|s(t, \boldsymbol{\theta})\|^{2}=\langle s(t, \boldsymbol{\theta}), s(t, \boldsymbol{\theta})\rangle \\
& =\int_{0}^{T}|s(t, \boldsymbol{\theta})|^{2} d t \tag{10-4}
\end{align*}
$$

and is assumed to be the same for all $\boldsymbol{\theta}$. The remaining basis functions are constructed by the Gram-Schmidt orthonormalization process (Appendix F.1) using the functions $\phi_{1}(t)$ and the $\left\{\phi_{i}^{\prime}(t)\right\}$.

In terms of the $\left\{\phi_{i}(t)\right\}$ and (10-3), we have the orthonormal expansions

$$
\begin{align*}
r(t) & =\sum_{i=1}^{\infty} r_{i} \phi_{i}(t), r_{i} \tag{10-5}
\end{align*}=\left\langle r(t), \phi_{i}(t)\right\rangle,
$$

and

$$
\begin{align*}
r_{1} & =\frac{1}{\sqrt{\mathcal{E}}} \int_{0}^{T} r(t) s(t, \boldsymbol{\theta}) d t  \tag{10-7}\\
n_{1} & =\frac{1}{\sqrt{\mathcal{E}}} \int_{0}^{T} n(t) s(t, \boldsymbol{\theta}) d t \tag{10-8}
\end{align*}
$$

Since an orthonormal expansion contains the same information that resides in $r(t)$, it follows that detection can be based on the coefficients of $r(t)$ with respect to the orthonormal expansion. Therefore, the detection problem becomes the decision between the hypotheses

$$
\begin{array}{ll}
H_{1}: & r_{1}=\sqrt{\mathcal{E}}+n_{1}, \quad r_{i}=n_{i}, \quad i \geq 2 \\
H_{0}: & r_{i}=n_{i}, \quad i \geq 1 \tag{10-9}
\end{array}
$$

As shown in Appendix F.2, since $n(t)$ is white Gaussian noise, coefficients $n_{i}$ with $i \geq 2$ are statistically independent of $n_{1}$ and hence contain no information about $r_{1}$. Therefore, the detection problem reduces to a decision between the hypotheses

$$
\begin{array}{ll}
H_{1}: & r_{1}=\sqrt{\mathcal{E}}+n_{1}  \tag{10-10}\\
H_{0}: & r_{1}=n_{1}
\end{array}
$$

which indicates that $r_{1}$ is a sufficient statistic that retains all the information in $r(t)$ relevant to the detection. This sufficient statistic is the correlation metric that is obtained by projecting $r(t)$ onto the one-dimensional subspace spanned by $s(t, \boldsymbol{\theta})$. If $s(t, \boldsymbol{\theta})$ is known and the sufficient statistic $r_{1}$ exceeds or equals a threshold, then the detector decides in favor of hypothesis $H_{1}$; if the sufficient statistic is less than the threshold, then the detector decides in favor of $H_{0}$. The threshold may be set to ensure a tolerable false-alarm probability when $s(t, \boldsymbol{\theta})$ is absent.

An equivalent procedure when $s(t, \boldsymbol{\theta})$ is known is to compare the likelihood ratio of the sufficient statistic with a threshold. Let $f\left(r_{1} \mid H_{1}, \boldsymbol{\theta}\right)$ denote the conditional density or likelihood function of the sufficient statistic $r_{1}$ of (10-7), given hypothesis $H_{1}$ and the value of $\boldsymbol{\theta}$. Let $f\left(r_{1} \mid H_{0}, \boldsymbol{\theta}\right)$ denote the conditional density or likelihood function of $r_{1}$, given hypothesis $H_{0}$. The likelihood ratio is defined as $f\left(r_{1} \mid H_{1}, \boldsymbol{\theta}\right) / f\left(r_{1} \mid H_{0}, \boldsymbol{\theta}\right)$. If $\boldsymbol{\theta}$ is known and the likelihood ratio is larger than or equal to a threshold, then $H_{1}$ is accepted; if the likelihood ratio is less than the threshold, then $H_{0}$ is accepted.

If the parameters are modeled as random variables with known probability distribution functions, then we compute an average likelihood ratio by averaging over the distribution functions. The average likelihood ratio of the received signal $r(t)$, which is compared with a threshold for a detection decision, is

$$
\begin{equation*}
\Lambda[r(t)]=E_{\boldsymbol{\theta}}\left[\frac{f\left(r_{1} \mid H_{1}, \boldsymbol{\theta}\right)}{f\left(r_{1} \mid H_{0}, \boldsymbol{\theta}\right)}\right] \tag{10-11}
\end{equation*}
$$

where $E_{\boldsymbol{\theta}}[\cdot]$ is the average over the distribution functions of the parameter components of $\boldsymbol{\theta}$.

Since $n(t)$ is zero-mean white noise, $n_{1}$ is a zero-mean Gaussian random variable. The expected values of $n_{1}$ under the two hypotheses are

$$
\begin{equation*}
E\left[n_{1} \mid H_{1}\right]=E\left[n_{1} \mid H_{0}\right]=0 . \tag{10-12}
\end{equation*}
$$

The autocorrelation of $n(t)$ is (Appendix D.2)

$$
\begin{equation*}
R_{n}(\tau)=\frac{N_{0}}{2} \delta(\tau) \tag{10-13}
\end{equation*}
$$

where $\delta(\tau)$ is the Dirac delta function. Therefore, (10-8) yields

$$
\begin{equation*}
E\left[n_{1}^{2}\right]=\frac{N_{0}}{2} \tag{10-14}
\end{equation*}
$$

The conditional densities of $r_{1}$ under the two hypotheses are

$$
\begin{align*}
f\left(r_{1} \mid H_{1}, \boldsymbol{\theta}\right) & =\frac{1}{\sqrt{\pi N_{0}}} \exp \left[-\frac{\left(r_{1}-\sqrt{\mathcal{E}}\right)^{2}}{N_{0}}\right]  \tag{10-15}\\
f\left(r_{1} \mid H_{0}, \boldsymbol{\theta}\right) & =\frac{1}{\sqrt{\pi N_{0}}} \exp \left(-\frac{r_{1}^{2}}{N_{0}}\right) \tag{10-16}
\end{align*}
$$

Substituting these equations into (10-11), we obtain

$$
\begin{equation*}
\Lambda[r(t)]=E_{\boldsymbol{\theta}}\left[\exp \left(\frac{2 \sqrt{\mathcal{E}} r_{1}-\mathcal{E}}{N_{0}}\right)\right] \tag{10-17}
\end{equation*}
$$

## Direct-Sequence Signals

Detection theory leads to various detection receivers depending on precisely what is assumed to be known about the direct-sequence signal to be detected. To account for uncertainty in the chip timing, one might use several parallel detectors, each of which implements a different chip timing. Assuming that this procedure ultimately provides accurate chip-timing information, we consider the design of a single detector with perfect chip-timing information. Another assumption, which greatly simplifies the mathematical analysis, is that whenever the signal is present, it is present during the entire observation interval. Even with the latter assumptions, we find that the application of detection theory leads to a very complicated receiver.

Consider the detection of a DS-BPSK signal:

$$
\begin{equation*}
s(t, \boldsymbol{\theta})=\sqrt{2 \mathcal{E}_{s}} p(t) \cos \left(2 \pi f_{c} t+\theta\right), 0 \leq t \leq T \tag{10-18}
\end{equation*}
$$

where $\mathcal{E}_{s}$ is the energy per symbol, $f_{c}$ is the known carrier frequency, and $\theta$ is the carrier phase assumed to be constant over the observation interval $0 \leq t \leq T$. The spreading waveform $p(t)$, which subsumes the random data modulation and has unit energy over a symbol interval of duration $T_{s}$, is modeled as

$$
\begin{equation*}
p(t)=\sum_{i=0}^{\infty} p_{i} \psi\left(t-i T_{c}\right) \tag{10-19}
\end{equation*}
$$

where $p_{i}= \pm 1$ is a data-modulated chip, and $\psi(t)$ is the chip waveform of known duration $T_{c}$. The energy of $s(t, \boldsymbol{\theta})$ over the observation interval is

$$
\begin{equation*}
\mathcal{E}=\frac{\mathcal{E}_{s} T}{T_{s}} \tag{10-20}
\end{equation*}
$$

We wish to detect the direct-sequence signal with unknown random parameters $\boldsymbol{\theta}=\left(\mathcal{E}_{s}, \theta, \mathbf{p}\right)$, where the vector $\mathbf{p}$ denotes the spreading sequence. The known chip timing allows the boundary of the observation interval of the received signal $r(t)$ to coincide with a chip transition.

By substituting (10-7), (10-18), and (10-20) into (10-17), the average likelihood ratio is expressed in terms of the signal waveforms as

$$
\begin{equation*}
\Lambda[r(t)] \equiv E_{\mathcal{E}, \theta, \mathbf{p}}\left\{\exp \left[\frac{2 \mathcal{E} \sqrt{2 T_{s} / T}}{N_{0}} \int_{0}^{T} r(t) p(t) \cos \left(2 \pi f_{c} t+\theta\right) d t-\frac{\mathcal{E}}{N_{0}}\right]\right\} \tag{10-21}
\end{equation*}
$$

where $E_{\mathcal{E}, \theta, \mathbf{p}}\{\cdot\}$ is the average over the distribution functions of $\mathcal{E}, \theta$, and $\mathbf{p}$.
For coherent detection, we make the assumption that $\theta$ is somehow accurately estimated so that it can be removed from consideration. Mathematically, we set $\theta=0$ in (10-21). There are $2^{N_{c}}$ equally likely patterns of the spreading sequence of $N_{c}$ chips when $T=N_{c} T_{c}$. Thus, the average likelihood ratio for the ideal coherent detector is

$$
\begin{equation*}
\Lambda[r(t)] \equiv E_{\mathcal{E}}\left\{\sum_{j=1}^{2^{N_{c}}} \exp \left[\frac{2 \mathcal{E} \sqrt{2 T_{s} / T}}{N_{0}} \sum_{i=0}^{N_{c}-1} p_{i}^{(j)} r_{c i}-\frac{\mathcal{E}}{N_{0}}\right]\right\} \quad \text { (coherent) } \tag{10-22}
\end{equation*}
$$

where $p_{i}^{(j)}$ is chip $i$ of pattern $j$ and

$$
\begin{equation*}
r_{c i}=\int_{i T_{c}}^{(i+1) T_{c}} r(t) \psi\left(t-i T_{c}\right) \cos \left(2 \pi f_{c} t\right) d t . \tag{10-23}
\end{equation*}
$$

For the far more realistic noncoherent detection of a direct-sequence signal, the received carrier phase is assumed to be uniformly distributed over $[0,2 \pi)$. Using a trigonometric expansion and then evaluating the expectation over the random spreading sequence, we obtain the average likelihood ratio:

$$
\begin{equation*}
\Lambda(r(t))=E_{\mathcal{E}, \theta}\left\{\sum_{j=1}^{2^{N_{c}}} \exp \left[\frac{2 \mathcal{E} \sqrt{2 T_{s} / T}}{N_{0}} \sum_{i=0}^{N_{c}-1} p_{i}^{(j)}\left(r_{c i} \cos \theta-r_{s i} \sin \theta\right)-\frac{\mathcal{E}}{N_{0}}\right]\right\} \tag{10-24}
\end{equation*}
$$

where $r_{c i}$ is defined by (10-23), and

$$
\begin{equation*}
r_{s i}=\int_{i T_{c}}^{(i+1) T_{c}} r(t) \psi\left(t-i T_{c}\right) \sin \left(2 \pi f_{c} t\right) d t \tag{10-25}
\end{equation*}
$$

Using (H-15) of Appendix H.3, the uniform distribution of $\theta$, and trigonometry and dropping an irrelevant factor, we obtain the average likelihood ratio:

$$
\begin{equation*}
\Lambda[r(t)]=E_{\mathcal{E}}\left[\sum_{j=1}^{2^{N_{c}}} I_{0}\left(\frac{2 \mathcal{E} \sqrt{2 R_{j} T_{s} / T}}{N_{0}}\right) \exp \left(-\frac{\mathcal{E}}{N_{0}}\right)\right] \text { (noncoherent) } \tag{10-26}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the modified Bessel function of the first kind and order zero, and

$$
\begin{equation*}
R_{j}=\left[\sum_{i=0}^{N_{c}-1} p_{i}^{(j)} r_{c i}\right]^{2}+\left[\sum_{i=0}^{N_{c}-1} p_{i}^{(j)} r_{s i}\right]^{2} . \tag{10-27}
\end{equation*}
$$

These equations define the theoretically optimal noncoherent detector for a direct-sequence signal when the signal parameters have known probability distribution functions. The presence of the desired signal is declared if (10-26) exceeds a threshold level.

Even if the signal energy is assumed to be known so that the expectations in (10-22) and (10-26) do not need to be evaluated, the implementation of either the coherent or noncoherent optimal detector would be very complicated. The computational complexity would grow exponentially with $N_{c}$, the number of chips in the observation interval. Additional complexity would be required because of the parallel processors necessary to account for the unknown chip timing. Calculations [70] indicate that the ideal coherent and noncoherent detectors typically provide 3 dB and 1.5 dB advantages, respectively, over the far more practical wideband radiometer, which is analyzed in the next section. The use of several wideband radiometers can compensate for these advantages. Furthermore, implementation losses and imperfections in the optimal detectors are likely to be significant.

### 10.2 Radiometer

A radiometer or energy detector is a device that uses energy measurements to determine the presence of unknown signals [104]. The radiometer is notable for its extreme simplicity and its meager requirement of virtually no information about a target signal other than its rough spectral location.

Suppose that the signal to be detected is approximated by a zero-mean, white Gaussian process. Consider two hypotheses that both assume the presence of a zero-mean, bandlimited white Gaussian process over an observation interval $0 \leq t \leq T$. Under $H_{0}$, only noise is present, and the two-sided PSD over the signal band is $N_{0} / 2$, whereas under $H_{1}$, both signal and noise are present, and the PSD is $N_{1} / 2$ over this band. Using orthonormal basis functions, the hypotheses are

$$
\begin{array}{ll}
H_{1}: & r_{i}=n_{i}, \operatorname{var}\left(n_{i}\right)=N_{1} / 2, i \geq 1 \\
H_{0}: & r_{i}=n_{i}, \operatorname{var}\left(n_{i}\right)=N_{0} / 2, i \geq 1 . \tag{10-28}
\end{array}
$$

and the conditional densities are

$$
\begin{equation*}
f\left(\mathbf{r} \mid H_{i}\right)=\prod_{k=1}^{\infty} \frac{1}{\sqrt{\pi N_{i}}} \exp \left(-\frac{r_{k}^{2}}{N_{i}}\right), \quad i=0,1 . \tag{10-29}
\end{equation*}
$$



Figure 10.1: Ideal radiometer

Taking the logarithm of the likelihood ratio and merging constants with the threshold, we find that the decision rule is to compare

$$
\begin{equation*}
V=\sum_{k=1}^{\infty} r_{k}^{2} \tag{10-30}
\end{equation*}
$$

to a threshold. Using the properties of orthonormal basis functions, we find that the test statistic is

$$
\begin{equation*}
V=\int_{0}^{T} r^{2}(t) d t \tag{10-31}
\end{equation*}
$$

where the assumption of bandlimited processes is necessary to ensure the finiteness of the statistic. A device that implements this test statistic is called an energy detector or radiometer.

Although it was derived for a bandlimited white Gaussian signal, the radiometer is a flexible configuration that can determine the presence of deterministic signals. Theoretically superior devices require much more information about the target signals than does the radiometer. These devices have greatly increased computational complexity compared with the radiometer, and they provide an improved performance primarily when the noise-estimation errors of the radiometer are substantial. Asdiscussed subsequently, appropriate methods keep these errors and their impact small. Although a single radiometer is incapable of determining whether one or more than one signal has been detected, narrowband interference can be rejected by the methods of Section 5.3.

An ideal radiometer has the form shown in Fig. 10.1. The input signal $r(t)$ is filtered, squared, and integrated to produce an output that is compared with a threshold. The receiver decides that the target signal has been detected if and only if the threshold is exceeded. Since accurate analog integrators are difficult to implement and very power consuming, much more practical radiometers use either baseband sampling, as illustrated in Fig. 10.2, or bandpass sampling, as illustrated in Fig. 10.3. The mathematical analyses of all three forms of the radiometer lead to the same performance equations, but the analyses of the two practical radiometers entail significantly fewer approximations and hence provide more reliable results. The analysis of the radiometer with bandpass sampling is provided subsequently.

The bandpass filter in Fig. 10.3 is assumed to approximate an ideal rectangular filter that passes the target signal $s(t)$ with negligible distortion while eliminating interference and limiting the noise. If the target signal has an unknown arrival time, the observation interval during which samples are taken is a sliding window with the oldest sample discarded as soon as a new sample is


Figure 10.2: Radiometer with baseband sampling


Figure 10.3: Radiometer with bandpass sampling
taken. The filter has center frequency $f_{c}$ and bandwidth $W$ and produces the output

$$
\begin{equation*}
y(t)=s(t)+n(t) \tag{10-32}
\end{equation*}
$$

where $n(t)$ is bandlimited white Gaussian noise with a two-sided PSD equal to $N_{0} / 2$.

As indicated by (D-13) of Appendix D.1, a bandlimited deterministic signal can be represented as

$$
\begin{equation*}
s(t)=s_{c}(t) \cos 2 \pi f_{c} t-s_{s}(t) \sin 2 \pi f_{c} t \tag{10-33}
\end{equation*}
$$

Since the spectrum of $s(t)$ is confined within the filter passband, $s_{c}(t)$ and $s_{s}(t)$ have frequency components confined to the band $|f| \leq W / 2$. As indicated by (D-29) and (D-44) of Appendix D.2, the bandlimited Gaussian noise emerging from the bandpass filter can be represented in terms of quadrature components as

$$
\begin{equation*}
n(t)=n_{c}(t) \cos 2 \pi f_{c} t-n_{s}(t) \sin 2 \pi f_{c} t \tag{10-34}
\end{equation*}
$$

where the PSDs of $n_{c}(t)$ and $n_{s}(t)$ are

$$
S_{c}(f)=S_{s}(f)=\left\{\begin{array}{cl}
N_{0}, & |f| \leq W / 2  \tag{10-35}\\
0, & |f|>W / 2
\end{array}\right.
$$

The inverse Fourier transforms of the PSDs indicate that the autocorrelation functions are

$$
\begin{equation*}
R_{c}(\tau)=R_{s}(\tau)=\sigma^{2} \frac{\sin \pi W \tau}{\pi W \tau} \tag{10-36}
\end{equation*}
$$

where noise power is

$$
\begin{equation*}
\sigma^{2}=N_{0} W \tag{10-37}
\end{equation*}
$$

Let $\nu$ denote the number of samples collected by the radiometer of Fig. 10.3. At sampling rate $W$, the duration of the observation interval of the target signal is $T=\nu / W$. Substituting (10-33) and (10-34) into (10-32), squaring,
and sampling at rate $W$, we obtain the output

$$
\begin{align*}
V & =\frac{1}{2} \sum_{i=1}^{\nu}\left\{\left[s_{c}(i / W)+n_{c}(i / W)\right]^{2}+\left[s_{s}(i / W)+n_{s}(i / W)\right]^{2}\right\} \\
& +\frac{1}{2} \sum_{i=1}^{\nu}\left\{\left[s_{c}(i / W)+n_{c}(i / W)\right]^{2} c[i]+\left[s_{s}(i / W)+n_{s}(i / W)\right]^{2} s[i]\right\} \\
& -\sum_{i=1}^{\nu}\left\{\left[s_{c}(i / W)+n_{c}(i / W)\right]\left[s_{s}(i / W)+n_{s}(i / W)\right] s[i]\right\} \tag{10-38}
\end{align*}
$$

where $c[i]=\cos \left(4 \pi f_{c} i / W\right)$ and $s[i]=\sin \left(4 \pi f_{c} i / W\right)$. This output provides a test statistic that is compared with a threshold.

If $\nu \gg 1$ and $f_{c} \gg W$, the fluctuations of $c[i]$ and $s[i]$ cause the final two summations in (10-38) to be negligible compared with the first summation. Equation (10-36) indicates that the zero-mean Gaussian random variables $n_{c}(i / W)$ and $n_{c}(k / W)$ each have variance $\sigma^{2}$ and are statistically independent if $i \neq k$. Similarly, the zero-mean Gaussian random variables $n_{s}(i / W)$ and $n_{s}(k / W)$ each have variance $\sigma^{2}$ and are statistically independent if $i \neq k$. Since $n(t)$ is a zero-mean Gaussian process and has a PSD that is symmetrical about $f_{c}, n_{c}(t)$ and $n_{s}(t)$ are zero-mean, independent Gaussian processes (Appendix D.2), and hence $n_{c}(i / W)$ is statistically independent of $n_{s}(i / W)$. Therefore, for the AWGN channel in which $s_{c}(i / W)$ and $s_{s}(i / W)$ are deterministic, the test statistic may be expressed as

$$
\begin{equation*}
V=\frac{\sigma^{2}}{2} \sum_{i=1}^{\nu}\left(A_{i}^{2}+B_{i}^{2}\right) \tag{10-39}
\end{equation*}
$$

where the $\left\{A_{i}\right\}$ and the $\left\{B_{i}\right\}$ are statistically independent Gaussian random variables with unit variances and means

$$
\begin{align*}
& m_{1 i}=E\left[A_{i}\right]=\frac{s_{c}(i / W)}{\sigma}  \tag{10-40}\\
& m_{2 i}=E\left[B_{i}\right]=\frac{s_{s}(i / W)}{\sigma} \tag{10-41}
\end{align*}
$$

The random variable $2 V / \sigma^{2}$ has a noncentral chi-squared distribution (Appendix E.1) with $2 \nu$ degrees of freedom and noncentral parameter

$$
\begin{align*}
\lambda & =\sum_{i=1}^{\nu}\left(m_{1 i}^{2}+m_{2 i}^{2}\right)=\frac{1}{\sigma^{2}} \sum_{i=1}^{\nu}\left[s_{c}^{2}(i / W)+s_{s}^{2}(i / W)\right] \\
& \approx \frac{1}{N_{0}} \int_{0}^{T}\left[s_{c}^{2}(t)+s_{s}^{2}(t)\right] d t \approx \frac{2}{N_{0}} \int_{0}^{T} s^{2}(t) d t \tag{10-42}
\end{align*}
$$

where the first approximation is obtained by dividing the integration interval into $\nu$ parts, each of duration $1 / W$, and the second approximation uses (10-33)
and $f_{c} \gg W$. Let $\mathcal{E}$ denote the energy of the target signal and define $\gamma=\mathcal{E} / N_{0}$. Assuming that the approximations in (10-42) cause a negligible error,

$$
\begin{equation*}
\lambda=2 \gamma \tag{10-43}
\end{equation*}
$$

and the statistics of Gaussian random variables indicates that

$$
\begin{equation*}
E[V]=\sigma^{2}(\nu+\gamma) \tag{10-44}
\end{equation*}
$$

Applying (10-42), (10-43), and the statistics of Gaussian variables to (10-39) and using (A-7) of Appendix A.1, we obtain

$$
\begin{equation*}
\operatorname{var}(V)=\sigma^{4}(\nu+2 \gamma) \tag{10-45}
\end{equation*}
$$

From the noncentral chi-squared distribution, the density of $V$ is determined:

$$
\begin{equation*}
f_{V}(x)=\frac{1}{\sigma^{2}}\left(\frac{x}{\sigma^{2} \gamma}\right)^{(\nu-1) / 2} \exp \left(-\frac{x}{\sigma^{2}}-\gamma\right) I_{\nu-1}\left(\frac{2 \sqrt{x \gamma}}{\sigma}\right) u(x) \tag{10-46}
\end{equation*}
$$

where $u(x)$ is the unit step function defined by (1-69), and $I_{n}(\cdot)$ is the modified Bessel function of the first kind and order $n$ (Appendix H.3). Substituting (H-13) into (10-46) and then setting $\gamma=0$, we obtain the density in the absence of a signal:

$$
\begin{equation*}
f_{V}(x)=\frac{1}{\sigma^{2}(\nu-1)!}\left(\frac{x}{\sigma^{2}}\right)^{\nu-1} \exp \left(-\frac{x}{\sigma^{2}}\right) u(x), \quad \gamma=0 \tag{10-47}
\end{equation*}
$$

Let $V_{t}$ denote the threshold such that if $V>V_{t}$, the receiver decides that the target signal is present. Therefore, a false alarm occurs if $V>V_{t}$ when the target signal is absent. Integration of (10-47) over $\left(V_{t}, \infty\right)$, a change of variables, and the application of (H-5) and (H-8) of Appendix H. 1 give the false-alarm probability

$$
\begin{equation*}
P_{F}=\frac{\Gamma\left(\nu, V_{t} / \sigma^{2}\right)}{(\nu-1)!}=\exp \left(-\frac{V_{t}}{\sigma^{2}}\right) \sum_{i=0}^{\nu-1} \frac{1}{i!}\left(\frac{V_{t}}{\sigma^{2}}\right)^{i} \tag{10-48}
\end{equation*}
$$

where $\Gamma(a, x)$ is the incomplete gamma function, and $\Gamma(a)=\Gamma(a, 0)$ is the gamma function.

The threshold $V_{t}$ is usually set to a value that ensures a specified $P_{F}$. Thus, if the estimate of $\sigma^{2}$ is $\sigma_{e}^{2}$, then

$$
\begin{equation*}
V_{t}=\sigma_{e}^{2} G_{\nu}^{-1}\left(P_{F}\right) \tag{10-49}
\end{equation*}
$$

where $G_{\nu}^{-1}(\cdot)$ is the inverse function of $P_{F}\left(V_{t} / \sigma^{2}\right)$. Since the series in (10-48) is finite, this inverse can be numerically computed by applying Newton's method. If the exact value of the noise power is known, then $\sigma_{e}^{2}=\sigma^{2}$ in (10-49).

The target signal is detected if $V>V_{t}$ when the target signal is present during the observation interval. For the AWGN channel, the integration of (10-46) and a change of variables yield the detection probability

$$
\begin{equation*}
P_{D}=Q_{\nu}\left(\sqrt{2 \gamma}, \sqrt{2 V_{t} / \sigma^{2}}\right) \tag{10-50}
\end{equation*}
$$

where $Q_{m}(\alpha, \beta)$ is the generalized Marcum $Q$-function defined by (H-26) of Appendix H.4.

For $\nu>100$, the generalized Marcum $Q$-function in (10-50) is difficult to compute and to invert, so we seek an approximation. As indicated by (10-39), the test statistic $V$ is the sum of independent random variables with finite means. Since the $\left\{A_{i}\right\}$ and the $\left\{B_{i}\right\}$ are Gaussian random variables, the $\left\{A_{i}^{2}\right\}$ and the $\left\{B_{i}^{2}\right\}$ have bounded fourth central moments. Equation (10-45) indicates that $[\operatorname{var}(V)]^{3 / 2} / \nu \rightarrow \infty$ as $\nu \rightarrow \infty$. Therefore, if $\nu \gg 1$, the central limit theorem (Corollary 3, Appendix A.2) is applicable. The theorem indicates that the distribution of $V$ is approximately Gaussian if $\nu \gg 1$. Using (10-44) and (10-45) and the Gaussian distribution, we obtain

$$
\begin{equation*}
P_{D} \simeq Q\left[\frac{V_{t} / \sigma^{2}-\nu-\gamma}{\sqrt{\nu+2 \gamma}}\right], \nu \gg 1 \tag{10-51}
\end{equation*}
$$

where the $Q[0]$ is the Gaussian Q-function defined by (1-43). The error in the approximation (10-51) has been shown [40] to be less than 0.02 when $\nu>100$.

Setting $\gamma=0$ in (10-51) gives

$$
\begin{equation*}
P_{F} \simeq Q\left[\frac{V_{t} / \sigma^{2}-\nu}{\sqrt{\nu+2 \gamma}}\right], \nu \gg 1 \tag{10-52}
\end{equation*}
$$

The approximations provided by (10-51) and (10-52) are very accurate if $\nu \geq$ 100. Inverting (10-52), we obtain an approximate equation for $V_{t}$ in terms of $P_{F}, \sigma^{2}$, and $\nu$. Accordingly, if a required $P_{F}$ is specified and the estimate of $\sigma^{2}$ is $\sigma_{e}^{2}$, then the threshold setting is

$$
\begin{equation*}
V_{t} \simeq \sigma_{e}^{2}\left[\sqrt{\nu} Q^{-1}\left(P_{F}\right)+\nu\right], \nu \gg 1 \tag{10-53}
\end{equation*}
$$

where $Q^{-1}(\cdot)$ denotes the inverse of the Gaussian Q-function, and ideally $\sigma_{e}^{2}=$ $\sigma^{2}$. In most applications, there is a required false-alarm rate $F$, which is the expected number of false alarms per unit time. If successive observation intervals do not overlap each other except possibly at end points, then the required probability of false alarm is $P_{F}=F T$.

Example 1. Figure 10.4 depicts $P_{D}$ versus the energy-to-noise-density ratio $\gamma$ for a radiometer operating over the AWGN channel with $\sigma_{e}^{2}=\sigma^{2}$ and $P_{F}=10^{-3}$. Equation (10-49) is used to calculate $V_{t}$. Equation (10-50) is used to calculate $P_{D}$ for $\nu=10$ and $\nu=100$. For $\nu \geq 1000,(10-51)$ is used to calculate $P_{D}$. The figure illustrates that the signal energy required to achieve a desired $P_{D}$ increases as $\nu$ increases because additional energy is needed to overcome the noise in each additional sample. However, since the average signal power is equal to $\gamma \sigma^{2} / \nu$, the average signal power required decreases as $\nu$ increases.

## Rayleigh Fading

If the coherence time of Rayleigh fading exceeds the observation interval, then the energy of a target signal in Rayleigh fading, which is the sum of the squares of two zero-mean identically distributed Gaussian random variables, is a random


Figure 10.4: Probability of detection for the AWGN channel, $\sigma_{e}^{2}=\sigma^{2}$, and $P_{F}=10^{-3}$. Plots are labeled with $\nu$
variable with an exponential distribution (Appendix E.5) and average value $E[\mathcal{E}]=\overline{\mathcal{E}}$. Thus, the average probability of detection is

$$
\begin{equation*}
\bar{P}_{D}=\int_{0}^{\infty} \frac{1}{\bar{\gamma}} \exp \left(-\frac{\gamma}{\bar{\gamma}}\right) P_{D}(\gamma) d \gamma \tag{10-54}
\end{equation*}
$$

where $\bar{\gamma}=\overline{\mathcal{E}} / N_{0}$ and $P_{D}(\gamma)$ is given by (10-50).
The substitution of (H-26) and (H-13) of Appendix H into (10-50), the interchange of the summation and integration, a change of variables, and the evaluation of the integral using (H-5) give

$$
\begin{equation*}
P_{D}(\gamma)=\sum_{i=0}^{\infty} \frac{\Gamma\left(i+\nu, V_{t} / \sigma^{2}\right) \gamma^{i} e^{-\gamma}}{i!(i+\nu-1)!} \tag{10-55}
\end{equation*}
$$

The interchange of the summation and integration is justified by the monotone convergence theorem.

The substitution of (10-55) into (10-54), the application of the monotone convergence theorem to justify the interchange of the summation and integration, a change of variables, the evaluation of the integral using (H-3), and the substitution of (H-8) yield

$$
\begin{equation*}
\bar{P}_{D}=\sum_{i=0}^{\infty}\left(\frac{\bar{\gamma}}{\bar{\gamma}+1}\right)^{i} \frac{\exp \left(-\frac{V_{t}}{\sigma^{2}}\right)}{\bar{\gamma}+1} \sum_{k=0}^{\nu-1+i} \frac{\left(V_{t} / \sigma^{2}\right)^{k}}{k!} . \tag{10-56}
\end{equation*}
$$

Dividing the inner series into two series, using (10-48), evaluating a geometric series, and then rearranging a double series, we obtain

$$
\begin{align*}
\bar{P}_{D} & =\sum_{i=0}^{\infty}\left(\frac{\bar{\gamma}}{\bar{\gamma}+1}\right)^{i} \frac{\exp \left(-\frac{V_{t}}{\sigma^{2}}\right)}{\bar{\gamma}+1}\left[\sum_{k=0}^{\nu-1} \frac{\left(V_{t} / \sigma^{2}\right)^{k}}{k!}+\sum_{k=\nu}^{\nu-1+i} \frac{\left(V_{t} / \sigma^{2}\right)^{k}}{k!}\right] \\
& =P_{F}+\sum_{i=0}^{\infty} \sum_{k=\nu}^{\nu-1+i}\left(\frac{\bar{\gamma}}{\bar{\gamma}+1}\right)^{i} \frac{\exp \left(-\frac{V_{t}}{\sigma^{2}}\right)\left(V_{t} / \sigma^{2}\right)^{k}}{(\bar{\gamma}+1) k!} \\
& =P_{F}+\sum_{k=\nu}^{\infty} \frac{\exp \left(-\frac{V_{t}}{\sigma^{2}}\right)\left(V_{t} / \sigma^{2}\right)^{k}}{(\bar{\gamma}+1) k!} \sum_{i=k-\nu+1}^{\infty}\left(\frac{\bar{\gamma}}{\bar{\gamma}+1}\right)^{i} \tag{10-57}
\end{align*}
$$

Evaluation of the inner geometric series, use of the series for the exponential function to express the remaining infinite series for $\bar{P}_{D}$ as an exponential minus a finite series, and the application of (H-8) yield

$$
\begin{align*}
\bar{P}_{D} & =P_{F}+\exp \left(-\frac{V_{t}}{\sigma^{2}}\right) \sum_{k=\nu}^{\infty} \frac{\left(V_{t} / \sigma^{2}\right)^{k}}{k!}\left(\frac{\bar{\gamma}}{\bar{\gamma}+1}\right)^{k-\nu+1} \\
& =P_{F}+\left(\frac{\bar{\gamma}+1}{\bar{\gamma}}\right)^{\nu-1} \exp \left(-\frac{V_{t}}{\sigma^{2}}\right)\left[\exp \left(\frac{\bar{\gamma} V_{t} / \sigma^{2}}{\bar{\gamma}+1}\right)-\sum_{k=0}^{\nu-1}\left(\frac{\bar{\gamma} V_{t} / \sigma^{2}}{\bar{\gamma}+1}\right)^{k}\right] \\
& =P_{F}+\left(\frac{\bar{\gamma}+1}{\bar{\gamma}}\right)^{\nu-1} \exp \left(-\frac{V_{t} / \sigma^{2}}{\bar{\gamma}+1}\right)\left[1-\frac{\Gamma\left(\nu, \frac{\bar{\gamma} V_{t} / \sigma^{2}}{\bar{\gamma}+1}\right)}{(\nu-1)!}\right] \tag{10-58}
\end{align*}
$$

for $\bar{\gamma}>0$. This equation expresses $\bar{P}_{D}$ in a closed form that is easily computed. Equations for $\bar{P}_{D}$ in the presence of Nakagami and Ricean fading may be found in [39] and [22].

The outputs of $L$ radiometers, each processing $\nu$ samples, can be combined to provide diversity reception for fading channels. In a selection-combining diversity scheme, the largest radiometer output is compared with the threshold $V_{t}$ to determine the presence of the target signal. Thus, if each radiometer processes independent noise, the probability of false alarm is

$$
\begin{equation*}
P_{F}=1-\prod_{i=1}^{L}\left[1-P_{F 0}\left(\sigma_{i}^{2}\right)\right] \tag{10-59}
\end{equation*}
$$

where $\sigma_{i}^{2}$ is the noise power of radiometer $i$ and $P_{F 0}\left(\sigma_{i}^{2}\right)$ is given by the righthand side of (10-48) with $\sigma^{2}=\sigma_{i}^{2}$. Let $\sigma_{e}^{2}$ denote an estimated noise power


Figure 10.5: Average probability of detection for Rayleigh fading, $\sigma_{i}^{2}=\sigma_{e}^{2}=$ $\sigma^{2}, \bar{\gamma}_{i}=\bar{\gamma}, P_{F}=10^{-3}$, and $L=1$ and $L=2$
that is known to exceed $\sigma_{i}^{2}, i=1,2, \ldots, L$, with high probability. Using this estimate for each $\sigma_{i}^{2}$ and solving (10-59) for $V_{t}$, we ensure that a specified $P_{F}$ is almost always achieved. We obtain

$$
\begin{equation*}
V_{t} \simeq \sigma_{e}^{2} G_{\nu}^{-1}\left(1-\left(1-P_{F}\right)^{1 / L}\right) \tag{10-60}
\end{equation*}
$$

which indicates that $V_{t}$ must be increased with increases in $L$, the amount of diversity, if a specified $P_{F}$ is to be achieved. If each radiometer receives a target signal that experiences independent Rayleigh fading, then the average probability of detection is

$$
\begin{equation*}
\bar{P}_{D}=1-\prod_{i=1}^{L}\left[1-\bar{P}_{D 0}\left(\bar{\gamma}_{i}, \sigma_{i}^{2}\right)\right] \tag{10-61}
\end{equation*}
$$

where $\bar{\gamma}_{i}$ is the expected value of $\gamma$ in radiometer $i$ and $\bar{P}_{D 0}\left(\bar{\gamma}_{i}, \sigma_{i}^{2}\right)$ is given by the right-hand side of $(10-58)$ with $\sigma^{2}=\sigma_{i}^{2}$ and $\bar{\gamma}=\bar{\gamma}_{i}$.

Example 2. Figure 10.5 shows $\bar{P}_{D}$ versus the average energy-to-noisedensity ratio $\bar{\gamma}$ for $\sigma_{i}^{2}=\sigma_{e}^{2}=\sigma^{2}, \bar{\gamma}_{i}=\bar{\gamma}, P_{F}=10^{-3}$, and $L=1$ and $L=2$. A comparison of this figure with the preceding one indicates that the impact of the fading is pronounced at high values of $\bar{P}_{D}$. When $L=1$, the required signal energy to achieve a specified $\bar{P}_{D}$ over the Rayleigh channel is increased by roughly

8 dB or more relative to the required signal energy over the AWGN channel. When selection diversity with $L=2$ is used, this increase is reduced to roughly 3 dB . However, further increases in $L$ produce only minor and diminishing gains. An alternative diversity scheme is square-law combining, which is analyzed in [22] and provides a performance similar to that of selection combining.

## Estimation of Noise Power

The greatest obstacle to the implementation and efficient operation of the radiometer is its extreme sensitivity to imperfect knowledge of the noise power. The sensitivity is due to the typical extensive overlapping of the densities under the two hypotheses of presence or absence of the target signal. This overlap causes a small change in the threshold because of the imperfect estimation of the noise power to have a large impact on the probabilities of false alarm and detection.

To ensure that the threshold is large enough that the required $P_{F}$ is achieved regardless of true value of noise power $\sigma^{2}$, the estimate of the power must be set to the upper end of the measurement uncertainty interval. If measurements indicate that the noise power is between a lower bound $\sigma_{l}^{2}$ and an upper bound $\sigma_{u}^{2}$, then the threshold should be calculated using $\sigma_{u}^{2}$ as the power estimate $\sigma_{e}^{2}$.

The noise power is nonstationary primarily because of temperature variations, vibrations, aging, and nonstationary environmental noise. Laboratory measurements indicate that the noise power can change by $0.1 \%$ in a few minutes [37]. Thus, if measurements made shortly before the radiometer is used to detect a target signal indicate that the noise power $\sigma^{2}$ is upper-bounded by $\sigma_{u}^{2}$, and the noise power can change by no more than $0.1 \%$, then using $\sigma_{e}^{2}=1.001 \sigma_{u}^{2}$ to calculate the threshold ensures a specified $P_{F}$ with high probability and limits the degradation to $P_{D}$ or $\bar{P}_{D}$ caused by the fact that $\sigma_{e}^{2}>\sigma^{2}$.

The noise power can be estimated by measuring the output $V$ of a radiometer over $\nu_{e}$ samples when no target or interfering signals are received. An estimate of the noise power is $N_{e}=V / \nu_{e}$, and (10-44) and (10-45) indicate that its mean is $\sigma^{2}$ and its standard deviation is $\sigma^{2} / \sqrt{\nu_{e}}$. Since Chebyshev's inequality (Appendix A.2) implies that it is highly unlikely that the measurement error exceeds five standard deviations, $N_{e}$ is highly likely to lie between $\sigma_{l}^{2}=\sigma^{2}(1-$ $5 / \sqrt{\nu})$ and $\sigma_{u}^{2}=\sigma^{2}(1+5 / \sqrt{\nu})$. Thus, setting $\sigma_{e}^{2}=N_{e}\left(1+5.1 / \sqrt{\nu_{e}}\right)$ makes it highly likely that $\sigma_{e}^{2}>\sigma^{2}$ and the specified $P_{F}$ is achieved. The error factor

$$
\begin{equation*}
h=\frac{\sigma_{e}^{2}}{\sigma^{2}}=\frac{N_{e}\left(1+5.1 / \sqrt{\nu_{e}}\right)}{\sigma^{2}} \tag{10-62}
\end{equation*}
$$

can be made arbitrarily close to unity by using a sufficiently large $\nu_{e}$. For example, if $T_{e}=1 \mathrm{~s}$ is the duration of the observation interval for the noisepower estimation and $W=1 \mathrm{MHz}$, then $\nu_{e}=10^{6}$ and $h \in(1,1.01)$.

An auxiliary radiometer simultaneously operating over an adjacent spectral region potentially can be used to estimate the noise power in parallel with a radiometer detecting a target signal. An advantage of this method is that time-dependent fluctuations in the noise power are generally negligible over a


Figure 10.6: Probability of detection for the AWGN channel, $P_{F}=10^{-3}$, and various values of $h$
practical observation interval. The main requirements are that there is negligible target-signal power in the auxiliary radiometer and that the ratio of the two noise powers is an approximately known constant during the observation interval.

Example 3. The impact of the imperfect estimation of the noise power is illustrated in Figures 10.6, 10.7, and 10.8 for $P_{F}=10^{-3}$ and various values of the error factor. Figure 10.6 depicts $P_{D}$ versus $\gamma$ for a radiometer and the AWGN channel. As observed in this figure, the required signal energy for a specified $P_{D}$ and $\nu$ increases with $h$. If $\nu \leq 10^{4}$ and $h \leq 1.01$, the increase is less than 0.90 dB . The increase in required signal energy when $h>1.0$ is partially offset by the decrease in the actual $P_{F}$ below the specified $P_{F}$ because the threshold is increased by approximately the factor $h$, as observed from (10-53). Figures 10.7 and 10.8 depict $\bar{P}_{D}$ versus $\bar{\gamma}$ for a radiometer and the Rayleigh fading channel. In Fig. 10.7, $L=1$; in Fig. 10.8, $L=2, \sigma_{i}^{2}=\sigma_{e}^{2}=h \sigma^{2}$, and $\bar{\gamma}_{i}=\bar{\gamma}$. The effects of $h$ and $\nu$ are fairly similar in Figures 10.6, 10.7, and 10.8. As $\nu$ increases, the frequency and accuracy of the noise-power estimates must increase if the performance degradation is to be kept small.


Figure 10.7: Average probability of detection for Rayleigh fading, $P_{F}=$ $10^{-3}, L=1$, and several values of $h$

## Other Implementation Issues

To avoid processing noise outside the spectral region occupied by the target signal, the bandpass filter should have as small a bandwidth as possible. If it is known that a target signal occupies a small band somewhere within the larger passband of the bandpass filter, then one can isolate the target signal in its subband by inserting a fast Fourier transformer after the sampler in Fig. 10.2. Parallel outputs of the transformer can be applied to separate radiometers, each one processing a distinct subband defined by the transformer. With this architecture, multiple signals can be simultaneously detected over a number of subbands.

Wideband signals, such as direct-sequence and ultra-wideband signals, can be detected by a radiometer, but both the sampling rate and the noise power increase with the bandwidth of the radiometer. The radiometer can serve as a basic component of a channelized radiometer for the detection of frequencyhopping signals (Section 10.4).

It is desirable for the observation interval to be large enough to collect the energy of not only the main target signal but also its significant multipath components. Thus, the extent of the observation interval or, equivalently, the number of samples is largely determined by the delay power spectrum or intensity profile of the multipath (Section 6.3) to the degree that it is known.


Figure 10.8: Average probability of detection for Rayleigh fading, $P_{F}=$ $10^{-3}, L=2$, and several values of $h$

Let

$$
\begin{equation*}
\beta=Q^{-1}\left(P_{F}\right), \quad \xi=Q^{-1}\left(P_{D}\right) \tag{10-63}
\end{equation*}
$$

In practical applications, $P_{F}<1 / 2<P_{D}$ is required. For this requirement to be met, $(10-51),(10-52)$, and $Q(0)=1 / 2$ imply that

$$
\begin{equation*}
\beta>0, \quad \xi<0, \quad \gamma>\beta h \sqrt{\nu}+(h-1) \nu>0 \tag{10-64}
\end{equation*}
$$

are required. The required value of $\gamma$ to achieve specified values of $P_{F}$ and $P_{D}$ over the AWGN channel may be obtained by inverting (10-50), which is computationally difficult but can be closely approximated by inverting (10-51) if $\nu \gg 1$. The inversion of (10-51) entails the solution of a quadratic equation. The use of $\xi<0$ in choosing the root and the substitution of (10-53) and (10-62) yield the required value:

$$
\begin{equation*}
\gamma_{r}(\nu) \simeq \beta h \sqrt{\nu}+(h-1) \nu+\psi(\beta, \xi, \nu, h), \quad \nu \gg 1 \tag{10-65}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(\beta, \xi, \nu, h)=\xi^{2}-\xi \sqrt{\xi^{2}+2 \beta h \sqrt{\nu}+(2 h-1) \nu} \tag{10-66}
\end{equation*}
$$



Figure 10.9: Required energy-to-noise-density ratio for the AWGN channel, $P_{D}=0.999, P_{F}=10^{-3}$, and various values of $h$

Example 4. Figure 10.9 shows the required energy-to-noise-density ratio $\gamma_{r}(\nu)$ versus $\nu$ for $P_{D}=0.999, P_{F}=10^{-3}$, and various values of $h$.

To increase the probability of detection, it is desirable to continue collecting additional samples if the increase in $\gamma_{r}(\nu)$, which is proportional to the required signal energy, is less than the increase in $\gamma(\nu)$, which is proportional to the signal energy that is processed by the radiometer. If we approximate the integer $\nu$ by treating it as a continuous variable, then collecting additional samples beyond $\nu_{0}$ samples already collected is potentially useful if

$$
\begin{equation*}
\frac{\partial \gamma_{r}\left(\nu_{0}\right)}{\partial \nu}<\frac{\partial \gamma\left(\nu_{0}\right)}{\partial \nu} \tag{10-67}
\end{equation*}
$$

The derivative $\partial \gamma_{r}\left(\nu_{0}\right) / \partial \nu$ can be determined from the curves of Fig. 10.9 or by using (10-65). The derivative $\partial \gamma\left(\nu_{0}\right) / \partial \nu$ can be calculated from knowledge of the waveform of the target signal or from the intensity profile of the target signal's multipath if the latter is known.

Example 5. Suppose that $P_{D}=0.999$ and $P_{F}=10^{-3}$ are required when the radiometer operates over the AWGN channel, $h=1.05$, and $\nu_{0}=800$. Then Fig. 10.9 indicates that $\gamma_{r}\left(\nu_{0}\right) \simeq 24 \mathrm{~dB}$ and $\partial \log _{10} \gamma_{r}\left(\nu_{0}\right) / \partial \log _{10} \nu \approx$ 0.6. Therefore, $\partial \gamma_{r}\left(\nu_{0}\right) / \partial \nu \approx 0.6 \gamma_{r}\left(\nu_{0}\right) / \nu_{0}$. Suppose that the target signal has constant power over a time interval exceeding the observation interval of the radiometer so that $\partial \gamma\left(\nu_{0}\right) / \partial \nu \approx \gamma\left(\nu_{0}\right) / \nu_{0}$. Then collecting more samples is


Figure 10.10: Required SNR for the AWGN channel, $P_{D}=0.999, P_{F}=10^{-3}$, and various values of $h$
useful if $\gamma\left(\nu_{0}\right)>0.6 \gamma_{r}\left(\nu_{0}\right)$ or $\gamma\left(\nu_{0}\right)>21.8 \mathrm{~dB}$. If $\gamma\left(\nu_{0}\right)>24 \mathrm{~dB}$, then $P_{D}$ already exceeds its required value if $P_{F}=10^{-3}$, and collecting more samples increases $P_{D}$ further. If $21.8 \mathrm{~dB}<\gamma\left(\nu_{0}\right)<24 \mathrm{~dB}$, then collecting sufficiently more samples potentially allows $P_{D}=0.999$ and $P_{F}=10^{-3}$ to be achieved.

A different perspective is gained by examining the required value of the signal-to-noise ratio (SNR) to achieve specified values of $P_{F}$ and $P_{D}$ over the AWGN channel. The required $S N R$, defined as

$$
\begin{equation*}
S_{r}(\nu)=\frac{\gamma_{r}(\nu)}{\nu} \tag{10-68}
\end{equation*}
$$

may be computed using (10-65) and is shown in Fig. 10.10 for the AWGN channel, $P_{D}=0.999, P_{F}=10^{-3}$, and various values of $h$. It is observed that for $S_{r}(\nu)=-14 \mathrm{~dB}$, roughly twice as many samples are needed when $h=1.01$ as are needed when $h=1.0$.

Equations (10-68) and (10-65) indicate that if $h$ is a constant, then

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} S_{r}(\nu)=h-1 \tag{10-69}
\end{equation*}
$$

The significance of this limit is that if the SNR of the target signal is below $h-1$, then specified values of $P_{F}$ and $P_{D}$ cannot be achieved no matter how many samples are collected.

Example 6. Suppose that the SNR of the target signal is approximately -12 dB over a long observation interval when it is present and that $P_{D}=0.999$ and $P_{F}=10^{-3}$ are desired when the radiometer operates over the AWGN channel. Figure 10.10 indicates that the desired $P_{D}$ and $P_{F}$ cannot be achieved if $h \geq 1.10$. However, if the noise-power estimation is timely and accurate enough that $h \leq 1.05$, then the desired $P_{D}$ and $P_{F}$ can be achieved with the collection of $\nu \approx 3 \cdot 10^{5}$ or fewer samples; only $\nu \approx 2 \cdot 10^{4}$ or fewer are needed if $h \leq 1.01$.

When the limit in (10-69) exceeds 0 , it is called the $S N R$ wall. Its existence is due to the assumption that $h$ is a constant as the number of samples $\nu$ used to detect a signal increases. As shown previously, if $h$ is estimated by using an energy detector, then it is highly probable that

$$
\begin{equation*}
1-\frac{5}{\sqrt{\nu_{e}}}<h<1+\frac{5}{\sqrt{\nu_{e}}} \tag{10-70}
\end{equation*}
$$

where $\nu_{e}$ is the number of samples used to determine $\sigma_{e}^{2}$. If $\nu_{e} \rightarrow \infty$ as $\nu \rightarrow \infty$, then $h \rightarrow 1$ and there is no SNR wall. Thus, the SNR wall exists only when the detection interval has a much longer duration than that of the interval used in the estimation of the noise power. An alternative analysis [54] that models $\sigma_{e}^{2}$ as a random variable generated by an energy detector confirms this result.

Because of its large bandwidth and low PSD, a direct-sequence signal is difficult to detect by any device that cannot despread it. The effectiveness of a radiometer in detecting a direct-sequence signal depends on the collection of enough samples and sufficient received signal energy.

### 10.3 Detection of Frequency-Hopping Signals

An interception receiver intended for the detection of frequency-hopping signals may be designed according to the principles of classical detection theory or according to more intuitive ideas. The former approach is useful in setting limits on what is possible, but the latter approach is more practical and flexible and less dependent on knowledge of the characteristics of the frequency-hopping signals.

To enable a tractable analysis according to classical detection theory, the idealized assumptions are made that the hopset and the hop epoch timing are known. The hop epoch timing comprises the hop duration $T_{h}$, the number of hops $N_{h}$, and the hop-transition times. We further assume that the noise PSD is known and that whenever the frequency-hopping signal is present, it occupies the entire observation interval. Even with these assumptions, the derived detector is very complex.

Consider slow frequency-hopping signals with CPM (FH-CPM) or CPFSK (FH-CPFSK) that have negligible switching times. The frequency-hopping signal over the $i$ th hop interval or dwell time is

$$
\begin{equation*}
s(t, \boldsymbol{\theta})=\sqrt{2 \mathcal{S}} \cos \left[2 \pi f_{c i} t+\phi\left(\mathbf{d}_{n}, t\right)+\phi_{i}\right],(i-1) T_{h} \leq t<i T_{h} \tag{10-71}
\end{equation*}
$$

where $\mathcal{S}$ is the average signal power, $f_{c i}$ is the carrier frequency associated with the $i$ th hop, $\phi\left(\mathbf{d}_{n}, t\right)$ is the CPM component that depends on the data sequence $\mathbf{d}_{n}$, and $\phi_{i}$ is the phase associated with the $i$ th hop. The vector $\boldsymbol{\theta}$ denotes the parameters $\mathcal{S},\left\{f_{c i}\right\},\left\{\phi_{i}\right\}, i \in\left[1, N_{h}\right]$, and the components of $\mathbf{d}_{n}$, which are modeled as random variables. For the AWGN channel and observation interval $\left[0, N_{h} T_{h}\right],(10-17)$ and (10-71) indicate that the average likelihood ratio is

$$
\begin{equation*}
\Lambda[r(t)]=E_{\boldsymbol{\Theta}}\left\{\exp \left[\frac{2 \sqrt{2 \mathcal{S}}}{N_{0}} \int_{0}^{N_{h} T_{h}} r(t) \cos \left[2 \pi f_{c i} t+\phi\left(\mathbf{d}_{n}, t\right)+\phi_{i}\right] d t-\frac{\mathcal{S} N_{h} T_{h}}{N_{0}}\right]\right\} . \tag{10-72}
\end{equation*}
$$

The average likelihood ratio $\Lambda[r(t)]$ is compared with a threshold to determine whether a signal is present. The threshold may be set to ensure a tolerable false-alarm probability when the signal is absent.

The $M$ carrier frequencies $\left\{f_{j}\right\}$ in the hopset are assumed to be equally likely over a given hop and statistically independent from hop to hop. Each of the $N_{d}$ data sequences that can occur during a hop is assumed to be equally likely. Dividing the integration interval in (10-72) into $N_{h}$ parts, averaging over the $M$ frequencies, averaging over the $N_{d}$ data sequences, and dropping factors that can be merged with the threshold, we obtain

$$
\begin{gather*}
\Lambda[r(t)]=E_{\mathcal{S}}\left\{\exp \left(-\frac{\mathcal{S} N_{h} T_{h}}{N_{0}}\right) \prod_{i=1}^{N_{h}} \sum_{j=1}^{M} \Lambda_{i, j}\left[r(t) \mid f_{j}\right]\right\}  \tag{10-73}\\
\Lambda_{i, j}\left[r(t) \mid f_{j}\right]=E_{\phi_{i}}\left\{\sum_{n=1}^{N_{d}} \exp \left[\frac{2 \sqrt{2 S}}{N_{0}} \int_{(i-1) T_{h}}^{i T_{h}} r(t) \cos \left[\chi_{j, n}(t)+\phi_{i}\right]\right]\right\} \tag{10-74}
\end{gather*}
$$

where the expectations are over the distribution functions of the remaining random parameters $\mathcal{S}$ and $\phi_{i}$, and

$$
\begin{equation*}
\chi_{j, n}(t)=2 \pi f_{j} t+\phi\left(\mathbf{d}_{n}, t\right) . \tag{10-75}
\end{equation*}
$$

These equations indicate the general structure of the theoretically optimal detector when the signal parameters are modeled as random variables with known probability distribution functions. When $\mathcal{S}$ is known, the optimal detector has the form illustrated in Fig. 10.11.

For coherent detection of FH-CPM [8], we assume that the $\left\{\phi_{i}\right\}$ are somehow accurately estimated. Thus, we set $\phi_{i}=0$ in (10-74) to obtain

$$
\begin{equation*}
\Lambda_{i, j}\left[r(t) \mid f_{j}\right]=\sum_{n=1}^{N_{d}} \exp \left\{\frac{2 \sqrt{2 \mathcal{S}}}{N_{0}} \int_{(i-1) T_{h}}^{i T_{h}} r(t) \cos \left[\chi_{j, n}(t)\right]\right\} \quad \text { (coherent). } \tag{10-76}
\end{equation*}
$$

This equation indicates how $\Lambda_{i, j}$ in Fig. 10.11 is to be calculated for each hop $i$ and each frequency channel $j$ corresponding to carrier frequency $f_{j}$. Equations (10-73) and (10-76) define the optimal coherent detector for any slow frequency-hopping signal with CPM.


Figure 10.11: General structure of optimal detector for frequency-hopping signal with $N_{h}$ hops and $M$ frequency channels

For noncoherent detection of FH-CPM [50], the received carrier phase $\phi_{i}$ is assumed to be uniformly distributed over $[0,2 \pi$ ) during a given hop and statistically independent from hop to hop. Averaging over the random phase and dropping factors that can be merged with the threshold yield

$$
\begin{equation*}
\Lambda_{i, j}\left[r(t) \mid f_{j}\right]=\sum_{n=1}^{N_{d}} I_{0}\left(\frac{2 \sqrt{2 \mathcal{S} R_{i, j, n}}}{N_{0}}\right) \quad \text { (noncoherent) } \tag{10-77}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{i, j, n}=\left\{\int_{(i-1) T_{h}}^{i T_{h}} r(t) \cos \left[\chi_{j, n}(t)\right] d t\right\}^{2}+\left\{\int_{(i-1) T_{h}}^{i T_{h}} r(t) \sin \left[\chi_{j, n}(t)\right] d t\right\}^{2} \tag{10-78}
\end{equation*}
$$

Equations (10-73), (10-77), (10-78), and (10-75) define the optimal noncoherent detector for any slow frequency-hopping signal with CPM. When $\mathcal{S}$ is known, the means of producing (10-77) is diagrammed in Fig. 10.12.

A major contributor to the huge computational complexity of the optimal detectors is the fact that with $N_{s}$ data symbols per hop and an alphabet size $q$, there may be $N_{d}=q^{N_{s}}$ data sequences per hop. Consequently, the computational burden grows exponentially with $N_{s}$. However, if it is known that the data modulation is CPFSK with a modulation index $h=1 / n$, where $n$ is a positive integer, the computational burden has a linear dependence on $N_{s}$ [50]. Even then, the optimal detectors are extremely complex when the number of frequency channels is large.

Consider fast frequency hopping with one hop per orthogonal FSK channel symbol. Since the information is embedded in the sequence of carrier frequencies, the optimal coherent and noncoherent detectors are defined by (10-75), (10-76), and (10-77) with $N_{d}=1$ and $\phi\left(\mathbf{d}_{n}, t\right)=0$. Although the optimal detectors are simplified relative to those required for slow frequency hopping, they are still very complex when $M$ is large.

Instead of basing detector design on the average likelihood ratio, one might apply a composite hypothesis test in which the presence of the signal is detected while simultaneously one or more of the unknown parameters under hypothesis


Figure 10.12: Optimal noncoherent detector for FH-CPM: (a) basic structure of frequency channel $j$ for hop $i$ and (b) cell for data sequence $n$
$H_{1}$ are estimated. If we view a parameter as unknown but nonrandom, then maximum-likelihood estimation is applicable. A maximum-likelihood estimate of $f_{j}$ is

$$
\begin{equation*}
\widehat{f}_{j}=\arg \max _{f_{j}} \Lambda_{i j}\left[r(t) \mid f_{j}\right] \tag{10-79}
\end{equation*}
$$

To simultaneously detect the signal while determining the frequency-hopping pattern, (10-73) is replaced by the generalized likelihood ratio:

$$
\begin{equation*}
\Lambda[r(t)]=E_{\mathcal{S}}\left\{\exp \left(-\frac{\mathcal{S} N_{h} T_{h}}{N_{0}}\right) \prod_{i=1}^{N_{h}} \max _{i \leq j \leq M}\left\{\Lambda_{i, j}\left[r(t) \mid \widehat{f}_{j}\right]\right\}\right\} \tag{10-80}
\end{equation*}
$$

Although the detection performance is suboptimal when the generalized likelihood ratio is used to design a detector, this detector is slightly easier to implement and analyze than the optimal one [8], [50]. However, the implementation complexity is still formidable.

### 10.4 Channelized Radiometer

Among the many alternatives to the optimal detector, two of the most useful are the wideband radiometer and the channelized radiometer. The wideband radiometer is notable in that it requires virtually no detailed information about


Figure 10.13: Channelized radiometer
the parameters of the frequency-hopping signals to be detected other than their rough spectral location. The price paid for this robustness is much worse performance than that of more sophisticated detectors that exploit additional information about the signal [50]. The channelized radiometer is designed to explicitly exploit the spectral characteristics of frequency-hopping signals. In its optimal form, the channelized radiometer gives a performance nearly as good as that of the ideal detector. In its suboptimal form, the channelized radiometer trades performance for practicality and the easing of the required a priori information about the signal to be detected.

A channelized radiometer comprises $K$ parallel radiometers, each of which has the form of Fig. 10.1 and monitors a disjoint portion of the hopping band of a frequency-hopping signal, as depicted in Fig. 10.13. The largest of the sampled radiometer outputs is compared with a threshold $V_{t}$ stored in a comparator. If the threshold is exceeded, the comparator sends a 1 to the summer; otherwise, it sends a 0 . If the hop dwell epochs are at least approximately known, the channelized radiometer may improve its detection reliability by adding the 1's produced by $N$ consecutive comparator outputs corresponding to multiple frequency hops of the signal to be detected. A signal is declared to be present if the sum $V$ equals or exceeds the integer $r$, which serves as a second threshold. The two thresholds $V_{t}$ and $r$ are jointly optimized for the best system performance.

Ideally, $K=M$, the number of frequency channels in a hopset, but many fewer radiometers may be a practical or economic necessity; if so, each radiometer may monitor $M_{r}$ frequency channels, where $1 \leq M_{r} \leq M$. Because of insertion losses and the degradation caused by a power divider, it is unlikely that many more than 30 parallel radiometers are practical. An advantage of each radiometer covering many frequency channels is the reduced sensitivity to imprecise knowledge of the spectral boundaries of frequency channels. Since it is highly desirable to implement the parallel radiometers with similar circuitry, their bandwidths are assumed to be identical henceforth.

To prevent steady interference in a single radiometer from causing false alarms, the channelized radiometer must be able to recognize when one of its constituent radiometers produces an output above the threshold for too many consecutive samples. The channelized system may then delete that constituent radiometer's output from the detection algorithm or it may reassign the radiometer to another spectral location.

In the subsequent analysis of the channelized radiometer of Fig. 10.13, the observation interval of the parallel radiometers, which is equal to the sampling interval, is assumed to have a duration equal to the hop duration $T_{h}$. The effective observation time of the channelized radiometer, $T=N T_{h}$, should be less than the minimum expected message duration to avoid processing extraneous noise. Let $B$ denote the bandwidth of each of the $M_{r}$ frequency channels encompassed by a radiometer passband. As indicated by (10-36), the sampling rate is $M_{r} B$ to ensure statistically independent samples. The number of samples per hop dwell time is $\nu=\left\lfloor T_{h} M_{r} B\right\rfloor$.

Let $P_{F 1}$ denote the probability that a particular radiometer output at the end of a hop dwell time exceeds the comparator threshold $V_{t}$ when no signal is present. For the AWGN channel, it follows in analogy with (10-48) that

$$
\begin{equation*}
P_{F 1}=\frac{\Gamma\left(\nu, V_{t} / \sigma^{2}\right)}{\Gamma(\nu)}=\exp \left(-\frac{V_{t}}{\sigma^{2}}\right) \sum_{i=0}^{\nu-1} \frac{1}{i!}\left(\frac{V_{t}}{\sigma^{2}}\right)^{i} \tag{10-81}
\end{equation*}
$$

where the noise power is

$$
\begin{equation*}
\sigma^{2}=N_{0} M_{r} B \tag{10-82}
\end{equation*}
$$

Thus, in analogy with (10-53),

$$
\begin{align*}
V_{t} & =\sigma_{e}^{2} G_{\nu}^{-1}\left(P_{F 1}\right) \\
& \simeq \sigma_{e}^{2}\left[\sqrt{\nu} Q^{-1}\left(P_{F 1}\right)+\nu\right], \nu \gg 1 \tag{10-83}
\end{align*}
$$

where $G_{\nu}^{-1}(\cdot)$ is the inverse function of $P_{F 1}\left(V_{t} / \sigma^{2}\right)$, and $\sigma_{e}^{2}$ is an estimate $\sigma^{2}$ that can be obtained in the same manner as in Section 10.2. The probability that at least one of the $K$ parallel radiometer outputs exceeds $V_{t}$ is

$$
\begin{equation*}
P_{F 2}=1-\left(1-P_{F 1}\right)^{K} \tag{10-84}
\end{equation*}
$$

assuming that the channel noises are statistically independent because the radiometer passbands are disjoint.

It is convenient to define the function

$$
\begin{equation*}
F(x, r, N)=\sum_{i=r}^{N}\binom{N}{i} x^{i}(1-x)^{N-i} \tag{10-85}
\end{equation*}
$$

If $y=F(x, r, N)$, then the inverse function is denoted by $x=F^{-1}(y, r, N)$, which may be easily computed by Newton's method. The probability of a false alarm of the channelized radiometer is the probability that the output $V$ equals or exceeds a threshold $r$ :

$$
\begin{equation*}
P_{F}=F\left(P_{F 2}, r, N\right) \tag{10-86}
\end{equation*}
$$

Therefore, if $\nu \gg 1,(10-83),(10-84)$, and (10-86) may be combined to determine the approximate threshold necessary to achieve a specified $P_{F}$ :

$$
\begin{equation*}
V_{t} \simeq \sigma_{e}^{2}\left[\sqrt{\nu} Q^{-1}\left\{1-\left[1-F^{-1}\left(P_{F}, r, N\right)\right]^{1 / K}\right\}+\nu\right], \nu \gg 1 \tag{10-87}
\end{equation*}
$$

where we assume that $\sigma^{2}$ does not vary across the hopping band, and hence there is one $\sigma_{e}^{2}$ and one $V_{t}$ for all the parallel radiometers.

We assume that at most a single radiometer receives significant signal energy during each hop dwell time. Let $P_{D 1}$ denote the probability that a particular radiometer output exceeds the threshold when a signal is present in that radiometer. By analogy with (10-50) and (10-51),

$$
\begin{align*}
P_{D 1} & =Q_{\nu}\left(\sqrt{2 \mathcal{E}_{h} / N_{0}}, \sqrt{2 V_{t} / \sigma^{2}}\right) \\
& \simeq Q\left[\frac{V_{t} / \sigma^{2}-\nu-\mathcal{E}_{h} / N_{0}}{\sqrt{\nu+2 \mathcal{E}_{h} / N_{0}}}\right], \quad \nu \gg 1 \tag{10-88}
\end{align*}
$$

where $\mathcal{E}_{h}$ is the energy per hop dwell time. Let $P_{D 2}$ denote the probability that the threshold is exceeded by the sampled maximum of the parallel radiometer outputs. We assume that when a signal is present it occupies any one of $M$ frequency channels with equal probability and that all radiometer passbands are within the hopping band. Consequently, the signal has probability $M_{r} / M$ of being in the passband of a particular radiometer, and the monitored fraction

$$
\begin{equation*}
\mu=K M_{r} / M \tag{10-89}
\end{equation*}
$$

is the probability that the signal is in the passband of some radiometer. Since a detection may be declared in response to a radiometer that does not receive the signal,

$$
\begin{equation*}
P_{D 2}=\mu\left[1-\left(1-P_{D 1}\right)\left(1-P_{F 1}\right)^{K-1}\right]+(1-\mu) P_{F 2} \tag{10-90}
\end{equation*}
$$

The number of hop dwell times during which the signal is actually present is $N_{1} \leq N$. The second threshold is exceeded if the comparator produces $j$ 1's in response to these $N_{1}$ dwell times, $i-j 1$ 's in response to the remaining $N-N_{1}$ dwell times that are observed, and $i \geq r$. Thus, the probability of detection when the signal is actually present during $N_{1} \leq N$ of the observed hop dwell times is

$$
\begin{equation*}
P_{D}=\sum_{i=r}^{N} \sum_{j=0}^{i}\binom{N_{1}}{j}\binom{N-N_{1}}{i-j} P_{D 2}^{j}\left(1-P_{D 2}\right)^{N_{1}-j} P_{F 2}^{i-j}\left(1-P_{F 2}\right)^{N-N_{1}-i+j} \tag{10-91}
\end{equation*}
$$

If at least the minimum duration of a frequency-hopping signal is known, the overestimation of $N$ might be avoided so that $N_{1}=N$. The detection probability then becomes

$$
\begin{align*}
P_{D} & =\sum_{i=r}^{N}\binom{N}{i} P_{D 2}^{i}\left(1-P_{D 2}\right)^{N-i} \\
& =F\left(P_{D 2}, r, N\right) \tag{10-92}
\end{align*}
$$

A reasonably good, but not optimal, choice for the second threshold is $r=\lfloor N / 2\rfloor$ when the full hopping band is monitored by the channelized radiometer, where $\lfloor x\rfloor$ denotes the largest integer less than or equal to $x$. In
general, numerical results indicate that

$$
\begin{equation*}
r=\left\lfloor\mu \frac{N}{2}\right\rfloor \tag{10-93}
\end{equation*}
$$

is a good choice for partial-band monitoring.
If a detection decision is made by summing $N$ comparator outputs derived from a block of $N$ hop dwell intervals of duration $T=N T_{h}$, and successive detection decisions are derived from successive blocks that do not overlap except possibly at end points, then the false-alarm rate $F$ in units of false alarms per second is an appropriate design parameter. This type of detection is called block detection, and

$$
\begin{equation*}
P_{F}=F N T_{h} \tag{10-94}
\end{equation*}
$$

To prevent the risk of major timing misalignment of the observation interval with the time the signal is being transmitted, either block detection must be supplemented with hardware for arrival-time estimation or the duration of successive block observation intervals should be less than roughly half the anticipated signal duration.

A different approach to mitigating the effect of a misalignment, called binary moving-window detection, is for a new block to comprise the preceding block with the oldest hop dwell interval discarded and the most recent hop dwell interval added. A false alarm is considered to be a new detection declaration at the end of a block when no signal is actually present. Thus, a false alarm occurs only if the comparator input for an added hop dwell time exceeds the threshold, the comparator input for the discarded hop dwell time did not, and the count for the intermediate hop dwell times was $r-1$. Therefore, the probability of a false alarm is

$$
\begin{equation*}
P_{F 0}=C(0,1) C(r-1, N-1) C(1,1) \tag{10-95}
\end{equation*}
$$

where

$$
\begin{equation*}
C(i, N)=\binom{N}{i} P_{F 2}^{i}\left(1-P_{F 2}\right)^{N-i}, \quad i \leq N \tag{10-96}
\end{equation*}
$$

Since a false alarm may occur after every hop dwell interval, the false-alarm rate is

$$
\begin{equation*}
F_{0}=\frac{P_{F 0}}{T_{h}}=\frac{r}{N T_{h}}\binom{N}{r} P_{F 2}^{r}\left(1-P_{F 2}\right)^{N+1-r} \tag{10-97}
\end{equation*}
$$

To compare the block and binary moving-window detectors, assume that $P_{F 2}$ is the same for both detectors. Since the right-hand side of (10-97) is proportional to the first term of the series representation of $(10-86)$ and $F=$ $P_{F} / N T_{h}$ for the block detector, the false-alarm rate $F_{0}$ of the binary movingwindow detector has the upper bound given by

$$
\begin{equation*}
F_{0} \leq r F \tag{10-98}
\end{equation*}
$$

If $P_{F 2} \ll 1 / N$, the upper bound is tight, which implies that the false-alarm rate is nearly $r$ times as large for moving-window detection as it is for block detection. Thus, moving-window detection usually requires a higher comparator


Figure 10.14: Probability of detection versus $\mathcal{E}_{h} / N_{0}$ for channelized and wideband radiometers with full coverage, $N_{1}=N, h=1, M=2400, F=10^{-7} / T_{h}$, and $B=250 / T_{h}$
threshold for the same false-alarm rate and hence more signal power to detect a frequency-hopping signal. However, moving-window detection with $N \approx N_{1} \gg$ 1 inherently limits the misalignment between the occurrence of the intercepted signal and some observation interval.

Example 7. Assume that there are $M=2400$ frequency channels, block detection is used, $F=10^{-5} / T_{h}, B=250 / T_{h}$, and $\nu=T_{h} \mu M B / K=6$. $10^{5} \mu / K \gg 1$. The signal duration is known and there is no misalignment so that $N_{1}=N$. In Figure 10.14, the full hopping band is monitored so that $\mu=1, h=$ $\sigma_{e}^{2} / \sigma^{2}=1$, and $P_{D}$ versus $\mathcal{E}_{h} / N_{0}$ is plotted for several values of $K$ and $N$. The figure also shows the results for a wideband radiometer with $\nu=N T_{h} M B=$ $6 \cdot 10^{5} \cdot N$ and $N=150$ or 750 . The substantial advantage of the channelized radiometer with $K=M$ and $M_{r}=1$ is apparent. The channelized radiometer with $K=30$ is much better than the wideband radiometer when $N=150$, but $K=150$ is needed for the advantage of the channelized radiometer to be preserved when $N=750$. As $N$ increases, the channelized radiometer can retain its advantage over the wideband radiometer by increasing $K$ accordingly.

Example 8. In Figure $10.15, N=150$ and $K=30$, but $M_{r}$ and $h=\sigma_{e}^{2} / \sigma^{2}$ are variable. It is observed that when $h>1$, the performance loss depends on the value of $\mu$, which directly affects $\nu$. The figure illustrates the tradeoff when $K$ and $M$ are fixed and the monitored fraction $\mu$ decreases. Since $M_{r}=$


Figure 10.15: Probability of detection for channelized radiometer with different monitored fractions, $N_{1}=N=150, K=30, M=2400, F=10^{-7} / T_{h}, B=$ $250 / T_{h}$, and $h=1.0,1.01$, and 1.05
$\mu M / K=80 \mu$ decreases, fewer frequency channels are monitored, $\nu$ decreases, the sensitivity to $h>1$ decreases, and less noise enters a radiometer. The net result is beneficial when $\mu=0.2$. However, the figure indicates that for $\mu=0.1$ or 0.05 , the hopping-band coverage becomes inadequate to enable a $P_{D}$ greater than 0.998 and 0.968 , respectively, regardless of $\mathcal{E}_{h} / N_{0}$. Thus, there is a minimum fraction $\mu_{\min }$ of the hopping band that must be monitored to ensure a specified $P_{D}$.

As $\mathcal{E}_{h} / N_{0} \rightarrow \infty,(10-88)$ indicates that $P_{D 1} \rightarrow 1$. Therefore, (10-90) implies that $P_{D 2} \rightarrow \mu+(1-\mu) P_{F 2}$. Suppose that $\mu=\mu_{\min }$ for a specified $P_{D}$. The threshold $V_{t}$ is raised to a sufficiently high level that $P_{F 2} \ll \mu_{\min }$, and hence $P_{D 2} \approx \mu_{\text {min }}$. If detection is to be accomplished for the minimum monitored fraction, then $r=1$ is the best choice for the second threshold. For $r=1$ and $N_{1}=N$, (10-92) yields

$$
\begin{equation*}
P_{D}=1-\left(1-P_{D 2}\right)^{N} \tag{10-99}
\end{equation*}
$$

Since $P_{D 2} \approx \mu_{\min },(10-99)$ implies that even if $\mathcal{E}_{h} / N_{0} \rightarrow \infty$, the realization of a specified $P_{D}$ requires the minimum monitored fraction

$$
\begin{equation*}
\mu_{\min } \approx 1-\left(1-P_{D}\right)^{1 / N} \tag{10-100}
\end{equation*}
$$

Thus, if $P_{D}=0.99$ and $N=N_{1}=150$, then $\mu_{\text {min }} \approx 0.03$.

The channelized radiometer requires estimation of the arrival time of the frequency-hopping signal, the hop duration, and the minimum duration of the entire frequency-hopping signal. The channelized radiometer has a performance degradation due to inaccurate estimates or any timing misalignment. However, when the SNR is very high, the opportunity to intercept two partial pulses in one observation period due to a timing misalignment actually improves the detection probability of the channelized radiometer [58].

### 10.5 Problems

1. If the parameters of a signal $s(t)$ to be detected are known, then the sufficient statistic $r_{1}$ is compared with a threshold $V_{t}$ to determine whether the target signal is present. Suppose that it is present and coincides with the observation interval. Assume that the AWGN $n(t)$ has two-sided power spectral density $N_{0} / 2$ and that the signal energy is $\mathcal{E}$. (a) What is the probability of detection $P_{D}$ ? What is the probability of false alarm $P_{F}$ ? (b) Express $P_{D}$ in terms of a required $P_{F}$. (c) What is the value of $\mathcal{E} / N_{0}$ necessary to ensure specified values of $P_{F}$ and $P_{D}$ ?
2. Use (A-6) and (A-7) of Appendix A. 1 for a standard Gaussian random variable to derive (10-45).
3. The receiver operating characteristic (ROC) is a traditional plot depicting $P_{D}$ versus $P_{F}$ for various values of $\nu$ or $\mathcal{E} / N_{0}$. For the AWGN channel, the ROC may be calculated from (10-51) and (10-48). Plot the ROC for the wideband radiometer with $\mathcal{E} / N_{0}=20 \mathrm{~dB}$ and no noise-measurement error. Let $\nu=10^{4}$ and $10^{5}$.
4. Compare the known-signal detector of problem 1 with the radiometer when the two detectors have the same false-alarm probability and detection probability over the AWGN channel. Show that the radiometer requires more than 6 dB in additional energy to achieve the same performance as the known-signal detector.
5. (a) Derive (10-55) using the method described in the text. (b) Derive (10-56) using the method described in the text.
6. Derive (10-65).
7. Find conditions under which (10-65) indicates that a negative energy is required. What is the physical implication of this result?
8. Consider a channelized radiometer that is to detect a single hop of a frequency-hopping signal. Assume that $N_{1}=N=1$ and $r=1$. (a) Find $V_{t}$ in terms of $P_{F}$ that does not require $F^{-1}(\cdot)$. (b) Derive $P_{D}$ assuming that $K M_{r}=M$ and $P_{F} \ll 1$.

## Appendix A

## Gaussian Random Variables

## A. 1 General Characteristics

Let $X$ denote a random variable. Then $X$ is a standard Gaussian or normal random variable if it has mean $E[X]=0$, variance $\sigma^{2}=E\left[X^{2}\right]>0$, and density

$$
\begin{equation*}
f(x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right) . \tag{A-1}
\end{equation*}
$$

To verify that $f_{X}(x)$ is a legitimate density, we prove that

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) d x=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp \left(-x^{2}\right) d x=1 . \tag{A-2}
\end{equation*}
$$

The first equality follows from the substitution of (A-1) and a change of variable. Squaring the second integral, applying Fubini's theorem (Section C.1) to equate the result to a double integral, changing variables, and applying Fubini's theorem to do successive integrations, we obtain

$$
\begin{align*}
{\left[\int_{-\infty}^{\infty} \exp \left(-x^{2}\right) d x\right]^{2} } & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\left(x^{2}+y^{2}\right)\right] d x d y \\
& =\int_{0}^{2 \pi} \int_{0}^{\infty} \exp \left(-\rho^{2}\right) \rho d \rho d \theta \\
& =\pi \tag{A-3}
\end{align*}
$$

which proves the second equality of (A-2). The standard Gaussian distribution function is

$$
\begin{equation*}
F(x)=\frac{1}{\sqrt{2 \pi} \sigma} \int_{-\infty}^{x} \exp \left(-\frac{y^{2}}{2}\right) d y \tag{A-4}
\end{equation*}
$$



Figure A.1: Contour for evaluation of characteristic function

Finite moments of the standard Gaussian density exist for any nonnegative integer $k$. An integration by parts indicates that

$$
\begin{align*}
E\left[X^{k}\right] & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} x^{k} \exp \left(-\frac{x^{2}}{2}\right) d x \\
& =-\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} x^{k-1} \frac{d}{d x} \exp \left(-\frac{x^{2}}{2}\right) d x \\
& =\frac{k-1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} x^{k-2} \exp \left(-\frac{x^{2}}{2}\right) d x \\
& =(k-1) E\left[X^{k-2}\right], k \geq 2 . \tag{A-5}
\end{align*}
$$

Since $E[X]=0$ and $E\left[X^{2}\right]=1$, it follows by induction that

$$
\begin{align*}
E\left[X^{2 k+1}\right] & =0, k \geq 0 .  \tag{A-6}\\
E\left[X^{2 k}\right] & =(2 k-1)(2 k-3) \ldots 1, k \geq 1 . \tag{A-7}
\end{align*}
$$

The characteristic function (Appendix C.2) of a random variable $X$ is defined as $E\left[e^{j u X}\right]$, where $j=\sqrt{-1}$ and $-\infty<u<\infty$. Therefore, the characteristic function of the standard Gaussian random variable is

$$
\begin{equation*}
h_{s}(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{x^{2}}{2}\right) \exp (j u x) d x . \tag{A-8}
\end{equation*}
$$

To evaluate this integral, we apply Cauchy's integral theorem to a contour integral in the complex plane over the rectangle with vertices $\left(-x_{0}, 0\right),\left(x_{0}, 0\right)$, $\left(x_{0}, x_{0}+j u\right)$, and $\left(-x_{0},-x_{0}+j u\right)$, as illustrated in Fig. A.1. The complex integration variable is $z=x+j y$, and the contour is traversed in the counterclockwise direction. The integrals over the vertical sides of the rectangle become negligible as $x_{0} \rightarrow \infty$. The integral from $\left(-x_{0}, 0\right)$ to $\left(x_{0}, 0\right)$ approaches $h_{s}(u)$ as $x_{0} \rightarrow \infty$. Since there are no singularities within the transformed rectangle,

$$
\begin{align*}
0 & =\lim _{x_{0} \rightarrow \infty} \oint \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{z^{2}}{2}\right) \exp (j u z) d z \\
& =h_{s}(u)-\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{u^{2}}{2}\right) \int_{-\infty}^{\infty} \exp \left(-\frac{x^{2}}{2}\right) d x \\
& =h_{s}(u)-\exp \left(-\frac{u^{2}}{2}\right) \tag{A-9}
\end{align*}
$$

where the final equality is obtained by applying (A-2).Thus, the characteristic function of the standard Gaussian random variable is

$$
\begin{equation*}
h_{s}(u)=\exp \left(-\frac{u^{2}}{2}\right) \tag{A-10}
\end{equation*}
$$

If $X$ is a standard Gaussian random variable, then $Y=\mu+\sigma X$ is a Gaussian or normal random variable with mean $\mu$ and variance $\sigma^{2}$. By including the constant random variable as a standard Gaussian random variable with $\sigma=0$, we have $\sigma^{2} \geq 0$. The characteristic function of $Y$ is $h(u)=E\left[e^{j u Y}\right]=$ $E\left[e^{j u(\mu+\sigma X)}\right]$. Using (A-10), we obtain the characteristic function of a Gaussian random variable:

$$
\begin{equation*}
h(u)=\exp \left(j u \mu-\frac{\sigma^{2} u^{2}}{2}\right) \tag{A-11}
\end{equation*}
$$

Since the distribution function of a random variable is uniquely determined by the characteristic function (Appendix C.2), a necessary and sufficient condition that a random variable is Gaussian is that its characteristic function has the form of (A-11).

An $n \times 1$ random column vector $\mathbf{X}=\left[X_{1} \ldots X_{n}\right]^{T}$ has components that are random variables. The joint characteristic function of $\mathbf{X}$ is defined as

$$
\begin{equation*}
h(\mathbf{u})=E\left[\exp \left(j \mathbf{u}^{T} \mathbf{X}\right)\right]=E\left[\exp \left(j \sum_{k=1}^{n} u_{k} X_{k}\right)\right] \tag{A-12}
\end{equation*}
$$

where $\mathbf{u}=\left[u_{1} u_{2} \ldots u_{n}\right]^{T}$. If the random variables are independent Gaussian random variables with mean $\mu_{k}$ and $\operatorname{var}\left(X_{k}\right)=\sigma_{k}^{2}$, and $\mathbf{D}$ is an $n \times n$ diagonal matrix with its $k$ th element equal to $\sigma_{k}^{2}$, then

$$
\begin{align*}
h(\mathbf{u}) & =\prod_{k=1}^{n} E\left[\exp \left(j u_{k} X_{k}\right)\right] \\
& =\prod_{k=1}^{n} \exp \left(j u_{k} \mu_{k}\right) \exp \left(-\frac{u_{k}^{2} \sigma_{k}^{2}}{2}\right) \\
& =\exp \left(j \mathbf{u}^{T} \boldsymbol{\mu}-\frac{1}{2} \mathbf{u}^{T} \mathbf{D u}\right) \tag{A-13}
\end{align*}
$$

A Gaussian random vector $\mathbf{X}$ is defined as one with a characteristic function of the form

$$
\begin{equation*}
h(\mathbf{u})=E\left[\exp \left(j \mathbf{u}^{T} \mathbf{X}\right)\right]=\exp \left(j \mathbf{u}^{T} \boldsymbol{\mu}-\frac{1}{2} \mathbf{u}^{T} \mathbf{K} \mathbf{u}\right) \tag{A-14}
\end{equation*}
$$

where the $n \times 1$ mean vector $\boldsymbol{\mu}$ and $n \times n$ covariance matrix $\mathbf{K}$ are

$$
\begin{equation*}
\boldsymbol{\mu}=E[\mathbf{X}], \quad \mathbf{K}=E\left[(\mathbf{X}-\boldsymbol{\mu})(\mathbf{X}-\boldsymbol{\mu})^{T}\right] \tag{A-15}
\end{equation*}
$$

Let $\mathbf{x}$ denote an arbitrary $n \times 1$ vector. Since

$$
\begin{array}{r}
0 \leq E\left[\left\{(\mathbf{X}-\boldsymbol{\mu})^{T} \mathbf{x}\right\}^{2}\right]=E\left[\mathbf{x}(\mathbf{X}-\boldsymbol{\mu})(\mathbf{X}-\boldsymbol{\mu})^{T} \mathbf{x}\right] \\
=\mathbf{x}^{T} \mathbf{K} \mathbf{x} \tag{A-16}
\end{array}
$$

the symmetric matrix $\mathbf{K}$ is positive semidefinite. The components of a Gaussian random vector $X_{1}, \ldots, X_{n}$ are called jointly Gaussian random variables.

Theorem 1. The random vector $\mathbf{X}=\mathbf{A Y}+\boldsymbol{\mu}$ is a Gaussian random vector if $\mathbf{Y}$ has components that are independent zero-mean Gaussian random variables.

Proof. If $\mathbf{Y}$ is an $n \times 1$ Gaussian random vector with mean $\mathbf{0}$ and an $n \times n$ diagonal covariance matrix $\mathbf{D}$, then (A-13) indicates that $\mathbf{X}=\mathbf{A Y}+\boldsymbol{\mu}$ has the characteristic function

$$
\begin{align*}
E\left[\exp \left(j \mathbf{u}^{T} \mathbf{X}\right)\right] & =\exp \left(j \mathbf{u}^{T} \boldsymbol{\mu}\right) E\left[\exp \left(j \mathbf{u}^{T} \mathbf{A} \mathbf{Y}\right)\right] \\
& =\exp \left(j \mathbf{u}^{T} \boldsymbol{\mu}-\frac{1}{2} \mathbf{u}^{T} \mathbf{K} \mathbf{u}\right), \mathbf{K}=\mathbf{A D A}^{T} \tag{A-17}
\end{align*}
$$

Since the characteristic function of $\mathbf{X}$ has the form of (A-14), $\mathbf{X}$ is a Gaussian random vector.

Theorem 2. An $n \times 1$ Gaussian random vector $\mathbf{X}$ with an $n \times 1$ mean vector $\boldsymbol{\mu}$ and an $n \times n$ covariance matrix $\mathbf{K}$ can be expressed as $\mathbf{X}=\mathbf{A Y}+\boldsymbol{\mu}$, where the components of $\mathbf{Y}$ are independent zero-mean Gaussian random variables, and $\mathbf{A}$ is an $n \times n$ orthogonal matrix.

Proof. Since the $n \times n$ matrix $\mathbf{K}$ is symmetric positive-semidefinite, it can be diagonalized by an orthogonal matrix (Appendix G). Let A denote an $n \times n$ orthogonal matrix such that $\mathbf{A}^{T} \mathbf{K A}=\mathbf{D}$ where $\mathbf{D}$ is an $n \times n$ diagonal matrix with diagonal elements equal to the $\left\{\lambda_{k}\right\}$, which are the eigenvalues of $\mathbf{K}$. Define $\mathbf{Y}=\mathbf{A}^{T}(\mathbf{X}-\boldsymbol{\mu})$. Then $\mathbf{Y}$ has mean $\mathbf{0}$, covariance $\mathbf{A}^{T} \mathbf{K A}=\mathbf{D}$, and characteristic function

$$
\begin{align*}
E\left[\exp \left(j \mathbf{u}^{T} \mathbf{Y}\right)\right] & =\exp \left(-\frac{1}{2} \mathbf{u}^{T} \mathbf{D} \mathbf{u}\right)=\exp \left(-\frac{1}{2} \sum_{k=1}^{n} \lambda_{k} u_{k}^{2}\right) \\
& =\prod_{k=1}^{n} \exp \left(-\frac{1}{2} \lambda_{k} u_{k}^{2}\right) . \tag{A-18}
\end{align*}
$$

By the uniqueness of the characteristic function (Theorem 5, Appendix C), (A-18), and (A-13), the $\left\{Y_{k}\right\}$ are independent, and $Y_{k}$ is a zero-mean Gaussian random variable with variance $\lambda_{k}$. The orthogonality of $\mathbf{A}$ implies that $\mathbf{A}^{T}=\mathbf{A}^{-1}$, and hence, $\mathbf{X}=\mathbf{A Y}+\boldsymbol{\mu}$.

Theorem 3. If $\mathbf{K}$ is invertible, an $n \times 1$ Gaussian random vector $\mathbf{X}$ with an $n \times 1$ mean vector $\boldsymbol{\mu}$ and an $n \times n$ covariance matrix $\mathbf{K}$ has density

$$
\begin{equation*}
f_{\mathbf{X}}(\mathbf{x})=(2 \pi)^{-n / 2}(\operatorname{det} \mathbf{K})^{-1 / 2} \exp \left[-\frac{1}{2}(\mathbf{X}-\boldsymbol{\mu})^{T} \mathbf{K}^{-1}(\mathbf{X}-\boldsymbol{\mu})\right] \tag{A-19}
\end{equation*}
$$

Proof. If the symmetric positive-semidefinite matrix $\mathbf{K}$ is invertible, it is positive definite, and every eigenvalue $\lambda_{k}$ of $\mathbf{K}$ is positive (Appendix G). Let $\mathbf{A}$ denote an $n \times n$ orthogonal matrix such that $\mathbf{A}^{T} \mathbf{K A}=\mathbf{D}$, where $\mathbf{D}$ is an $n \times n$ diagonal matrix with positive diagonal elements equal to the $\left\{\lambda_{k}\right\}$. Then Theorem 2, (A-1), and (A-13) imply that $\mathbf{Y}=\mathbf{A}^{T}(\mathbf{X}-\boldsymbol{\mu})$ has density

$$
\begin{align*}
f_{\mathbf{Y}}(\mathbf{y}) & =\prod_{k=1}^{n}\left(2 \pi \lambda_{k}\right)^{-1 / 2} \exp \left(-\frac{y_{k}^{2}}{2 \lambda_{k}}\right) \\
& =(2 \pi)^{-n / 2}(\operatorname{det} \mathbf{D})^{-1 / 2} \exp \left(-\frac{\mathbf{y}^{T} \mathbf{D}^{-1} \mathbf{y}}{2}\right) \tag{A-20}
\end{align*}
$$

The Jacobian of the transformation $\mathbf{X}=\mathbf{A Y}+\boldsymbol{\mu}$ is $\operatorname{det} \mathbf{A}^{T}=\operatorname{det} \mathbf{A}$. Since $\mathbf{A}$ is orthogonal, $\operatorname{det} \mathbf{A}^{T}=\operatorname{det} \mathbf{A}^{-1}$. Using these equations and the fact that $1=$ $\operatorname{det} \mathbf{A} \mathbf{A}^{-1}=(\operatorname{det} \mathbf{A})\left(\operatorname{det} \mathbf{A}^{-1}\right)$, we obtain $\left|\operatorname{det} \mathbf{A}^{T}\right|=1$. Since $\mathbf{A}^{T} \mathbf{K} \mathbf{A}=\mathbf{D}$ implies that $\mathbf{A} \mathbf{D}^{-1} \mathbf{A}^{T}=\mathbf{K}^{-1}$ and $\operatorname{det} \mathbf{D}=\operatorname{det} \mathbf{K}$, the density of $\mathbf{X}$ is given by (A-19).

If $\mathbf{K}$ is singular, then $\mathbf{X}$ does not have a density.
Theorem 4. If $\mathbf{X}$ is a Gaussian random vector, $\mathbf{B}$ is an arbitrary $n \times n$ matrix, and $\mathbf{Z}=\mathbf{B X}$, then $\mathbf{Z}$ is a Gaussian random vector. Thus, the linear transformation of a Gaussian random vector is itself a Gaussian random vector.

Proof. According to Theorem 2, $\mathbf{X}$ can be expressed as $\mathbf{X}=\mathbf{A Y}+\boldsymbol{\mu}$, where $\mathbf{Y}$ is a vector with components that are independent zero-mean Gaussian random variables. Then $\mathbf{Z}=\mathbf{B A Y}+\mathbf{B} \boldsymbol{\mu}$, which is a Gaussian random vector by Theorem 1.

Even if X has Gaussian components, $\mathbf{X}$ may not be a Gaussian random vector. Thus, $\mathbf{Z}=\mathbf{B X}$ may not be a Gaussian random vector if $\mathbf{X}$ has Gaussian components but is not a Gaussian random vector.

Theorem 5. The components of a Gaussian random vector $\mathbf{X}$ are independent random variables if and only if they are uncorrelated and have positive variances.

Proof. If the component random variables of a Gaussian random vector $\mathbf{X}$ are uncorrelated, then $\mathbf{K}$ is diagonal. If all variances are positive, then the diagonal elements of $\mathbf{K}$ and hence $\mathbf{K}^{-1}$ are positive. Theorem 3 indicates that the density of $\mathbf{X}$ is the product of the densities of its components, and hence, the components are independent. Conversely, if the components of a Gaussian random vector $\mathbf{X}$ are independent random variables, then (A-13) implies that $\mathbf{K}$ is diagonal, and hence, the components are uncorrelated.

A complex $n \times 1$ random vector has the form $\mathbf{X}=\mathbf{X}_{1}+j \mathbf{X}_{2}$, where $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are real-valued random vectors with means $\boldsymbol{\mu}_{1}$ and $\boldsymbol{\mu}_{2}$, respectively. Thus, $E[\mathbf{X}]=\boldsymbol{\mu}=\boldsymbol{\mu}_{1}+j \boldsymbol{\mu}_{2}$. Let $\mathbf{K}_{i}$ denote the $n \times n$ covariance matrix of $\mathbf{X}_{i}, i=1,2$. We define the $n \times n$ cross-covariance matrices of $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ as

$$
\begin{align*}
& \mathbf{K}_{12}=E\left[\left(\mathbf{X}_{1}-\boldsymbol{\mu}_{1}\right)\left(\mathbf{X}_{2}-\boldsymbol{\mu}_{2}\right)^{T}\right]  \tag{A-21}\\
& \mathbf{K}_{21}=E\left[\left(\mathbf{X}_{2}-\boldsymbol{\mu}_{2}\right)\left(\mathbf{X}_{1}-\boldsymbol{\mu}_{1}\right)^{T}\right] . \tag{A-22}
\end{align*}
$$

The $n \times n$ covariance matrix of $\mathbf{X}$ is

$$
\begin{align*}
\mathbf{K} & =E\left[(\mathbf{X}-\boldsymbol{\mu})(\mathbf{X}-\boldsymbol{\mu})^{H}\right] \\
& =\mathbf{K}_{1}+\mathbf{K}_{2}+j\left(\mathbf{K}_{21}-\mathbf{K}_{12}\right) . \tag{A-23}
\end{align*}
$$

A complex $n \times 1$ random vector $\mathbf{X}$ is a complex Gaussian random vector if the $2 n \times 1$ real-valued vector $\mathbf{X}_{c}=\left[\mathbf{X}_{1} \mathbf{X}_{2}\right]^{T}$ is a Gaussian random vector. The $2 n \times 2 n$ covariance matrix of $\mathbf{X}_{c}$ is

$$
\mathbf{K}_{c}=\left[\begin{array}{cc}
\mathbf{K}_{1} & \mathbf{K}_{12}  \tag{A-24}\\
\mathbf{K}_{21} & \mathbf{K}_{2}
\end{array}\right] .
$$

A complex $n \times 1$ random vector $\mathbf{X}$ is circularly symmetric if

$$
\begin{equation*}
E\left[(\mathbf{X}-\boldsymbol{\mu})(\mathbf{X}-\boldsymbol{\mu})^{T}\right]=\mathbf{0} \tag{A-25}
\end{equation*}
$$

Expanding this equation in terms of its real and imaginary parts, we find that circular symmetry implies that

$$
\begin{equation*}
\mathbf{K}_{1}=\mathbf{K}_{2}, \quad \mathbf{K}_{21}=-\mathbf{K}_{12} \tag{A-26}
\end{equation*}
$$

If a complex Gaussian random vector $\mathbf{X}$ has independent real and imaginary components, then its covariance matrix is a real-valued diagonal matrix $\mathbf{D}$ with positive elements, and

$$
\begin{equation*}
\mathbf{D}=\mathbf{K}_{1}+\mathbf{K}_{2}, \quad \mathbf{K}_{21}=\mathbf{K}_{12}=\mathbf{0} \tag{A-27}
\end{equation*}
$$

If $\mathbf{X}$ is also circularly symmetric, then (A-24), (A-26), and (A-27) imply that

$$
\mathbf{K}_{c}=\left[\begin{array}{cc}
\frac{1}{2} \mathbf{D} & \mathbf{0}  \tag{A-28}\\
\mathbf{0} & \frac{1}{2} \mathbf{D}
\end{array}\right]
$$

## A. 2 Central Limit Theorem

The central limit theorem establishes conditions under which the sum of many random variables has an approximately normal or Gaussian distribution. The proof exploits the following fundamental theorem. Let $F_{n}(x)$ and $F(x)$ de-
note distribution functions with characteristic functions $h_{n}(u)$ and $h(u)$, respectively. A necessary and sufficient condition for $F_{n}(x) \rightarrow F(x)$ is that $h_{n}(u) \rightarrow h(u)$ for each $u[6,9]$.

In the proof of the central limit theorem and its corollaries, Chebyshev's inequality, the Cauchy-Schwarz inequality for random variables, and Taylor's theorems for complex-valued and analytic functions are needed.

## Chebyshev's Inequality

Consider a random variable $X$ with distribution $F(x)$. Let $m=E[X]$ denote the expected value of $X$, and $P[A]$ denote the probability of event $A$. From elementary probability, it follows that

$$
\begin{align*}
E\left[|X-m|^{k}\right] & =\int_{-\infty}^{\infty}|x-m|^{k} d F(x) \\
& \geq \int_{|x-m| \geq \alpha}^{\infty}|x-m|^{k} d F(x) \\
& \geq \alpha^{k} \int_{|x-m| \geq \alpha}^{\infty} d F(x) \\
& =\alpha^{k} P[|X-m| \geq \alpha] \tag{A-29}
\end{align*}
$$

which implies Markov's inequality:

$$
\begin{equation*}
P[|X-m| \geq \alpha] \leq \frac{1}{\alpha^{k}} E\left[|X-m|^{k}\right] . \tag{A-30}
\end{equation*}
$$

Let $\sigma^{2}=E\left[(X-m)^{2}\right]$ denote the variance of $X$. If $k=2$, then (A-30) becomes Chebyshev's inequality:

$$
\begin{equation*}
P[|X-m| \geq \alpha] \leq \frac{\sigma^{2}}{\alpha^{2}} \tag{A-31}
\end{equation*}
$$

## Cauchy-Schwarz Inequality for Random Variables

Let $X$ and $Y$ denote random variables. When $Y \neq 0$, an expansion of the inequality

$$
\begin{equation*}
E\left[\left(X-\frac{E[X Y]}{E\left[Y^{2}\right]} Y\right)^{2}\right] \geq 0 \tag{A-32}
\end{equation*}
$$

yields the Cauchy-Schwarz inequality:

$$
\begin{equation*}
E[X Y] \leq \sqrt{E\left[X^{2}\right] E\left[Y^{2}\right]} \tag{A-33}
\end{equation*}
$$

which is valid for $Y=0$.
Taylor's Theorem for Complex-Valued Functions Let $f(x)$ denote a complex-valued function of a real variable $x$ with $n+1$ continuous derivatives
on an open interval including the origin. Let $f^{(n)}(x)$ denote the $n$th derivative of $f(x)$. Then for all $x$ in the interval,

$$
\begin{equation*}
f(x)=\sum_{k=0}^{n} \frac{f^{(k)}(0) x^{k}}{k!}+R_{n}(x) \tag{A-34}
\end{equation*}
$$

where the remainder is

$$
\begin{equation*}
R_{n}(x)=\frac{x^{n+1}}{n!} \int_{0}^{1} f^{(n+1)}(x y)(1-y)^{n} d y \tag{A-35}
\end{equation*}
$$

If $\left|f^{(n+1)}(u)\right| \leq c$ for all $u$ on the open interval, then

$$
\begin{equation*}
\left|R_{n}(x)\right| \leq \frac{c|x|^{n+1}}{(n+1)!} \tag{A-36}
\end{equation*}
$$

Proof. Integrating by parts the integral in (A-35), we obtain

$$
R_{n}(x)=-\frac{f^{(n)}(0) x^{n}}{n!}+R_{n-1}(x)
$$

Repeated substitutions into the right-hand side of this equation and the final substitution of $R_{0}(x)=f(x)-f(0)$ proves (A-34). Substituting $\left|f^{(n+1)}(u)\right| \leq$ $c$ and

$$
\int_{0}^{1}(1-y)^{n} d y=\frac{1}{n+1}
$$

into (A-35) proves (A-36).
Applying Taylor's theorem to a series expansion of $\exp (j x)$ about the origin $x=0$, we obtain

$$
\begin{equation*}
\exp (j x)=\sum_{k=0}^{n} \frac{(j x)^{k}}{k!}+\frac{\theta|x|^{n+1}}{(n+1)!},|\theta| \leq 1 \tag{A-37}
\end{equation*}
$$

where $j=\sqrt{-1}$ and $x$ is real-valued.
Taylor's Theorem for Analytic Functions Let $f(z)$ denote an analytic function over an open disk $\mathcal{D}$ including the origin in the complex plane. Then for every $z \in \mathcal{D}$, we have the Taylor series

$$
\begin{equation*}
f(z)=\sum_{k=1}^{\infty} \frac{f^{(k)}(0) z^{k}}{k!} \tag{A-38}
\end{equation*}
$$

Proof. Let $C$ denote a circle centered at the origin and within $\mathcal{D}$. By Cauchy's integral formula,

$$
f(z)=\frac{1}{2 \pi j} \oint_{C} \frac{f\left(z_{1}\right)}{z_{1}-z} d z_{1}
$$

where $z$ lies within $C, z_{1}$ is the integration variable, and the integration path is counterclockwise around $C$. Since $f(z)$ is analytic in $\mathcal{D}$, it has derivatives of all orders in $\mathcal{D}$, and the $k$ th derivative is

$$
\begin{equation*}
f^{(k)}(z)=\frac{k!}{2 \pi j} \oint_{C} \frac{f\left(z_{1}\right)}{\left(z_{1}-z\right)^{k+1}} d z_{1} \tag{A-39}
\end{equation*}
$$

From the formula for a finite geometric sum, we obtain

$$
\frac{1}{1-z}=\sum_{k=0}^{\infty} z^{k}, \quad|z|<1
$$

and the convergence is uniform in any closed disk $|z| \leq r<1$. Since $\left|z / z_{1}\right|<$ 1 , (A-39) and the geometric sum imply that

$$
\begin{aligned}
f(z) & =\frac{1}{2 \pi j} \oint_{C} \frac{f\left(z_{1}\right)}{z_{1}} \sum_{k=0}^{\infty}\left(\frac{z}{z_{1}}\right)^{k} d z_{1} \\
& =\frac{1}{2 \pi j} \sum_{k=0}^{\infty} z^{k} \oint_{C} \frac{f\left(z_{1}\right)}{z_{1}^{k+1}} d z_{1}
\end{aligned}
$$

where the interchange of the order of integration and summation is valid because of the uniform convergence. Substitution of (A-39) with $z=0$ into this equation yields (A-38).

A Taylor series for the principal branch of $\ln (1+z)$ is

$$
\begin{align*}
\ln (1+z) & =\sum_{k=1}^{\infty} \frac{(-1)^{k+1} z^{k}}{k} \\
& =z+z^{2} \sum_{k=2}^{\infty} \frac{(-1)^{k+1} z^{k-2}}{k},|z|<1 \tag{A-40}
\end{align*}
$$

We define

$$
\begin{equation*}
\zeta=\frac{z^{2}}{|z|^{2}} \sum_{k=2}^{\infty} \frac{(-1)^{k+1} z^{k-2}}{k} \tag{A-41}
\end{equation*}
$$

If $|z| \leq 1 / 2$, then

$$
\begin{equation*}
|\zeta| \leq \sum_{k=2}^{\infty} \frac{|z|^{k-2}}{k} \leq \frac{1}{2} \sum_{k=2}^{\infty}|z|^{k-2} \leq 1, \quad|z| \leq 1 / 2 \tag{A-42}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\ln (1+z)=z+\zeta|z|^{2}, \quad|z| \leq 1 / 2, \quad|\zeta| \leq 1 \tag{A-43}
\end{equation*}
$$

Central Limit Theorem Suppose that for each n, the sequence $X_{1}, X_{2}, \ldots, X_{n}$ is independent and that each $X_{k}$ has finite mean $m_{k}$, finite variance $\sigma_{k}^{2}$,
and distribution function $F_{k}(x)$. Let $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ and $T_{n}=$ $\left(S_{n}-E\left[S_{n}\right]\right) / s_{n}$, where $s_{n}^{2}=\operatorname{var}\left(S_{n}\right)=\sum_{k=1}^{n} \sigma_{k}^{2}$. If for every positive $\epsilon$,

$$
\sum_{k=1}^{n} \frac{1}{s_{n}^{2}} \int_{\left|x-m_{k}\right| \geq \epsilon s_{n}}\left(x-m_{k}\right)^{2} d F_{k}(x) \rightarrow 0 \text { as } n \rightarrow \infty
$$

then $T_{n}$ converges in distribution to a standard Gaussian random variable with distribution given by (A-4).

Proof: We assume in the proof that $m_{k}=0$ with no loss of generality because $S_{n}-E\left[S_{n}\right]=\sum_{k=1}^{\infty}\left(X_{k}-m_{k}\right)$, and $E\left[X_{k}-m_{k}\right]=0$.

Let $h_{k}$ and $\phi_{n}$ denote the characteristic functions of $X_{k}$ and $T_{n}$, respectively. The independence of each $X_{k}$ implies that

$$
\phi_{n}(u)=E\left[e^{j u T_{n}}\right]=\prod_{k=1}^{n} E\left[e^{j u X_{k} / s_{n}}\right]=\prod_{k=1}^{n} h_{k}\left(\frac{u}{s_{n}}\right)
$$

Since the convergence of the characteristic functions determines the convergence of the distribution functions, the theorem is proved if it is shown that $\phi_{n}(u) \rightarrow$ $\exp \left(-u^{2} / 2\right)$, which is equivalent to showing that

$$
\begin{equation*}
\ln \left(\phi_{n}(u)\right)=\sum_{k=1}^{n} \ln \left(h_{k}\left(\frac{u}{s_{n}}\right)\right) \rightarrow-u^{2} / 2 \text { as } n \rightarrow \infty \tag{A-44}
\end{equation*}
$$

The partitioning of the defining integral gives

$$
h_{k}\left(\frac{u}{s_{n}}\right)=\int_{|x|<\epsilon s_{n}} e^{j u x / s_{n}} d F_{k}(x)+\int_{|x| \geq \epsilon s_{n}} e^{j u x / s_{n}} d F_{k}(x)
$$

for each positive $\epsilon$. Substituting (A-37) with $n=2$ and $n=1$ into the first and second integrals, respectively, and using $m_{k}=E\left[X_{k}\right]=0$, we obtain

$$
\begin{equation*}
h_{k}\left(\frac{u}{s_{n}}\right)=1+\frac{u^{2}}{2} \theta_{1} \alpha_{n k}-\frac{u^{2}}{2} \beta_{n k}+\frac{|u|^{3}}{6 s_{n}^{3}} \theta_{2} \int_{|x|<\epsilon s_{n}}|x|^{3} d F_{k}(x) \tag{A-45}
\end{equation*}
$$

where $\left|\theta_{1}\right|,\left|\theta_{2}\right| \leq 1$ and

$$
\begin{align*}
\alpha_{n k} & =\frac{1}{s_{n}^{2}} \int_{|x| \geq \epsilon s_{n}} x^{2} d F_{k}(x)  \tag{A-46}\\
\beta_{n k} & =\frac{1}{s_{n}^{2}} \int_{|x|<\epsilon s_{n}} x^{2} d F_{k}(x) \tag{A-47}
\end{align*}
$$

Since $|x|^{3}<\epsilon s_{n} x^{2}$ when $|x|<\epsilon s_{n}$, (A-45) may be expressed as

$$
\begin{equation*}
h_{k}\left(\frac{u}{s_{n}}\right)=1+\gamma_{n k} \tag{A-48}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n k}=\frac{u^{2}}{2} \theta_{1} \alpha_{n k}-\frac{u^{2}}{2} \beta_{n k}+\frac{|u|^{3}}{6} \epsilon \theta_{2} \beta_{n k} \tag{A-49}
\end{equation*}
$$

If $\left|\gamma_{n k}\right| \leq 1 / 2$, the application of (A-43) yields

$$
\begin{equation*}
\sum_{k=1}^{n} \ln \left(h_{k}\left(\frac{u}{s_{n}}\right)\right)=\sum_{k=1}^{n} \gamma_{n k}+\zeta \sum_{k=1}^{n}\left|\gamma_{n k}\right|^{2} \tag{A-50}
\end{equation*}
$$

where $|\zeta| \leq 1$.
From the hypothesis of the theorem, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sum_{k=1}^{n} \alpha_{n k} \rightarrow 0 \tag{A-51}
\end{equation*}
$$

It follows from (A-46) and (A-47) that

$$
\sum_{k=1}^{\infty}\left(\alpha_{n k}+\beta_{n k}\right)=\frac{1}{s_{n}^{2}} \sum_{k=1}^{\infty} \sigma_{k}^{2}=1
$$

This equation and (A-51) imply that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sum_{k=1}^{n} \beta_{n k} \rightarrow 1 \tag{A-52}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\sum_{k=1}^{n} \gamma_{n k} \rightarrow-u^{2} / 2+\frac{|u|^{3}}{6} \theta_{2} \epsilon \tag{A-53}
\end{equation*}
$$

Equations (A-49), (A-51), and (A-52) indicate that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sum_{k=1}^{n}\left|\gamma_{n k}\right| \rightarrow u^{2} / 2+\frac{|u|^{3}}{6}\left|\theta_{2}\right| \epsilon \tag{A-54}
\end{equation*}
$$

Since (A-47) indicates that $0 \leq \beta_{n k}<\epsilon^{2}$, we obtain

$$
\begin{equation*}
\max _{k}\left|\gamma_{n k}\right|<\frac{u^{2}}{2} \epsilon^{2}+\frac{|u|^{3}}{6} \epsilon^{3} \tag{A-55}
\end{equation*}
$$

for sufficiently large $n$. Thus, $\left|\gamma_{n k}\right| \leq 1 / 2$ for all $k$ and $u$ if $n$ is sufficiently large and $\epsilon$ is sufficiently small. Using (A-54) and (A-55), we obtain

$$
\begin{align*}
& \sum_{k=1}^{n}\left|\gamma_{n k}\right|^{2} \leq \max _{k}\left|\gamma_{n k}\right| \sum_{k=1}^{n}\left|\gamma_{n k}\right| \\
< & \left(\frac{u^{2}}{2} \epsilon^{2}+\frac{|u|^{3}}{6} \epsilon^{3}\right)\left(\frac{u^{2}}{2}+\frac{|u|^{3}}{6} \epsilon\right) \tag{A-56}
\end{align*}
$$

for sufficiently large $n$. Thus, for any positive $\delta$, (A-50), (A-53), and (A-56) imply that

$$
\left|\sum_{k=1}^{n} \ln \left(h_{k}\left(\frac{u}{s_{n}}\right)\right)+u^{2} / 2\right|<\delta
$$

if $\epsilon$ is chosen sufficiently small and $n$ is sufficiently large, which proves (A-44).
Corollary 1. Suppose that the sequence $X_{1}, X_{2}, \ldots, X_{n}$ is independent for each $n$ and identically distributed so that each $X_{k}$ has finite mean $m$, finite variance $\sigma^{2}>0$, and distribution function $F(x)$. Let $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ and $T_{n}=\left(S_{n}-n m\right) / \sigma \sqrt{n}$. Then $T_{n}$ converges in distribution to a standard Gaussian random variable.

Proof: Since $s_{n}^{2}=n \sigma^{2}, m_{k}=m$, and $F_{k}(x)=F(x)$,

$$
\sum_{k=1}^{n} \frac{1}{s_{n}^{2}} \int_{\left|x-m_{k}\right| \geq \epsilon s_{n}}\left(x-m_{k}\right)^{2} d F_{k}(x)=\frac{1}{\sigma^{2}} \int_{|x-m| \geq \epsilon \sigma \sqrt{n}}(x-m)^{2} d F(x)
$$

which converges to zero by the Lebesgue dominated convergence theorem since $\sigma^{2}$ is finite and positive, and $\{|x-m| \geq \epsilon \sigma \sqrt{n}\}$ converges to the empty set as $n \rightarrow \infty$.

Corollary 2. Suppose that the sequence $X_{1}, X_{2}, \ldots, X_{n}$ is independent for each nand that each $X_{k}$ has finite mean $m_{k}$, has distribution function $F_{k}(x)$, and is uniformly bounded with $\left|X_{k}-m_{k}\right|<M$ for all $k$. Let $S_{n}=X_{1}+$ $X_{2}+\ldots+X_{n}$ and $T_{n}=\left(S_{n}-E\left[S_{n}\right]\right) / s_{n}$, where $s_{n}^{2}=\operatorname{var}\left(S_{n}\right)=\sum_{k=1}^{n} \sigma_{k}^{2}$. If $s_{n} \rightarrow \infty$, then $T_{n}$ converges in distribution to a standard Gaussian random variable.

Proof: Using $\left|X_{k}-m_{k}\right|<M$ for all $k$ and Chebyshev's inequality, we obtain

$$
\begin{aligned}
\sum_{k=1}^{n} \frac{1}{s_{n}^{2}} \int_{\left|x-m_{k}\right| \geq \epsilon s_{n}}\left(x-m_{k}\right)^{2} d F_{k}(x) & \leq \sum_{k=1}^{n} \frac{4 M^{2}}{s_{n}^{2}} P\left\{\left|x-m_{k}\right| \geq \epsilon s_{n}\right\} \\
& \leq \sum_{k=1}^{n} \frac{4 M^{2} \sigma_{k}^{2}}{s_{n}^{4} \epsilon^{2}}=\frac{4 M^{2}}{s_{n}^{2} \epsilon^{2}} \rightarrow 0 . \square
\end{aligned}
$$

The indicator function $I_{A}$ of a set $A$ is the function on the sample space $\Omega$ that assumes the value 1 on $A$ and 0 on the complement of $A$.

Corollary 3. Suppose that the sequence $X_{1}, X_{2}, \ldots, X_{n}$ is independent for each nand that each $X_{k}$ has finite mean $m_{k}$, finite variance $\sigma_{k}^{2}$, and distribution function $F_{k}(x)$. Let $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ and $T_{n}=\left(S_{n}-E\left[S_{n}\right]\right) / s_{n}$, where $s_{n}^{2}=\operatorname{var}\left(S_{n}\right)=\sum_{k=1}^{n} \sigma_{k}^{2}$. If $s_{n}^{3} / n \rightarrow \infty$ and the fourth central moment is uniformly bounded so that $E\left[\left(X_{k}-m_{k}\right)^{4}\right]<M^{2}$ for all $k$, then $T_{n}$ converges in distribution to a standard Gaussian random variable.

Proof: Applying successively the Cauchy-Schwarz inequality and the bound on the fourth central moment, we obtain

$$
\begin{aligned}
\sum_{k=1}^{n} \frac{1}{s_{n}^{2}} \int_{\left|x-m_{k}\right| \geq \epsilon s_{n}}\left(x-m_{k}\right)^{2} d F_{k}(x) & =\sum_{k=1}^{n} \frac{1}{s_{n}^{2}} E\left[\left(X_{k}-m_{k}\right)^{2} I_{\left\{\left|x-m_{k}\right| \geq \epsilon s_{n}\right\}}\right] \\
& \leq \sum_{k=1}^{n} \frac{M}{s_{n}^{2}} \sqrt{P\left[\left|x-m_{k}\right| \geq \epsilon s_{n}\right]} .
\end{aligned}
$$

Since the fourth central moment is bounded by $M^{2}$, the Cauchy-Schwarz inequality indicates that the second central moment is bounded by $M$. This bound and Chebyshev's inequality give

$$
\begin{equation*}
P\left[\left|x-m_{k}\right| \geq \epsilon s_{n}\right] \leq \frac{\sqrt{M}}{\epsilon s_{n}} \tag{A-57}
\end{equation*}
$$

The substitution of this inequality into the preceding one and the application of the hypothesis that $s_{n}^{3} / n \rightarrow \infty$ yield

$$
\begin{aligned}
\sum_{k=1}^{n} \frac{1}{s_{n}^{2}} \int_{\left|x-m_{k}\right| \geq \epsilon s_{n} c}\left(x-m_{k}\right)^{2} d F_{k}(x) & \leq \sum_{k=1}^{n} \frac{M^{3 / 2}}{s_{n}^{3} \epsilon} \\
& =\frac{M^{3 / 2} / \epsilon}{s_{n}^{3} / n} \rightarrow 0
\end{aligned}
$$

## Appendix B

## Moment-Generating Function and Laplace Transform

## B. 1 Moment-Generating Function

The moment-generating function of the random variable $X$ with distribution function $F(x)$ is defined as

$$
\begin{equation*}
M(s)=E\left[e^{s X}\right]=\int_{-\infty}^{\infty} e^{s x} d F(x) \tag{B-1}
\end{equation*}
$$

for all real-valued $s$ for which the integral is finite. Thus, the moment-generating function is the two-sided Laplace transform restricted to real values of $s$. If $s_{0}>0$ and $M(s)$ is defined throughout $\left(-s_{0}, s_{0}\right)$, then $\mathrm{E}[\exp (|s x|)]$ exists for $|s|<s_{0}$. Since its series expansion indicates that $\exp (|s x|) \geq|s x|^{k} / k!, k \geq 0, X$ has finite moments of all orders.

If $s_{0}>0$ and $M(s)$ is defined throughout $\left(-s_{0}, s_{0}\right)$, the difference quotient

$$
\begin{equation*}
\frac{M(s+\Delta s)-M(s)}{\Delta s}=\int_{-\infty}^{\infty} \frac{e^{(s+\Delta s) x}-e^{s x}}{\Delta s} d F(x), \quad s \in\left(-s_{0}, s_{0}\right) \tag{B-2}
\end{equation*}
$$

is finite when $s+\Delta s \in\left(-s_{0}, s_{0}\right)$. Taking the limit of both sides of this equation as $\Delta s \rightarrow 0$ and applying the Lebesgue dominated convergence theorem, we find that the derivative of $M(s)$ is

$$
\begin{equation*}
M^{\prime}(s)=\int_{-\infty}^{\infty} x e^{s x} d F(x), s \in\left(-s_{0}, s_{0}\right) \tag{B-3}
\end{equation*}
$$

Since finite moments of all orders exist, the preceding derivation can be extended successively to higher order derivatives of $M(s)$. The $k$ th derivative is

$$
\begin{equation*}
M^{(k)}(s)=\int_{-\infty}^{\infty} x^{k} e^{s x} d F(x), s \in\left(-s_{0}, s_{0}\right) \tag{B-4}
\end{equation*}
$$

Thus, if $M(s)$ exists in some neighborhood of 0 , then the $k$ th moment of $X$ is

$$
\begin{equation*}
E\left[X^{k}\right]=M^{(k)}(0), \quad k \geq 0 \tag{B-5}
\end{equation*}
$$

which indicates that the moment-generating function is aptly named. Equation (B-4) implies that $M^{(2)}(s) \geq 0$. Consequently, $M(s)$ is a convex function over its interval of definition.

## B. 2 Chernoff Bound

The Chernoff bound is an upper bound on the probability that a random variable equals or exceeds a constant. The usefulness of the Chernoff bound stems from the fact that it is often much more easily evaluated than the probability it bounds. Let $\left[0, s_{0}\right)$ denote the nonnegative interval of values of $s$ for which the moment-generating function $M(s)$ is defined. For all nonnegative $s \in\left[0, s_{0}\right)$ and a real-valued $b$, the probability that $X \geq b$ is

$$
\begin{align*}
P[X \geq b]=\int_{b}^{\infty} d F(x) & \leq \exp (-s b) \int_{b}^{\infty} \exp (s x) d F(x) \\
& \leq \exp (-s b) M(s), \quad 0 \leq s<s_{0} \tag{B-6}
\end{align*}
$$

To make this bound as tight as possible, we choose the value of $s$ that minimizes $M(s)$. Therefore,

$$
\begin{equation*}
P[X \geq b] \leq \exp (-s b) \min _{0 \leq s<s_{0}} M(s) \exp (-s b) \tag{B-7}
\end{equation*}
$$

where the upper bound is called the Chernoff bound.
Consider a random variable such that

$$
\begin{equation*}
E(X)<0, \quad P[X>0]>0 \tag{B-8}
\end{equation*}
$$

The first inequality and (B-3) imply that $M^{\prime}(0)<0$, and the second inequality implies that $M(s) \rightarrow \infty$ as $s \rightarrow \infty$. Thus, since $M(0)=1$, the convex function $M(s)$ has a minimum value that is less than unity at some positive $s=s_{m}$. We conclude that (B-8) is sufficient to ensure that the Chernoff bound is less than unity, as required if this bound is to be useful.

## B. 3 Laplace Transform

The Laplace transform of a nonnegative random variable $X$ with a distribution function $F(x)$ concentrated on $[0, \infty)$ is defined as

$$
\begin{align*}
\mathcal{L}(s) & =E\left[e^{-s X}\right] \\
& =\int_{0}^{\infty} e^{-s x} d F(x), \quad s \geq 0 \tag{B-9}
\end{align*}
$$

The moment-generating function of a nonnegative random variable is obtained from its Laplace transform by replacing the real variable $s$ with the real variable $-s$. In some applications, it is useful to let $s$ be complex and change $s \geq 0$ to $\operatorname{Re}(s) \geq 0$, but that is not done in this exposition.

Theorem 1. If $F(x)$ is the distribution of a nonnegative random variable $X$, then the $k$ th derivative of its Laplace transform $\mathcal{L}(s)$ is

$$
\begin{equation*}
\mathcal{L}^{(k)}(s)=(-1)^{k} \int_{0}^{\infty} x^{k} e^{-s x} d F(x), \quad k \geq 0, \quad s>0 \tag{B-10}
\end{equation*}
$$

If $X$ has a $k$ th moment, then

$$
\begin{equation*}
E\left(X^{k}\right)=(-1)^{k} \mathcal{L}^{(k)}\left(0^{+}\right) \tag{B-11}
\end{equation*}
$$

Proof: The proof is by mathematical induction. Equation (B-10) is true for $k=0$ by definition (B-9). Assuming that it is true for $k=n$ and applying Taylor's theorem (Appendix A.2) to $e^{-h x}$, we find that for $s+h>0$,

$$
\begin{align*}
\frac{\mathcal{L}^{(n)}(s+h)-\mathcal{L}^{(n)}(s)}{h} & =(-1)^{n} \int_{0}^{\infty} x^{n} e^{-s x} \frac{e^{-h x}-1}{h} d F(x) \\
& =(-1)^{n+1} \int_{0}^{\infty} x^{n+1} e^{-s x} d F(x)+R \tag{B-12}
\end{align*}
$$

where

$$
\begin{equation*}
|R| \leq \frac{h}{2} \int_{0}^{\infty} x^{n+2} e^{-s x} d F(x) \tag{B-13}
\end{equation*}
$$

The right-hand side of $(\mathrm{B}-13)$ is finite if $s>0$. Therefore, taking the limit as $h \rightarrow 0$ in (B-12), we verify (B-10) for $k=n+1$. If $X$ has a $k$ th moment, then taking the limit of (B-10) as $s \rightarrow 0$ from the right and applying the dominated convergence theorem, we obtain (B-11).

Theorem 2. The Laplace transform $\mathcal{L}(s)$ of a random variable $X$ uniquely determines its distribution function $F(x)$.

Proof: For positive $y$, (B-10) implies that

$$
\sum_{k=0}^{\lfloor s y\rfloor} \frac{(-1)^{k}}{k!} s^{k} \mathcal{L}^{(k)}(s)=\int_{0}^{\infty} H(s, y, x) d F(x), \quad s>0
$$

where

$$
H(s, y, x)=\sum_{k=0}^{\lfloor s y\rfloor} e^{-s x} \frac{(s x)^{k}}{k!}, \quad s>0
$$

which has the same form as the distribution for a Poisson random variable with mean and variance equal to $s x$.

Let $Z$ denote a discrete random variable with mean $\lambda>0$, variance $\lambda$, and Poisson distribution

$$
P[Z=k]=e^{-\lambda} \frac{\lambda^{k}}{k!}, \quad k=0,1 \ldots
$$

If $t>0$,

$$
\begin{equation*}
P[Z \leq \lambda t]=\sum_{k=0}^{\lfloor\lambda t\rfloor} e^{-\lambda} \frac{\lambda^{k}}{k!} \tag{B-14}
\end{equation*}
$$

Chebyshev's inequality (Appendix A.2) yields

$$
P[|Z-\lambda| \geq \lambda \epsilon] \leq \frac{1}{\lambda \epsilon^{2}}
$$

and hence,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} P[|Z-\lambda \epsilon| \geq \lambda \epsilon]=0 \tag{B-15}
\end{equation*}
$$

Therefore, $Z$ has a value concentrated in the interval $[\lambda-\epsilon, \lambda+\epsilon]$ for $\epsilon>0$ as $\lambda \rightarrow \infty$. If $t<1$, then $\lfloor\lambda t\rfloor$ lies increasingly below the interval of concentration as $\lambda \rightarrow \infty$, and hence,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \sum_{k=0}^{\lfloor\lambda t\rfloor} e^{-\lambda} \frac{\lambda^{k}}{k!}=0, \quad t<1 \tag{B-16}
\end{equation*}
$$

If $t>1$, then $\lfloor\lambda t\rfloor$ lies increasingly above the interval of concentration as $\lambda \rightarrow$ $\infty$, and hence,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \sum_{k=0}^{\lfloor\lambda t\rfloor} e^{-\lambda} \frac{\lambda^{k}}{k!}=1, \quad t>1 \tag{B-17}
\end{equation*}
$$

An application of (B-17) and (B-16) indicates that if $y>x \geq 0$, then $H(s, y, x) \rightarrow 1$ as $s \rightarrow \infty$; if $0 \leq y<x$, then $H(s, y, x) \rightarrow 0$ as $s \rightarrow \infty$. Therefore, the dominated convergence theorem indicates that at all continuity points of $F(y)$, we have

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \sum_{k=0}^{\lfloor s y\rfloor} \frac{(-1)^{k}}{k!} s^{k} \mathcal{L}^{(k)}(s)=\int_{0}^{y} d F(x)=F(y) \tag{B-18}
\end{equation*}
$$

Since $F(y)$ is right continuous, (B-18) determines $F(y)$ as a function of $\mathcal{L}(s)$. If the Laplace transform is the same for distributions $F_{1}(y)$ and $F_{2}(y)$, then (B-18) indicates that $F_{1}(y)=F_{2}(y)$.

Theorem 3. The Laplace transform $\mathcal{L}_{t}(s)$ of a sum of independent nonnegative random variables $X_{1}$ and $\mathbf{X}_{2}$ with Laplace transforms $\mathcal{L}_{1}(s)$ and $\mathcal{L}_{2}(s)$, respectively, is

$$
\begin{equation*}
\mathcal{L}_{t}(s)=\mathcal{L}_{1}(s) \mathcal{L}_{2}(s) \tag{B-19}
\end{equation*}
$$

Proof: Independence of the random variables implies that

$$
\mathcal{L}_{t}(s)=E\left[e^{-s\left(X_{1}+X_{2}\right)}\right]=E\left[e^{-s X_{1}}\right] E\left[e^{-s X_{2}}\right]=\mathcal{L}_{1}(s) \mathcal{L}_{2}(s)
$$

## Appendix C

## Fourier Transform and Characteristic Function

## C. 1 Fourier Transform

The Fourier transform of a complex-valued, integrable function $g(x)$ is defined as

$$
\begin{equation*}
\mathcal{F}(g)=\int_{-\infty}^{\infty} e^{-j 2 \pi f x} g(x) d x \tag{C-1}
\end{equation*}
$$

where $j=\sqrt{-1}$ and $-\infty<f<\infty$. Since integration is a linear operation,

$$
\begin{equation*}
\mathcal{F}(a g+b h)=a \mathcal{F}(g)+b \mathcal{F}(h) \tag{C-2}
\end{equation*}
$$

for integrable functions $g(x)$ and $h(x)$ and constants $a$ and $b$. The following theorem is the most commonly used of the inversion theorems.

Theorem 1. If $g(x)$ is a bounded, continuous, and integrable function, and its Fourier transform $\mathcal{F}(g)=\widehat{g}(f)$ is an integrable function, then

$$
\begin{equation*}
g(x)=\int_{-\infty}^{\infty} e^{j 2 \pi f x} \widehat{g}(f) d f \tag{C-3}
\end{equation*}
$$

Proof. The substitution of the identity $\lim _{\sigma \rightarrow \infty}\left(e^{-2 \pi^{2} f^{2} / \sigma^{2}}\right)=1$ and (C-1) into the right-hand side of (C-3) and further evaluation yield

$$
\begin{aligned}
\int_{-\infty}^{\infty} e^{j 2 \pi f x} \widehat{g}(f) d f & =\lim _{\sigma \rightarrow \infty} \int_{-\infty}^{\infty} e^{j 2 \pi f x} e^{-2 \pi^{2} f^{2} / \sigma^{2}} \int_{-\infty}^{\infty} e^{-j 2 \pi f z} g(z) d z d f \\
& =\lim _{\sigma \rightarrow \infty} \int_{-\infty}^{\infty} g(z)\left[\int_{-\infty}^{\infty} e^{j 2 \pi f(x-z)} e^{-2 \pi^{2} f^{2} / \sigma^{2}} d f\right] d z \\
& =\frac{1}{\sqrt{2 \pi}} \lim _{\sigma \rightarrow \infty} \int_{-\infty}^{\infty} g(z) \sigma \exp \left[-\frac{\sigma^{2}(z-x)^{2}}{2}\right] d z \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \lim _{\sigma \rightarrow \infty}\left[g\left(x+\frac{u}{\sigma}\right)\right] \exp \left(-\frac{u^{2}}{2}\right) d u \\
& =g(x)
\end{aligned}
$$

In the first equality, the integrability of $\widehat{g}(f)$ and the dominated convergence theorem justify taking the limit outside the outer integral. In the second equality, the integrability of $g(x)$ and Fubini's theorem (see below) justify the interchange of the order of integration. The third equality follows from a change of integration variable and (A-10) of Appendix A.1. The fourth equality results from a change of the integration variable and then application of the dominated convergence theorem to justify taking the limit inside the integral. The final equality is obtained by taking the limit and then applying (A-2).

The convolution of functions $g$ and $h$ is the function $g \star h$ defined by

$$
\begin{equation*}
(g \star h)(x)=\int_{-\infty}^{\infty} g(x-y) h(y) d y \tag{C-4}
\end{equation*}
$$

Convolution Theorem (a) If $g$ and $h$ are bounded and integrable with Fourier transforms $\mathcal{F}(g)$ and $\mathcal{F}(h)$, respectively, then

$$
\mathcal{F}(g * h)=\mathcal{F}(g) \mathcal{F}(h) .
$$

(b) If $\mathcal{F}(g)$ and $\mathcal{F}(h)$ are bounded and integrable, then

$$
\mathcal{F}(g h)=\mathcal{F}(g) * \mathcal{F}(h) .
$$

Proof. (a) Since $g$ and $h$ are bounded and integrable, $g * h$ is integrable. Therefore, Fubini's theorem justifies the following interchange of the order of integration, and we obtain

$$
\begin{aligned}
\mathcal{F}(g * h) & =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} g(x-y) h(y) d y\right] e^{-j 2 \pi f x} d x \\
& =\int_{-\infty}^{\infty} e^{-j 2 \pi f y} h(y)\left[\int_{-\infty}^{\infty} e^{-j 2 \pi f(x-y)} g(x-y) d x\right] d y \\
& =\mathcal{F}(g) \mathcal{F}(h)
\end{aligned}
$$

where the final equality results from a change of integration variable.
(b) If $\mathcal{F}(g)$ and $\mathcal{F}(h)$ are bounded and integrable, then $\mathcal{F}(g) * \mathcal{F}(h)$ is integrable. Let $\mathcal{F}^{-1}(\cdot)$ denote the inverse Fourier transform. A derivation almost identical to the preceding one yields

$$
\begin{aligned}
\mathcal{F}^{-1}[\mathcal{F}(g) * \mathcal{F}(h)] & =\mathcal{F}^{-1}[\mathcal{F}(g)] \mathcal{F}^{-1}[\mathcal{F}(h)] \\
& =g h .
\end{aligned}
$$

Taking the Fourier transform of both sides of this equation completes the proof.

Parseval's Identity If $g, \widehat{g}(f), h$, and $\widehat{h}(f)$ are bounded and integrable, then

$$
\int_{-\infty}^{\infty} g(x) h^{*}(x) d x=\int_{-\infty}^{\infty} \widehat{g}(f) \widehat{h}^{*}(f) d f
$$

and

$$
\int_{-\infty}^{\infty}|g(x)|^{2} d x=\int_{-\infty}^{\infty}|\widehat{g}(f)|^{2} d f
$$

Proof. Since $g(x)$ and $\widehat{h}(f)$ are bounded and integrable,

$$
\int_{-\infty}^{\infty}\left|e^{-j 2 \pi f x} \widehat{h}^{*}(f) g(x)\right| d f=|g(x)| \int_{-\infty}^{\infty}|\widehat{h}(f)| d f<\infty
$$

Therefore, Fubini's theorem justifies the following interchange of the order of integration, and we obtain

$$
\begin{aligned}
\int_{-\infty}^{\infty} g(x) h^{*}(x) d x & =\int_{-\infty}^{\infty} g(x)\left[\int_{-\infty}^{\infty} e^{-j 2 \pi f x} \widehat{h}^{*}(f) d f\right] d x \\
& =\int_{-\infty}^{\infty} \widehat{h}^{*}(f)\left[\int_{-\infty}^{\infty} e^{-j 2 \pi f x} g(x) d x\right] d f \\
& =\int_{-\infty}^{\infty} \widehat{g}(f) \widehat{h}^{*}(f) d f
\end{aligned}
$$

The second identity of the theorem follows by setting $g=h$.

## Fubini's Theorem

Fubini's theorem is applied several times in this section and elsewhere in this book. This theorem, which is proved using measure theory [6, 9, 117], states that under certain conditions, a double integral may be evaluated as either of two iterated integrals:

$$
\begin{align*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) d x d y & =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} f(x, y) d x\right] d y \\
& =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} f(x, y) d y\right] d x \tag{C-5}
\end{align*}
$$

To apply the theorem, we compute or bound one of the iterated integrals with $|f(x, y)|$ in place of $f(x, y)$. If the result is finite, then the double integral of $|f(x, y)|$ is finite, which implies that the double integral of $f(x, y)$ may be computed as either of the two iterated integrals.

## C. 2 Characteristic Function

The characteristic function of the random variable $X$ with distribution function $F(x)$ is

$$
\begin{equation*}
h(u)=E\left[e^{j u X}\right]=\int_{-\infty}^{\infty} e^{j u x} d F(x) \tag{C-6}
\end{equation*}
$$

where $-\infty<u<\infty$. Since $|\exp (j u x)| \leq 1$, the characteristic function always exists, and $|h(u)| \leq h(0)=1$. Since

$$
\begin{equation*}
|h(u+h)-h(u)| \leq \int_{-\infty}^{\infty}\left|e^{j u h}-1\right| d F(x) \tag{C-7}
\end{equation*}
$$

application of the bounded convergence theorem indicates that $h(u)$ is continuous. The principal advantage of the characteristic function relative to the Laplace transform is that the characteristic function is applicable to a random variable that may take negative values.

The usefulness of the characteristic function depends on the fact that it uniquely determines the distribution function from which it is derived. To prove this fact, we need to evaluate the integral

$$
\begin{equation*}
I_{1}=P \int_{-\infty}^{\infty} \frac{e^{j x}}{x} d y=\lim _{\epsilon \rightarrow 0}\left(\int_{-\infty}^{-\epsilon} \frac{e^{j x}}{x} d y+\int_{+\epsilon}^{\infty} \frac{e^{j x}}{x} d y\right) \tag{C-8}
\end{equation*}
$$

where $P$ denotes the Cauchy principal value, which is defined to avoid the singularity at the origin when the integral is a Riemann integral. However, if the integral is considered a Lebesgue integral, then the singularity has measure 0 , and does not have to be avoided. Since $\cos (x) / x$ is an odd function and $\sin (x) / x$ is an even function, $I_{1}$ reduces to

$$
\begin{align*}
I_{1} & =\int_{-\infty}^{\infty} \frac{e^{j x}}{x} d x \\
& =2 j \int_{0}^{\infty} \frac{\sin (x)}{x} d x \tag{C-9}
\end{align*}
$$

The integrand is uniformly bounded, and the Lebesgue integral exists because

$$
\begin{equation*}
\int_{(n-1) \pi}^{n \pi} \frac{\sin (x)}{x} d x \tag{C-10}
\end{equation*}
$$

alternates in sign for each positive integer $n$, and its absolute value decreases monotonically to zero.

Theorem 2.

$$
\begin{equation*}
P \int_{-\infty}^{\infty} \frac{e^{j x}}{x} d x=2 j \int_{0}^{\infty} \frac{\sin (x)}{x} d x=j \pi \tag{C-11}
\end{equation*}
$$

Proof: We apply Cauchy's integral theorem to a contour integral of $\exp (-j z) / z$, where $z$ is a complex variable. As illustrated in Fig. C.1, the


Figure C.1: Contour for integral evaluation
contour includes a large semicircle $C_{1}$ with radius $c$ in the upper complex plane and a small semicircle $C_{2}$ with radius $\epsilon$ traversed clockwise around the pole at the origin. Since there are no singularities within the contour,

$$
\begin{equation*}
\int_{-c}^{-\epsilon} \frac{e^{j x}}{x} d x+\int_{\epsilon}^{c} \frac{e^{j x}}{x} d x+\int_{C_{1}} \frac{e^{j z}}{z} d z+\int_{C_{2}} \frac{e^{j z}}{z} d z=0 \tag{C-12}
\end{equation*}
$$

After changing the integration variable in the third integral by substituting $z=c e^{j \theta}$ and then applying the dominated convergence theorem, we obtain

$$
\begin{aligned}
\lim _{c \rightarrow \infty} \int_{C_{1}} \frac{e^{j z}}{z} d z & =\lim _{c \rightarrow \infty} \int_{0}^{-\pi} j e^{j c \cos \theta-c \sin \theta} d \theta \\
& =0
\end{aligned}
$$

After changing the integration variable in the fourth integral by substituting $z=\epsilon e^{j \theta}$ and then applying the dominated convergence theorem, we obtain

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \int_{C_{2}} \frac{e^{j z}}{z} d z & =\lim _{\epsilon \rightarrow 0} \int_{-\pi}^{0} j e^{j \epsilon \cos \theta-\epsilon \sin \theta} d \theta \\
& =-j \pi
\end{aligned}
$$

Using these results and taking the limit of (C-12) as $c \rightarrow \infty$ and $\epsilon \rightarrow 0$, we obtain (C-11).

Theorem 3. If the distribution function $F(x)$ has the characteristic function $h(u)$, then

$$
\begin{equation*}
F(b)-F(a)=\lim _{L \rightarrow \infty} \int_{-L}^{L} \frac{e^{-j u a}-e^{-j u b}}{j 2 \pi u} h(u) d u \tag{C-13}
\end{equation*}
$$

for all points $a$ and $b>a$ at which $F(x)$ is continuous, and the distribution function is uniquely determined. If the characteristic function is integrable, then the distribution function has a continuous density given by

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-j u x} h(u) d u \tag{C-14}
\end{equation*}
$$
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Proof: Let

$$
\begin{equation*}
I_{L}=\int_{-L}^{L} \frac{e^{-j u a}-e^{-j u b}}{j 2 \pi u} h(u) d u \tag{C-15}
\end{equation*}
$$

Substituting (C-6) into this integral gives

$$
\begin{equation*}
I_{L}=\int_{-L}^{L} \frac{e^{-j u a}-e^{-j u b}}{j 2 \pi u}\left[\int_{-\infty}^{\infty} e^{j u x} d F(x)\right] d u \tag{C-16}
\end{equation*}
$$

To interchange the order of integration on the right-hand side of (C-16), we first observe that

$$
\begin{align*}
\left|\frac{e^{-j u a}-e^{-j u b}}{j 2 \pi u} e^{-j u x}\right| & =\left|\frac{e^{-j u a}-e^{-j u b}}{j 2 \pi u}\right|=\left|\int_{a}^{b} \frac{e^{-j u y}}{2 \pi} d y\right| \\
& \leq \frac{b-a}{2 \pi} \tag{C-17}
\end{align*}
$$

and

$$
\int_{-L}^{L}\left[\int_{-\infty}^{\infty} \frac{b-a}{2 \pi} d F(x)\right] d u=\frac{L(b-a)}{\pi}<\infty
$$

which indicates that Fubini's theorem is applicable to (C-16). Interchanging the order of integration and then changing integration variables, we obtain

$$
I_{L}=\int_{-\infty}^{\infty} G_{L}(x) d F(x)
$$

where

$$
\begin{align*}
G_{L}(x) & =\int_{-L(x-a)}^{L(x-a)} \frac{e^{j y}}{j 2 \pi y} d y-\int_{-L(x-b)}^{L(x-b)} \frac{e^{j y}}{j 2 \pi y} d y \\
& =\int_{-L(x-a)}^{L(x-a)} \frac{\sin y}{2 \pi y} d y-\int_{-L(x-b)}^{L(x-b)} \frac{\sin y}{2 \pi y} d y \tag{C-18}
\end{align*}
$$

Each of these integrals is bounded. Therefore, the bounded convergence theorem implies that

$$
\begin{equation*}
\lim _{L \rightarrow \infty} I_{L}=\int_{-\infty}^{\infty} \lim _{L \rightarrow \infty} G_{L}(x) d F(x) \tag{C-19}
\end{equation*}
$$

Applying Theorem 2, we find that for $a<b$,

$$
\lim _{L \rightarrow \infty} G_{L}(x)=\left\{\begin{array}{cc}
0 & x<a \text { or } x>b \\
1 / 2 & x=a \text { or } x=b \\
1 & a<x<b
\end{array}\right.
$$

Substituting this equation into (C-19), and evaluating the integral, we obtain (C-13) for all points $a$ and $b>a$ at which $F(x)$ is continuous. Since $F(x)$ is right continuous, $h(u)$ determines $F(x)$ everywhere. Thus, the characteristic function uniquely determines the distribution function.

If $h(u)$ is integrable, then (C-13) and (C-17) indicate that

$$
F(b)-F(a) \leq \frac{(b-a)}{2 \pi} \int_{-\infty}^{\infty}|h(u)| d u
$$

and hence, $F(x)$ is continuous. If $f(x)$ is defined by (C-14), an application of the dominated convergence theorem proves that $f(x)$ is continuous.

Applying Fubini's theorem to interchange the order of integration, we find that

$$
\begin{aligned}
\int_{a}^{x} f(y) d y & =\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\int_{a}^{x} e^{-j u y} d y\right] h(u) d u \\
& =\lim _{L \rightarrow \infty} \int_{-L}^{L} \frac{e^{-j u a}-e^{-j u x}}{j 2 \pi u} h(u) d u \\
& =F(x)-F(a)
\end{aligned}
$$

By the continuity of $f(x)$, this equation implies that the derivative of $F(x)$ is $f(x)$. Since $F(x)$ is monotonically increasing, $f(x)$ is everywhere nonnegative, and hence, $f(x)$ is the density for $F(x)$.

Let $h^{(k)}(u)$ denote the $k$ th derivative of $h(u)$ with respect to $u$. The following theorem enables the calculation of the $k$ th moment of a random variable without the restrictive condition in Theorem 1 of Appendix B.2.

Theorem 4. If the random variable $X$ has distribution function $F(x)$ and characteristic function $h(u)$, and if $E\left[|X|^{k}\right]<\infty$ for a positive integer $k$, then

$$
\begin{equation*}
h^{(k)}(u)=\int_{-\infty}^{\infty}(j x)^{k} e^{j u x} d F(x) \tag{C-20}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[X^{k}\right]=j^{-k} h^{(k)}(0) \tag{C-21}
\end{equation*}
$$

Proof: Since $\left|(j x)^{k} e^{j u x}\right|=|x|^{k}$ and $E\left[|X|^{k}\right]<\infty$, taking the limits in (C-20) as $u \rightarrow 0$ and applying the dominated convergence theorem prove (C-21). To prove (C-20), we calculate

$$
\begin{equation*}
h^{(1)}(u)=\lim _{\delta \rightarrow 0} \frac{E\left[e^{j(u+\delta) X}\right]-E\left[e^{j u X}\right]}{\delta}=\lim _{\delta \rightarrow 0} E\left[\frac{e^{j(u+\delta) X}-e^{j u X}}{\delta}\right] \tag{C-22}
\end{equation*}
$$

The mean value theorem indicates that

$$
\left|\frac{e^{j(u+\delta) X}-e^{j u X}}{\delta}\right| \leq\left|\frac{d}{d s} e^{j s X}\right|=\left|j X e^{j s X}\right|=|X|
$$

for some $s$ between $u$ and $u+\delta$. Since $E[|X|]<\infty$, the dominated convergence theorem can be applied to (C-22), and we obtain

$$
\begin{aligned}
& h^{(1)}(u)=E\left[\frac{d}{d t} e^{j u X}\right] \\
& =\int_{-\infty}^{\infty} j x e^{j u x} d F(x)
\end{aligned}
$$

Continuing in this manner, we can differentiate the characteristic function (C-6) $k$ times under the integral sign, which proves (C-20).

An $n \times 1$ random column vector $\mathbf{X}=\left[X_{1} \ldots X_{n}\right]^{T}$ has components that are random variables. The joint characteristic function of $\mathbf{X}$ is defined as

$$
\begin{equation*}
h(\mathbf{u})=E\left[\exp \left(j \mathbf{u}^{T} \mathbf{X}\right)\right]=E\left[\exp \left(j \sum_{k=1}^{n} u_{k} X_{k}\right)\right] \tag{C-23}
\end{equation*}
$$

where $\mathbf{u}=\left[u_{1} u_{2} \ldots u_{n}\right]^{T}$. The joint characteristic function provides a means of calculating products of powers of random variables.

The joint characteristic function uniquely determines the joint distribution function of a random vector. The derivation of the inversion equation is analogous to the one-dimensional proof of theorem 3.

Theorem 5. If the $n$-dimensional joint distribution function $F_{\mathbf{X}}(\mathbf{x})$ has the $n$-dimensional joint characteristic function $h(\mathbf{u})$, then

$$
\begin{array}{r}
F_{\mathbf{X}}(\mathbf{b})-F_{\mathbf{X}}(\mathbf{a})=\lim _{L \rightarrow \infty} \int_{R_{L}} \prod_{i=1}^{n}\left[\frac{e^{-j u_{i} a_{i}}-e^{-j u_{i} b_{i}}}{j 2 \pi u_{i}}\right] h(\mathbf{u}) d \mathbf{u} \\
R_{L}=\left[\mathbf{u} \in \mathrm{R}^{n}:\left|u_{i}\right| \leq L, 1 \leq i \leq n\right] \tag{C-24}
\end{array}
$$

for all points $\mathbf{a}$ and $\mathbf{b}>\mathbf{a}$ at which $F_{\mathbf{X}}(\mathbf{x})$ is continuous, and the distribution function is uniquely determined.

Proof. Let $I_{L}$ denote the integral in (C-24). After the substitution of (C-23) into (C-24), we find, as in the proof of Theorem 3, that Fubini's theorem is applicable. Interchanging the order of integration, evaluating integrals, we obtain

$$
\begin{array}{r}
I_{L}=\int_{R_{L}} \prod_{i=1}^{n} G_{L}\left(x_{i}, a_{i}, b_{i}\right) d F(\mathbf{x}) \\
G_{L}\left(x_{i}, a_{i}, b_{i}\right)=\int_{-L}^{L} \frac{\sin u_{i}\left(x_{i}-a_{i}\right)-\sin u_{i}\left(x_{i}-b_{i}\right)}{2 \pi u_{i}} d u_{i} \\
\lim _{L \rightarrow \infty} G_{L}\left(x_{i}, a_{i}, b_{i}\right)=\left\{\begin{array}{cc}
0 & x_{i}<a_{i} \text { or } x_{i}>b_{i} \\
1 / 2 & x_{i}=a_{i} \text { or } x_{i}=b_{i} \\
1 & a_{i}<x_{i}<b_{i} .
\end{array}\right. \tag{C-27}
\end{array}
$$

Taking the limit of (C-25), applying the bounded convergence theorem, and substituting (C-27), we obtain (C-24). Since $F_{\mathbf{X}}(\mathbf{x})$ is right continuous, $h(\mathbf{u})$ determines $F_{\mathbf{X}}(\mathbf{x})$ everywhere. Thus, the joint characteristic function uniquely determines the joint distribution function.

Let $k_{1}, k_{2}, \ldots, k_{n}$ denote positive integers such that

$$
\begin{equation*}
\sum_{i=1}^{n} k_{i}=k \tag{C-28}
\end{equation*}
$$

If $E\left[\left|X_{i}\right|^{k_{i}}\right]<\infty, i=1,2, \ldots, n$, then the repeated differentiation and calculations similar to those in the proof of Theorem 4 lead to

$$
\begin{equation*}
E\left[X_{1}^{k_{1}} X_{2}^{k_{2}} \ldots X_{n}^{k_{n}}\right]=\left.j^{-k} \frac{\partial^{k}}{\left(\partial u_{1}\right)^{k_{1}}\left(\partial u_{2}\right)^{k_{2}} \ldots\left(\partial u_{n}\right)^{k_{n}}} h(\mathbf{u})\right|_{\mathbf{u}=0} \tag{C-29}
\end{equation*}
$$

From definition (C-6) and an evaluation similar to that in Theorem 3 of Appendix B.2, it follows that the characteristic function $h_{t}(\mathbf{u})$ of the sum of independent random variables $X_{1}, X_{2}, \ldots, X_{n}$ with characteristic functions $h_{1}(u), h_{2}(u), \ldots, h_{n}(u)$ is

$$
\begin{equation*}
h_{t}(\mathbf{u})=\prod_{\mathbf{i}=\mathbf{1}}^{\mathbf{n}} h_{\mathbf{i}}(u) \tag{C-30}
\end{equation*}
$$

## Appendix D

## Signal Characteristics

## D. 1 Bandpass Signals

A bandpass signal has its power spectrum in a spectral band surrounding a carrier frequency, which is usually at the center of the band. The Hilbert transform provides the basis for signal representations that facilitate the analysis of bandpass signals and systems. Let $P$ denote the Cauchy principal value of an integral. The Hilbert transform of a function $g(t)$ is defined as

$$
\begin{align*}
H[g(t)]=\hat{g}(t) & =\frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{g(u)}{t-u} d u \\
& =\frac{1}{\pi} \lim _{\epsilon \rightarrow 0}\left[\int_{-\infty}^{t-\epsilon} \frac{g(u)}{t-u} d u+\int_{t+\epsilon}^{\infty} \frac{g(u)}{t-u} d u\right] \tag{D-1}
\end{align*}
$$

provided that the integral exists as a principal value.
Since (D-1) has the form of the convolution of $g(t)$ with $1 / \pi t, \hat{g}(t)$ results from passing $g(t)$ through a linear filter with an impulse response equal to $1 / \pi t$. The transfer function of the filter is given by the Fourier transform of $1 / \pi t$. For this function, the Fourier transform is

$$
\begin{equation*}
\mathcal{F}\left[\frac{1}{\pi t}\right]=P \int_{-\infty}^{\infty} \frac{e^{-j 2 \pi f t}}{\pi t} d t, f \neq 0 \tag{D-2}
\end{equation*}
$$

where $j=\sqrt{-1}$. Changing variables and applying Theorem 2 of Appendix C.2, we obtain

$$
\begin{align*}
\mathcal{F}\left[\frac{1}{\pi t}\right] & =\frac{-\operatorname{sgn}(f)}{\pi} P \int_{-\infty}^{\infty} \frac{e^{j x}}{x} d x \\
& =-j \operatorname{sgn}(f) \tag{D-3}
\end{align*}
$$

where $\operatorname{sgn}(f)$ is the signum function defined by

$$
\operatorname{sgn}(f)=\left\{\begin{array}{cc}
1, & f \geq 0  \tag{D-4}\\
-1 & f<0
\end{array}\right.
$$

Let $G(f)=\mathcal{F}[g(t)]$ and $\hat{G}(f)=\mathcal{F}[\hat{g}(t)]$. Applying the convolution theorem of Fourier analysis (Appendix C.1) to (D-1) and then substituting (D-3), we obtain

$$
\begin{equation*}
\hat{G}(f)=-j \operatorname{sgn}(f) G(f) . \tag{D-5}
\end{equation*}
$$

To evaluate $H[\hat{g}(t)]$, we calculate

$$
\begin{align*}
\mathcal{F}\{H[\hat{g}(t)]\} & =-j \operatorname{sgn}(f) \widehat{G}(f) \\
& =-G(f)=-\mathcal{F}[g(t)] . \tag{D-6}
\end{align*}
$$

Taking the inverse Fourier transform of both sides of the final equation, we find that

$$
\begin{equation*}
H[\hat{g}(t)]=-g(t) \tag{D-7}
\end{equation*}
$$

provided that $G(0)=0$.
A bandpass signal is one with a Fourier transform $G(f)$ that is negligible except for $f_{c}-W / 2 \leq|f| \leq f_{c}+W / 2$, where $0 \leq W<2 f_{c}$ and $f_{c}$ is the center frequency. If $W \ll f_{c}$, the bandpass signal is often called a narrowband signal. The analytic signal $g_{a}(t)$ associated with $g(t)$ is defined to be the signal with Fourier transform

$$
\begin{equation*}
G_{a}(f)=[1+\operatorname{sgn}(f)] G(f) \tag{D-8}
\end{equation*}
$$

which is zero for $f \leq 0$ and is confined to the band $\left|f-f_{c}\right| \leq W / 2$ when $f>0$. The inverse Fourier transform of $G_{a}(f)$ and (D-5) imply that

$$
\begin{equation*}
g_{a}(t)=g(t)+j \hat{g}(t) . \tag{D-9}
\end{equation*}
$$

The complex envelope of the bandpass signal $g(t)$ is defined by

$$
\begin{equation*}
g_{l}(t)=g_{a}(t) e^{-j 2 \pi f_{c} t} \tag{D-10}
\end{equation*}
$$

where $f_{c}$ is the center frequency. Since the Fourier transform of $g_{l}(t)$ is $G_{a}(f+$ $f_{c}$ ), which occupies the band $|f| \leq W / 2$, the complex envelope is a baseband signal that may be regarded as an equivalent lowpass representation of $g(t)$. Equations (D-9) and (D-10) imply that $g(t)$ can be expressed in terms of its complex envelope as

$$
\begin{equation*}
g(t)=\operatorname{Re}\left[g_{l}(t) e^{j 2 \pi f_{c} t}\right] . \tag{D-11}
\end{equation*}
$$

The complex envelope of a bandpass signal $g(t)$ can be decomposed as

$$
\begin{equation*}
g_{l}(t)=g_{c}(t)+j g_{s}(t) \tag{D-12}
\end{equation*}
$$

where $g_{c}(t)$ and $g_{s}(t)$ are real-valued functions. Substituting (D-11) yields

$$
\begin{equation*}
g(t)=g_{c}(t) \cos \left(2 \pi f_{c} t\right)-g_{s}(t) \sin \left(2 \pi f_{c} t\right) . \tag{D-13}
\end{equation*}
$$

The functions $g_{c}(t)$ and $g_{s}(t)$ are called the in-phase and quadrature components of $g(t)$, respectively. These components are lowpass signals confined to $|f| \leq$ $W / 2$.

## D. 2 Stationary Stochastic Processes

A stochastic process is called wide-sense stationary if its mean is independent of the sampling time, and its autocorrelation depends only on the time difference between samples. In this section, we consider a real-valued, wide-sense stationary stochastic process $n(t)$ that is a zero-mean with autocorrelation

$$
\begin{equation*}
R_{n}(\tau)=E[n(t) n(t+\tau)] \tag{D-14}
\end{equation*}
$$

where $E[x]$ denotes the expected value of $x$. The Hilbert transform of this process is the real-valued stochastic process defined by

$$
\begin{equation*}
\hat{n}(t)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{n(u)}{t-u} d u \tag{D-15}
\end{equation*}
$$

where we assume that the Cauchy principal value of the integral exists for almost every sample function of $n(t)$. This equation indicates that $\hat{n}(t)$ is a zero-mean stochastic process.

An application of (D-15) and (D-14) gives the cross-correlation of $n(t)$ and $\hat{n}(t)$ :

$$
\begin{align*}
R_{n \hat{n}}(\tau) & =E[n(t) \hat{n}(t+\tau)]=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{R_{n}(u)}{\tau-u} d u \\
& =\hat{R}_{n}(\tau) \tag{D-16}
\end{align*}
$$

Similarly,

$$
\begin{align*}
R_{\hat{n} n}(\tau) & =E[\hat{n}(t) n(t+\tau)] \\
& =-\hat{R}_{n}(\tau) \tag{D-17}
\end{align*}
$$

An application of this result and (D-7) yields the autocorrelation

$$
\begin{align*}
R_{\hat{n}}(\tau) & =E[\hat{n}(t) \hat{n}(t+\tau)] \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\hat{R}_{n}(t+\tau-u)}{t-u} d u=-\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\hat{R}_{n}(x)}{\tau-x} d x \\
& =R_{n}(\tau) \tag{D-18}
\end{align*}
$$

Equations (D-14), (D-16), and (D-18) indicate that $n(t)$ and $\hat{n}(t)$ are jointly wide-sense stationary. Since $n(t)$ is wide-sense stationary, $R_{n}(\tau)$ is an even function. It then follows from (D-18) that $R_{\hat{n}}(\tau)$ is an even function. Equation (D-16) and a change of the integration variable indicate that $\widehat{R}_{n}(\tau)$ and $R_{n \hat{n}}(\tau)$ are odd functions. Thus,

$$
\begin{align*}
& R_{n}(-\tau)=R_{n}(\tau), \quad R_{\hat{n}}(-\tau)=R_{\hat{n}}(\tau)  \tag{D-19}\\
& \hat{R}_{n}(-\tau)=-\hat{R}_{n}(\tau), \quad R_{n \hat{n}}(-\tau)=-R_{n \hat{n}}(\tau) \tag{D-20}
\end{align*}
$$

## Analytic Signal

The analytic signal associated with $n(t)$ is the complex-valued zero-mean process defined by

$$
\begin{equation*}
n_{a}(t)=n(t)+j \hat{n}(t) . \tag{D-21}
\end{equation*}
$$

The autocorrelation of the analytic signal is defined as

$$
\begin{equation*}
R_{a}(\tau)=E\left[n_{a}^{*}(t) n_{a}(t+\tau)\right] \tag{D-22}
\end{equation*}
$$

where the asterisk denotes the complex conjugate. Using (D-14) and (D-16)-(D-22), we obtain

$$
\begin{equation*}
R_{a}(\tau)=2 R_{n}(\tau)+2 j \hat{R}_{n}(\tau) \tag{D-23}
\end{equation*}
$$

which establishes the wide-sense stationarity of the analytic signal.
From (D-16) and (D-20), we obtain

$$
\begin{equation*}
R_{n \hat{n}}(0)=\hat{R}_{n}(0)=0 \tag{D-24}
\end{equation*}
$$

which indicates that $n(t)$ and $\hat{n}(t)$ are uncorrelated. Equations (D-23) and (D-19) yield

$$
\begin{equation*}
R_{\hat{n}}(0)=R_{n}(0)=1 / 2 R_{a}(0) . \tag{D-25}
\end{equation*}
$$

## Complex Envelope

The complex envelopeof $n(t)$ or the equivalent lowpass representation of $n(t)$ is the zero-mean stochastic process defined by

$$
\begin{equation*}
n_{l}(t)=n_{a}(t) e^{-j 2 \pi f_{c} t} \tag{D-26}
\end{equation*}
$$

where $f_{c}$ is an arbitrary frequency usually chosen as the center or carrier frequency of $n(t)$. The complex envelope can be decomposed as

$$
\begin{equation*}
n_{l}(t)=n_{c}(t)+j n_{s}(t) \tag{D-27}
\end{equation*}
$$

where $n_{c}(t)$ and $n_{s}(t)$ are real-valued, zero-mean stochastic processes.
Equations (D-21) and (D-26) imply that

$$
\begin{equation*}
n(t)=\operatorname{Re}\left[n_{l}(t) e^{\left.j 2 \pi f_{c} t\right)}\right] . \tag{D-28}
\end{equation*}
$$

The substitution of (D-27) into (D-28) gives an in-phase and quadrature representation:

$$
\begin{equation*}
n(t)=n_{c}(t) \cos \left(2 \pi f_{c} t\right)-n_{s}(t) \sin \left(2 \pi f_{c} t\right) . \tag{D-29}
\end{equation*}
$$

Substituting (D-21) and (D-27) into (D-26), we find that

$$
\begin{align*}
& n_{c}(t)=n(t) \cos \left(2 \pi f_{c} t\right)+\hat{n}(t) \sin \left(2 \pi f_{c} t\right)  \tag{D-30}\\
& n_{s}(t)=\hat{n}(t) \cos \left(2 \pi f_{c} t\right)-n(t) \sin \left(2 \pi f_{c} t\right) . \tag{D-31}
\end{align*}
$$

Using (D-14), (D-16), (D-17), (D-18), and trigonometric identities, we obtain the autocorrelations of $n_{c}(t)$ and $n_{s}(t)$, which are

$$
\begin{equation*}
R_{c}(\tau)=E\left[n_{c}(t) n_{c}(t+\tau)\right]=R_{n}(\tau) \cos \left(2 \pi f_{c} \tau\right)+\hat{R}_{n}(\tau) \sin \left(2 \pi f_{c} \tau\right) \tag{D-32}
\end{equation*}
$$

$$
\begin{equation*}
R_{s}(\tau)=E\left[n_{s}(t) n_{s}(t+\tau)\right]=R_{c}(\tau) \tag{D-33}
\end{equation*}
$$

and the cross-correlations

$$
\begin{gather*}
R_{c s}(\tau)=E\left[n_{c}(t) n_{s}(t+\tau)\right]=\hat{R}_{n}(\tau) \cos \left(2 \pi f_{c} \tau\right)-R_{n}(\tau) \sin \left(2 \pi f_{c} \tau\right)  \tag{D-34}\\
R_{s c}(\tau)=E\left[n_{s}(t) n_{c}(t+\tau)\right]=-R_{c s}(\tau) \tag{D-35}
\end{gather*}
$$

These equations show explicitly that if $n(t)$ is wide-sense stationary, then $n_{c}(t)$ and $n_{s}(t)$ are jointly wide-sense stationary with identical autocorrelation functions. From (D-20), we obtain

$$
\begin{align*}
R_{c}(-\tau) & =R_{c}(\tau), R_{s}(-\tau)=R_{s}(\tau)  \tag{D-36}\\
R_{c s}(-\tau) & =-R_{c s}(\tau), R_{s c}(-\tau)=-R_{s c}(\tau) \tag{D-37}
\end{align*}
$$

Since

$$
\begin{equation*}
R_{c}(0)=R_{s}(0)=R_{n}(0), \quad R_{c s}(0)=0 \tag{D-38}
\end{equation*}
$$

the variances of $n(t), n_{c}(t)$, and $n_{s}(t)$ are all equal, and $n_{c}(t)$ and $n_{s}(t)$ are uncorrelated.

Equations (D-27) D-33 and (D-37) imply that

$$
\begin{equation*}
E\left[n_{l}(t) n_{l}(t+\tau)\right]=0 \tag{D-39}
\end{equation*}
$$

A complex-valued, zero-mean stochastic process that satisfies this equation is called a circularly symmetric process. Thus, the complex envelope of a zeromean, wide-sense stationary process is a circularly symmetric process. The autocorrelation of a complex envelope is defined as

$$
\begin{equation*}
R_{l}(\tau)=E\left[n_{l}^{*}(t) n_{l}(t+\tau)\right] \tag{D-40}
\end{equation*}
$$

Substituting (D-26) and (D-23) into (D-40), we obtain

$$
\begin{equation*}
R_{l}(\tau)=2 e^{-j 2 \pi f_{c} \tau}\left[R_{n}(\tau)+j \hat{R}_{n}(\tau)\right] \tag{D-41}
\end{equation*}
$$

which shows that $n_{l}(t)$ is a zero-mean, wide-sense stationary process. Since $R_{n}(\tau)$ and $\hat{R}_{n}(\tau)$ are real-valued,

$$
\begin{equation*}
R_{n}(\tau)=\frac{1}{2} \operatorname{Re}\left[R_{l}(\tau) e^{j 2 \pi f_{c} \tau}\right] \tag{D-42}
\end{equation*}
$$

## Power Spectral Density

The power spectral density (PSD) of a signal is the Fourier transform of its autocorrelation. If signal $x(t)$ has autocorrelation $R_{x}(\tau)$, then its PSD is

$$
\begin{equation*}
S_{x}(f)=\int_{-\infty}^{\infty} R_{x}(\tau) e^{-j 2 \pi f \tau} d \tau \tag{D-43}
\end{equation*}
$$

Let $S_{n}(f), S_{c}(f)$, and $S_{s}(f)$ denote the PSDs of $n(t), n_{c}(t)$, and $n_{s}(t)$, respectively. We assume that $S_{n}(f)$ occupies the band $f_{c}-W / 2 \leq|f| \leq$
$f_{c}+W / 2$ and that $f_{c}>W / 2 \geq 0$. Taking the Fourier transform of (D-32), using (D-5), and simplifying, we obtain

$$
S_{c}(f)=S_{s}(f)=\left\{\begin{array}{cl}
S_{n}\left(f-f_{c}\right)+S_{n}\left(f+f_{c}\right), & |f| \leq W / 2  \tag{D-44}\\
0, & |f|>W / 2
\end{array}\right.
$$

Similarly, the cross-spectral density of $n_{c}(t)$ and $n_{s}(t)$ can be derived by taking the Fourier transform of (D-34) and using (D-5). After simplification, the result is

$$
S_{c s}(f)=\left\{\begin{array}{cl}
j\left[S_{n}\left(f-f_{c}\right)-S_{n}\left(f+f_{c}\right)\right], & |f| \leq W / 2  \tag{D-45}\\
0, & |f|>W / 2 .
\end{array}\right.
$$

Since $R_{n}(\tau)$ is an even function, $S_{n}(f)$ is a real-valued, even function. If $S_{n}(f)$ is locally symmetric about $f_{c}$ so that

$$
\begin{align*}
S_{n}\left(f_{c}+f\right) & =S_{n}\left(f_{c}-f\right), \\
& =S_{n}\left(f-f_{c}\right), \quad|f| \leq W / 2, \tag{D-46}
\end{align*}
$$

then (D-45) indicates that $S_{c s}(f)=0$, which implies that

$$
\begin{equation*}
R_{c s}(\tau)=0 \tag{D-47}
\end{equation*}
$$

for all $\tau$. Thus, $n_{c}(t)$ and $n_{s}(t+\tau)$ are uncorrelated for all $\tau$ when $S_{n}(f)$ is locally symmetric.

The PSD of $n_{l}(t)$, which we denote by $S_{l}(f)$, can be derived by calculating the Fourier transform of (D-41), and using (D-5). If $S_{n}(f)$ occupies the band $f_{c}-W / 2 \leq|f| \leq f_{c}+W / 2$ and $f_{c}>W / 2 \geq 0$, then

$$
S_{l}(f)=\left\{\begin{array}{cl}
4 S_{n}\left(f+f_{c}\right), & |f| \leq W / 2  \tag{D-48}\\
0, & |f|>W / 2
\end{array}\right.
$$

which indicates $S_{l}(f)$ is a real-valued function. Therefore, expanding the righthand side of (D-42) by using $\operatorname{Re}[z]=\left(z+z^{*}\right) / 2$ and then taking the Fourier transform yield

$$
\begin{equation*}
S_{n}(f)=\frac{1}{4} S_{l}\left(f-f_{c}\right)+\frac{1}{4} S_{l}\left(-f-f_{c}\right) . \tag{D-49}
\end{equation*}
$$

## White Gaussian Noise

A stochastic process $X(t)=\left\{X_{t}, t \in T\right\}$ is called a Gaussian process if every finite linear combination of the form

$$
\begin{equation*}
Y=\sum_{i=1}^{N} a_{i} X\left(t_{i}\right) \tag{D-50}
\end{equation*}
$$

is a Gaussian random variable.
A zero-mean stochastic process $n(t)$ is called white noise if its autocorrelation is

$$
\begin{equation*}
R_{n}(\tau)=E[n(t) n(t+\tau)]=\frac{N_{0}}{2} \delta(\tau) \tag{D-51}
\end{equation*}
$$

where $\delta(\tau)$ is the Dirac delta function (Appendix F.3), and the two-sided noise PSD is

$$
\begin{equation*}
S_{n}(f)=\frac{N_{0}}{2} \tag{D-52}
\end{equation*}
$$

White noise is an idealization of a physical process because it requires an infinite bandwidth and power and zero correlation time. However, consider noise that has a flat spectrum across the passband of a bandlimiting filter in a receiver. Since the filter blocks the noise spectrum beyond the filter passband, the hypothetical existence of the blocked spectrum does not affect the noise in the filter output. Consequently, white noise provides the standard mathematical model for thermal, shot, and environmental noise. The communication channel is often modeled as an additive white Gaussian noise (AWGN) channel for which the noise in the receiver is a zero-mean, white Gaussian process.

The Hilbert transform $\hat{n}(t)$ is the limit of Riemann sums that are linear combinations of $n(t)$. Therefore, Theorem 1 of Appendix A. 1 implies that if $n(t)$ is a zero-mean, white Gaussian process, then $\hat{n}(t)$ and $n(t)$ are zero-mean jointly Gaussian processes. Equations (D-30) and (D-31) and Theorem 4 of Appendix A. 1 then imply that $n_{c}(t)$ and $n_{s}(t)$ are zero-mean jointly Gaussian processes. Since (D-38) shows that they are uncorrelated for a specific value of $t, n_{c}(t)$ and $n_{s}(t)$ are statistically independent, zero-mean Gaussian random variables with equal variances.

Consider the integral

$$
\begin{equation*}
z=\int_{0}^{T} n(t) \phi(t) d t \tag{D-53}
\end{equation*}
$$

where $\phi(t)$ is a complex-valued square-integrable function. If $n(t)$ is a zeromean white Gaussian process, the approximating Lebesgue or Riemann sums of the real and imaginary parts of this integral are sums of independent, zeromean Gaussian random variables. Therefore, the real and imaginary components of $z$ are zero-mean jointly Gaussian random variables (Theorem 4, Appendix A.1). Interchanging the order of expectation and integration and then applying (D-51), we find that

$$
\begin{align*}
E\left[|z|^{2}\right] & =E\left[\int_{0}^{T} n(t) \phi^{*}(t) d t \int_{0}^{T} n(u) \phi(u) d t\right] \\
& =\int_{0}^{T} \phi^{*}(t) d t \int_{0}^{T} E[n(t) n(u)] \phi(u) d t \\
& =\frac{N_{0}}{2} \int_{0}^{T}|\phi(t)|^{2} d t \tag{D-54}
\end{align*}
$$

## D. 3 Linear Filtering and the PSD

Consider a linear filter with impulse response $h(t)$. The input is a wide-sense stationary process with autocorrelation function $R_{x}(\tau)$. The filter output is the convolution of $x(\tau)$ and $h(\tau)$ :

$$
\begin{equation*}
y(t)=\int_{-\infty}^{\infty} x(\tau) h(t-\tau) d \tau=x(\tau) * h(\tau) \tag{D-55}
\end{equation*}
$$

where the asterisk denotes a convolution. The cross-correlation function of $y(t)$ and $x(t)$ is

$$
\begin{align*}
R_{y x}(\tau) & =E[y(t) x(t+\tau)] \\
& =E\left[x(t+\tau) \int_{-\infty}^{\infty} x\left(\tau_{1}\right) h\left(t-\tau_{1}\right) d \tau_{1}\right] \\
& =\int_{-\infty}^{\infty} R_{x}\left(t+\tau-\tau_{1}\right) h\left(t-\tau_{1}\right) d \tau_{1} \\
& =R_{x}(\tau) * h(-\tau) \tag{D-56}
\end{align*}
$$

where the final equality follows after a change of the integration variable. The autocorrelation function of $y(t)$ is

$$
\begin{align*}
R_{y}(\tau) & =E[y(t) y(t+\tau)] \\
& =E\left[y(t+\tau) \int_{-\infty}^{\infty} x\left(\tau_{1}\right) h\left(t-\tau_{1}\right) d \tau_{1}\right] \\
& =\int_{-\infty}^{\infty} R_{y x}\left(\tau_{1}-t-\tau\right) h\left(t-\tau_{1}\right) d \tau_{1} \\
& =R_{y x}(-\tau) * h(-\tau) \tag{D-57}
\end{align*}
$$

Since $R_{x}(\tau)$ is an even function, the substitution of (D-56) into (D-57) yields

$$
\begin{equation*}
R_{y}(\tau)=R_{x}(\tau) * h(\tau) * h(-\tau) \tag{D-58}
\end{equation*}
$$

Taking the Fourier transform of (D-58) and evaluating three successive integrals, we obtain the power spectral density of $y(t)$ :

$$
\begin{equation*}
S_{y}(f)=S_{x}(f)|H(f)|^{2} \tag{D-59}
\end{equation*}
$$

where $H(f)$ is the Fourier transform of $h(t)$.

## D. 4 Sampling Theorem

The Fourier transform and the inverse Fourier transform of a bounded, complexvalued, continuous-time signal $x(t)$ are

$$
\begin{align*}
& X(f)=\int_{-\infty}^{\infty} x(t) e^{-j 2 \pi f t} d t  \tag{D-60}\\
& x(t)=\int_{-\infty}^{\infty} X(f) e^{j 2 \pi f t} d f \tag{D-61}
\end{align*}
$$

A sample of this signal is $x_{n}=x(n T)$, where $1 / T$ is the sampling rate and $n$ is an integer. The discrete-time Fourier transform (DTFT) is defined as

$$
\begin{equation*}
\widetilde{X}(\theta)=\sum_{n=-\infty}^{\infty} x_{n} e^{-j n \theta} \tag{D-62}
\end{equation*}
$$

if the infinite sum converges to a finite value for all values of $\theta$. A sufficient condition for convergence is

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}\left|x_{n}\right|<\infty \tag{D-63}
\end{equation*}
$$

which implies that $\widetilde{X}(\theta)$ is uniformly convergent over $[-\pi, \pi]$. Equation (D-62) indicates that $\widetilde{X}(\theta)$ is a periodic function of $\theta$ with period $2 \pi$.

Let $\mathcal{Z}$ denote the set of all integers. The inverse DTFT of $X\left(e^{j \theta}\right)$ is

$$
\begin{equation*}
x_{n}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \widetilde{X}(\theta) e^{j n \theta} d \theta, \quad n \in \mathcal{Z} \tag{D-64}
\end{equation*}
$$

which is verified by direct substitution of (D-62) into the integrand and an evaluation. Since the complex exponentials constitute a complete set of orthonormal basis functions over $[-\pi, \pi]$, a uniqueness property can be shown [6]: if $\widetilde{X}_{1}(\theta)$ and $\widetilde{X}_{2}(\theta)$ have the same inverse DTFT, then $\widetilde{X}_{1}(\theta)=\widetilde{X}_{2}(\theta)$ for almost all $\theta$.

The sampling theorem relates $x(t)$ and $x_{n}$ in the frequency domain, indicating that $\widetilde{X}(2 \pi f T)$ is the sum of shifted versions of $X(f)$.

Sampling Theorem The discrete-time and continuous-time Fourier transforms of a bounded continuous-time signal $x(t)$ are related by

$$
\begin{equation*}
\widetilde{X}(2 \pi f T)=\frac{1}{T} \sum_{i=-\infty}^{\infty} X\left(f-\frac{i}{T}\right) \tag{D-65}
\end{equation*}
$$

if the series converges uniformly over the interval $f \in[-1 / 2 T,+1 / 2 T]$.
Proof. Consider a bounded continuous-time signal $x(t)$ with Fourier transform $X(f)$ and $x_{n}=x(n T)$. By the uniqueness property, the theorem can be proved by showing that the inverse DTFT of the right side of (D-65) for all $n \in \mathcal{Z}$ is $x_{n}$. Let $I_{n}$ denote this inverse DTFT for $n \in \mathcal{Z}$. Using the uniform convergence to interchange the summation and integration, we obtain

$$
\begin{align*}
I_{n} & =\int_{-1 / 2 T}^{1 / 2 T}\left[\sum_{i=-\infty}^{\infty} X\left(f-\frac{i}{T}\right)\right] e^{j 2 \pi n f T} d f \\
& =\sum_{i=-\infty}^{\infty} \int_{-1 / 2 T}^{1 / 2 T} X\left(f-\frac{i}{T}\right) e^{j 2 \pi n f T} d f, \quad n \in \mathcal{Z} \tag{D-66}
\end{align*}
$$

Changing the integration variable in this equation and using $e^{j 2 \pi n i}=1$ when $n$ and $i$ are integers, we obtain

$$
\begin{align*}
I_{n} & =\sum_{i=-\infty}^{\infty} \int_{(2 i-1) / 2 T}^{(2 i+1) / 2 T} X(f) e^{j 2 \pi n f T} d f  \tag{D-67}\\
& =\int_{-\infty}^{\infty} X(f) e^{j 2 \pi n f T} d f  \tag{D-68}\\
& =x(n T)=x_{n}, \quad n \in \mathcal{Z} \tag{D-69}
\end{align*}
$$

which completes the proof.
If the sampling rate is not high enough that $X(f)=0$ for $|f|>1 / 2 T$, then the terms in the sum in (D-65) overlap, which is called aliasing, and the samples may not specify a unique continuous-time signal. The problem with aliasing is that the DTFT has contributions from high-frequency components mixed with low-frequency components. Consequently, in the samples derived from the inverse DTFT, high-frequency information is lost and low-frequency information is curtailed, degraded, or lost.

Corollary. If a continuous-time signal $x(t)$ with Fourier transform $X(f)$ is bandlimited so that

$$
\begin{equation*}
X(f)=0, \quad|f|>1 / 2 T \tag{D-70}
\end{equation*}
$$

then it can be reconstructed from its samples $x(n T)=x_{n}$, and

$$
\begin{equation*}
x(t)=\sum_{n=\infty}^{\infty} x_{n} \operatorname{sinc}\left(\frac{t-n T}{T}\right) \tag{D-71}
\end{equation*}
$$

where $\operatorname{sinc}(\cdot)$ is defined by $(2-13)$.
Proof. If $X(t)$ is bandlimited, then (D-65) indicates that

$$
\begin{equation*}
\widetilde{X}(2 \pi f T)=\frac{1}{T} X(f), \quad-\frac{1}{2 T} \leq f \leq \frac{1}{2 T} \tag{D-72}
\end{equation*}
$$

Substitution of this equation into (D-61) and the use of (D-62) yield

$$
\begin{align*}
x(t) & =\int_{-1 / 2 T}^{1 / 2 T} X(f) e^{j 2 \pi f t} d f=T \int_{-1 / 2 T}^{1 / 2 T} \tilde{X}(2 \pi f T) e^{j 2 \pi f t} d f \\
& =T \int_{-1 / 2 T}^{1 / 2 T} \sum_{n=-\infty}^{\infty} x_{n} e^{-j 2 \pi f n T} e^{j 2 \pi f t} d f \\
& =T \sum_{n=-\infty}^{\infty} x_{n} \int_{-1 / 2 T}^{1 / 2 T} e^{j 2 \pi f(t-n T)} d f \tag{D-73}
\end{align*}
$$

Evaluating the final integral, we obtain the reconstruction formula of the theorem.

The theorem implies that a signal with a one-sided bandwidth $W$ that is sampled at the Nyquist rate $1 / T>2 W$ is uniquely defined by its samples.

However, (D-71) requires all the past and future sample values to reconstruct $x(t)$ at time $t$. Thus, this equation cannot be implemented in practice by a causal system but would have to be approximated with a truncation of the sum.

Consider a signal $x(t)$ that is sampled at the symbol rate $1 / T$. There is no intersymbol interference if

$$
\begin{equation*}
x(i T)=\delta_{i} \tag{D-74}
\end{equation*}
$$

where $i$ is an integer, and $\delta_{i}$ is the Kronecker delta function, which is equal to 1 when $i=0$ and equal to 0 otherwise. Taking the DTFT of both sides of this equation and applying the sampling theorem, we obtain the Nyquist criterion for no intersymbol interference:

$$
\begin{equation*}
\frac{1}{T} \sum_{n=-\infty}^{\infty} X\left(f-\frac{n}{T}\right)=1 \tag{D-75}
\end{equation*}
$$

This criterion indicates that $W=1 / 2 T$ is the minimum signal bandwidth for no intersymbol interference.

## Appendix E

## Probability Distributions

## E. 1 Chi-Squared Distribution

Consider the random variable

$$
\begin{equation*}
Z=\sum_{i=1}^{N} X_{i}^{2} \tag{E-1}
\end{equation*}
$$

where the $\left\{X_{i}\right\}$ are independent Gaussian random variables with means $\left\{m_{i}\right\}$ and common variance $\sigma^{2}$. The random variable $Z$ is said to have a noncentral chi-squared (also chi-square) distribution with $N$ degrees of freedom and a noncentral parameter

$$
\begin{equation*}
\lambda=\sum_{i=1}^{N} m_{i}^{2} . \tag{E-2}
\end{equation*}
$$

To derive the density of $Z$, we first note that each $X_{i}$ has the density

$$
\begin{equation*}
f_{X_{i}}(x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left[-\frac{\left(x-m_{i}\right)^{2}}{2 \sigma^{2}}\right] . \tag{E-3}
\end{equation*}
$$

From elementary probability, the density of $Y_{i}=X_{i}^{2}$ is

$$
\begin{equation*}
f_{Y_{i}}(x)=\frac{1}{2 \sqrt{x}}\left[f_{X_{i}}(\sqrt{x})+f_{X_{i}}(-\sqrt{x})\right] u(x) \tag{E-4}
\end{equation*}
$$

where $u(x)$ is the unit step function:

$$
u(x)= \begin{cases}1, & x \geq 0  \tag{E-5}\\ 0, & x<0 .\end{cases}
$$

Substituting (E-3) into (E-4), expanding the exponentials, and simplifying, we obtain the density

$$
\begin{equation*}
f_{Y_{i}}(x)=\frac{1}{\sqrt{2 \pi x} \sigma} \exp \left(-\frac{x+m_{i}^{2}}{2 \sigma^{2}}\right) \cosh \left(\frac{m_{i} \sqrt{x}}{\sigma^{2}}\right) u(x) . \tag{E-6}
\end{equation*}
$$

Characteristic functions, moment-generating functions, and Laplace transforms all uniquely determine distribution functions. Since $Y_{i}$ assumes only nonnegative values, it is convenient to use the Laplace transform. The Laplace transform of a continuous nonnegative random variable $Y$ is defined as (Appendix B.2)

$$
\begin{equation*}
\mathcal{L}(s)=E\left[e^{-s Y}\right]=\int_{0}^{\infty} f_{Y}(x) e^{-s x} d x \tag{E-7}
\end{equation*}
$$

where $f_{Y}(x)$ is the density of $Y$. To evaluate the Laplace transform of $Y_{i}=X_{i}^{2}$, we substitute (E-6) into (E-7), change the integration variable by setting $y=$ $\sqrt{\left(1+2 \sigma^{2} s\right) x / 2 \sigma^{2}}$, expand the range of integration because $\cosh (\cdot)$ is an even function, and obtain

$$
\begin{equation*}
\mathcal{L}_{i}(s)=\frac{1}{\sqrt{\left(1+2 \sigma^{2} s\right) \pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{m_{i}^{2}}{2 \sigma^{2}}-y^{2}\right) \cosh \left(\frac{y m_{i} \sqrt{2}}{\sigma \sqrt{1+2 \sigma^{2} s}}\right) d y \tag{E-8}
\end{equation*}
$$

Using $\cosh (z)=\left(e^{z}+e^{-z}\right) / 2$, separating the integral into two integrals, completing the squares in the arguments of the exponentials, and then observing that a Gaussian density must integrate to unity, we obtain the Laplace transform of $Y_{i}$ :

$$
\begin{equation*}
\mathcal{L}_{i}(s)=\frac{\exp \left(\frac{-s m_{i}^{2}}{1+2 \sigma^{2} s}\right)}{\left(1+2 \sigma^{2} s\right)^{1 / 2}}, \operatorname{Re}(s)>-\frac{1}{2 \sigma^{2}} . \tag{E-9}
\end{equation*}
$$

The Laplace transform of a sum of independent random variables is equal to the product of the individual Laplace transforms. Because $Z$ is the sum of the $\left\{Y_{i}\right\}$, the Laplace transform of $Z$ is

$$
\begin{equation*}
\mathcal{L}_{Z}(s)=\frac{\exp \left(\frac{-s \lambda}{1+2 \sigma^{2} s}\right)}{\left(1+2 \sigma^{2} s\right)^{N / 2}}, \operatorname{Re}(s)>-\frac{1}{2 \sigma^{2}} \tag{E-10}
\end{equation*}
$$

where we have used (E-2).
The noncentral chi-squared density with $N$ degrees of freedom and noncentral parameter $\lambda$ is the unique density (cf. Section B.2) with Laplace transform given by (E-10). As shown subsequently, this density is

$$
\begin{equation*}
f_{Z}(x)=\frac{1}{2 \sigma^{2}}\left(\frac{x}{\lambda}\right)^{(N-2) / 4} \exp \left[-\left(\frac{x+\lambda}{2 \sigma^{2}}\right)\right] I_{N / 2-1}\left(\frac{\sqrt{x \lambda}}{\sigma^{2}}\right) u(x) \tag{E-11}
\end{equation*}
$$

where $I_{n}(\cdot)$ is the modified Bessel function of the first kind and order $n$ (Appendix H.3). Thus, the noncentral chi-squared distribution is

$$
\begin{equation*}
F_{Z}(x)=\int_{0}^{x} \frac{1}{2 \sigma^{2}}\left(\frac{y}{\lambda}\right)^{(N-2) / 4} \exp \left(-\frac{y+\lambda}{2 \sigma^{2}}\right) I_{N / 2-1}\left(\frac{\sqrt{y \lambda}}{\sigma^{2}}\right) d y, \quad x \geq 0 . \tag{E-12}
\end{equation*}
$$

To prove that $F_{Z}(\infty)=1$, and hence that $F_{Z}(x)$ is a legitimate distribution function, we first need to establish an integral identity:

$$
\begin{equation*}
\int_{0}^{\infty} x^{(N-2) / 4} \exp (-x) I_{N / 2-1}(\sqrt{4 x a}) d x=a^{(N-2) / 4} \exp (a), \quad a \geq 0 \tag{E-13}
\end{equation*}
$$

To prove (E-13), we substitute (H-13) of Appendix H. 3 into the integral, which is denoted by $I$, and apply the monotone convergence theorem to interchange the integral and infinite summation, which gives

$$
\begin{equation*}
I=\sum_{i=0}^{\infty} \frac{a^{(N-2) / 4+i}}{i!\Gamma(N / 2+i)} \int_{0}^{\infty} x^{. N / 2+i-1 .} \exp (-x) d x \tag{E-14}
\end{equation*}
$$

We apply (H-1) to evaluate the integral and then recognize the power series expansion of $\exp (a)$. A change of variables in (E-12) then proves that $F_{Z}(\infty)=$ 1.

To prove that $f_{Z}(x)$ is given by (E-11), we substitute (E-11) into (E-7), change variables, and use (E-13) to obtain (E-10).

If $N$ is even so that $N / 2$ is an integer, then a change of variables in (E-12) yields

$$
\begin{equation*}
F_{Z}(x)=1-Q_{N / 2}\left(\frac{\sqrt{\lambda}}{\sigma}, \frac{\sqrt{x}}{\sigma}\right), x \geq 0 \tag{E-15}
\end{equation*}
$$

where $Q_{m}(\alpha, \beta)$ is the generalized Marcum $Q$-function (Appendix H.4). The moments of $Z$ can be obtained by using (E-1) and the properties of independent Gaussian random variables. The mean and variance of $Z$ are

$$
\begin{equation*}
E[Z]=N \sigma^{2}+\lambda, \sigma_{z}^{2}=2 N \sigma^{4}+4 \lambda \sigma^{2} \tag{E-16}
\end{equation*}
$$

where $\sigma^{2}$ is the common variance of the $\left\{X_{i}\right\}$. Alternatively, the moments of $Z$ can be obtained by applying Theorem 1 of Appendix B. 2 and (E-10).

From (E-10), it follows that the sum of two independent noncentral chisquared random variables with $N_{1}$ and $N_{2}$ degrees of freedom, noncentral parameters $\lambda_{1}$ and $\lambda_{2}$, respectively, and the same parameter $\sigma^{2}$ is a noncentral chi-squared random variable with $N_{1}+N_{2}$ degrees of freedom and noncentral parameter $\lambda_{1}+\lambda_{2}$.

## E. 2 Central Chi-Squared Distribution

To determine the density of $Z$ when the $\left\{X_{i}\right\}$ have zero-means, we substitute (H-13) of Appendix H. 3 into (E-11) and then take the limit as $\lambda \rightarrow 0$. We obtain the central chi-squared density with $N$ degrees of freedom:

$$
\begin{equation*}
f_{Z}(x)=\frac{1}{\left(2 \sigma^{2}\right)^{N / 2} \Gamma(N / 2)} x^{N / 2-1} \exp \left(-\frac{x}{2 \sigma^{2}}\right) u(x) \tag{E-17}
\end{equation*}
$$

The central chi-squared distribution with $N$ degrees of freedom, which is concentrated on the positive $x$-axis, is

$$
\begin{equation*}
F_{Z}(x)=\frac{1}{\left(2 \sigma^{2}\right)^{N / 2} \Gamma(N / 2)} \int_{0}^{x} y^{N / 2-1} \exp \left(-\frac{y}{2 \sigma^{2}}\right) d y, \quad x \geq 0 \tag{E-18}
\end{equation*}
$$

In terms of the incomplete gamma function $\gamma(a, b)$ defined by (H-6), we have

$$
\begin{equation*}
F_{Z}(x)=\frac{\gamma\left(\frac{N}{2}, \frac{x}{2 \sigma^{2}}\right)}{\Gamma(N / 2)} u(x) \tag{E-19}
\end{equation*}
$$

The moments of $Z$ may be obtained by direct integration using (E-17) and (H-1) of Appendix H.1. The mean and variance of $Z$ are

$$
\begin{equation*}
E[Z]=N \sigma^{2}, \sigma_{z}^{2}=2 N \sigma^{4} \tag{E-20}
\end{equation*}
$$

If $N$ is even so that $N / 2$ is an integer, then integrating (E-18) by parts $N / 2-1$ times yields

$$
\begin{equation*}
F_{Z}(x)=1-\exp \left(-\frac{x}{2 \sigma^{2}}\right) \sum_{i=0}^{N / 2-1} \frac{1}{i!}\left(\frac{x}{2 \sigma^{2}}\right)^{i}, \quad x \geq 0 \tag{E-21}
\end{equation*}
$$

If $N=1$, then changing the integration variable to $z=\sqrt{y}$ in (E-18) and using (H-20) give

$$
\begin{equation*}
F_{Z}(x)=\left[1-2 Q\left(\frac{\sqrt{x}}{\sigma}\right)\right] u(x), \quad N=1 \tag{E-22}
\end{equation*}
$$

## E. 3 Rice Distribution

Consider the random variable

$$
\begin{equation*}
R=\sqrt{X_{1}^{2}+X_{2}^{2}} \tag{E-23}
\end{equation*}
$$

where $X_{1}$ and $X_{2}$ are independent Gaussian random variables with means $m_{1}$ and $m_{2}$, respectively, and a common variance $\sigma^{2}$. The distribution function of $R$ must satisfy $F_{R}(r)=F_{Z}\left(r^{2}\right)$, where $Z=X_{1}^{2}+X_{2}^{2}$ has a chi-squared distribution with two degrees of freedom. Therefore, (E-15) with $N=2$ implies that $R$ has a Rice distribution:

$$
\begin{equation*}
F_{R}(r)=1-Q_{1}\left(\frac{\sqrt{\lambda}}{\sigma}, \frac{r}{\sigma}\right), r \geq 0 \tag{E-24}
\end{equation*}
$$

where $\lambda=m_{1}^{2}+m_{2}^{2}$. The Rice density, which may be obtained by differentiation of ( $\mathrm{E}-24$ ), is

$$
\begin{equation*}
f_{R}(r)=\frac{r}{\sigma^{2}} \exp \left(-\frac{r^{2}+\lambda}{2 \sigma^{2}}\right) I_{0}\left(\frac{r \sqrt{\lambda}}{\sigma^{2}}\right) u(r) \tag{E-25}
\end{equation*}
$$

The moments of even order can be derived from (E-23) and the moments of the independent Gaussian random variables. The second moment is

$$
\begin{equation*}
E\left[R^{2}\right]=2 \sigma^{2}+\lambda \tag{E-26}
\end{equation*}
$$

In general, moments of the Rice distribution are given by an integration over the density in (E-25). Substituting (H-13) of Appendix H. 3 into the integrand,
interchanging the summation and integration, changing the integration variable, and using (H-1) of Appendix H.1, we obtain a series that is recognized as a special case of the confluent hypergeometric function. Thus,

$$
\begin{equation*}
E\left[R^{n}\right]=\left(2 \sigma^{2}\right)^{n / 2} \exp \left(-\frac{\lambda}{2 \sigma^{2}}\right) \Gamma\left(1+\frac{n}{2}\right){ }_{1} F_{1}\left(1+\frac{n}{2}, 1 ; \frac{\lambda}{2 \sigma^{2}}\right), \quad n \geq 0 \tag{E-27}
\end{equation*}
$$

where ${ }_{1} F_{1}(\alpha, \beta ; x)$ is the confluent hypergeometric function defined by (H-27) of Appendix H.5.

## E. 4 Rayleigh Distribution

A Rayleigh random variable is defined by (E-23) when $X_{1}$ and $X_{2}$ are independent Gaussian random variables with zero-means and a common variance $\sigma^{2}$. Since $F_{R}(r)=F_{Z}\left(r^{2}\right)$, where $Z$ has a central chi-squared distribution with two degrees of freedom, (E-21) with $N=2$ implies that the Rayleigh distribution is

$$
\begin{equation*}
F_{R}(r)=1-\exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right), \quad r \geq 0 \tag{E-28}
\end{equation*}
$$

The Rayleigh density, which may be obtained by differentiation of (E-28), is

$$
\begin{equation*}
f_{R}(r)=\frac{r}{\sigma^{2}} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) u(r) \tag{E-29}
\end{equation*}
$$

By a change of the variable in the defining integral, any moment of $R$ can be expressed in terms of the gamma function:

$$
\begin{equation*}
E\left[R^{n}\right]=\left(2 \sigma^{2}\right)^{n / 2} \Gamma\left(1+\frac{n}{2}\right) \tag{E-30}
\end{equation*}
$$

Using the properties of the gamma function (Appendix H.1), we obtain the mean and variance of a Rayleigh-distributed random variable:

$$
\begin{equation*}
E[R]=\sqrt{\frac{\pi}{2}} \sigma, \sigma_{R}^{2}=\left(2-\frac{\pi}{2}\right) \sigma^{2} \tag{E-31}
\end{equation*}
$$

Since $X_{1}$ and $X_{2}$ have zero-means, the joint density of the random variables $R=\sqrt{X_{1}^{2}+X_{2}^{2}}$ and $\Theta=\tan ^{-1}\left(X_{2} / X_{1}\right)$ is given by

$$
\begin{equation*}
f_{R, \Theta}(r, \theta)=\frac{r}{2 \pi \sigma^{2}} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right), \quad r \geq 0, \quad|\theta| \leq \pi \tag{E-32}
\end{equation*}
$$

Integration over $\theta$ yields (E-29), and integration over $r$ yields the uniform density:

$$
\begin{equation*}
f_{\Theta}(\theta)=\frac{1}{2 \pi}, \quad|\theta| \leq \pi \tag{E-33}
\end{equation*}
$$

Since (E-32) equals the product of (E-29) and (E-33), the random variables $R$ and $\Theta$ are independent.

## E. 5 Exponential Distribution

A random variable $X$ has the exponential distribution with parameter $\alpha>0$ if it has the density

$$
\begin{equation*}
f_{X}(x)=\alpha e^{-\alpha x} u(x) \tag{E-34}
\end{equation*}
$$

The corresponding distribution function is

$$
\begin{equation*}
F_{X}(x)=1-e^{-\alpha x}, \quad x \geq 0 \tag{E-35}
\end{equation*}
$$

Integrations using (H-3) and (H-2) yield

$$
\begin{equation*}
E[X]=\frac{1}{\alpha}, \quad \operatorname{var}(X)=\frac{1}{\alpha^{2}} \tag{E-36}
\end{equation*}
$$

Since the square of a Rayleigh random variable may be expressed as $R^{2}=$ $X_{1}^{2}+X_{2}^{2}$, where $X_{1}$ and $X_{2}$ are zero-mean, independent, Gaussian random variables with common variance $\sigma^{2}, R^{2}$ has a central chi-squared distribution with 2 degrees of freedom. Therefore, (E-17) with $N=2$ indicates that the square of a Rayleigh random variable has an exponential density with mean $2 \sigma^{2}$.

## E. 6 Gamma Distribution

A random variable $X$ has the gamma distribution with parameters $\alpha, \beta>0$ if it has the density

$$
\begin{equation*}
f(x ; \alpha, \beta)=\frac{\alpha^{\beta}}{\Gamma(\beta)} x^{\beta-1} e^{-\alpha x} u(x) \tag{E-37}
\end{equation*}
$$

Successive integrations by parts yield the corresponding distribution:

$$
\begin{equation*}
F(x ; \alpha, \beta)=[1-\Gamma(\beta, \alpha x)] u(x) \tag{E-38}
\end{equation*}
$$

where the incomplete gamma function is defined by (H-5). Integrations of (E-37) using (H-3) and (H-2) determine the moments of $X$. The mean and variance are

$$
\begin{equation*}
E[X]=\frac{\beta}{\alpha}, \operatorname{var}(X)=\frac{\beta}{\alpha^{2}} \tag{E-39}
\end{equation*}
$$

Let $\{f(x ; \alpha, \beta), \beta>0\}$ denote the family of gamma densities with the same parameter $\alpha>0$ but different values of $\beta>0$. Let $Z=X_{1}+X_{2}$ denote the sum of two independent random variables with densities $f\left(x ; \alpha, \beta_{1}\right)$ and $f\left(x ; \alpha, \beta_{2}\right)$, respectively. From elementary probability theory, it follows that the density of $Z$ is determined by the convolution of these two densities:

$$
\begin{align*}
{\left[f\left(\cdot ; \alpha, \beta_{1}\right) * f\left(\cdot ; \alpha, \beta_{2}\right)\right](x) } & =\int_{0}^{x} f\left(y ; \alpha, \beta_{1}\right) f\left(x-y ; \alpha, \beta_{2}\right) d y \\
& =\frac{\alpha^{\beta_{1}+\beta_{2}} e^{-\alpha x}}{\Gamma\left(\beta_{1}\right) \Gamma\left(\beta_{2}\right)} \int_{0}^{x} y^{\beta_{1}-1}(x-y)^{\beta_{2}-1} d y \\
& =\frac{\alpha^{\beta_{1}+\beta_{2}} x^{\beta_{1}+\beta_{2}-1} e^{-\alpha x}}{\Gamma\left(\beta_{1}\right) \Gamma\left(\beta_{2}\right)} B\left(\beta_{1}, \beta_{2}\right) \tag{E-40}
\end{align*}
$$

where the star $\star$ denotes the convolution operation, and the beta function $B(\cdot, \cdot)$ is defined by (H-10) of Appendix H.2. Substituting (H-11) into (E-40) and using (E-37), we obtain

$$
\begin{equation*}
\left[f\left(\cdot ; \alpha, \beta_{1}\right) * f\left(\cdot ; \alpha, \beta_{2}\right)\right](x)=f\left(x ; \alpha, \beta_{1}+\beta_{2}\right) \tag{E-41}
\end{equation*}
$$

which indicates that the family of gamma densities $\{f(x ; \alpha, \beta), \beta>0\}$ is closed under convolutions. By mathematical induction, if

$$
\begin{equation*}
Z=\sum_{i=1}^{N} X_{i} \tag{E-42}
\end{equation*}
$$

is the sum of $N$ independent random variables, and $X_{i}$ has a gamma density with parameters $\alpha$ and $\beta_{i}$, then $Z$ has a gamma density with parameters $\alpha$ and $\sum_{i=1}^{N} \beta_{i}$.

Let $Z$ in (E-42) denote the sum of $N$ independent exponentially distributed random variables with the same parameter $\alpha>0$. Since the exponential density is equal to $f(x ; \alpha, 1)$, (E-41) implies that the density of $Z$ is the gamma density $f(x ; \alpha, N)$.

Equations (E-6) and (E-37) indicate that a central chi-squared density with 1 degree of freedom is equal to $f\left(x ; 1 / 2 \sigma^{2}, 1 / 2\right)$. Therefore, if $Z$ in (E-42) denotes the sum of $N$ independent central chi-squared random variables with the same parameter $\sigma^{2}$, then the application of (E-41) provides another proof that the density of $Z$ is the gamma density $f\left(x ; 1 / 2 \sigma^{2}, N / 2\right)$, as indicated by (E-17).

## Appendix F

## Orthonormal Functions and Parameter Estimation

## F. 1 Inner Product Spaces

An inner product on a vector space $L$ is a function from $L \times L$ to the set of complex numbers $C$. For all $f, g, h \in L$ and $a, b \in C$, the inner product $(f, g) \rightarrow\langle f, g\rangle$ has the following properties. (1) $\langle f, g\rangle=\langle g, f\rangle^{*}$, where the asterisk denotes the complex conjugate. (2) $\langle f+g, h\rangle=\langle f, h\rangle+\langle g, h\rangle$. (3) $\langle a f, g\rangle=a\langle f, g\rangle$. (4) $\langle f, f\rangle \geq 0$ with equality if and only if $f=0$ almost everywhere.

We define the norm as $\|f\|=\sqrt{\langle f, f\rangle}, f \in L$. Then the Cauchy-Schwarz inequality is

$$
\begin{equation*}
|\langle f, g\rangle| \leq\|f\|\|g\| \tag{F-1}
\end{equation*}
$$

with equality if and only if $f=a g$ for some $a \in C$. This inequality is valid if $g=0$. If $g \neq 0$, set

$$
\begin{equation*}
a=-\frac{\langle f, g\rangle}{\|g\|^{2}} . \tag{F-2}
\end{equation*}
$$

Using the properties of inner products, we obtain

$$
\begin{align*}
0 \leq\|f+a g\|^{2} & =\|f\|^{2}+a\langle g, f\rangle+a^{*}\langle f, g\rangle+|a|^{2}\|g\|^{2} \\
& =\|f\|^{2}-\frac{|\langle f, g\rangle|}{\|g\|^{2}} \tag{F-3}
\end{align*}
$$

which proves the inequality. Equality occurs if and only if $f+a g=0$.

In the space of $n$ complex numbers, the inner product is defined as

$$
\begin{equation*}
\langle x, y\rangle=\sum_{i=1}^{n} x_{i}^{*} y_{i} \tag{F-4}
\end{equation*}
$$

Therefore, the Cauchy-Schwarz inequality

$$
\begin{equation*}
\left|\sum_{i=1}^{n} x_{i}^{*} y_{i}\right| \leq\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{1 / 2}\left(\sum_{i=1}^{n}\left|y_{i}\right|^{2}\right)^{1 / 2} \tag{F-5}
\end{equation*}
$$

where equality is achieved if and only if $x_{i}=k y_{i}, \quad i=1,2, \ldots, n$.
Let $\mathbf{x}$ and $\mathbf{y}$ denote $N \times 1$ vectors with complex components. The inner product is defined as

$$
\begin{equation*}
\langle x, y\rangle=\mathbf{x}^{H} \mathbf{y} \tag{F-6}
\end{equation*}
$$

Therefore, the Cauchy-Schwarz inequality for vectors is

$$
\begin{equation*}
\left|\mathbf{x}^{H} \mathbf{y}\right| \leq\|\mathbf{x}\| \cdot\|\mathbf{y}\| \tag{F-7}
\end{equation*}
$$

which is valid when $\mathbf{x}=\mathbf{0}$ or $\mathbf{y}=\mathbf{0}$. Equality is achieved if and only if $\mathbf{x}=k \mathbf{y}$ for some complex scalar $k$.

## F. 2 Signal Space

A complete normed vector space is one in which every Cauchy sequence converges to a member of the vector space. A Hilbert space is a complete vector space with an inner product and a norm defined by the inner product. The signal space $L^{2}[0, T]$ is the Hilbert space of complex-valued functions $f(t)$ such that $|f(t)|^{2}$ is integrable over $[0, T]$. The inner product of functions $f(t)$ and $g(t)$ in $L^{2}[0, T]$ is

$$
\begin{equation*}
\langle f(t), g(t)\rangle=\int_{0}^{T} f(t) g^{*}(t) d t \tag{F-8}
\end{equation*}
$$

where the asterisk denotes the complex conjugate. The norm of $f(t) \in L^{2}[0, T]$ is denoted by $\|f(t)\|$, , and its square is

$$
\begin{equation*}
\|f(t)\|^{2}=\langle f(t), f(t)\rangle=\int_{0}^{T}|f(t)|^{2} d t<\infty \tag{F-9}
\end{equation*}
$$

These definitions satisfy the requirements of an inner product space. They indicate that the norm is nonnegative,

$$
\begin{equation*}
\langle f(t), g(t)\rangle=\langle g(t), f(t)\rangle^{*} \tag{F-10}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle f(t)+h(t), g(t)\rangle=\langle f(t), g(t)\rangle+\langle h(t), g(t)\rangle \tag{F-11}
\end{equation*}
$$

Functions that are equal almost everywhere are considered equivalent, and $\|f(t)\|=0$ implies that $f(t)=0$.

The Cauchy-Schwarz inequality for signal space is

$$
\begin{equation*}
|\langle f(t), g(t)\rangle| \leq\|f(t)\|\|g(t)\| \tag{F-12}
\end{equation*}
$$

with equality if and only if $\quad f(t)=\lambda g(t)$.
Let $\left\{\phi_{i}(t)\right\}$ denote a countable set of functions $\phi_{i}(t), \phi_{i}(t), \ldots$ in $L^{2}[0, T]$. The set $\left\{\phi_{i}(t)\right\}$ is orthonormal if

$$
\begin{equation*}
\left\langle\phi_{i}(t), \phi_{k}(t)\right\rangle=\delta_{i k}, \quad i \neq k \tag{F-13}
\end{equation*}
$$

where $\delta_{i i}=1$, and $\delta_{i k}=0, k \neq i$. An orthonormal subset $B$ of $L^{2}[0, T]$ is a basis for $L^{2}[0, T]$ if $B$ is not a proper subset of any other orthonormal subset of $L^{2}[0, T]$. The subspace $S(B)$ spanned by $B$ is the smallest closed subspace of $L^{2}[0, T]$ containing all the orthonormal basis functions of $B$. An orthonormal basis $B$ is complete if $S(B)=L^{2}[0, T]$.

Using functional analysis [63], many specific complete orthonormal bases can be constructed. An example of an orthonormal basis in $L^{2}[0, T]$ comprises the complex exponential functions in a Fourier series representation of a function; that is, the basis is

$$
\{\sqrt{1 / T} \exp (j 2 \pi k t / T), k \geq 1\}
$$

An example of a real-valued orthonormal basis in $L^{2}[0, T]$ comprises the sine and cosine functions in a Fourier series representation of a function; that is, the basis is

$$
\{\sqrt{2 / T} \sin (2 \pi k t / T), \sqrt{2 / T} \cos (2 \pi k t / T), k \geq 1\}
$$

A countable sequence of functions $\left\{f_{n}(t), n \geq 1\right\}$ in $L^{2}[0, T]$ converges to a function $f(t)$ in $L^{2}[0, T]$ if $\left\|f_{n}(t)-f(t)\right\| \rightarrow 0$ as $n \rightarrow \infty$. Consider a complete set of orthonormal basis functions $\left\{\phi_{i}(t)\right\}$ for $L^{2}[0, T]$. We define the finite expansion of $f(t) \in L^{2}[0, T]$ in terms of the first $N$ basis functions as

$$
\begin{equation*}
S(f, N)=\sum_{i=1}^{N} f_{i} \phi_{i}(t) \tag{F-14}
\end{equation*}
$$

where the expansion coefficients are defined as

$$
\begin{equation*}
f_{i}=\left\langle f(t), \phi_{i}(t)\right\rangle, \quad i \geq 1 \tag{F-15}
\end{equation*}
$$

It can be shown $[6,63]$ that $\|f(t)-S(f, N)\| \rightarrow 0$ as $N \rightarrow \infty$, and hence,

$$
\begin{equation*}
f(t)=\lim _{N \rightarrow \infty} \sum_{i=1}^{N} f_{i} \phi_{i}(t)=\sum_{i=1}^{\infty} f_{i} \phi_{i}(t) \tag{F-16}
\end{equation*}
$$

Suppose that $f(t), g(t) \in L^{2}[0, T],\|f(t)-S(f, N)\| \rightarrow 0$ as $N \rightarrow \infty$, and $\|g(t)-S(g, N)\| \rightarrow 0$ as $N \rightarrow \infty$. The linearity of the inner product gives

$$
\begin{align*}
\langle f(t), g(t)\rangle & =\langle f(t)-S(f, N), g(t)\rangle+\langle f(t), g(t)-S(g, N)\rangle \\
& +\langle f(t)-S(f, N), g(t)-S(g, N)\rangle+\langle S(f, N), S(g, N)\rangle \tag{F-17}
\end{align*}
$$

Applying the Cauchy-Schwarz inequality successively to the first three terms on the right and using $\|f(t)-S(f, N)\| \rightarrow 0$ and $\|g(t)-S(g, N)\| \rightarrow 0$ as $N \rightarrow \infty$, it follows that each of these terms approaches zero as $N \rightarrow \infty$. Therefore, taking $N \rightarrow \infty$ and using (F-13), we obtain

$$
\begin{align*}
\langle f(t), g(t)\rangle & =\lim _{N \rightarrow \infty}\left\langle\sum_{i=1}^{N} f_{i} \phi_{i}(t), \sum_{i=1}^{N} g_{i} \phi_{i}(t)\right\rangle \\
& =\lim _{N \rightarrow \infty} \sum_{i=1}^{N} f_{i} g_{i}^{*} \\
& =\sum_{i=1}^{\infty} f_{i} g_{i}^{*} \tag{F-18}
\end{align*}
$$

and hence,

$$
\begin{equation*}
\|f(t)\|^{2}=\sum_{i=1}^{\infty}\left|f_{i}\right|^{2} \tag{F-19}
\end{equation*}
$$

The Gram-Schmidt orthonormalization procedure starts with a countable set of linearly independent functions $\left\{g_{i}(t)\right\}$ and then uses them in the construction of a complete set of orthonormal basis functions $\left\{\phi_{i}(t)\right\}, i=1,2, \ldots$, in $L^{2}[0, T]$. In the procedure, each new function $\phi_{i}(t)$ is a linear combination of $g_{i}(t)$ and the previously constructed $\left\{\phi_{k}(t)\right\}, k \leq i-1$. The linear combinations are selected to ensure orthonormality. The defining equations of the procedure are

$$
\begin{equation*}
\phi_{i}(t)=\alpha_{i}\left[g_{i}(t)-\sum_{k=1}^{i-1}\left\langle g_{i}(t), \phi_{k}(t)\right\rangle \phi_{k}(t)\right] \tag{F-20}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i}=\left[\left\|g_{i}(t)\right\|^{2}-\sum_{k=1}^{i-1}\left[\left\langle g_{i}(t), \phi_{k}(t)\right\rangle\right]^{2}\right]^{-1 / 2} \tag{F-21}
\end{equation*}
$$

## F. 3 Dirac Delta Function and White Noise

The Dirac delta function $\delta(t)$ is defined as the nonstandard function such that for any continuous and integrable function $h(s)$ and $t, s \in[0, T]$, we have

$$
\begin{equation*}
\int_{0}^{T} h(s) \delta(t-s) d s=h(t) \tag{F-22}
\end{equation*}
$$

The delta function is nonstandard because no function exists that satisfies (F-22). The delta function may be approximated by a variety of functions including

$$
\delta_{n}(t)=\left\{\begin{array}{lc}
n, & -\frac{1}{2 n} \leq t \leq \frac{1}{2 n}  \tag{F-23}\\
0, & |t|>\frac{1}{2 n}
\end{array}\right.
$$

and

$$
\begin{equation*}
\delta_{n}(t)=\frac{1}{2 \pi} \int_{-n}^{n} e^{j t x} d x=\frac{\sin (n t)}{\pi t} \tag{F-24}
\end{equation*}
$$

for large values of $n$. However, neither of these approximate functions has a limit as $n \rightarrow \infty$. Therefore, the integral in (F-22) is defined as

$$
\begin{equation*}
\int_{0}^{T} h(s) \delta(t-s) d s=\lim _{n \rightarrow \infty} \int_{0}^{T} h(s) \delta_{n}(t-s) d s \tag{F-25}
\end{equation*}
$$

For each $t, s \in[0, T]$, we expand $\delta(t-s)$ in terms of a complete set of orthonormal basis functions as

$$
\begin{equation*}
\delta(t-s)=\sum_{i=1}^{\infty} \delta_{i}(t) \phi_{i}(s) \tag{F-26}
\end{equation*}
$$

Since

$$
\begin{array}{r}
\delta_{i}(t)=\left\langle\delta(t-s), \phi_{i}(s)\right\rangle=\int_{0}^{T} \delta(t-s) \phi_{i}^{*}(s) d s \\
=\phi_{i}^{*}(t) \tag{F-27}
\end{array}
$$

we obtain the representation

$$
\begin{equation*}
\delta(t-s)=\sum_{i=1}^{\infty} \phi_{i}^{*}(t) \phi_{i}(s) . \tag{F-28}
\end{equation*}
$$

White noise $n(t)$ is defined as a stochastic process over $[0, T]$ with $E[n(t)]=$ 0 and autocorrelation function

$$
\begin{equation*}
E[n(t) n(s)]=\frac{N_{0}}{2} \delta(t-s) . \tag{F-29}
\end{equation*}
$$

Given a complete set of orthonormal basis functions $\left\{\phi_{i}(t)\right\}$ in $L^{2}[0, T]$, we define the projection of $n(t)$ onto the subspace spanned by the first $N$ basis functions as

$$
\begin{equation*}
\widetilde{n}(t, N)=\sum_{i=1}^{N} n_{i} \phi_{i}(t) \tag{F-30}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{i}=\left\langle n(t), \phi_{i}(t)\right\rangle=\int_{0}^{T} n(t) \phi_{i}^{*}(t) d t, \quad i \geq 1 \tag{F-31}
\end{equation*}
$$

Using $E[n(t)]=0$, (F-22), (F-29), and (F-13) in (F-31), we obtain

$$
\begin{gather*}
E\left[n_{i}\right]=0, \quad E\left[\left|n_{i}\right|^{2}\right]=\frac{N_{0}}{2}, \quad i \geq 1  \tag{F-32}\\
E\left[n_{i} n_{k}^{*}\right]=0, \quad i \neq k \tag{F-33}
\end{gather*}
$$

The white noise may be represented by the expansion

$$
\begin{equation*}
n(t)=\sum_{i=1}^{\infty} n_{i} \phi_{i}(t) \tag{F-34}
\end{equation*}
$$

in the sense that $E\left[\widetilde{n}(t, N) \widetilde{n}^{*}(s, N)\right] \rightarrow \delta(t-s)$ as $N \rightarrow \infty$. To prove this result, we calculate

$$
\begin{align*}
\lim _{N \rightarrow \infty} E\left[\widetilde{n}(t, N) \widetilde{n}^{*}(s, N)\right] & =\lim _{N \rightarrow \infty} E\left[\sum_{i=1}^{N} n_{i}^{*} \phi_{i}^{*}(t) \sum_{i=1}^{N} n_{k} \phi_{k}(s)\right] \\
& =\frac{N_{0}}{2} \sum_{i=1}^{\infty} \phi_{i}^{*}(t) \phi_{i}(s) \\
& =\frac{N_{0}}{2} \delta(t-s) \tag{F-35}
\end{align*}
$$

where (F-33) and (F-32) are used in the second equality, and (F-28) is used in the third equality.

## F. 4 Estimation of Waveform Parameters

Consider the estimation of waveform parameters that are components of the vector $\boldsymbol{\theta}$. The observed signal is

$$
\begin{equation*}
r(t)=s(t, \boldsymbol{\theta})+n(t), \quad 0 \leq t \leq T \tag{F-36}
\end{equation*}
$$

where the real-valued signal $s(t, \boldsymbol{\theta})$ has a known waveform except for $\boldsymbol{\theta}$, and $n(t)$ is zero-mean, white Gaussian noise with autocorrelation function given by (F-29). For all values of the waveform parameters, $s(t, \boldsymbol{\theta})$ belongs to the signal space $L^{2}[0, T]$.

Let $\left\{\phi_{i}(t)\right\}$ denote a complete set of real-valued orthonormal basis functions in $L^{2}[0, T]$. The orthonormal expansions of the functions in (F-36) are

$$
\begin{align*}
r(t) & =\sum_{i=1}^{\infty} r_{i} \phi_{i}(t)  \tag{F-37}\\
s(t, \boldsymbol{\theta}) & =\sum_{i=1}^{\infty} s_{i}(\boldsymbol{\theta}) \phi_{i}(t)  \tag{F-38}\\
n(t) & =\sum_{i=1}^{\infty} n_{i} \phi_{i}(t) \tag{F-39}
\end{align*}
$$

with coefficients

$$
\begin{gather*}
r_{i}=\left\langle r(t), \phi_{i}(t)\right\rangle=\int_{0}^{T} r(t) \phi_{i}(t) d t=s_{i}(\boldsymbol{\theta})+n_{i}  \tag{F-40}\\
s_{i}(\boldsymbol{\theta})=\left\langle s(t, \boldsymbol{\theta}), \phi_{i}(t)\right\rangle=\int_{0}^{T} s(t, \boldsymbol{\theta}) \phi_{i}(t) d t \tag{F-41}
\end{gather*}
$$

$$
\begin{equation*}
n_{i}=\left\langle n(t), \phi_{i}(t)\right\rangle=\int_{0}^{T} n(t) \phi_{i}(t) d t \tag{F-42}
\end{equation*}
$$

Each $n_{i}$ is a statistically independent, real-valued, Gaussian random variable, and (F-32) indicates that the conditional density of $r_{i}$ is

$$
\begin{equation*}
f\left(r_{i} \mid \boldsymbol{\theta}\right)=\frac{1}{\sqrt{\pi N_{0}}} \exp \left[-\frac{\left(r_{i}-s_{i}(\boldsymbol{\theta})\right)^{2}}{N_{0}}\right] \tag{F-43}
\end{equation*}
$$

To avoid convergence problems arising from the assumption of white noise, we initially consider the $N \times 1$ vector $\mathbf{r}=\left[r_{1} r_{2} \ldots r_{N}\right]^{T}$. Applying (F-43), we obtain the log-likelihood function

$$
\begin{equation*}
\ln f(\mathbf{r} \mid \boldsymbol{\theta}, N)=-\ln \sqrt{\pi N_{0}}-\frac{1}{N_{0}} \sum_{i=1}^{N} r_{i}^{2}+\frac{2}{N_{0}} \sum_{i=1}^{N} r_{i} s_{i}(\boldsymbol{\theta})-\frac{1}{N_{0}} \sum_{i=1}^{N} s_{i}^{2}(\boldsymbol{\theta}) \tag{F-44}
\end{equation*}
$$

The first sum may not converge, but it is irrelevant to the maximum-likelihood estimation and may be dropped along with the first term. The factor $N_{0}$ then becomes irrelevant and may be dropped. Taking $N \rightarrow \infty$, and applying (F-18), we obtain the sufficient statistic for maximum-likelihood estimation of $\boldsymbol{\theta}$ :

$$
\begin{equation*}
\Lambda_{s}[r(t)]=2 \int_{0}^{T} r(t) s(t, \boldsymbol{\theta}) d t-\int_{0}^{T} s^{2}(t, \boldsymbol{\theta}) d t \tag{F-45}
\end{equation*}
$$

If $s(t, \boldsymbol{\theta})$ depends on a random vector $\boldsymbol{\phi}$, we base the maximum-likelihood estimation on the average log-likelihood ratio defined as $E_{\boldsymbol{\phi}}[\ln f(\mathbf{r} \mid \boldsymbol{\theta}, N)]$, where $E_{\phi}[\cdot]$ denotes the expected value with respect to $\phi$. Therefore, the sufficient statistic becomes

$$
\begin{equation*}
\Lambda_{a}[r(t)]=E_{\boldsymbol{\phi}}\left[2 \int_{0}^{T} r(t) s(t, \boldsymbol{\theta}) d t-\int_{0}^{T} s^{2}(t, \boldsymbol{\theta}) d t\right] \tag{F-46}
\end{equation*}
$$

and the maximum-likelihood estimator is

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}=\arg \max _{\boldsymbol{\theta}} \Lambda_{a}[r(t)] \tag{F-47}
\end{equation*}
$$

## F. 5 Cramer-Rao Inequality

The Cramer-Rao inequality provides a lower bound on the variance of an unbiased estimator. Consider a random vector $\mathbf{X}$ and a single unknown parameter $\theta$. The conditional density of $\mathbf{X}$ is $f(\mathbf{x} \mid \theta)$, and the partial derivative $f^{(1)}(\mathbf{x} \mid \theta)$ with respect to $\theta$ exists for all $(\mathbf{x}, \theta)$. Assume that there is an integrable function $g(\mathbf{x})$ such that $\left|\widehat{\theta}(\mathbf{x}) f^{(1)}(\mathbf{x} \mid \theta)\right| \leq g(\mathbf{x})$ for all $(\mathbf{x}, \theta)$ and that $\int_{-\infty}^{\infty} g(\mathbf{x}) d \mathbf{x}<\infty$. Let $\widehat{\theta}(\mathbf{X})$ denote an estimator of $\theta$. This estimator is unbiased if

$$
\begin{equation*}
E[\widehat{\theta}(\mathbf{X})]=\theta=\int_{-\infty}^{\infty} \widehat{\theta}(\mathbf{x}) f(\mathbf{x} \mid \theta) d \mathbf{x} \tag{F-48}
\end{equation*}
$$

Differentiating both sides of the second equality with respect to $\theta$, we obtain

$$
\begin{equation*}
1=\int_{-\infty}^{\infty} \widehat{\theta}(\mathbf{x}) \frac{\partial}{\partial \theta} f(\mathbf{x} \mid \theta) d \mathbf{x}=\int_{-\infty}^{\infty} \widehat{\theta}(\mathbf{x}) \frac{\partial \ln f(\mathbf{x} \mid \theta)}{\partial \theta} f(\mathbf{x} \mid \theta) d \mathbf{x} \tag{F-49}
\end{equation*}
$$

where the interchange of the derivative and integration is justified by the dominated convergence theorem, which is applicable because of the assumption about $g(\mathbf{x})$. Since $f(\mathbf{x} \mid \theta)$ integrates to unity,

$$
\begin{align*}
0 & =\frac{\partial}{\partial \theta} \int_{-\infty}^{\infty} f(\mathbf{x} \mid \theta) d \mathbf{x} \\
& =\int_{-\infty}^{\infty} \frac{\partial}{\partial \theta} f(\mathbf{x} \mid \theta) d \mathbf{x} \\
& =\int_{-\infty}^{\infty} \frac{\partial \ln f(\mathbf{x} \mid \theta)}{\partial \theta} f(\mathbf{x} \mid \theta) d \mathbf{x} \tag{F-50}
\end{align*}
$$

Combining (F-49) and (F-50) and using the Cauchy-Schwarz inequality for random variables (Appendix A.2) yield

$$
\begin{align*}
1 & =\int_{-\infty}^{\infty}[\widehat{\theta}(\mathbf{x})-\theta] \frac{\partial \ln f(\mathbf{x} \mid \theta)}{\partial \theta} f(\mathbf{x} \mid \theta) d \mathbf{x} \\
& =E\left\{[\widehat{\theta}(\mathbf{X})-\theta] \frac{\partial \ln f(\mathbf{X} \mid \theta)}{\partial \theta}\right\} \\
& \leq[\operatorname{var}(\widehat{\theta})]^{1 / 2} E\left\{\left[\frac{\partial \ln f(\mathbf{X} \mid \theta)}{\partial \theta}\right]^{2}\right\}^{1 / 2} \tag{F-51}
\end{align*}
$$

which implies the Cramer-Rao inequality for the variance of an unbiased estimator:

$$
\begin{equation*}
\operatorname{var}(\hat{\theta}) \geq\left(E\left\{\left[\frac{\partial \ln f(\mathbf{X} \mid \theta)}{\partial \theta}\right]^{2}\right\}\right)^{-1} \tag{F-52}
\end{equation*}
$$

We assume that the second partial derivative $f^{(2)}(\mathbf{x} \mid \theta)$ with respect to $\theta$ exists for all $(\mathbf{x}, \theta)$, and there is an integrable function $h(\mathbf{x})$ such that $\left|f^{(2)}(\mathbf{x} \mid \theta)\right| \leq h(\mathbf{x})$ for all $(\mathbf{x}, \theta)$, and $\int_{-\infty}^{\infty} h(\mathbf{x}) d \mathbf{x}<\infty$. Then differentiating the final integral in (F-50) and applying the dominated convergence theorem give

$$
\begin{equation*}
0=\int_{-\infty}^{\infty}\left\{\frac{\partial^{2} \ln f(\mathbf{x} \mid \theta)}{\partial \theta^{2}}+\left[\frac{\partial \ln f(\mathbf{x} \mid \theta)}{\partial \theta}\right]^{2}\right\} f(\mathbf{x} \mid \theta) d \mathbf{x} \tag{F-53}
\end{equation*}
$$

Combining this equation with the lower bound in (F-52), we obtain an alternative version of the Cramer-Rao inequality:

$$
\begin{equation*}
\operatorname{var}(\hat{\theta}) \geq-\left(E\left[\frac{\partial^{2} \ln f(\mathbf{X} \mid \theta)}{\partial \theta^{2}}\right]\right)^{-1} \tag{F-54}
\end{equation*}
$$

We calculate the Cramer-Rao inequality for the observed signal of (F-36), assuming that $\partial s(t, \theta) / \partial \theta$ is in $L^{2}[0, T]$ and that each coefficient $s_{i}(\theta)$ of $s(t, \theta)$ is differentiable for all $\theta$. Differentiating (F-44), we obtain

$$
\begin{equation*}
\frac{\partial \ln f(\mathbf{r} \mid \theta, N)}{\partial \theta}=\frac{2}{N_{0}}\left[\sum_{i=1}^{N} r_{i} \frac{\partial s_{i}(\theta)}{\partial \theta}-\sum_{i=1}^{N} s_{i}(\theta) \frac{\partial s_{i}(\theta)}{\partial \theta}\right] \tag{F-55}
\end{equation*}
$$

Let $S(s, N, \theta)$ denote the finite expansion of $s(t, \theta)$ in terms of the first $N$ basis functions. Then

$$
\begin{equation*}
\frac{\partial S(s, N, \theta)}{\partial \theta}=\sum_{i=1}^{N} \frac{\partial s_{i}(\theta)}{\partial \theta} \phi_{i}(t) \tag{F-56}
\end{equation*}
$$

Therefore, the assumed existence of the derivative implies that

$$
\begin{equation*}
\frac{\partial s(t, \theta)}{\partial \theta}=\lim _{N \rightarrow \infty} \frac{\partial S(s, N, \theta)}{\partial \theta}=\sum_{i=1}^{\infty} \frac{\partial s_{i}(\theta)}{\partial \theta} \phi_{i}(t) \tag{F-57}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\frac{\partial s_{i}(\theta)}{\partial \theta}=\left\langle\frac{\partial s(t, \theta)}{\partial \theta}, \phi_{i}(t)\right\rangle \tag{F-58}
\end{equation*}
$$

Taking the limit of (F-55) as $N \rightarrow \infty$ and applying (F-38), (F-58), and (F-18) give

$$
\begin{align*}
\frac{\partial \ln f(\mathbf{r} \mid \theta)}{\partial \theta} & =\lim _{N \rightarrow \infty} \frac{\partial \ln f(\mathbf{r} \mid \theta, N)}{\partial \theta} \\
& =\frac{2}{N_{0}}\left[\int_{0}^{T} r(t) \frac{\partial s(t, \theta)}{\partial \theta} d t-\int_{0}^{T} s(t, \theta) \frac{\partial s(t, \theta)}{\partial \theta} d t\right] \\
& =\frac{2}{N_{0}} \int_{0}^{T} n(t) \frac{\partial s(t, \theta)}{\partial \theta} d t \tag{F-59}
\end{align*}
$$

Applying (F-52) and (F-29), we find that the Cramer-Rao inequality for a waveform parameter $\theta$ in the presence of white Gaussian noise is

$$
\begin{equation*}
\operatorname{var}(\widehat{\theta}) \geq \frac{N_{0}}{2}\left\{\int_{0}^{T}\left[\frac{\partial s(t, \theta)}{\partial \theta}\right]^{2} d t\right\}^{-1} \tag{F-60}
\end{equation*}
$$

## Appendix G

## Hermitian Matrices

An $n \times n$ matrix $\mathbf{A}$ has an eigenvector $\mathbf{u}$ and an eigenvalue $\lambda$ if $\mathbf{A u}=\lambda \mathbf{u} . \mathrm{A}$ set of vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$ are orthonormal if

$$
\begin{equation*}
\mathbf{u}_{i}^{H} \mathbf{u}_{k}=0, i \neq k, \text { and }\left\|\mathbf{u}_{i}\right\|^{2}=\mathbf{u}_{i}^{H} \mathbf{u}_{i}=1 \tag{G-1}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm of a vector, and the superscript $H$ denotes the conjugate transpose. A unitary matrix $\mathbf{U}$ is an $n \times n$ matrix with orthonormal column vectors. Therefore, $\mathbf{U}$ has rank $n, \mathbf{U}^{H} \mathbf{U}=\mathbf{I}$, and

$$
\begin{equation*}
\mathbf{U}^{-1}=\mathbf{I U}^{-1}=\mathbf{U}^{H} \mathbf{U U}^{-1}=\mathbf{U}^{H} \tag{G-2}
\end{equation*}
$$

where I denotes the identity matrix. A unitary matrix with real-valued elements is called an orthogonal matrix.

The $n \times n$ matrix $\mathbf{A}$ has a complete set of $n$ orthonormal eigenvectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$ with corresponding eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ if there are $n$ orthonormal eigenvectors satisfying

$$
\begin{equation*}
\mathbf{A} \mathbf{u}_{i}=\lambda_{i} \mathbf{u}_{i}, 1 \leq i \leq n \tag{G-3}
\end{equation*}
$$

If an $n \times n$ matrix $\mathbf{A}$ has a complete set of $n$ orthonormal eigenvectors, and $\mathbf{U}$ is a unitary matrix with column vectors equal to $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$, then $\mathbf{U}^{H} \mathbf{A} \mathbf{u}_{i}=$ $\lambda_{i} \mathbf{U}^{H} \mathbf{u}_{i}, 1 \leq i \leq n$, and hence, the diagonal matrix of eigenvalues is

$$
\begin{equation*}
\boldsymbol{\Lambda}=\mathbf{U}^{H} \mathbf{A} \mathbf{U} \tag{G-4}
\end{equation*}
$$

Conversely, if an $n \times n$ matrix $\mathbf{A}$ and an $n \times n$ unitary matrix $\mathbf{U}$ satisfy (G-4) for a diagonal matrix $\boldsymbol{\Lambda}$ with diagonal elements $\lambda_{1}, \ldots, \lambda_{n}$, then an application of (G-2) proves that $\mathbf{A}$ has a complete set of $n$ orthonormal eigenvectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$ with corresponding eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. Applying (G-2)
to (G-4) twice, we obtain the spectral decomposition

$$
\begin{align*}
\mathbf{A} & =\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{-1}  \tag{G-5}\\
& =\sum_{i=1}^{n} \lambda_{i} \mathbf{u}_{i} \mathbf{u}_{i}^{H} \tag{G-6}
\end{align*}
$$

An $n \times n$ matrix $\mathbf{A}$ is diagonalizable if $\mathbf{B}^{-1} \mathbf{A B}=\mathbf{D}$ for some nonsingular matrix $\mathbf{B}$ and diagonal matrix $\mathbf{D}$. Thus, if an $n \times n$ matrix $\mathbf{A}$ and an $n \times n$ unitary matrix $\mathbf{U}$ satisfy (G-5) for a diagonal matrix $\boldsymbol{\Lambda}$ with diagonal elements $\lambda_{1}, \ldots, \lambda_{n}$, then $\mathbf{A}$ is diagonalizable.

An $n \times n$ Hermitian matrix $\mathbf{A}$ is a matrix satisfying $\mathbf{A}^{H}=\mathbf{A}$. A Hermitian matrix with real-valued elements is called a symmetric matrix.

Theorem 1. An $n \times n$ Hermitian matrix A (a) has a complete set of orthonormal eigenvectors and can be diagonalized and (b) has real-valued eigenvalues.

Proof. (a) The proof is by mathematical induction. The result is true if $n=1$. Assume that the hypothesis is true for $n \times n$ Hermitian matrices, and let $\mathbf{A}$ denote a $(n+1) \times(n+1)$ Hermitian matrix. This matrix has at least one eigenvector $\mathbf{u}_{1}$ with a unit norm. Let $\lambda_{1}$ denote the corresponding eigenvalue. Using the Gram-Schmidt process, we determine orthonormal vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n+1}$ that constitute a basis for a complex $(n+1)$-dimensional vector space. Let $\mathbf{Z}$ denote the $(n+1) \times(n+1)$ unitary matrix with these orthonormal vectors as its columns. The $(n+1) \times(n+1)$ matrix $\mathbf{Z}^{H} \mathbf{A Z}$ is Hermitian, and its first column is

$$
\begin{equation*}
\mathbf{Z}^{H} \mathbf{A} \mathbf{u}_{1}=\lambda_{1} \mathbf{Z}^{H} \mathbf{u}_{1}=\lambda_{1} \mathbf{e}_{1} \tag{G-7}
\end{equation*}
$$

where $\mathbf{e}_{1}=[10 \ldots 0]^{H}$. Therefore, since $\mathbf{Z}^{H} \mathbf{A Z}$ is a Hermitian matrix, it must have the form

$$
\mathbf{Z}^{H} \mathbf{A} \mathbf{Z}=\left[\begin{array}{cc}
\lambda_{1} & \mathbf{0}  \tag{G-8}\\
\mathbf{0} & \mathbf{Y}
\end{array}\right]
$$

where $\mathbf{Y}$ is a $n \times n$ Hermitian matrix. By the induction hypothesis, there exists a $n \times n$ unitary matrix $\mathbf{V}_{1}$ such that $\mathbf{V}_{1}^{H} \mathbf{Y} \mathbf{V}_{1}=\mathbf{D}$, where $\mathbf{D}$ is a $n \times n$ diagonal matrix with its $i$ th diagonal component equal to $\lambda_{i+1}$. Let $\mathbf{V}$ denote the $(n+1) \times(n+1)$ unitary matrix

$$
\mathbf{V}=\left[\begin{array}{cc}
1 & \mathbf{0}  \tag{G-9}\\
\mathbf{0} & \mathbf{V}_{1}
\end{array}\right]
$$

The $(n+1) \times(n+1)$ matrix $\mathbf{U}=\mathbf{Z V}$ is unitary because $\mathbf{U}^{H} \mathbf{U}=\mathbf{V}^{H} \mathbf{Z}^{H} \mathbf{Z V}=\mathbf{I}$, and

$$
\begin{align*}
\mathbf{U}^{H} \mathbf{A} \mathbf{U} & =\mathbf{V}^{H} \mathbf{Z}^{H} \mathbf{A} \mathbf{Z V}=\left[\begin{array}{cc}
\lambda_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{V}_{1}^{H} \mathbf{Y} \mathbf{V}_{1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\lambda_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{D}
\end{array}\right]=\boldsymbol{\Lambda} \tag{G-10}
\end{align*}
$$

where $\boldsymbol{\Lambda}$ is a $(n+1) \times(n+1)$ diagonal matrix with its $i$ th diagonal component equal to $\lambda_{i}$. Therefore, the columns of $\mathbf{U}$ comprise a complete set of orthonormal eigenvectors, and $\mathbf{A}$ is diagonalizable.
(b) For an $n \times n$ Hermitian matrix $\mathbf{A}$, (G-3) implies that

$$
\begin{equation*}
\mathbf{u}_{i}^{H} \mathbf{A} \mathbf{u}_{i}=\lambda_{i}\left\|\mathbf{u}_{i}\right\|^{2}, \quad 1 \leq i \leq n \tag{G-11}
\end{equation*}
$$

The left-hand side of this equation is real since it is identical to its conjugate transpose, and hence, each $\lambda_{i}$ is real. Therefore, the eigenvalues of a Hermitian matrix are real.

An $n \times n$ Hermitian matrix is positive-semidefinite if for all $n \times 1$ column vectors $\mathbf{x}$,

$$
\begin{equation*}
\mathbf{x}^{H} \mathbf{A} \mathbf{x} \geq \mathbf{0} \tag{G-12}
\end{equation*}
$$

and it is positive definite if

$$
\begin{equation*}
\mathbf{x}^{H} \mathbf{A} \mathbf{x}>\mathbf{0}, \quad \mathbf{x} \neq \mathbf{0} \tag{G-13}
\end{equation*}
$$

Theorem 2. An $n \times n$ Hermitian positive-definite matrix $\mathbf{A}$ (a) has positive eigenvalues and (b) is invertible. (c) If $\mathbf{B}$ is an $n \times n$ invertible matrix, then $\mathbf{B}^{H} \mathbf{A B}$ is an $n \times n$ Hermitian positive-definite matrix.

Proof. (a) Equation (G-11) indicates that a Hermitian positive-semidefinite matrix has nonnegative eigenvalues and that a Hermitian positive-definite matrix has positive eigenvalues. (b) If a Hermitian positive-definite matrix were singular, then $\lambda=0$ would be one or more of its eigenvalues. Therefore, since all its eigenvalues are positive, it is invertible. (c) Since $\mathbf{A}$ is positive definite, $(\mathbf{B x})^{H} \mathbf{A B x}>\mathbf{0}$ unless $\mathbf{B x}=0$. Since $\mathbf{B}$ is invertible, $\mathbf{B} \mathbf{x} \neq \mathbf{0}$ unless $\mathbf{x}=0$. Therefore, $\mathbf{x}^{H}\left(\mathbf{A}^{H} \mathbf{B A}\right) \mathbf{x}>0, \mathbf{x} \neq 0$.

The trace of a matrix is equal to the sum of its diagonal elements. From the definitions of matrix multiplication and the trace, we obtain the trace identity

$$
\begin{equation*}
\operatorname{tr}(\mathbf{A B})=\operatorname{tr}(\mathbf{B A}) \tag{G-14}
\end{equation*}
$$

for compatible matrices $\mathbf{A}$ and $\mathbf{B}$. If $\mathbf{A}$ is a Hermitian positive-definite matrix, then its spectral decomposition and positive eigenvalues imply that

$$
\begin{align*}
\operatorname{tr}(\mathbf{A}) & =\operatorname{tr}\left(\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H}\right)=\operatorname{tr}\left(\mathbf{\Lambda} \mathbf{U}^{H} \mathbf{U}\right) \\
& =\operatorname{tr}(\mathbf{\Lambda})>0 \tag{G-15}
\end{align*}
$$

Therefore, if $\mathbf{A}$ is a Hermitian positive-definite matrix, then $\operatorname{tr}(\mathbf{A})>0$. Similarly, if $\mathbf{A}$ is a Hermitian positive-semidefinite matrix, then $\operatorname{tr}(\mathbf{A}) \geq 0$.

## Appendix H

## Special Functions

## H. 1 Gamma Functions

The gamma function is defined as

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} y^{x-1} e^{-y} d y, \quad x>0 \tag{H-1}
\end{equation*}
$$

An integration by parts indicates that

$$
\begin{equation*}
\Gamma(1+x)=x \Gamma(x) \tag{H-2}
\end{equation*}
$$

A direct integration yields $\Gamma(1)=1$. Therefore, when $n$ is a positive integer,

$$
\begin{equation*}
\Gamma(n)=\int_{0}^{\infty} y^{n-1} e^{-y} d y=(n-1)! \tag{H-3}
\end{equation*}
$$

Changing the integration variable by substituting $y=z^{2}$ in (H-1), observing that the integrand is an even function, and using (A-2), it is found that

$$
\begin{equation*}
\Gamma(1 / 2)=\sqrt{\pi} \tag{H-4}
\end{equation*}
$$

The incomplete gamma functions are defined as

$$
\begin{equation*}
\Gamma(a, x)=\int_{x}^{\infty} y^{a-1} e^{-y} d y, a>0 \tag{H-5}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma(a, x)=\int_{a}^{x} y^{a-1} e^{-y} d y, a>0 \tag{H-6}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Gamma(a)=\Gamma(a, x)+\gamma(a, x) \tag{H-7}
\end{equation*}
$$

When $a=n$ is a positive integer, the integration of $\Gamma(n, x)$ by parts $n-1$ times yields

$$
\begin{equation*}
\Gamma(n, x)=(n-1)!e^{-x} \sum_{i=0}^{n-1} \frac{x^{i}}{i!} \tag{H-8}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\gamma(n, x)=(n-1)!\left(1-e^{-x} \sum_{i=0}^{n-1} \frac{x^{i}}{i!}\right) \tag{H-9}
\end{equation*}
$$

## H. 2 Beta Function

The beta function is defined as

$$
\begin{equation*}
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t, \quad x>0, \quad y>0 \tag{H-10}
\end{equation*}
$$

The identity

$$
\begin{equation*}
B(x, y)=B(y, x)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \tag{H-11}
\end{equation*}
$$

is proved by substituting $y=z^{2}$ in the integrand of (H-1), expressing the product $\Gamma(a) \Gamma(b)$ as a double integral, changing to polar coordinates, integrating over the radius to obtain a result proportional to $\Gamma(a+b)$, and then changing the variable in the remaining integral to obtain $B(a, b) \Gamma(a+b)$.

In (H-10), set $x=(k+1) / 2$ and $y=1 / 2$, and then apply (H-11). The change of variable $t=\cos ^{2} \theta, 0 \leq \theta \leq \pi / 2$, in the integrand of (H-10) and similarly the change of variable $t=\sin ^{2} \theta, 0 \leq \theta \leq \pi / 2$, yield

$$
\begin{equation*}
\int_{0}^{\pi / 2} \cos ^{k} \theta d \theta=\int_{0}^{\pi / 2} \sin ^{k} \theta d \theta=\frac{\sqrt{\pi} \Gamma\left(\frac{k+1}{2}\right)}{2 \Gamma\left(\frac{k+2}{2}\right)}, \quad k \geq 0 \tag{H-12}
\end{equation*}
$$

## H. 3 Bessel Functions of the First Kind

The modified Bessel function of the first kind and order $\nu$ is defined as

$$
\begin{equation*}
I_{\nu}(x)=\sum_{i=0}^{\infty} \frac{(x / 2)^{\nu+2 i}}{i!\Gamma(\nu+i+1)} \tag{H-13}
\end{equation*}
$$

where the gamma function may be replaced by a factorial if $\nu=n$ is an integer. Therefore, the modified Bessel function of the first kind and order zero is defined as

$$
\begin{equation*}
I_{0}(x)=\sum_{i=0}^{\infty} \frac{1}{i!i!}\left(\frac{x}{2}\right)^{2 i} \tag{H-14}
\end{equation*}
$$

A substitution of the series expansion of the exponential function and a term-by-term integration using (H-12) verify the representation

$$
\begin{equation*}
I_{0}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{x \cos u} d u \tag{H-15}
\end{equation*}
$$

Since the cosine is a periodic function and the integration is over the same period, we may replace $\cos u$ with $\cos (u+\theta)$ for any $\theta$ in (H-15). A trigonometric expansion with $x_{1}=|x| \cos \theta$ and $x_{2}=|x| \sin \theta$ then yields

$$
\begin{align*}
I_{0}(|x|) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp \left\{\operatorname{Re}\left[|x| e^{j \cos (u+\theta)}\right]\right\} d u \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp \left(x_{1} \cos u-x_{2} \sin u\right) d u, \quad|x|=\sqrt{x_{1}^{2}+x_{2}^{2}} \tag{H-16}
\end{align*}
$$

A term-by-term differentiation of (H-14) yields

$$
\begin{equation*}
I_{1}(x)=\frac{d}{d x} I_{0}(x) \tag{H-17}
\end{equation*}
$$

The Bessel function of the first kind and order $\nu$ is defined as

$$
\begin{equation*}
J_{\nu}(x)=\sum_{i=0}^{\infty} \frac{(-1)^{i}(x / 2)^{\nu+2 i}}{i!\Gamma(\nu+i+1)} \tag{H-18}
\end{equation*}
$$

where the gamma function may be replaced by a factorial if $\nu=n$ is an integer. A substitution of the series expansion of the exponential function and a term-by-term integration using (H-12) verify the representation

$$
\begin{equation*}
J_{0}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{j x \cos u} d u \tag{H-19}
\end{equation*}
$$

## H. 4 Q-functions

The Gaussian $Q$-functionis defined as

$$
\begin{equation*}
Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\frac{y^{2}}{2}\right) d y=\frac{1}{2} \operatorname{erfc}\left(\frac{x}{\sqrt{2}}\right) \tag{H-20}
\end{equation*}
$$

where $\operatorname{erfc}(\cdot)$ is the complementary error function. The results in Appendix A. 1 imply that $Q(-\infty)=1, Q(0)=1 / 2$, and $Q(\infty)=0$.

The Gaussian Q-function can be recast into a form in which the limits of the integral are not only finite but also independent of the argument of the function. This form facilitates computation and enables simplified analyses. To derive this form, we begin with the identity $Q(x)=Q(x) Q(-\infty)$. For $x \geq 0$,

$$
\begin{align*}
Q(x) & =\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\frac{y^{2}}{2}\right) d y\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{z^{2}}{2}\right) d z\right] \\
& =\frac{1}{2 \pi} \iint_{y \geq x \geq 0, z>-\infty} \exp \left(-\frac{y^{2}+z^{2}}{2}\right) d y d z \\
& =\frac{1}{2 \pi} \int_{0}^{\pi} \int_{x / \sin \theta}^{\infty} \exp \left(-\frac{r^{2}}{2}\right) r d r d \theta \tag{H-21}
\end{align*}
$$

In the second equality, Fubini's theorem justifies expressing the successive integrations as a double integral over a region in the plane. The third equality is the result of changing the Cartesian coordinates to polar coordinates by using $y=r \cos \theta$ and $z=r \sin \theta$. After integrating over the radius in (H-21) and using the periodic character of $\sin \theta$, we obtain the desired form:

$$
\begin{equation*}
Q(x)=\frac{1}{\pi} \int_{0}^{\pi / 2} \exp \left(-\frac{x^{2}}{2 \sin ^{2} \theta}\right) d \theta, x \geq 0 \tag{H-22}
\end{equation*}
$$

If $x, y \geq 0$, then

$$
\begin{equation*}
Q(x+y)=\frac{1}{\pi} \int_{0}^{\pi / 2} \exp \left(-\frac{x^{2}+y^{2}+2 x y}{2 \sin ^{2} \theta}\right) d \theta \tag{H-23}
\end{equation*}
$$

Since $\left(y^{2}+2 x y\right) / \sin ^{2} \theta \geq y^{2}$ when $\theta \in[0, \pi / 2]$,

$$
\begin{equation*}
Q(x+y) \leq \exp \left(-\frac{y^{2}}{2}\right) Q(x), \quad(x, y) \geq 0 \tag{H-24}
\end{equation*}
$$

This inequality provides a generalization of the Chernoff bound on the standard Gaussian Q-function. Similarly,

$$
\begin{equation*}
Q(\sqrt{x+y}) \leq \exp \left(-\frac{y}{2}\right) Q(\sqrt{x}), \quad(x, y) \geq 0 \tag{H-25}
\end{equation*}
$$

The generalized Marcum $Q$-function is defined for a positive integer $m$ as

$$
\begin{equation*}
Q_{m}(\alpha, \beta)=\int_{\beta}^{\infty} x\left(\frac{x}{\alpha}\right)^{m-1} \exp \left(-\frac{x^{2}+\alpha^{2}}{2}\right) I_{m-1}(\alpha x) d x \tag{H-26}
\end{equation*}
$$

where $\alpha>0$ if $m \geq 2$, and $\alpha \geq 1$ if $m=1$.

## H. 5 Hypergeometric Function

The confluent hypergeometric function is defined as

$$
\begin{equation*}
{ }_{1} F_{1}(\alpha, \beta ; x)=\sum_{i=0}^{\infty} \frac{\Gamma(\alpha+i) \Gamma(\beta) x^{i}}{\Gamma(\alpha) \Gamma(\beta+i) i!}, \quad \beta \neq 0,-1,-2, \ldots \tag{H-27}
\end{equation*}
$$

and the series converges for all finite $x$.
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serial search, 213, 259
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Acquisition correlator, 229-234
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time-domain, 280
transform-domain, 283
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Adaptive rate control, 514
Ad hoc network, 498
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Analog-to-digital converter (ADC), 9
Analytic function, 268
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Attenuation power law, 326
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direct-sequence signal, 99
maximal-sequence waveform, 98
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random binary sequence, 86
of stationary process, 657
Autoregressive process, 289
Average likelihood ratio, 597
Average log-likelihood ratio, 681
AWGN channel, 661
time-varying, 6
B
Basis functions, 677
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Bessel function, 691
Beta function, 690
BICM-ID, 378
Binary phase-shift keying (BPSK), 8-9
Bit-interleaved coded modulation (BICM), 376-378
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Bluetooth, 161, 199, 200, 202, 536, 545, 589
Branch metric, 54
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Cauchy-Schwarz inequality
for an inner product, 677

Cauchy-Schwarz inequality (cont.)
for random variables, 633
for vectors, 676
CDMA2000, 68, 367, 368, 473, 509, 515, 563
Cell, 213
Cell search for downlinks, 511
Central limit theorem, 632-638
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frequency response, 340
Channel capacity, 422, 539, 574
ergodic symmetric, 574
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Channelization code, 511
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Channel-state estimator, 386, 407, 416
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Chase algorithm, 30
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Circular state diagram, 226
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Code-division multiple access (CDMA)
definition, 421
Code rate, 8
Code-shift keying (CSK), 136-140
Coding gain, 30
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Comparator, 8
Complementary aperiodic correlation function, 437
Complementary codes, 436
Complementary error function, 9
Complete data vector, 550
Complex binary spreading sequence, 123-125
Complex envelope, 656, 658
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Complex random vector, 632
Gaussian, 632
Confluent hypergeometric function, 692
Constellation function, 467
Constellation labeling, 10
Constraint length, 33
Continuous-phase frequency-shift keying (CPFSK), 170
Continuous-phase modulation, 169
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Convex function, 445
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Convolutional code, 32-44 recursive systematic, 35
Correlation matrix, 440, 466
Cramer-Rao inequality, 681
Cross-correlation aperiodic, 436
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partial Hamming, 458
periodic, 425
periodic Hamming, 459
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Cyclostationary process, 85
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Degree distribution
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Dirichlet function, 175
Discrete-time Fourier transform (DTFT), 663
Discrete Fourier transform, 397
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exponential, 672
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noncentral chi-squared, 667
Rayleigh, 671
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frequency, 341
order, 350
path, 379
polarization, 341
receive, 367
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spatial, 341, 367
time, 341
transmit, 367
Divider, 198
dual-modulus, 198
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shift, 327
spectrum, 333, 340
spread, 332, 516
Double-dwell system, 218-219, 222
Downconversion, 2-4, 8

Downconverter
quadrature, 117
DS-CDMA, 424
asynchronous network, 474
cellular downliks, 528
cellular uplinks, 514
DS-CDMA-FDE systems, 411-418
Duplexing, 515
Duty factor of mobile, 537
Dwell interval, 154

## E

Early-late system, 264
Effective spreading factor, 491
Energy detector, see Radiometer
Envelope detector, 157
Equal-gain combining, 353-355
Equalizer
linear, 401
maximal-ratio combiner (MRC), 403, 413
minimum mean-square error (MMSE), 404, 414
zero-forcing, 402, 413
Error-floor region, 68
Error rate, 25
Euclidean distance, 8
Euler function, 97
Exclusion zone, 496
Expectation Maximization (EM), 517, 554
algorithm, 552

## F

Fading
block, 557
fast, 332
flat, 338
frequency-selective, 338
Nakagami, 331
Rayleigh, 330
Ricean, 331
slow, 332
time-selective, 332
Fading rate, 335-337

Fast frequency hopping, 155, 617
Feedback shift register, 87
FH-CDMA, 424
network, 536
FH-CPFSK
power spectral density, 175
Fourier transform, 645
Fractional in-band power, 176
Frequency-hopping pattern, 151
uniform, 463
Frequency-selective fading, 338-341, 379
Frequency-shift keying (FSK), 15
Frequency channel, 151
Frequency estimator, 250
Frequency-hopping diversity, 391-392
Frequency synchronization, 206-208, 249-251
Frequency synthesizer, 193-202
direct digital, 193
fractional-N, 201
indirect, 196
multiple-loop, 199
Frost algorithm, 295-298, 474

## G

Gamma function, 689
Gaussian interference, 114-115
Gaussian MSK (GMSK), 178
Gaussian process, 660
Gaussian Q-function, 9
Gaussian random vector, 630
Generalized Marcum Q-function, 692
Generating function
Gold sequence, 433
of acquisition time, 227
of convolutional code, 42
of sequence, 93
Global System for Mobile (GSM), 179, 589
Gold sequence, 432-433
Gradient, 267
Gradient vector, 550
Gram-Schmidt orthonormalization, 678
Grating lobe, 312

Grating null, 312
Gray labeling, 10
Guard interval, 398

## H

Hadamard matrix, 101
Hamming bound, 21
Hamming distance, 19
Hard-decision decoders, 23-28
Hermitian matrix, 685-687
Hilbert transform, 655
Hop duration, 152
Hop epoch timing, 615
Hop interval, 152
Hopping band, 151
Hop rate, 151
Hopset, 151
Hybrid systems, 193

## I

IEEE 802.11 standard, 503, 514
Incomplete data vector, 550
Incomplete gamma function, 689
Information-weight spectrum, 38
Information theory, 422-425, 573-574
Inner product, 675
Intercell interference, 523, 544
Interchip interference, 85
Interference canceler
multistage, 476
parallel, 477
successive, 475
Interleavers, 46-48
Intersymbol interference, 108, 398, 665
Intracell interference, 522, 543
Isotropic scattering, 333
Iterative demodulation and decoding, 64-67

J
Jensen's inequality, 447

## K

Kalman filter, 288
extension, 285
Kasami sequence, 433

Key
spread-spectrum, 153
Kronecker delta function, 495

## L

Lagrange multipliers, 293-294
Laplace transform, 643-668
Least-mean-square (LMS) algorithm, 273-277
Likelihood equation, 550
Likelihood function, 5
Linear equivalent, 103
Linearly constrained minimumvariance algorithm, 295
Linear span, 103, 153
Local-mean power, 326
Lock detector, 222
Log-likelihood function, 5
Log-MAP algorithm, 55-56
Long-Term Evolution (LTE), 545, 556
Low-density parity-check (LDPC) codes, 69-77
Low probability of interception, 595

## M

Markovs inequality, 633
Matched filter, 1-2, 149
acquisition, 220
bandpass, 141
SAW convolver, 143
SAW transversal filter, 143
Maximal-ratio combining, 344-353, 385, 393
Maximal sequence, 91-92
preferred pair, 432
Maximin algorithm, 302-322
Max-star function, 55
Message privacy, 83
Metric
AGC, 132
BPSK symbol, 347
branch, 36
codeword, 4
coherent BCSK symbol, 352
erasures, 135
maximum-likelihood, 13
square-law, 158
white-noise, 134
Minimum-shift keying (MSK), 171
Minimum distance of code, 19
Minimum free distance, 38
Missing data vector, 552
Mobile ad hoc network (MANET), 498
Modified Bessel function, 690
Modulation-constrained area spectral density, 539
Moment generating function, 641
Mother code, 426
Moving-window detection, 622
Multicarrier systems, 392-393
Multicode
MIMO, 482
system, 428
Multinomial expansion, 492
Multipath, 327
diffuse components, 331
intensity profile, 340
intensity vector, 389
resolvable components, 331, 338
specular components, 331
Multiple-input multiple-output (MIMO), 478-484
Multiple access, 421
Multirate sequences, 426
Multisymbol noncoherent demodulation, 182-191
Multitone jamming, 171
Multiuser detector, 423, 463-474
adaptive, 473
blind, 474
decorrelating, 466
for frequency hopping, 474
minimum-mean-square-error, 469
Mutual information, 574

## N

Nakagami density, 331
Nakagami fading, 331
Narrowband interference, 280, 292
Near-far problem, 503
Near-far resistant, 467

Noncoherent combining, 356-362
Nonlinear filters, 290-292
Nonlinear sequence generators, 102-104
Norm, 675
Normalized bandwidth, 176
Normalized LMS algorithm, 277-280, 291
Normalized mean acquisition time (NMAT), 235
Normal random variable, 627
Norm, Euclidean, 685
Nyquist criterion, 665
Nyquist rate, 664

## O

Optimal array, 298-301
Orthogonal frequency-division multiplexing (OFDM), 396, 411, 418, 545
Orthogonality condition, 369
Orthogonal matrix, 685
Orthogonal modulation, 11-15
Orthogonal sequences, 425
Orthogonal-shift keying (OSK), 15, 156
Orthogonal variable-spreading-factor sequences, 426
Outage probability
conditional, 490
spatially averaged, 499
Output threshold test, 166

## P

Packing density, 27
Partial-band interference, 161-169
Partial Hamming cross-correlation, 458
Peak-to-average-power ratio (PAPR), 409-411
Peer-to-peer network, see Ad hoc network
Penalty time, 216
Peng-Fan bounds, 459
Periodic Hamming cross-correlation, 459
Phase accumulator, 193

Phase detector, 196
Pilot-assisted channel estimation (PACE), 556
Pilot symbols, 163, 556
Polynomial
characteristic, 92,429
irreducible, 94
primitive, 95
Polyphase sequences, 428
Power control, 503, 514-517, 522, 533-536
downlink, 533
fractional, 522
uplink, 514
Power spectral density (PSD), 125-127, 172-179, 659
average, 87
CPFSK, 176
CPM, 172
direct-sequence signal, 99
MSK, 177
QPSK and BPSK, 127
random binary sequence, 86
Prefix factor, 398
Processing gain, 84
Product code, 50-52
Pseudonoise sequence, 99
Pulse amplitude modulation (PAM), 5
Pulsed interference, 128-135

## Q

Q-function, 691
Quadrature downconverter, 117
Quadrature phase-shift keying (QPSK), 10-11
Quaternary system, 116-127
balanced, 121
dual, 118

## R

Radiometer, 134, 600-615, 618-625
Rake receiver, 378-391
Random binary sequence, 85-86, 87
Rate control, 523-528, 532-533
Ratio threshold test, 166
Rayleigh fading, 330

Rayleigh quotient, 277, 300
Recirculation loop, 146
Reed-Solomon code, 162-168
comma-free, 512
Reselection policy, 519
Rewinding time, 216
Ricean fading, 331

## S

Sampling theorem, 663
SAW convolver, 143-146
SC-DS-CDMA systems, 395-411
Scrambling sequence, 482,511
Search control system, 261
Search strategy
broken-center Z, 215
equiexpanding, 223
expanding-window, 223
nonuniform alternating, 224
uniform, 215
uniform alternating, 224
Z, 222
Sector antenna, 510
Sectorization, 484, 509
Selection combining, 362-367
postdetection selection, 366
switched combining, 366
Selection diversity
generalized, 391
Sequential estimator, 212
Sequential probability-ratio test, 238
Shadowing, 326, 499
factor, 326
Shift-register sequence, 87-100
linear, 87
maximal, 91
Signal space, 206, 676, 680
Signature sequences, 438
Signum function, 60, 656
Sinc function, 87
Singleton bound, 22
Slow frequency hopping, 155
Small-misalignment technique, 259
SNR wall, 615
Soft-decision decoders, 28-30
Soft handoff, 509

Soft-in soft-out (SISO) algorithm, 55
Space-time codes, 368
Spatial diversity, 341-343
Spatial multiplexing, 479
Spectral decomposition, 686
Spectral efficiency, 539
Spectral notching, 153
Spectral splatter, 176
Spreading factor, 84
Spreading sequence, 82, 85-100, 425-436
complex binary, 123
Gold, 432
Kasami, 433
linear complexity, 103
long, 101
maximal, 91
multirate, 426
short, 101
Walsh, 100
Spreading waveform, 82
Square-law metric, 360
Steepest descent, 272-273
Step size, 214
Stochastic-gradient algorithm, 273
Successive interference cancelation, 423
Switching time, 154, 544
Symbol erasures, 28
Symbol metric, 106
Symmetric matrix, 686
Synchronization-channel technique, 260
Synchronous CDMA, 439
Synchronous communications, 464

## T

Tanner graph, 70
Tau-dither loop, 246-249
Throughput, 565
Time-hopping system, 192
Time of day (TOD), 153, 259
Tone interference, 110-114
Trace identity, 687
Trace of matrix, 687
Tracking, 239-249, 264

Transmission security, 153
Transmit diversity, 367-371
Trellis-coded modulation, 45-46, 62
Trellis diagram, 35
Triangular function, 86
Turbo codes, 52-69
convolutional, 57
error floor, 68
extrinsic information, 58, 59
parallel block, 61
product code, 63
serially concatenated, 62
system latency, 57
trellis-coded modulation, 62
U
Ultra-wideband systems, 443
Uncorrelated scattering, 339
Uniform clustering, 496
Union bound, 28
Unitary matrix, 685

Unit step function, 14
Universal Mobile Telecommunications
System (UMTS), 187, 585, 586

## V

Viterbi decoder, 37-44

## W

Wait technique, 259
Walsh sequence, 100-101
Waterfall region, 68
WCDMA, 473, 509, 511, 515, 556
Weight
Hamming, 19
total information, 129
Welch bound, 430
White noise, 660, 679
Wide-sense stationary, 657
Wiener-Hopf equation, 272

