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Preface

This book provides an overview of Antennas and Wireless Communication.  
The Smart Antennas for Wireless Communications together top academic 
scientists, researchers, and research scholars to discuss and share their expe-
riences and research findings on all areas of Smart Antennas, Electromagnetic 
Interference, and Microwave Antennas for Wireless Communications. Smart 
Antennas or Adaptive Antennas are multi-antenna components on one or 
both sides of a radio communication connection, combined with advanced 
signal processing algorithms. They’ve evolved into a critical technology for 
third-generation and beyond mobile communication systems to meet their 
lofty capacity and performance targets. It seems that a significant capacity 
gain is achievable, particularly if they are employed on both sides of the 
connection. There are several essential characteristics of these systems that 
need scientific and technical investigation. The International Workshop on 
Smart Antennas and Microwave Antennas is an annual gathering that offers 
a forum for researchers to share their newest findings. Its goal is to include 
both theoretical and technological aspects of intelligent antennas, such as 
in mobile communications and localization. Beamforming, massive MIMO, 
network MIMO, mmWave transmission, compressive sensing, MIMO radar, 
sensor networks, vehicle-to-vehicle communication, location, and machine 
learning were among the subjects covered in this year’s program. The vari-
ous discussions on a variety of current hot topics, including 5G propagation, 
MIMO, and array antennas, Optical nano-antennas, Scattering and diffrac-
tion, Computational electromagnetics, Radar systems, Plasmonics and nano-
photonics, and Advanced EM materials and structures like metamaterials and 
metasurfaces. We would like to take this opportunity to thank our family 
members and friends, encouraged us a lot during the preparation of this book. 
First and most obviously, we give all the glory and honor to our almighty 
Lord for his abundant grace that sustained me for the successful completion 
of this book. I would like to thank the authors for their contribution to this 
edited book. I would also like to thank River Publisher and its whole team 
for facilitating the work and providing me the opportunity to be a part of 
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Abstract 

Speech signal extraction is becoming increasingly significant in a range of 
applications, including mobile phones, conferencing equipment, and other 
similar devices. This project shows how to separate voice sounds in a noisy 
environment using a blind method. It is a mechanism for isolating an inde-
pendent signal from a mixed signal that saves energy. To separate speech 
signals, the proposed technique uses Fast Independent Component Analysis 
(FastICA). The study looks into the effects of the environment, like noise, the 
number of locations, and their sources, on the method’s performance.

1.1 Introduction

When we imagine ourselves at a party, our ears pick up a variety of sounds: 
a friend’s voice, other people’s voices, background music, ringing phones, 
and so on. If you focus, you can hear what someone is saying while filtering 
out all other noises. The cocktail party effect is the capacity to focus and 
pinpoint a single source [12]. When we record sounds in various locations in 
the room, the playback is a chaotic mixture of various sounds. so that we can 
hear only some words and not be able to hear the conversation. Blind source 
separation algorithms can extract and separate each discourse if there are as 
many microphones in the room as people. As a result, we’d be able to hear 
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everything in the room as a result of this. BSS is a method for separating the 
original sources from an array of transducers or sensors without getting the 
real source. Blind source separation is a normal signal processing method 
for extracting statistically independent source signals from linear mixes with 
little or no knowledge of the sources or mixing settings [13].

Principal Component Analysis is mostly used in some tasks in challenging 
situations. The main differences between the two methods are that the former 
uses non-Gaussian and independent sources, while the latter uses uncorrelated 
sources with Gaussian distributions [14]. For instance, in a surveillance applica-
tion, when the goal is to detect a certain voice among a large number of others,

Furthermore, BSS is involved in wireless transmission to reduce 
co-channel interference in situations where multiple antennas are used. The 
BSS method is also used in various fields of biomedical signal processing 
techniques. It is also used in ECG measurement. Separation of the mother’s 
ECG from the fetal ECG is one of the uses of FECG [11]. Separating the 
MECG from a twin fetus is also a complicated circumstance. In the fields 
of digital signal processing and neural networks, field-programmable gate 
array (FPGA) technology has recently been the preferred method of imple-
mentation [10]. The majority of digital signal processing techniques have 
been implemented using FPGA. Without any fabrication delays, DSP algo-
rithms can be designed, tested, and implemented on an FPGA chip. FPGAs 
are made up of the following components:

These resources are ideal for DSP applications because they offer great 
performance and low power consumption. A hardware description language 
(HDL) such as VHDL or Verilog can be used to specify an FPGA’s behavior, 
or a schematic-oriented design tool can be used to arrange blocks of exist-
ing functionality [3]. The FPGA can download a bit file created during the 
compilation and synthesis process. FPGAs are comparable to custom ASIC 
designs in that they can construct and test proposed designs rather than send 
them to a manufacturer and wait for the chip to be tested [1].

The implementation of the ICA technique for higher-order data inputs 
is the thesis’s key challenge. The circuit’s complexity increases exponentially 
in proportion to the size of the demixing matrix W. In addition, the method is 
implemented using an FPGA.

1.2 Literature Survey

1.2.1 The fast ICA algorithm revisited: Convergence analysis 

One of the most prominent approaches to solving problems in ICA is the fast 
ICA algorithm. Only for the one unit scenario, in which one of the rows of the 
separation matrix is evaluated, has a convergence analysis been presented. 
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It is used to increase processing speed [9]. The noise-free system was the 
reason for the introduction of fast ICA. The goal is to figure out what the 
unknown mixing matrix “A” is and what the unknown independent sources 
“S” is. First, the signal sources are transformed into a noise-free signal. Fast 
ICA is a never-ending process.

1.2.2  FPGA implementation of IC algorithm for  
blind signal separation and noise cancelling 

Implementation of FPGA In real-time, ICA reported on blind source sep-
aration and noise cancellation. It used an ICA-based method with a mul-
tipath special digital processor to give massive compute capability. Speech 
recognition, as a generic method, performs poorly [2]. The noise cancella-
tion method can be used to remove noise by using a reference signal. For 
noise cancellation, the LMS technique is often used. However, Independent 
Component Analysis outperforms Least Mean Square in FPGA implementa-
tions that leverage the modular design idea.

1.2.3  Subjective comparison and evaluation of  
speech enhancement algorithms

This article details the creation of a noisy speech corpus that may be used to 
test speech enhancement techniques. This corpus is used to assess 14 speech 
enhancement approaches, which are divided into four categories: spectrum 
subtractive, subspace, statistical-model based, and general algorithms [8]. 
The findings of the subjective tests are presented in this publication. The 
noise-estimation approach did not significantly improve the performance of 
the log-MMSE algorithm in this case. The log-MMSE algorithm’s perfor-
mance was not improved by including speech-presence uncertainty [4].

1.3 Proposed Systems

Up to four input sensors can be used in the proposed BSS concept. Because 
the model can differentiate up to four mixed signals in the mixture, this 
assumption is broken. The sources in the mix are assumed to be non- Gaussian 
and independent.

1.3.1 FASTICA using symmetric orthogonalization 

This thesis focuses on using symmetric orthogonalization to implement the 
Fast ICA method. Alternative strategies have been suggested. One method 
to speed up the process of symmetrical orthogonalization is to employ an 
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iterative model. The iterative strategy is used in the simulation shown in the 
picture to separate the sources. The x-axis depicts the number of iterations 
required for convergence, while the y-axis represents the difference in error 
between the current iterative result and the final algebraic result. When the 
two answers match, the simulation concludes with a zero error.

Because we are just modelling the number of iterations and not the 
time required to obtain a solution, the figure does not imply that the iterative 
solution is slower than the algebraic one. In fact, the iterative method’s 15 
repetitions converge to a solution significantly faster than the algebraic meth-
od’s computations [5].

1.3.2 FPGA implementation 

The FastICA algorithm is implemented in an FPGA using the XILINX vir-
tex5-XC5VLX50t FPGA device, as is well known. The LX50t processor 
outperforms the other Virtex 5 chips in terms of speed and area. The VHDL 
language is used to implement the design. Because the system is built to han-
dle higher-order data (four sensors), hierarchy is used throughout the design 
to provide the designer with more control over the overall hardware structure 
and to keep track of each block’s overflow and underflow [6,7].

Furthermore, DSP systems based on floating-point arithmetic necessitate 
a large amount of hardware and might result in inefficient design, particu-
larly for FPGA implementation. Fixed-point representation, on the other hand, 

Figure 1.1 Steps in fast ICA algorithm.

Figure 1.2 Modules of the proposed method.
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allows for more efficient hardware design. Two’s complement fixed-point 
arithmetic is employed in this thesis. Several simulations were used to deter-
mine the word length. When a small word length was employed, the majority 
of the findings were incorrect because the small word length was insufficient to 
represent the values. The word length for the centering and covariance blocks 
was chosen to be 16 bits since the calculations for the centering and covariance 
were not complicated, and 16 bits were sufficient to represent intermediate 
variables such as signals and storage elements inside the system.

1.4 Results and Discussion

Output Waveform

Figure 1.3 shows the signal representation of the man’s voice, which is repre-
sented as the length of the signal in the x-axis and the amplitude of the signal 
in the y-axis.

Figure 1.4 shows the signal representation of the music, which is repre-
sented as the length of the signal on the x-axis and the amplitude of the signal 
on the y-axis.

Figure 1.5 shows the signal representation of the mixed signal, which is 
the mixing of the man’s voice with the second signal and the random matrix 
value. The length of the signal is denoted on the x-axis and the amplitude of 
the signal on the y-axis.

Figure 1.3 Signal representation of the man voice.
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Figure 1.6 shows the signal representation of the mixed signal3, which 
is the mixing of the music with the first signal and the random matrix value. 
The length of the signal is denoted on the x-axis and the amplitude of the 
signal on the y-axis.

Figure 1.4 Signal representation of the music.

Figure 1.5 Signal representation of the mixed signal1.
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Figure 1.7 represents the extracted man voice from the mixed signal (a 
combination of the man voice with the second signal and with the random 
matrix values). The length of the signal is denoted on the x-axis and the 
amplitude of the signal on the y-axis.

Figure 1.8 represents the extracted music from the mixed signal 3 (a 
combination of the music with the first signal and with the random matrix 

Figure 1.6 Signal representation of the mixed signal3.

Figure 1.7 Signal representation of the extracted man voice.
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values). The length of the signal is denoted on the x-axis and the amplitude 
of the signal on the y-axis.

Figure 1.9 represents the separated from the mixed signal1 (combina-
tion of the man’s voice with the second signal and with the random matrix 
values). The length of the signal is denoted on the x-axis and the amplitude 
of the signal on the y-axis.

Figure 1.8 Signal representation of the extracted music.

Figure 1.9 Signal representation of the separated noise signal 1.
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Figure 1.10 represents the separated noise signal 3 from the mixed sig-
nal 1 (a combination of the music with the first signal and with the random 
matrix values). The length of the signal is denoted on the x-axis and the 
amplitude of the signal on the y-axis. 

1.5 Conclusion

We presented the FastICA architecture in this project, which is energy- 
efficient, low-cost, and has a short calculation time. It looks into the effect 
of the environment on FastICA’s speech separation ability. We concentrated 
on noise, the kind of noise, the number of sources, and the mixing ratio. 
We used MATLAB to develop the FastICA script, and the function Kurtosis 
was chosen as the measure of independence. We used the SDR, SIR, and 
SAR parameters to test the results of this script on 10 second-long voice 
samples. By adding an analog to a digital converter before the whitening 
block to gather data and a digital to analogue converter at the output to turn 
the output back to the analogue, the proposed architecture can be utilized 
as a building block to separate real-time signals. In the future, we’d like to 
compare our results to those of other ways (techniques) of separating mixed 
signals. Finally, this research can be applied to signal separation in various 
applications such as cardiac electrical imaging, data mining, and wireless 
communication.

Figure 1.10 Signal representation of the separated noise signal 3.
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Abstract 

The demand for bandwidth in mobile communication has been increasing 
exponentially day by day as the number of users has increased dramatically 
over the last five years. As an outcome, upcoming wireless communication 
systems should meet more stringent criteria in order to satisfy customers. 
Existing wireless systems could only transmit data at a few megabits per sec-
ond. On the other hand, mm Wave and optical fiber technology have always 
had the possibility to supply data capacity on the order of Mbps as well as 
Tbps, respectively. As an outcome, the specifications of such a broadband 
wireless system could be met by integrating optical fibre and millimeter wave 
wireless systems. Due to substantial changes in the radio signal, the uplink 
is greatly hampered. This research establishes the best estimate and subse-
quent equalization algorithm again for the Fi-Wi CDMA uplink. The equal-
ization is carried out using an innovative Hammerstein category decision 
feedback equalizer that takes advantage of the properties of PN sequences. 
This study considers multipath dispersion, nonlinear distortion, noise, and 
multiuser interference. The correlation characteristics of white-noise similar 
PN sequences allow for decoupling of both the wireless as well as optical 
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channel parts. In addition, we present a novel approach for mitigating MAI. 
Simulations of the BER reveal that this technique leaves only a modest 
amount of residual MAI. Furthermore, power allocation is used to improve 
CDMA 5G network performance by boosting the signal to noise ratio.

2.1 Introduction

Communication is defined as the conveyance of information from a sender 
to a recipient across a medium. Communication allows us to be aware of 
what is going on around us. It allows us to share our knowledge with oth-
ers while also allowing us to benefit from the thoughts and ideas of others. 
Communication occurs through a variety of routes and channels, as well as 
the use of a medium. Digital communication is a type of communication in 
which data or ideas are encoded digitally as discrete signals and sent to recip-
ients via the internet [6]. In today’s world, digital communication is one of 
the most widely used ways of communication. For the most part, businesses 
rely on this method for all of their business communications.

The increased efficiency in noisy environments is one of the most 
important benefits of digital transmission networks for video, data, as well 
as voice communications over analog counterparts. Inter symbol interference 
(ISI) is a common by product of digital data transfer. Equalizers play a role 
in reducing the effects of ISI, which is essential for just a steady digital trans-
mission system [19].

The amplitude as well as phase dispersion of the channel cause the 
transmitted signals to stop interfering with one another, necessitating the 
use of equalisers. The assumption that such a channel function generator is 
known has an impact on transmitter and receiver design [7]. With most digital 
communications implementations, however, the channel transfer feature is 
not well acknowledged enough yet to implement filters just at the sender and 
receiver to minimize channel impact.

The 2G mobile network appeared in the 1990s. In the worldwide mar-
ket, two systems contended for supremacy: the GSM standard produced in 
Europe and the CDMA standard developed in the United States. These dif-
fered from earlier generations in that they used digital transmission instead 
of analogue, as well as quick out-of-band network communication. In 2G 
introduced SMS, or text messaging, as a new mode of communication [17].

Not just stationary users, but also mobile users, benefit from 4G tech-
nology’s extremely fast wireless internet connectivity. In terms of speed and 
quality, this technology is projected to overcome the shortcomings of 3G 
technology. Support for global mobility, as well as integrated wifi and tailored 
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services. Wi-Max and Wi-Fi were used as independent wireless technologies 
in 3G, but 4G Technologies is planned to combine the two. When 4G technol-
ogy is fully implemented, the internet will be flooded with HD content, and 
downloading or high-quality streaming will no longer be an issue. To make 
consistent use of smart phones, 4G can be effectively coupled with cellular 
technologies. Because 4G is a multipurpose and versatile technology, it can 
make use of nearly all packet switching technologies.

Fifth-generation wireless (5G) is the most recent update in mobile com-
munication. Data sent speed will be multi-gigabit speeds, it can also extend 
up to 20 gigabits per second. To meet the growing reliance on mobile and 
internet-enabled devices, 5G services will applicable in service for more than 
several years. As, 5G introduce new applications and users in new domain 
[10]. Wireless networks have been divided into small sectors and transmis-
sion will be happen in radio wave. The foundation stone for 5G is 4G and it is 
called Long-Term Evolution (LTE) technology. Unlike 4G, which can carry 
signal for long distance, 5G signal can be transmitted to a long distance with 
the help of small sectors positioned on building tops[16]. Low frequency 
bands of spectrum have been used in older version of wireless networks. 
Poorer-frequency spectrum travels farther but at a slower and lower capacity 
than MM wave [5]. 

2.2 Proposed Method

The growth of bandwidth through mobile communication is increasing dra-
matically day by day as the number of users must have increased dramatically 
over the last five years. As a result, upcoming wireless systems should indeed 
meet stricter requirements in order to support a wide range of broadband 
wireless services. Emerging wireless systems could only transmit data at sev-
eral megabits per second. mm Wave as well as optical fiber technology, on 
the other hand, have always had the potential to provide data capacities on the 
order of Mbps and Tbps. As a result, the needs of such a broadband wireless 
system could be met by combining optical fibre as well as millimeter wave 
wireless systems. We propose a modified millimeter wave wireless system 
based on the OFDM method and a feeder network of optical fiber. Simulated 
results show that when the SNR rises, the signal becomes less influenced by 
noise, resulting in fewer decoding errors. 

The Internet’s exponential growth and the success of 5G systems 
together with WLANs have had a profound impact on our perception of com-
munication. Transmission speeds such at 100 Mbps are now beginning to 
reach homes.
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QAM will work with a NxN data stream, however the encoder output 
will be Nx1. The bit interleave is used to transform the encoder output to NxN 
format. The interleaver’s output is fed into the matching filter block, which 
filters out any noise. The filter’s output is modulated and broadcast through 
the appropriate antennas. During transmission, the noise will be introduced 
to the channel. The deinterleaver block receives the outputs from the filters. 
The associated decoder block receives the resultant signal from the deinter-
leaver block. Another deinterleaver block is used once again. More sounds 
will be added to the signal during reception; to fix this, we use two deinter-
leaver blocks, the output of which is provided to the matching filter block. 
For power allocation, we use the Lagrange theorem and the water filling algo-
rithm. Only the water filling algorithm is used in the channel, resulting in a 
very low noise ratio at the receiver. We are employing power allocation to 
boost the SNR, and we will achieve an SNR of more than 20db. 

Figure 2.1 illustrate about transmitter and receiver for OFDMA, 
whereas Figure 2.2 demonstrate proposed system. The general processing 

Figure 2.1 Block diagram of proposed method.
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of the WRAN baseband signal is specified in this sub clause. The MAC 
layer provides the binary data for transmission to the PHY layer. A chan-
nel coding processor, which contains a data scrambler, encoder, and bit 
interleaver, receives this data. For QAM modulation, the interleaved data 
is transferred to data constellations. The data constellations are assigned 
to the sub channels by the subcarrier allocator. The preamble is inserted 
in the first 1 or 2 OFDM symbols of each frame to enable the synchroni-
zation, channel estimation, and tracking processes, and the pilot subcar-
riers are sent at fixed places in the frequency domain within each OFDM 
symbol.

2.2.1 OFDM

OFDM is specially made for wideband digital communication, It is been 
used in audio broadcasting, digital television, wireless networks, and 4G 5G 
mobile communications DSL broadband internet access. An OFDM sym-
bol contains the data, pilot, and null subcarriers in the frequency domain. In 
essence, the OFDM receiver performs the transmitter’s activities in reverse 
order. The receiver must also perform synchronization and channel estimates 
in addition to data processing.

Figure 2.2 Detailed proposed system.
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2.2.2 OFDMA

OFDMA is a multi-user version of the classic OFDM digital modulation 
method. As shown in the diagram below, OFDMA accomplishes multiple 
access by allocating segments of subcarriers to specific users. Multiple users 
can send low-speed data and information using this method.

2.2.3 CDMA

CDMA stands for spread spectrum multiple accesses. With the same transmit-
ted power, a spread spectrum approach spreads the data bandwidth equally. A 
CDMA runs faster data rate and the data can be transferred faster. 

2.2.4 Optical fiber channel

Cladding mode propagation is also expected to be negligible. Furthermore, 
we believed that fiber has a lower loss rate. Finally, we assumed that the 
material and wave-guide dispersive effects are minor in comparison with 
experimental dispersion. Furthermore, this system shows that the input field 
amplitude is neither modal dependent nor bulk attenuated as it travels down 
the fiber, is a real constant.

2.2.5 The disadvantages of the existing system

• In the receiver, tight synchronization between users is essential.

• For synchronizations, pilot signals are employed.

• OFDM is higher difficult than CDMA. 

• Advanced coordination among neighboring base stations with dynamic 
channel allocation. Dynamic routing has a number of advantages over 
static routing, the most important of which are scalability and adaptability. 

• Routers learn about the network topology by talking with other routers 
using a dynamic router protocol. To the other routers on the network, 
each router broadcasts its presence and the routes it has available.

2.3 Results and Discussion

2.3.1 Inference 1

A small amount of time is required for each stage of cancellation. As a result, 
a trade-off must always be decided upon between the number of canceled 
users and the number of delays that can be tolerated. As a result, a trade-
off must be made between power-order precision and acceptable processing 
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complexity. If indeed the bit assumption is incorrect, the bit’s interfering 
effect mostly on the SNR ratio is quadrupled in power. When compared to 
performance, this same implementation of HDFE resulted in a reduction in 
bit error rates. Multi-user identification can also be used to enhance receiver 
performance in channels with large delay spreads.

2.3.2 Inference 2

As shown in figure 2.4, the iterative methods of the CIR assumption translate 
into a more accurate assessment of the polynomial. This is primarily due to 
the iterative algorithm’s ability to remove classes of non-erroneous peaks and 
more accurately assess the actual CIR peaks. Because of this interconnected 
effect, even just a slight increase in the CIR estimate has a significant impact 
on the polynomial estimate.

2.3.3 Inference 3

On MIMO-OFDM channels evaluated in various indoor environments, 
the BER and PER performance of MIMO-OFDM to bit unsettled coded 

Figure 2.3 OFDM channel estimation.
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modulation MIMO-OFDM-BICM devices are evaluated. The achievement of 
MIMO-OFDM-BICM in such a LoS environment could really differ wildly 
depending on the presence of scattering, whereas this is more evenly spread 
in an NLoS environment, which also has SNR per receiver. 

2.3.4 Inference 4

Here for fiber-wireless uplink after estimating the channel we are reaching 
more than 25dB SNR. As the SNR increases the error reduces up to or more 
than 25dB. 

2.3.5 Inference 5

Here we used 2X2 antenna that is each antenna can transmit up to two receiv-
ers. This is the advantage of using QAM modulation. Since we are using 

Figure 2.4 CIR of the wireless channel.
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Figure 2.5 SNR Vs PER of MIMO OFDM for 2X2 users.

Figure 2.6 BER Vs SNR of fiber-wireless uplink.
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MIMO we should use QAM for SISO QPSK will be all right. Practically 
16QAM is suitable compared to BPSK and QPSK.

2.3.6 Inference 6

Higher order Higher-order QAM constellations have a maximum data rate 
as well as a mode in adversarial RF or microwave QAM environments, such 
as broadcasting or telecommunications. The spots in the constellation are 
spreading, reducing the detachment between adjacent states and making it 
tough for such a receiver to decode the signal correctly. In other words, there 
is a reduction in noise immunity.QAM modulated signal output is shown in 
figure 2.8.

Figure 2.7 BER Vs SNR for MIMO with 16 QAM.
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2.3.7 Inference 7

The result shows in figure 2.9 illustrate the coverage area of the signal trans-
mitted. No. of iterations implies distance in Kilometer. Here we can infer that 
the signal is covering more than 20Km. For better performance we need to 
place one repeater receiving antenna after every 20Km distance.

2.4 Conclusion

An efficient method for identifying and equalizing the uplink in such a multi-
user CDMA Fi-Wi network has been proposed in this paper. Estimation 
was accomplished through the use of PN sequence similarity features, and 
equalization was accomplished through the use of a single equaliser with 

Figure 2.8 QAM modulated signal.
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different linear and non-linear modules. The algorithm also mitigates MAI. 
This method is suitable for a 4G uplink because it functions in such an asyn-
chronous CDMA environment. The ability to estimate and equalize the linear 
and nonlinear elements separately is a key advantage of this method. The 
non-linear estimation does not have to be replicated frequently because of the 
nonlinearity of both the ROF link and the data. It only changes if the tempera-
ture of the optical transmitter or other physical conditions change dramati-
cally. The linear wireless channel, needs both equalizers as well as frequent 
estimation. Furthermore, each user’s wireless channel is unique, whereas 
nonlinear ROF link have been shared among all the users. Quality of CIR 
estimate was shown to be dependent on the CIR’s properties. The proposed 
approach achieves an SNR of over 25db. The severity of multipath situations 
affects BER performance in general. A good BER for data transmission is 

Figure 2.9 Convergence graph.
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106, which our technique can accomplish with an SNR of around 25 dB. 
Ultimately, the above technique is suited to any asynchronous CDMA link 
to multipath dispersion as well as moderate nonlinearity. This nonlinearity 
could be due to the base station’s low noise amplifier. This may seem unusual 
because most study focuses on the transmitter amplifier’s nonlinearity. Even 
through this, the handset’s transmitter amplifier just controls a single user 
signal inside the CDMA uplink. The receiver amplifier must be linear but 
also handle a huge multiuser signal.
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Abstract 

Cooperative transmission is a new communication strategy that takes advantage 
of the broadcast aspect of wireless channels to increase transmission by allow-
ing network nodes to cooperate. Its potential for further application in wireless 
networks is limited due to its low spectral efficiency and the requirement for 
orthogonal channels. Using MUD, a cooperative transmission protocol with 
good spectrum efficiency, diversity gain, and coding gain was developed in this 
study. The benefit of MUD cooperative transmission methods is that improv-
ing one user’s link can help other users. By completely exploiting the link 
between the relay and the destination, the coding and high diversity order can 
be attained. In this case, one of the nodes will operate as a relay, facilitating 
collaboration among the network’s various nodes. MUD will determine which 
user will send the data and send it to the appropriate destination. Each node 
in our project will operate as a relay for any other node. Data loss and packet 
retransmission will be reduced as a result of this. The network’s performance 
will improve as a result of this. We utilize a dynamic base station to ensure that 
nodes outside the network broadcast packets to the network’s destination.
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3.1 Introduction

Wireless networks give a rising number of laptop and PDA users greater 
freedom and mobility, eliminating the need for wires to stay connected to 
their office and the Internet. The devices that give wireless service to these 
clients, ironically, require a lot of cables to connect to private networks and 
the Internet [8]. The wireless mesh network is presented in this white paper 
as a feasible alternative to all those wires [5,6]. In particular, over the last 
ten years, the mobile radio communications industry has grown by orders 
of magnitude, largely due to advances in digital and RF circuit fabrication, 
new large-scale circuit integration, and other miniaturization technologies 
that make portable radio equipment smaller, cheaper, and more reliable 
[2-4]. Digital switching techniques have made it possible to create low-cost, 
easy-to-use radio communication networks on a broad scale. During the next 
decade, these tendencies will accelerate even more.

3.2 Components of Communication System

Figure 3.1 describes the components in the communication systems, which 
are explained below.

• A message is sent from the source, which could be a human voice, a 
television image, or data. 

• For efficient transmission, the transmitter changes the baseband signal. 
A pre-emphasize, a sampler, a quantizer, a coder, and a modulator are 
just a few of the subsystems that make up a transmitter.

• The transmitter output is conveyed through a channel, which could be a 
wire, a coaxial cable, an optical fiber, or a radio link, among other things. 

• By removing the signal alterations made at the transmitter and the chan-
nel, the receiver reprocessed the signal received from the channel.

• The output transducer receives the receiver output and converts the 
electrical signal back to its original form. Transmitters and receivers are 
carefully built to avoid distortion and noise. 

Figure 3.1 Components of communication system.
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A brief history of the evolution of mobile communications around the world 
is useful to grasp the immense influence that cellular radio and PCS will have 
on all of us over the next many decades [10]. It’s also beneficial for a begin-
ner in the cellular radio business to comprehend the enormous influence that 
government regulatory agencies and service rivals have on the development 
of new wireless systems, services, and technologies [1]. While the purpose 
of this work is not to discuss the technological and political implications 
of cellular radio and personal communications, governments regulate radio 
spectrum usage, not service providers, equipment makers, entrepreneurs, 
or researchers [7]. A government’s progressive involvement in technology 
development is critical if it intends to keep its own country competitive in an 
ever-changing field [9].

3.3 Proposed System

This system includes a cooperative transmission technique as well as multi-
user detection. Each node will serve as a relay for the next node. To compute 
the shortest distance to the destination, we use the AOMDV algorithm. The 
path with the shortest distance is taken into account. Relay nodes are used for 
long-distance communication. In communication, this type of bidirectional 
communication is used. This system’s key benefit is that several users can 
send and receive data at the same time. In nodes with numerous packets, there 
are no packet collisions. With this system, we can achieve high efficiency and 
little packet loss. The advantage of bidirectional communication is also uti-
lized in this system. We employ a dynamic base station in the system, which 
allows us to acquire a huge coverage area. The data can be sent by multiple 
people at the same time.

The nodes numbered 0 to 8 in the following block diagram serve as 
transceiving and relay nodes for long-distance communication. The ninth 
node will serve as a dynamic BS.

Figure 3.2 Block diagram for proposed system.
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3.4 System Design and Development

3.4.1 Input design

Input Design is a component of overall system design, and it necessitates metic-
ulous attention. If the data entering the system is wrong, the processing and 
output will exaggerate the faults. There are three types of inputs in the system.

External: These are the system’s primary inputs;
Internal: These are user communications with the system.
Interactive: These are inputs entered during a conversation with the 

computer.

3.4.2 Feasibility analysis 

Given infinite resources and time, all tasks are feasible. Before moving on 
to the software development processes, the system analyst must determine 
whether the proposed system is realistic for the firm and establish client 
requirements. The fundamental goal of a feasibility study is to see if the prob-
lem is worth addressing. 

3.4.2.1 Operational feasibility 
An operational feasibility assessment is required as part of the feasibility 
analysis. This is due to the fact that, according to software engineering prin-
ciples, operational feasibility, or usability, should be extremely high. The sys-
tem was verified to be operating after a thorough investigation.

3.4.2.2 Technical feasibility
The system analyst will examine the proposed system’s technical feasibility. 
The technical feasibility study takes into account the hardware utilized for 
system creation, data storage, processing, and output. 

3.4.2.3 Economical feasibility
Before proceeding any further with the suggested system’s development, the 
system analyst must assess the proposed system’s economic feasibility, and 
the cost of operating the system must be balanced against the cost savings 
that can be realized by deploying the system.

3.4.2.4 Project modules
In our project, we use NS to analyze the performance of our system. We 
investigated 0–9 nodes, with 0–8 nodes acting as both sending and receiving 

.
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nodes. Dynamic BS is defined as the 9th node. To begin, all of the nodes must 
be initiated. If a node needs to transfer data, it sends the data over a direct 
link; otherwise, it uses the AOMDV algorithm to determine the shortest dis-
tance to the destination and then sends the data to the appropriate destination.

Nodes 0 and 8 were used as the source and destination nodes, respec-
tively. First, node 0 sends data to node 8, and then the data is transported 
using the AOMDV method to find the shortest path to the target. The size 
of a packet is determined by the quantity of data it contains. After a given 
period of time, node 8 will begin transmitting packets as well. Nodes 6 and 2 
have received data from both sources at the same time, and we now have an 
improved bidirectional connection because of the cooperative transmission 
protocol.

3.5 Output Design

We get both graphics and animator output when we utilize NS. We created a 
graph for packet lifetime and an output graph in our system. With the use of 
a lifespan graph, we can learn more about how long it takes a packet to reach 
its destination and how effectively it gets there without colliding with other 
packets from different nodes.

Figure 3.3 Process flow chart.
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3.5.1 Animator output

In our system, we’ll use a wireless PAN network with 0–9 nodes, with 0–8 
nodes acting as transmitting and receiving nodes, and the 9th node acting as 
a dynamic BS. If one of the nodes wants to deliver a packet to the farthest 
node, the other node will operate as a relay node. The command window for 
running the code in Ns is shown in this diagram.

3.5.2 Initialization of nodes

This is the first step in which all the nodes are initialized. We considered 
nodes 0 and 8 as a source and destination nodes and vice versa for this pro-
cess takes some amount of time.

3.5.3 Node 1 starts transmitting data

The circles in this figure show the coverage area. After the completion of 
every transmission the acknowledgement is received.

Figure 3.4 Command window.
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3.5.4 Finding shortest path

By the use of AOMDV the relay node chose the shortest path to reach the 
destination. The transmission of data through the relay node is shown in the 
following screenshots.

Figure 3.5 Initialization of nodes.

Figure 3.6 Node 1 starts transmitting data.
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3.5.5 Transmission of data through relay node

In this figure node, 1 starts transmitting data to node 8. It sends the data pack-
ets to the node which has the shortest path to the destination (i.e.) by using 
the AOMDV algorithm.

Figure 3.7 Choosing the shortest path.

Figure 3.8 Transmission of data through relay node.
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3.5.6 Node 8 starts transmitting data

In this figure shows that after sometime if node 8 needs to send the data it 
calculate the shortest distance after the completion of calculating the shortest 
distance the node 8 itself act as a source and start transmitting data.

3.5.7 Loss of packets

In this figure loss of packets due to collision among packets from both 
direction.

3.5.8 Transmissions of data from node 7 to node 6

In this figure node, 7 is considered as a shortest distance from node 8 so it 
sends its data packet to node 7 it relays that to node 6 until the destination is 
reached.

3.5.9 Transmision of data from node 2 to node 4

In this figure, the node1 start transmitting the nex set of data and the process 
is similar to as described in figure 5.5

Figure 3.9 Node 8 starts transmitting data.
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3.5.10 Transmission of data bidirectionally

In this figure shows the how effectively the packets are sent from both the 
direction considering nodes 1and 8 as the source.

Figure 3.10 Loss of packets.

Figure 3.11 Transimision of data from node 7 to node 6.
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3.5.11 Completion of transmission from node 8 to 0

This figure shows the completion of transmission of packets which consid-
ered node 8 as source and node 0 as a destination. 

Figure 3.12 Transmision of data from node 2 to node 4.

Figure 3.13 Transmission of data bidirectionally.
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3.5.12 Coverage provided by dynamic base station

This figure shows for providing coverage area the dynamic BS moves from 
its position towards node 8 which has a lack of coverage area.

Figure 3.14 Completion of transmission from node 8 to 0.

Figure 3.15 Coverage provided by dynamic base station.
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3.5.13 Retransmission of dropped packets

This figure shows that the packets which are loosed during transmission due 
to collision are retransmitted this process is stopped until the acknowledg-
ment for the loosed data is received.

3.5.14 Reception of acknowledgement

To provide coverage the dynamic BS moves toward node 8 after completion 
of data transfer it moves towards its initial position.

3.5.15 X graph for lifetime

The output for the packet lifetime and the time at which the packets begin 
transmitting after the node initialization time are obtained from this graph. 
After an average of roughly 9 seconds, the nodes are initialized. 

The graph was created using the information gleaned from the graph 
below. The time at which the nodes begin transmitting data packets is indi-
cated by the blue line. The graph’s lower spikes represent packet loss in inter-
mediate relay nodes.

3.5.16 X graph for output

From this graph, we obtained the throughput that got from our predefined 
factors such as the number of nodes etc.,

Figure 3.16 Retransmission of dropped packets.
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We discovered a maximum throughput of roughly 12*103 from the X 
graph. This will be used to determine how well data is transported to the des-
tination. The value obtained from the method is higher than the throughput 
obtained from the prior way.

Figure 3.17 Reception of acknowledgement.

Figure 3.18(a) Graph for lifetime.
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3.6 Conclusion

Based on the above sources, we analyze the system performance in each 
paper. Each existing system we examine has some disadvantages when com-
pared to the suggested system. The existing approach has the problem of 

Figure 3.18(b) Lifetime vs node ready.

Figure 3.19(a) Graph for output.
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being unidirectional, which means that various pieces of data can’t be sent at 
the same time. At any given time, only one node can send data. We have the 
advantage of using the proposed system because it is bidirectional, numer-
ous nodes can transfer data at the same time, and packet loss is low. The X 
graph for the lifetime will demonstrate how efficiently the data will be sent 
to the destination if there is a smaller loss. We conclude that using multi-user 
detection in conjunction with the cooperative transmission protocol and the 
ad hoc on-demand multipath routing protocol will provide us with better per-
formance, lower packet loss, and higher throughput.

We want to use other network topologies in the future, both without 
altering the routing protocol and by modifying the routing protocol. We 
intend to use a wired network to test a combination of cooperative transmis-
sion protocols and MUDs and analyze the results. We also intend to apply the 
technology to any sort of network and analyze the results.
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Abstract 

This study presents a very effective strategy for increasing SINR, QoS and 
lowering source and relay transmit power. A single relay was employed 
between the sender and the receiver in the prior procedure. It adds to the 
optimization difficulty. Multi-relay networks have been employed between 
the source and the prefixed receiver in this suggested system to aid in the 
search for the best solution. In this situation, the half-duplex protocol is 
used. Precoders for the source and relay are found in the source and pre-
fixed receivers, respectively. The source precoder is affected by the Second 
Order Cone Program issue, whereas the relay precoder is affected by the 
Semi Definite Relaxation problem. These issues may be solved using the 
Interior Point Algorithm, which comprises the rank-one matrix method and 
the randomization technique. This may be done with the help of MATLAB. 
In the future, this might be expanded to include the full-duplex protocol for 
more efficient mobile communication.
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4.1 Main Text

1. This method’s purpose is to merge relay precoders and sources on a 
receiver, which seems to be tough both practically and theoretically. 
It has two optimized methods for both relay precoders and the source 
for a prefixed receiver. SINR will be lowered in the receiver output, 
proportional to the relay transmit source and power. Under severe relay 
power restrictions and source [3,] the SINR will be reduced. It lowers 
the source–relay power while maintaining the second criterion’s QoS 
requirement. This strategy preserves QoS while lowering the overall 
amount of electricity optimized [21].

2. Both situations result in non–convex optimization challenges. The 
number of antennas at each node must be equal to the number of signal 
strengths, according to the feasibility of both optimization problems. 
Iterative interchanging approaches are provided to handle the two inde-
pendent optimization concerns, in which the precoders are calculated 
differently for each iterative process, i.e., all precoders are fixed save 
the one that is optimized. The optimum control issue for source pre-
coder data processing may be stated as a SOCP problem, with the inte-
rior point technique [2] as an alternate solution.

3. Other electromagnetic wireless devices, such as light, magnetic, and 
electric fields, as well as sound, are less prevalent techniques for estab-
lishing wireless communications [18]. Wireless operations make it pos-
sible to provide services that would be difficult or impossible to provide 
using cables, such as long-range communications. The term refers to 
telecommunications systems that transmit data without the need of 
wires and with the use of some type of energy. Data is sent across short 
and long distances using this technology [19-20].

4. From a few meters to hundreds of kilometers, transmission distances 
vary. Wireless communication equipment includes cordless phones, 
mobile phones, GPS systems, wireless computer components, and sat-
ellite television [1]. Some of the advantages of wireless communication 
are as follows: Communication has increased in order to provide clients 
with more timely information. Working professionals may work and 
access the Internet from anywhere, at any time, without the need for 
cables or connections. This also helps to keep the project on time and 
boosts productivity. Doctors, laborers, and other professionals operat-
ing in distant areas may interact with medical centers via wireless com-
munication. People may be alerted to an emergency situation through 
wireless communication [16-17]. Through wireless transmission, these 
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alerts may be utilized to give aid and support to the affected commu-
nities. Wireless networks are less costly to set up and operate. Because 
of the emergence of wireless networks, we can now utilize personal 
gadgets anywhere and at any time[8-14].

5. This has benefited humanity in developing in many parts of life, but it has 
also brought up a slew of dangers. As a consequence of the wireless net-
work, several security concerns have emerged. Wireless signals that are 
transmitted in the air may be readily intercepted by hackers. It’s vital to keep 
the wireless network secure so that unauthorized users can’t access the data 
[7,15]. This also increases the risk of data loss. Strong security protocols 
like WPA and WPA2 must be created to protect wireless communications. 
The main objectives of this project are to enhance throughput and QoS by 
increasing SINR and lowering source and relay transmit power [4-6].

4.2 Proposed System

To tackle two non–convex problems, iterative alternating methods are uti-
lized; in this case, we use precoders alternately in each iteration to fix all 
precoders and save the one that was optimized. The optimum solution to the 
source precoder data processing optimization issue, which may be shown as 
a SOCP problem, is the interior point system. Similarly, relay precoder prob-
lems will be a semi-definite relaxation issue, therefore ready–to–use methods 
will be tuned to tackle it.

4.2.1 System model

The relay network contains source, destination, and M relays, R1,..., RN, as 
shown in Figure 4.1. NS, ND, and NR antennas are installed on the destina-
tion and the source nodes. The relays will have the same antenna number for 
notational convenience. This method can be easily extended with relays and 
it has more numbers of antennas.

Every broadcast is divided into two time slots by a half-duplex protocol. 
The signal from the source node will be received in the first time slot. The 
transfer signal from the relay filter will be received in the second time slot. At 
destination, the second slot signal will be received. Between the destination 
and the source, node has no direct connections. On the transmitter side, the 
transmitted signal will distinguish spatial multiplexing and signal streams. 
The relays are completely synced, and the source has full CSI. Each relay 
node will send a training sequence to relays from the source node. Relay and 
Destination will use error-free feedback channels to convey the estimated 
channels back to the source.



50 Joint Relay-source Escalation for SINR Maximization

The source node is where the precoders are computed. Figure 4.2 shows 
the skeletal view of the proposed method. The receiver filter coefficients must 
be sent between source to destination to the components destination filters, 
relay as well as source to be jointly optimized. The relay as well as source in 
the sections using two different methods, source transmit power reduction, 
source to relay transmit power reduction, and SINR, with QoS constraints.

4.2.2  SINR maximization under relay transmit power and  
source constraints

The source as well as a relay are often located spatially and use their own 
power supplies. It is a more realistic scenario than a relay power constraint 
and source. For all relays, a shared transmit power constraint is considered.

4.2.3  Source-relay transmit power minimization  
under QoS constraints

QoS is ensured with the minimum transmit power achievable in some appli-
cations. The main theme is to reduce the transmit power between the relays 

Figure 4.1 Relay network with M relays, source, and destination.

Figure 4.2 Skeletal view of proposed method.
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and the source. The iterative alternate approach is used to solve it. In spe-
cifically, the precoders are computed alternately in each iteration; in each 
iteration, all precoders are fixed except, but the nonprecoders got optimized.

4.2.4 Computation of relay precoder

The optimization problem is NP-hard because it is a non–convex fractional 
QCQP. It is proposed to address it by converting it into an SDP known as 
SDR. A simple bisection search can quickly reveal the ideal. It’s worth men-
tioning that the solution you get isn’t always of rank one.

4.2.5 Feasibility of the problem

The feasibility of the optimization challenge is verified before detailing how 
to optimize the source and relay precoders. It is ensured that SIR, rather than 
SINR, is used to justify the recommended problems; however, SINR is used 
for precoder design. 

4.3 Advantage

• Increase the spectral efficiency 

• Increase Reliability 

• It minimizes the power usage

• It maximization of the worst streams

4.4 Application

• Television broadcasting

• Radio broadcasting

4.5 Result and Discussion

4.5.1 Tools used

Physical component resources, often known as hardware, are the most 
prevalent set of needs given by any Operating System or software pro-
gram. A Hardware Compatibility List (HCL) is frequently included with a 
hardware requirements list, particularly in the case of operating systems. 
A Hardware Compatibility List (HCL) was used to verify compatible and 
sometimes incompatible hardware devices for a specific Operating System 
or application.
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4.5.2 Simulated results

This figure 4.3 shows that whenever the SNR value increases, the bit error 
rate gets reduced with each relay.

The suggested technique performs better when compared with separate 
power transmit constraints.

Figure 4.3 SNR vs BER.

Figure 4.4 Shows that the relation between the SNR and BER between various antenna 
connected to relays.
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Figure 4.5 Shows that M = 1, L = 2 relay signal level where every node got connected with 
two antennas and obtain the minimum bit error rate.

Figure 4.6 Shows that the relationship between SNR and BER when different number of 
relays are used.



54 Joint Relay-source Escalation for SINR Maximization

Figure 4.7 Shows that total relay transmit power limits.

Figure 4.8 Shows that the proposed SINR method Max-Min Level.
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Figure 4.9 It shows how increasing the transmit power of both sources enhances the suitabil-
ity of both the optimization processes and decreases the bandgap between them.

Figure 4.10 Indicates that for long-distance broadcasting, the smallest possible power is 
necessary.
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It responds to the Min-Max MSE to equalization with one relay and the 
Min-sum MSE, as well as the equalizer methodology for two relays.

4.6 Conclusion 

Cooperative summarization of relay precoders and sources, as well as pre-
fixed receivers, is researched in MIME networks. This is taken into account 
in order to maximize the worst stream SINR while maintaining a specified 
QoS based on relay power restrictions and source, as well as to reduce 
overall source and relay powers. The two non–convex optimization prob-
lems are comparable, and iterative alternating strategies have been devised 
to solve both. The optimization of the relay precoders and source may be 
represented as SDR and SOCP considerations for both challenges. Previous 
simulation findings suggest that the receivers decreased performance loss 
when compared to non-prefixed receivers, in which the equalizer is pro-
duced using relay precoders and source. The proposed design provides a 
good mix of complexity and performance, making it suitable for high-com-
plexity receiver systems. For effective ICI cancellation in two-way conju-
gate transmission OFDM systems, an adaptive receiver will be developed 
in the future. The phase-rotated coupled cancellation idea, which uses two 
separate phase repeats on only two receive pathways instead of the one 

Figure 4.11 Illustrates that graphing which shows the require SINR for various source trans-
mit power Ps yields vs total power consumption the desired result.
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phase rotation utilized by the phase-repositioned conjugate revocation 
strategy on the two transmit paths, has been employed to design such a 
receiver.
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Abstract 

Multiple antennas are used in both the transmitter and receiver ends 
of MIMO systems to increase spectrum efficiency. The implementation of 
two methods of decoding algorithms, the Viterbo-Boutros (VB) as well as 
Schnorr-Euchner (SE), is proposed in this method. The decoding algorithm 
is divided into a single FPGA device using a software/hardware co-design 
methodology. To maximize the decoding efficiency, three methods of paral-
lelism are being adopted: using a concurrent channel matrix, using prepro-
cessing and parallel decoding of imaginary or real selection, and concurrent 
execution of many phases in the closest lattice point search. With a Xilinx 
FPGA chip, the decoders for a 4x4 MIMO system with 16-QAM modulation 
have been prototyped. The VB and SE algorithms have hardware prototypes 
that relate to the support data rates of up to 84.4 and 38.2 Mb/s at a 22 dB 
SNR, which is faster than their respective implementations in a DSP.
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5.1 Introduction

VLSI is the field that involves packing more and more logic devices into smaller 
and smaller areas. Circuits that would have previously taken up a lot of space 
can now be crammed into a mall pace a few millimeters across [6,7]. This 
has opened up a great opportunity to do things that were not possible before. 
Digital VLSI circuits are predominantly CMOS-based. The way normal blocks 
like latches and gates are implemented is different from what students have 
seen so far, but the behavior remains the same. All this miniaturization involves 
new things to consider. A lot of thought has to go into actual implementation as 
well as design. Let us look at some of the factors involved [10].

In a MIMO system, the total transmitted signal is spitting into multiple 
spatial paths, driving the capacity, so it will increase the spectral efficiency 
[1]. Most MIMO communication will have feedback with it. 

Future wireless communication aims at higher data rates. Since the 
radio spectrum is limited, the requirement for high spectrum efficiency can 
be fulfilled by exploiting the spatial dimension of the radio channel [9]. This 
MIMO method brings a relevant increase not only in capacity but also in 
spectral efficiency, coverage, and reliability [2-4].

Spatial multiplexing is a very effective approach for boosting channel 
capacity while maintaining a high signal-to-noise ratio (SNR). At low sig-
nal-to-noise ratios (SNRs), MIMO wireless communication capacity rises 
linearly, whereas at high SNRs, capacity increases logarithmically [5].

When there is no channel information at the transmitter, diversity cod-
ing techniques are used. Diversity methods broadcast a single stream, then 
the signal is coded with the space-time coding method [8]. The signal is sent 
out from each of the transmit antennas, utilizing complete or near-orthogonal 
coding methods. To improve signal diversity, diversity takes advantage of the 
independent fading of various antenna links.

5.2 Proposed Methodology

The SoC technique is used to simplify the sphere decoder’s design and 
increase its efficiency. The difficult preprocessing operations, like inver-
sions and matrix factorizations, which will be in the embedded processor, the 
real-time decoding functions are divided into hardware module approaches. 
Both algorithms are suitable for MIMO systems. They are also called sphere 
decoders.

The VB and SE algorithms, which are two common sphere decoding 
techniques for MIMO detection, are summarised below. The research order 
within the lattice structure is the key distinction between these two techniques.
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The VB method involves all methods of lattice points getting into a 
sphere on a lattice structure with a radius starting from the lower to upper 
bound, which is found in all layer searches.

5.2.1 VB decoding algorithm

It is the easiest method to locate the shortest lattice point. A metric update 
and a trace back are the two routines that make up the Viterbi algorithm. 

Figure 5.1 Flow chart for VB decoding algorithm.



62 VLSI Implementation on MIMO Structure

Using a trellis diagram to describe state transitions, the metric update collects 
probabilities for all states based on the current input symbol. Once a path 
through the trellis has been discovered, the trace back algorithm reconstructs 
the original data. The studied layer’s index is denoted by Uk, and the upper 
bound is denoted by Vk.

The following is a list of the VB algorithm’s step-by-step procedures.

i) Reprocessing
The Cholesky decomposition algorithm is used to transform H into an 
upper triangular matrix W. Asymmetric, a positive-definite matrix is 
decomposed into a lower triangular matrix and a transpose of the lower 
triangular matrix using the Cholesky decomposition.

ii) Post-Production
A Finite-State Machine (FSM): A finite-state machine is a machine that 
has a finite number of states. An FSM is a behavioral model made up of 
a finite number of states, transitions between them, and actions. A finite 
state machine is a model of a machine with a primitive internal memory 
that can be abstracted.

5.2.2 SE decoding algorithm 

The SE method is used for finding the closest lattice point that is close to the 
hyperplane. As a result, the SE algorithm does not require an initial radius. 
To find the shortest method of lattice point, it extends to find the distance 
between the receivers when it is used.

The dependency graph demonstrates how each state is related to the 
others. If the search starts at X and continues to Y and Z, Next, state X will 
naturally depend on both states of Y and Z. The next orthogonal distance is 
being measured in states Y or Z and it is being used in state X. The state X 
is also known as a self-evaluator. State Y has no data dependency on X since 
the mentioned states will have different dimensions if state Y follows X in the 
search process. This will be continued in State Z.

The SE algorithm has no bounding constraints. Each layer’s bound does 
not need to be calculated and updated. As a result, time-consuming square 
root procedures are omitted. Second, by adopting the no-decreasing order of 
examination, the chances of recognizing the correct layer early are increased. 
Furthermore, because the lattice point search begins at the Elgar point, there 
is no need for an initial radius.
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Figure 5.2 Flow chart for SE decoding algorithm.
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5.2.3 SOC architecture on FPGA

It is a generic SOC architecture that provides sphere decoding algorithms. 
It will enhance the nearer neighbor lattice search and reduction in design. It 
converts the lattice matrix into an upper or lower triangular matrix, which is 
being seen in VB techniques. This is known as preprocessing, and it entails 
matrix factorizations like QR decomposition, as well as matrix inversions.

The SoC architecture has an embedded CPU, specialized hardware 
modules, and a shared peripheral bus for the use of data transfer. The decod-
ing procedure is then partitioned into each of the processor units using a 
hardware/software code sign approach.

The preprocessing findings were transmitted from the CPU to the spe-
cialized hardware devices on a regular basis. The FPGA-based SoC design 
provides increased programmability and customization.

5.3 Result and Conclusion

The proposed, Viterbo–Boutros (VB) sphere decoding algorithm is per-
formed in order to search for the closest lattice point. It is explained and 
implemented using VHDL.

Figure 5.3 FPGA-based SoC architecture for sphere decoder implementations.
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Figure 5.4 Simulated output of VB.

Figure 5.5 Test bench output of VB.
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Figure 5.6 Simulated output of SE.

Figure 5.7 Test bench of output SE.
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Figure 5.8 Synthesis report of VB.

Figure 5.9 Synthesis report of S.
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Both proposed VB algorithms and SE algorithms were designed using 
EDK3 and which is prototyped on Xilinx Virtex-II Pro. The maximum fre-
quency and resource usage of the decoder are compared using these two pro-
posed methods.

5.4 Conclusion

By delivering separate signals on several transmit antennas in the same 
channel spectrum, multiple-input multiple-output (MIMO) wireless devices 
improve spectral efficiency. To find the closest lattice point, the Viterbo–
Boutros (VB) sphere decoding algorithm is used. As a result, this decoding 
technique improves efficiency. The platform architectures and implementa-
tions for two typical spherical decoding algorithms enabling MIMO detec-
tion are presented in this study. This approach examines each search layer 
first, from the lower limit to the higher bound, with all feasible lattice points 
occurring inside a defined sphere inside the lattice structure. This SE algo-
rithm offers fewer lattice search rounds as well as a lower construct than just 
the VB approach. As per the results, our SE-based decoder was quicker than 
just the VB-based decoder and required fewer FPGA slices. The SE and VB 
algorithms support up to 76.153 and 82.173 MHz, respectively.
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Abstract 

Heterogeneous networking seems to be a viable option for extending wire-
less coverage, reducing congested bandwidth, and improving system per-
formance in next-generation wireless networks. Furthermore, interference 
between overlay cells is one of the most difficult issues to overcome when 
deploying heterogeneous networks. Short-period interference is created by 
femtocell uplink broadcasts involving macrocell users. This is shown by 
the fact that femtocell networks suffer significant performance degradation 
when utilizing OFDMA or SC-FDMA protocols that lack information on 
the interferer channels that link macrocells and femtocells to the base sta-
tion. Consider employing precoded FDMA (P-FDMA) transmission to novel 
detectors to prevent shot interference. The PFDMA strategy may maximize 
overall signal intensity in any receive antenna and throughput for many 
receive antenna systems by using a multi-stream transmission. Our suggested 
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structure accumulates multipath variety in the presence of interference to the 
knowledge of interferer channels, according to the findings, and our concepts 
seem to be dependable on incursion power levels. Simulation evidence backs 
up our theoretical results..

6.1 Introduction

Wireless communication [4] is the transmission of information between two 
sites that are not connected by an electrical line. Cells make up a wireless 
access network. Thanks to a restored transmitter that connects with the base 
station BS [11], each cell is operational. The majority of users connect to the 
network using a dedicated resource. Cells are utilized to increase coverage 
and extend it [7]. A BSC is a device that links BSs to the main network. 
Access control, cell handover, and other radio resource allocation activities 
are handled by BSC. A wireless cellular network is seen in Figure 6.1.

In the direct meaning, ICT is being used to reduce its own energy con-
sumption; in the indirect sense, ICT is being used to reduce carbon emis-
sions; and in the systematic sense, ICT is partnering with other sectors of the 
economy to simply deliver energy efficiency. The influence of ICT, especially 
data centers, on worldwide CO2 emissions is enormous [3]. Furthermore, 
power costs make up a significant component of the OPEX. The issues and 

Figure 6.1 Wireless cellular networks [from internet].
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problems that must be addressed in order to reduce carbon emissions and 
power prices in the industry are discussed in this research [6].

Femtocell network
The implementation of femtocells is a cost-effective solution to the prob-
lem of communications infrastructure for micro-inaction in cellular networks 
[10]. Users buy and install a simple low-base station in their townhouse. 
Femtocell can cover an area with a radius of 5 to 20 meters. As like macrocell 
femto cell will operate with the same kind of licensed spectrum [8]. 

Heterogeneous network
A heterogeneous network connects computer systems that use different sys-
tems and/or protocols. For example, LANs that attach Microsoft Windows 
and Linux-based personal computers to Apple Macintosh computers, for 
example, are heterogeneous [5]. 

Orthogonal frequency-division multiple access (OFDMA)
OFDMA is the most widely used version of the OFDM virtual modula-
tion scheme. OFDMA allows for low-data-rate transmission to multiple 
users [1].

Figure 6.2 Femtocell.
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Single-carrier frequency division multiple access (SC-FDMA)
SC-FDMA will be regarded as the most enticing channel access technique 
for 3GPP LTE uplink. SC-FDMA is indeed a mixture of FDMA and a single 
SC-FDE with a structure and performance similar to OFDMA [9]. When 
compared to multi-carrier transmissions such as OFDMA, this single-carrier 
transmission has a lower PAPR [2].

6.2 Proposed System

Traditional macrocell networks are under tremendous pressure as a result of 
the huge expansion in wireless indoor communications. FBSs were carefully 
built to allow low-mobility users to attain high-performance inside commu-
nications in order to solve the problem of indoor coverage. Femtocells are 
recommended in current cellular radio standards, such as LTE, the Global 
Scheme for Mobile Communications, and Update Accordingly for Microwave 
Access, since they boost the network’s wireless capacity, decrease power 
consumption, and save money in the operation.

This suggested J-DET achieves performance equivalent to P-FDMA sys-
tems with subcarrier information even without a comprehension of tried-to- 
interfere subcarriers. The results of the analysis are shown in the figure below.

6.3 OFDMA and SCFDMA

OFDMA is a frequency domain/time domain multiple access hybrids in 
which time and frequency resources are split up, and slots are allotted based 
on the OFDM symbol index and the OFDM sub-carrier index. OFDMA has 
been seen as a great match for wireless broadband networks due to its scal-
ability, ability to employ numerous antennas and evaluation of the efficacy 
of channel frequency selectivity. Figure 6.3 depicts SC-FDMA and OFDMA 
generation and transmission.

The signal is serial to parallel transformed on the sending side. Following 
the subcarrier mapping, M point DFT is obtained, and a cyclic prefix is added 
to decrease error before the signal is sent over the RF channel. The n point 
DFT and parallel to serial converter are utilized in SC-FDMA, as illustrated 
in the picture. On the receiver side, the inverse procedure takes place.

6.4 Results and Discussion

In order to find out the interference level of each user BER-SNR , BLER-
SNR and SE-SNR performance is analyzed and evaluated.
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6.4.1 BER–SNR graph of two users

The figure 6.4 indicate the BER-SNR graph of two users. BER-SNR per-
formance is compared for two users which use the 4QAM modulation 
scheme to indicate the interference level of each user. Figure 6.4 (a) indi-
cates the less interfered user while figure 6.4 (b) indicates the highly inter-
fered user. Comparing both with the same SNR range BER will be higher 
for the second user. Thus the interference will increase as the distance 
increases.

6.4.2 BLER–SNR graph of two user

The figure 6.5 indicate the BLER-SNR graph of two users. Block error versus 
signal to noise ratio performance is compared for two users which use the 
4QAM modulation scheme to indicate the interference level of each user. 
Figure 6.5(a) indicates the less interfered user while figure 6.5 (b) indicates 
highly interfered user comparing both for the same SNR range BLER will be 
lower for the second user. Thus the interference will increase as the distance 
increased.

Figure 6.3 SCFDMA and OFDMA transmission and reception.
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Figure 6.4 (a), (b) BER–SNR graph of two users.

(a)

(b)
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Figure 6.5 (a), (b) BLER–SNR graph of two uses.

(a)

(b)
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6.4.3 SE-SNR graph

The figure 6.6 indicates the SE-SNR graph of two users in which the single 
error versus signal to noice ratio performance of both users is compared for 
two users which uses a 16QAM modulation scheme to indicate the interfer-
ence level of each user. Figure 6.6 (a) indicate the less interfered user while 
Figure 6.6 (b) indicates highly interfered user. Comparing both these for the 
same SNR range will be SA lower for the second user. Thus the interference 
will increase as the distance increases.

6.5  Comparison of Detector Performance as a  
Result of Shot Interference

In presence of short interference, Like performances such as BER-SNR AND 
CHANNEL MSE-SNR of various detectors are compared.

6.6 BER–SNR Graph of Different Detectors

The BER-SNR graph is represented in figure 6.7 Keep comparing the con-
tribution of different detectors here. The linear detector compares the BER 

Figure 6.6 (a)
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Figure 6.6 (b)

Figure 6.6 (a), (b)  E-SNR graph of two users.

Figure 6.7 BER–SNR Graph.
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performance of OFDMA, SC-FDMA, as well as P-FDMA systems. Some 
many trends can be observed throughout this context. All OFDMA and 
SC-FDMA detectors suffer from serious performance problems. P-FDMA 
dramatically improves performance.

6.7 Channel MSE–ESN0 Graph

Figure 6.8 represents the channel MSE-E
S
N

0
 graph. Make a comparison 

between the contributions of different detectors below. The linear sensor will 
sense the channel MSE vs. performance of OFDMA, SC-FDMA, as well as 
P-FDMA systems. P-FDMA dramatically improves efficiency.

6.8 Conclusion

This research investigated a macrocell-to-femtocell uplink co-channel 
involvement situation in which the signal strength from an FMU at an 
FBS is forcibly disrupted by the signal of a passing-by MMU. Traditional 
approaches, such as interference avoidance and cancellation, confront a 
number of obstacles, including accurate channel prediction, valid subcarrier 

Figure 6.8 Channel MSE –ESN0 Graph.
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allocation data for all MMUs, the expense of feedback between the FMU and 
the FBS, and so on. As a result, they proposed a method in which the inter-
ference was provided as impulsive noise in this circumstance. Simulations 
were also utilized to show that the P-FDMA system is reliable at different 
degrees of SIRs and the number of interfered subcarriers. Shot interference: 
the suggested design may be an effective and acceptable solution for fem-
tocell systems encountering shot interference, taking into consideration the 
limited system requirements as well as the high throughput of our researched 
systems. In the long run, a booster is used to pick the same low-bandwidth 
network, decreasing interference.
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Abstract

The MIMO/OFDMA uplink baseband transceiver system is being proposed. 
It is an ICI-cancellation motivated CFO predictor that also interoperates with 
channel estimation as well as a MIMO detector to compensate for reducing 
interference caused by the carrier frequency. A lower compliance approach is 
also offered. With MIMO communication devices, VBLAST seems to be an 
effective detection method. The proposed modified VBLAST gives computa-
tional complexity to the algorithm it will reduce the total number of iterations. 
The complexity of both the detection and the signal is considerably reduced 
as a result of this simplification. An arrangement for compensating for CFOs 
at an OFDMA system’s base station is also provided. The suggested fix is 
ideal for high-data-rate communications. In addition, a low- average imple-
mentation remedy with good performance is provided.
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7.1 Introduction

OFDM seems to be a digital information encoding technique that makes use 
of multiple carrier frequencies. OfDM has become a widely known wideband 
digital system, regardless of wireless, including over copper wires, which is 
used in application areas including 4G mobile communications, mobile as 
well as television systems [9-10].

The OFDM spread spectrum method distributes data with a large num-
ber of carriers at a large number of maximum spacing at accurate frequencies 
[4]. Because multipath channels seem to be common throughout terrestrial 
broadcasting scenarios, this is useful. Even though alternate iterations of 
a signal interfere with others, it becomes extremely difficult to extract the 
original information. OFDM is another name for multi-carrier modulation as 
well as discrete multi-tone modulation. It really is the modulation innovation 
being used on digital television in many countries [11,15].

7.1.1 OFDM modulation

IFFT is being used to generate OFDM symbols. The spectrum of both the 
subcarriers is closely spaced as well as merged to obtain higher bandwidth 
efficiency. Nulls in the spectrum of each sub-carrier land in the center of all 
the other sub-carriers [5].

7.1.2 FDMA

FDMA allows users to allocate more bandwidths, or channels, to themselves. 
Like some other multiple access systems, FDMA coordinates access between 

Figure 7.1 OFDM Modulation subcarrier allocation diagram [from Internet].
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many different users [7]. It is, in fact, extremely common throughout the sat-
ellite. FDMA is a channel access method and is used as a channel allocation 
protocol throughout multiple-access protocols [14].

7.1.3 OFDMA

One of the most frequent methods of OFDM is OFDMA, which would be 
a multi-user variation of such popular orthogonal OFDM. As seen in the 
graphic below, OFDMA offers various access to individual users. Various 
allow users to send low-bandwidth data in real-time [13].

7.1.4 MIMO OFDM

MIMO/OFDM is a very well & broadly applied technology. Wireless technol-
ogy uses plenty of antennas to send as well to receive radio signals. This will 
enable service providers to construct a broadband type wireless system [12].

The MIMO system utilizes several antennas to simultaneously broad-
cast data in small parts towards the receiver, which can process and assemble 
the data flows. This technique, known as spatial multiplexing, increases data 
transmission speed depending on the total number of antennas [8]. Moreover, 
because all data is sent in the same frequency band but with distinct spatial 
fingerprints, this method uses the spectrum more efficiently [2,6].

7.2 Existing Method

To handle the multiuser transmission, an OFDMA system combines the 
FDMA protocol and the OFDM technology. As a result, compared to 

Figure 7.2 Carrier allocation for OFDMA signal [from Internet].
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traditional OFDM systems, OFDMA will provide flexibility as well as trans-
mission efficiency in the system. Normally OFDMA is based on OFDM, 
it is extremely susceptible to synchronization and channel estimate errors. 
Downlink OFDMA synchronization has been the subject of numerous inves-
tigations [1]. Uplink OFDMA communications, on the other hand, have 
issues when numerous users try to send data at the same time. 

7.2.1 Synchronization algorithms for MIMO OFDMA systems

The suggested methodology is mainly worried about uplink asynchronous 
transmission protocols because it is meant to be used in a Base Station set-
ting. Determining frequency offset, time synchronization, and other channel 
parameters for each user is a particularly difficult task because of the enor-
mous number of unknown variables. We propose a method for breaking a 
multidimensional maximizing text into sub-problems individual maximizing 
problems based on EM. The reliability of this estimator as well as its capac-
ity to endure the near-far effect are clearly demonstrated by the simulation 
results. 

7.3 MIMO Transceiver

This section will look at a 2x2 MIMO-OFDMA model in spatial multiplexing 
mode which depends upon the IEEE 802.16e standard. This method provides 
the receiver will be divided into two groups based on its way of operating [3]. 

7.4 Proposed Method

Multiuser transmission is supported by an OFDMA system, which combines 
the FDMA protocol with the OFDM technology. As a result, compared to 
traditional OFDM systems, OFDMA gives you more control over channel 
bandwidth and transmission power. OFDMA is very susceptible to synchro-
nization and channel estimate errors because it is based on OFDM’s basic 
principle. Downlink OFDMA synchronization has been addressed in a num-
ber of researches. When numerous users try to send data at the same time, 
however, uplink OFDMA connections might be problematic. As a result, 
uplink transmission synchronization is substantially more challenging.

To design the transceiver in low complexity and low synchronization 
errors and to improve the overall performance, this system is proposed. ICI 
Cancellation based CFO Estimation, V-Blast Detector in MIMO Decoder, 
Synchronization Algorithm used is Ranging Process is used in this system.
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7.4.1 Module description

Transmitter Section:
Data sources generate message data, that one would like to communi-

cate from transmitter to receiver section through MIMO Channel. Message 
data from the Data sources are fed to the channel encoder, and the binary 
input is fed as the input to the output section. Basically, a Transceiver is 
designed using VCO and PLL circuits to keep the phases or frequencies 
matched. 

MIMO Encoder is indeed a methodology for sending diverse data from 
the source to the destination and making a way that can be easily distin-
guished. The OFDMA Modulator receives it after that. OFDMA is made up 
of two protocols: OFDM and FDMA. Here is a design for a 2x2 MIMO 
transceiver. As a result, two OFDMA modulators and demodulators are used. 
OFDMA is extremely susceptible to synchronization and channel estimation 
errors.

Figure 7.3 Block diagram of transceiver.
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MIMO Channel:
The signals passing through the MIMO channel will suffer from many-

interferences and various frequency offsets. It is removed using the ICI based 
CFO Estimation in the receiver section. 

Receiver Section:
Here the reverse operation is done to recover the original data. In the 

MIMO Decoder, the V-Blast decoder is used to help detect the received data. 
The synchronization algorithm used is the ranging process. By using the ICI 
Cancellation method for the CFO estimation, ICI caused in the MIMO chan-
nel is get reduced. By designing the transceiver with these modules, we can 
achieve low synchronization errors. 

7.4.2 Proposed modified V-BLAST algorithm

In successive interference cancellation detection schemes, later iterations 
have a lesser cancellation effects because the interference and noise com-
ponents have been canceled during the early stage of iterations through the 
ordering step. Applying this property to V-BLAST detection it can be inter-
preted as the bigger the difference of the norm an early iteration, the lesser 
the efficiency of symbol cancellation in later iterations

Considering this property, a modified version of V BLAST based on 
stopping the iterations if its effect of cancellation is sufficiently small, sim-
plifying the calculation complexity. According to the ordering process, in 
every iteration stage, the ordinary V-BLAST algorithm selects the smallest 
norm of the remaining norm values and performs the cancellation process. 
However, our proposed modified VBLAST algorithm compares the selected 
smallest norm value with the average of the remaining norm values. If the 
selected norm value is smaller than the average norm value multiplied by 
a constant parameter C, it proceeds with the cancellation process. It means 
the selected one is much smaller than the others and it is well worth being 
canceled.

7.5 Result and Discussion

The figure 7.5 shows the Maximum likelihood of Frequency offset as well 
as Timing offset. In this, ML estimation between time as well as frequency 
offset, first the parameters are declared. With these given parameters, 
OFDM symbols are generated in the transmitter part. Next in the channel 
section AWGN is added and then it is given to the receiver part. There in the 
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receiver part, ML estimation of time and frequency offset is done and the 
results are displayed. By this, the performance of the system can be easily 
analyzed.

This figure 7.6 shows the Bit error Rate versus Eb/No It also shows the 
various plots when we are changing the number of users in the receivers in 
the Rayleigh channel.

 This figure 7.7 illustrate between bit error rate vs Average Eb/No of 
Equalization with Successive Interference Cancellation – With the Modified 
VBLAST algorithm. This shows the Bit error rate for Binay Phase Shift 
Keying modulation towards Rayleigh fading method along with two trans-
mitters as well as 2 receiver MIMO channel systems.

 This Figure 7.8 shows the 2*2 MIMO –OFDMA simulation. It also 
gives the BER vs SNR graph. By this, the performance of the system can be 
easily analyzed

Figure 7.4 Propose algorithm for modified V BLAST.



90 A Baseband Transceiver for MIMO-OFDMA

Figure 7.5 ML estimation.

Figure 7.6 BER vs Eb/No.
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Figure 7.7 BER vs Average Eb/No.

Figure 7.8 BER vs SNR.
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This figure 7.9 shows the design performance of MSE for 2*2 MIMO 
OFDMA Transceivers. It also gives the BER vs SNR graph. By this the per-
formance of the system can be easily analyzed.

The proposed design, the ICI interference can be minimized by the 
CFO estimation in conjunction with the channel estimation. The CFO esti-
mator which is used in the proposed design is very robust and also provides 
better performance. 

7.6 Conclusion

A system design related to spatial multiplexing has been suggested that 
either includes performance assessment as well as complexity analysis of 
such a MIMO OFDMA transceiver. The essential limitations to uplink trans-
mission, this same CFO, and also the multipath channel are now all taken 
into account. The CFO estimator is much more robust than other designs. 
In this proposed system various schemes such as ICI Cancellation based 
CFO estimation will affect the ICI and for further reduction in the complex-
ity Modified V-BLAST algorithm is used. Also Maximum likelihood esti-
mation is needed to find time and frequency offset for the synchronization 
process. By using this type of estimation in the early stage, they can easily 
synchronize by using these offset values. Moreover, if all of the elements 

Figure 7.9 MSE vs SNR.
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are electronically accessible as well as inexpensive, a low-average com-
plexity implementation remedy that achieves high reliability is provided. 
Moreover, the suggested transceiver has been shown to have improved per-
formance. As a result, this same proposed solution lends itself to high-data 
communications.
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Abstract 

In wireless communication applications, the MIMO-OFDM system plays 
a vital role. The multiple inputs and multiple outputs components of the 
MIMO process were the focal points. The communication process aims to 
reduce energy consumption at the original transmission input signal level 
while also improving the effectiveness of wireless communication appli-
cations. The hardware-based VLSI architecture will be used to modify this 
technology. This architecture is designed to improve the performance of the 
transceivers in 802.11 MIMO-OFDM systems. This system uses Matlab-
simulink software and a hardware FPGA board to construct a 4*4 MIMO-
OFDM architecture. Matlab simulation is used to convert VHDL code and 
verify the output for the VLSI simulation graph. To optimize the transmission 
timing in the MIMO architecture process, design the blocks in the simulink 
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unit and alter the block layout in the overall OFDM-MIMO unit, as well as 
build the sub-system functions. The hardware architecture for the Simulink 
802.11 MIMO-OFDM system design is implemented using the system gen-
erator and Xilinx software. The design technique for optimizing the hardware 
program design process for MIMO encode and decode processes, as well 
as transceiver operations, using VHDL code. The goal of the simulation is 
to organize the MIMO-OFDM blocks and increase the energy efficiency of 
wireless communication systems.

8.1 Introduction

MIMO techniques have emerged as potential characteristics in wireless com-
munications in recent years, allowing for increased spectral efficiency or 
better service quality [19]. Successful deployments of current FPGA-based 
reconfigurable computers require adequate runtime operating system sup-
port. Previous attempts to create operating systems for FPGA-based devices 
have mostly concentrated on the challenge of hardware task scheduling. 
Modern FPGA-based systems, on the other hand, necessitate features such 
as Internet connectivity, file system access, home network integration, and 
sophisticated user interface mechanisms in addition to basic job scheduling 
[2]. MIMO systems use numerous antennas at the transmitter and receiver to 
leverage the spatial dimension in addition to the time and frequency dimen-
sions, resulting in excellent spectral efficiency [20]. MIMO technology has 
been the technique of choice in many wireless standards because of its great 
spectral efficiency [1].

The mathematical manipulation of an information stream to change 
or improve it in any way is known as digital signal processing (DSP). It is 
defined as the representation of discrete-time, discrete frequency, or other 
discrete domain signals by a series of numbers or symbols, as well as the 
processing of these signals [18]. The key themes for system development are 
hardware and software technology [3]. A CPU and numerous DSPs may be 

Figure 8.1 MIMO systems [from internet].
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used to perform almost all speech recognition. Various architectures and tools 
that facilitate application development have been established in tandem with 
the growing areas of use of voice-processing technology [17, 4].

One of the most significant technological advancements in modem com-
munication is digital communication using MIMO systems. Time diversity, 
frequency diversity, and spatial variety are all examples of At the transmitter 
or receiver end, spatial diversity necessitates the employment of numerous 
antennas [12–16]. 

8.2 Existing System

Under the premise of statistical independence among the source signals, 
ICA can estimate a demixing matrix and separate signals. The majority of 
ICA algorithms take advantage of non-Gaussianity. However, because of the 
time-consuming nonparametric estimate of the score functions and the slug-
gish convergence of the gradient algorithm used to solve the estimating equa-
tions, this method has a significant computational cost [5-7]. The hardware 
results reveal a thorough examination of RTL schematics and the Test Bench. 
The software simulation results in this research show a 2dB reduction in peak 
levels [8,10].

8.2.1 Fast ICA

The Fast ICA algorithm is a fixed-point type approach for independent com-
ponent analysis and blind source separation that is both computationally effi-
cient and resilient. 

8.2.2 Efficient variant of fast ICA algorithm (EFICA)

Fast ICA’s most efficient version is based on the following observations: For 
different sources, the symmetric Fast ICA algorithm can be run with varied 
nonlinearities. It is feasible to incorporate auxiliary constants in the symme-
trization phase of each iteration, which can be tweaked to reduce the mean 
square estimation error in one row of the estimated de-mixing matrix [9]. 

8.2.3 Sphere decoding algorithm

A new architecture for efficient VLSI implementation of the spherical decod-
ing algorithm for communication systems is presented, as well as a descrip-
tion of an actual implementation of a 44-decoder for 16-QAM modulation. 
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So far, just one ASIC implementation of the spherical method has been docu-
mented, to our knowledge. In high-performance MIMO communication sys-
tems, maximum probability detection is critical [11].

8.3 Proposed System

The suggested approach aims to reduce the amount of energy used in data 
transmission in wireless communication systems. This system is suitable 
for a wide range of wireless communication applications. The application 
was primarily concerned with the data transmission unit’s energy consump-
tion. The purpose of the MIMO-OFDM block is to optimize the block and 
subsystem layout for the proposed system methodology and to shorten 
the transceiver architecture process for the MIMO-OFDM architecture. 
Simulink software converts VHDL code and implements hardware. VLSI 
simulation in Xilinx software architecture is the suggested system architec-
ture design.

8.4 MIMO-OFDM

In frequency selective fading conditions, MIMO in combination with OFDM 
is a viable technology for achieving high data rates and huge system capacity 
for wireless communication systems. Next-generation WLAN is the most 
likely application of MIMO.

8.5 Channel Estimation (CE) 

The most significant benefits of combining MIMO and OFDM over a wire-
less link are the increased data rates and system capacity. To get better data 
rates, we require precise CSI on the receiver. Signals must be transmitted 
from separate antennas at the same time in the case of OFDM with multiple 
antennas; therefore, there is a risk of overlapping these signals at the receiver, 
which is a significant barrier for CE.

8.6 Flow Diagram

8.6.1 Input sample

The transmitter block part receives the voice input samples. The input sam-
pling is the first block. This block takes serial data as input and provides a 
2-bit IQ as an output. As a result, you’ll get a collection of symbols, each 
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with two bits. As a result, this input sampler is the component that combines 
two bits.

8.6.2 Serial to parallel converter

The output from the symbol mapper is the input to this block. SIPO, or serial 
input parallel output, is a block that turns serial data provided as input into 
parallel data. The serial input is sent into the seventh array, and the data is 
shifted to the above register per clock cycle. The data in the array is for-
warded after 8 clock cycles. The SIPO output consists of eight real data reg-
isters and eight imaginary data registers.

8.6.3 AWGN channel

The AWGN noise process is a simplified noise model being used in informa-
tion theory to simulate the effect of many random activities that happen in 
nature. It’s built into the transmitter to cut down on errors.

8.6.4 Mapper

The data bits are punctured and mapped using one of the constellations stated, 
such as BPSK, QPSK, or QAM, depending on the modes of operation. The 
procedure of puncturing involves deleting some of the parity bits.

8.6.5 FFT block

This must be the most important component inside the reception area. OFDM 
signals are acquired by the antenna and supplied into an FFT, which converts 
them back to the frequency domain. The decimation in frequency (DIF)-FFT 
is used within this system.

Figure 8.2 Proposed flow diagram.
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8.6.6 IFFT block

It’s the most crucial component of the OFDM system. The SIPO output will 
be the IFFT input. We’ll need two IFFT modules in this system, one for real 
and one for imaginary. The IFFT converts frequency domain limitations into 
time-domain constraints.

8.6.7 BER

The BER performance of MIMO-OFDM STBC systems with various 
antenna configurations has been designed. Because of the larger diversity 
gain of these systems, the BER performance improves dramatically with 
more received antennae.

8.7 Module Explanation

The proposed method is divided into four module, the four modules are spit-
ted as  

• OFDM modulation/demodulation

• FFT/IFFT Block

• OFDM Transmitter

• OFDM Receiver

8.7.1 OFDM modulation/demodulation

The bit stream to be broadcast is mapped to QAM symbols, followed by a 
64-point IFFT, a parallel-to-serial conversion, and a cyclic prefix of length 
16 to extend the resulting time-domain sequence. Because IEEE 802.11a is a 
TDD technology, the FFT can be performed on the same hardware. 

8.7.2 FFT/IFFT block

One radix 2 butterflies computing unit, memory blocks to cache streaming 
data, ROM to hold FFT twiddle factors, and control logic are all included in 
each FFT stage of the radix 2 FFT stage. Each stage’s memory size is equal 
to its number. 

8.7.3 OFDM transmitter

The transmitter receives data bits as inputs. These bits passed through the 
scrambler to disperse the input sequence and avoid the power spectrum 
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of input signals being dependent on the actual transmitted data. The bit 
sequences are scrambled using Scrambler. 

8.7.4 OFDM receiver

The receiver blocks are determined by the signal coding scheme employed 
in the transmitter. Synchronization, FFT, and MIMO detection units are the 
three pieces that make up the receiver. The cyclic prefix should be eliminated 
after getting the symbol. After that, data is sent to the FFT block. 

8.8 Results and Discussion

8.8.1 Selection of voice source

The figure 8.3 Male and female recorded voice with 30-20,000 Hz is given as 
the input signal for processing.

The figure 8.4 The input audio waves are limited to 1000 samples and 
then it is processed for getting output value.

Figure 8.3 Input audio wave.
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8.8.2 MIMO block design process

Figure 8.5 shows the MIMO transceiver architecture was created for further 
processing of input audio waves and to produce the same data and the bit 
error rate result in both transmitter and receiver sections. 

8.8.3  Synthesis process

The Figure 8.6 the VHDL code is generated. This simulation process is used 
to simulate the input and output data bits. Simulation is the imitation of the 
operation of a real-world process or system over time.

Figure 8.4 Limited input wave.
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Figure 8.5 MIMO block design process.

Figure 8.6 Synthesis process.
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8.8.4 RTL schematic

You can view a schematic depiction of your generated source file after the 
HDL synthesis portion of the synthesis process. This schematic depicts the 
pre-optimized design using generic symbols such as adders, multipliers, 
counters, AND gates, and OR gates, which are not dependent on the Xilinx 
device. The ISE Project Navigator is used to retrieve the VHDL codes and 
RTL schematics for the entire model. Inside the main model, you can see the 
overall RTL schematics for all of the sub-models. A ModelSim is used to 
create a test bench simulation to ensure that the Simulink model is valid. The 
RTL schematic is shown in Figure 8.7.

Figure 8.7 RTL schematic.
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8.8.5 Technology schematic

Figure 8.8. You can view a schematic depiction of your synthesized source 
file after the optimization and technology targeting phase of the synthesis 
process. This diagram depicts the design in terms of logic pieces that are 
optimized for the target Xilinx device or “technology,” such as LUTs, carry 
logic, I/O buffers, and other technology-specific components. You may view 
a technology-level representation of your HDL optimized for certain Xilinx 
architectures by looking at this diagram.

Figure 8.8 Technology schematic.
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8.8.6 Power estimation

The hardware implementation of the design can bring out some important 
design issues like operating temperature, power consumption, time delay, 
and operating frequency which are very important parameters while design-
ing a chip. The design parameter readings were taken with the help of the 
Xilinx System Generator.

Figure 8.9 shows the On-Chip Power panel presents the total power 
consumed within the device. It includes device static and user design-depen-
dent static and dynamic power.

Figure 8.9 Total on chip power.
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8.8.7 Static power

Figure 8.10 Static power.

8.8.8 Power estimation

POWER = (TOTAL ON CHIP POWER) – (STATIC POWER)
 = (0.137) – (0.089)
 = (0.043) W (or) 43.0 mw
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Table 8.1 Comparison table.

Parameters Maximum likelihood model MIMO-OFDM system
SLICES 158 105
LUT’S 139 105
BIO’S 184 159
POWER(MW) 589 115
DELAY(NS) 9.40 1.236
SPEED 104.6 1178

8.9 Conclusion and Future Work

The system is designed and developed using Simulink’s high-level mathe-
matical modeling. Matlab Simulink was chosen because of its real-time envi-
ronment, which is similar to real-time design. The transmitter and receiver 
are the two most crucial components of the system. The following two sub-
sections go over each component of the transceiver. The QAM mapper is 
made up of the ROM Imaginary (ROM Image) and ROM Real. The ROM 
Image offers a value on the imaginary axis, whereas the ROM Real provides 
a value on the real axis, sacrificing points in separate quadrants. It is possible 
to attain a data rate of up to 216 Mbps. Individual test benches were cre-
ated and tested for correct operation, and then all of the pieces were mapped 
together to create a comprehensive model. For the implemented 4 × 4 MIMO 
OFDM model, hardware co-simulation, RTL Schematics, Test Bench, and 
VHDL codes are also obtained to test its correct functionality. The next step 
will be to calculate the power required for voice signal mixing.
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Abstract

In an OFDM system, radio resources are allocated and managed to ensure 
optimum channel quality for customers. Using a subgroup approach, sub-
scribers have been categorized into different groups based on channel qual-
ity. The resources allocated to a subgroup’s consumers are power allocation, 
capacity, and data rate. A simple algorithm The OFDMA multicast method, 
Frequency domAIN Subgroup algoriThm (FAST), is required to reduce the 
dimensionality of either subgroup creation problem and also the performance 
restrictions of basic multiplex data delivery strategies. FAST increases the 
number of allowable subgroups as well as seeks the best subgroup that out-
performs the previous iteration. Throughput increases as a result of this 
approach due to increased system capacity. The simulation results demon-
strate that such a system achieves near-optimal achievement with such a 
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restricted computational load, and therefore, the greater the spectral effi-
ciency, the more resources are assigned.

9.1 Introduction

Wireless communication refers to the transmission of data among two or 
more sites that are not connected by an electrical conductor. A large percent-
age of wireless technologies make use of radio. Radio waves travel short 
distances, like a few meters in television, as well as thousands, though not 
millions, of kilometers throughout deep-space radio communications. Two-
way radios, cellular phones, PDAs, as well as wireless networking are exam-
ples of fixed, mobile, as well as portable applications. Wireless effectively 
approaches services such as long-distance communications that would have 
been impossible to implement through cables [3-6]. The term is frequently 
used in the telecommunications industry to refer to information-carrying sys-
tems that do not rely on wires but instead rely on some form of energy.

The use of multiple antennas on the receiving side of a wireless link is 
referred to as receive diversity [9]. This also contributes to job completion on 
time and increases productivity. The impacted regions could indeed receive 
support and assistance from the use of these updates as well as timely wire-
less communication [11]. Different users can be assigned a different number 
of sub-carriers to provide distinct QOS, allowing every user’s data rate as 
well as error likelihood to be controlled independently [10].

OFDMA can be considered an alternative to communicating using OFDM 
and TDMA. Low-data-rate allows users to send continuously at low transmis-
sion power without using a continuous wave high-power carrier. It’s indeed 
possible to develop both a constant and a shortened delay [11–13]. OFDMA is 
supposed to be a key fit for broadband wireless networks due to its scalability, 
MIMO-friendliness, and potential benefit of channel frequency selectivity.

Coherent adaptation to the new and yet coherent detection and decoding 
strategies is required for random signal configurations [2]. One-dimensional 
connection predictions are frequently used within OFDM systems to obtain 
an exchange between complexity and accuracy. The first method, block-type 
pilot channel estimation, is based on an assumption of a slow fading channel 
as well as involves inserting pilot tones into all OFDM symbol subcarriers 
over a predetermined time period [14].

9.2 Existing System

Greater organization implementations, including multimedia uploading, 
mobile TV, and others, are becoming increasingly important in today’s 
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climate of quick online service growth. Developing the right multicast drive 
techniques in OFDMA-based systems has also proven to be a difficult task, 
prompting numerous research efforts.

9.2.1 Conventional multicast scheme

CMS cells all receive the very same data rate. It broadens the system’s cov-
erage. However, as mentioned in the preceding member, the MCS is chosen 
with the lowest channel quality. As a result, the OFDMA strategy is not fully 
utilized as the sample sizes grow.

9.2.2 Radio resource management (RRM) algorithm

The base station allocates various resources to the subgroup’s customers 
based just on the CSI provided by the multicast on each scheduling frame. 
Also, every user is assigned an MCS, as well as a CSI with the highest MCS 
chosen by the base station. The RRM chooses the appropriate subgroup for-
mation technique based on the CSI data.

9.3 Proposed System

To overcome the throughput shortcomings of conventional multicast data 
transmission lines, a subgrouping technology is used that divides users into 
different groups based just on the channel quality encountered. The frequen-
cy-domain subgroup algoriThm (FAST) is being used to reduce computing 
complexity by dividing multicast receivers into the different subgroups and 
allocating transmission resources to them based on experienced channel 
conditions.

9.4 Multi Rate Scheme

Classifies subscribers into subgroups based on the quality of the channel.
Chosen MCS and allocate resources to every enabled sub-group, result-

ing in greater processing capacity.
Figure 9.1 illustrates the elements of such a multiplex subgrouping 

system

9.4.1 OFDMA framework

The primary concept underlying OFDMA systems is the division of the 
obtainable frequency spectrum into and out of multiple subcarriers. The 
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frequency components of both the subcarriers have been overlapped as 
well as orthogonal to provide high spectral efficiency, hence the name 
OFDMA. The binary information is retrieved after demodulation and chan-
nel decoding.

9.4.2 Utilisation of resources depending upon subgroups

Subscriptions are divided into subgroups using the subgroup approach. Data 
rates are assigned to consumers for each category depending on the power 
allocation as well as channel quality. The CSI response is predicated on the 
reasoned SINR as well as being a measure of the channel quality of a ter-
minal. Users in the highest MCS subgroup will have better channel quality, 
resulting in a higher data rate as well as throughput.

9.4.3 Channel state information (CSI)

In wireless communication, channel state information is linked to the known 
channel characteristics of a communication link. This data depicts the cumu-
lative effect of dispersion, fading, as well as power decay with distance as a 
signal travels from the transmitter to receiver.

9.4.4 Signal to interference plus noise ratio (SINR)

It is a number used to compute the maximum theoretical limits for wireless 
systems, such as networks. In contrast, zero interference diminishes this same 
SINR to SNR, which again is less commonly used in statistical equations of 
wireless networks such as cellular networks.

Figure 9.1 Blocks involved in multicast sub grouping system.
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9.5 Frequency Domain Subgroup Algorithm (FAST) 

The Frequency domain subgroup algorithm (FAST) performs multicast sub-
grouping successfully and at a low processing cost. Depending on the CSI 
response from the base station, FAST determines the best subgroup set-up for 
each schedule frame. The FAST behavior is a low-cost feature for forming 
subgroups.

9.6 Results and Discussions

Subscriptions are subclassified depending on the input quality using a sub-
group technique. Power allocation, capacity, as well as data rate are among 
the resources assigned to service users in the subgroup. To reduce the com-
putational complexity of the subgroup, a low-complexity algorithm termed 
Frequency DomAin Subgroup algoriThm (FAST) for OFDMA multipath-
ing systems is used. The simulation results show that this system achieves 
near-optimal performance at a low computational cost and that the greater the 
spectral efficacy, the more and more resources are allocated.

9.6.1 Separate cell’s creation

Figure 9.2 depicts the creation of every cell inside the multicast subgrouping 
technique, which would be symmetrical to prevent signal leakage.

Figure 9.2 Creation of each cell in multicast sub grouping technique.
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9.6.2 After every round, the average energy in each user

For each round number, the average energy within every node can be seen 
in Figure 9.3. The results of the simulation show that now the separation 
between the central terminal and each user varies. Subgroups of users have 
been formed. This function determines whether subscribers in a subgroup 
have been relocating.

9.6.3 Power allocation to each and every subgroup

Figure 9.4 depicts the number of subgroups, the number of resources allo-
cated, as well as the predicted as well as channel noise happening in each 
subgroup (a, b, c). If the expected noise decreases, the power allocation might 
be assigned more efficiently. If the expected subchannel response is poor, the 
power allocated to that subchannel is reduced as well.

9.6.4 Capacity allocation and allocation of LAMDA

Figure 9.5 illustrates the allocation of capabilities to every subgroup for just 
the provided data rate and verifies that it is correct. The capacity but instead 

Figure 9.3 Average energy in each user Vs Round number.
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Figure 9.4 (a,b,c) Amount of 
resources allocated.
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wavelength is then assigned to each user inside a subgroup, and the allocation 
has been checked to see if it is correct or not based on the expected noise 
within every user in the subgroup. The optimization values are ECSI optimal 
as well as ECSI comparable power.

9.6.5 The performances estimation of various parameters

Figure 9.6 depicts the number of operations necessary in relation to the num-
ber of subgroups. MGGA as well as ESS consume very few procedures when 
the output configuration consists of 14 subgroups. As a result, the FAST algo-
rithm’s performance is ideal for partitioning users and allocating resources 
to them.

9.7 Conclusion

FAST is a low-complexity subcategory distribution of resources approach 
for OFDMA multicast systems. Standard multicast methodologies have data 
transfer limitations, but the proposed policy overcomes this constraint and 
ensures system functionality decreases by modifying the target cost function 
to handle a variety of scheduling tactics. According to simulation results, 

Figure 9.5 Allocation of capacity and wavelength for each subgroup.
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the proposed algorithm method effectively reduces each subgroup formation, 
helps to ensure improved performance going forward towards the precise 
detection method both in the overall approach as well as roughly equivalent 
equality dispersion, and needs fewer iterations to accomplish convergence 
than existing methods.

A resource allocation method based on the dual optimization tool will 
be considered in the future to maximize OFDMA system throughput while 
meeting the QOS criteria of both real-time as well as best-effort traffic more 
than a time-varying channel. The other one is the tolerable average absolute 
variance of the rate of transmission for RT services, which is then used to 
manage transmission rate fluctuations as well as minimize RT packet delay.
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Abstract

An MRI coil provides a flexible and compact design for medical diagno-
sis application and perfectly suits human anatomy structure. It is enhanced 
for a variety of radiology applications. These coils are made up of super-
conducting materials with high temperature, analyze inverse methodology 
through a huge dynamic view of body centric application, 3D parallel diag-
nosis analysis with larger channels. It offers sufficient Signal to Noise Ratio 
(SNR), excited homogeneity and sensitivity and high resonant frequency, 
and Q-factor. In this paper, research offers the various classes of radiology 
methods with scientific, industrial, and medical benefits. Furthermore, the 
research work offers the current trends and development of radiology tech-
niques. The drawbacks of various MRI coils and the development of specific 
applications were also discussed. 

10.1 Introduction

A huge proportion of diagnostic and research imaging methods are using 
Magnet Resonance Imaging (MRI). It is the most distinguished method in 
its capacity for going beyond the anatomy imaging as it provides the reverse 
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technique like Ultrasound-based non-invasive therapy, nearest neighbor con-
ventional non accelerated cardiac 3D parallel imaging, and advanced mea-
suring methods [1]. It also offers an excellent contrast to high space and time 
resolutions. MRI offers the most advanced methodologies for measuring 
intraocular resolutions. The MRI hardware is substantial, such as a homog-
enous distribution of the magnetic field and the flip angle with a moderate 
gradient. Advances in MRI technology are to ensure more relaxed patients 
that need scans while offering higher images of higher spatial and tempo-
ral resolution, high SNR, restricted Specific Absorption Ratio (SAR), high- 
quality factors, and a shortened period of MRI results. For an MRI test, MRI 
coils are important elements as they are responsible for the MR signal ela-
tion and reception. In terms of therapeutic and MR technologists, this survey 
on MRI Coils and its basic tenets is divided into three parts. MRI coils are 
illustrated with the basic concepts and phraseology of the application fields. 
Then, the latest state-of-the-art transmission and reception of spools are 
thoroughly explained. The last section addresses advanced technology, and 
techniques with the current growth in MRI Coils. The entire paper contains 
topic- oriented sources and supplementary recommendations for literature. 

A modern micro coil design [2] provides the orientation of both unit and 
tip position in size and layout comparable with conventional ones, and the 
nearest micro stream (Radio Frequency) RF coil has the capacity to design 
[3] a vast array of typical surface bobbins at high frequencies without RF. To 
illustrate the principle in the RF bobbins, [4] present a 400-MHz micro-strip 
transmission line (MTL) RF bow with the second harmonic resonance on 9.4 
tesla in the MTL resonator for rat imagery and then [5] equate it to a receiver 
or transceiver transmitting efficiency by using a single eight-element bowl 
array. In optimizing these coils for sensitivity encoding (SENSE) activity, 
it has included the effects of physiologic noise. [6] in the way to instruct 
their RF spectrum sensitivity of flexible components, electrical and magnetic 
behavior specifications, biological phantom model was performed, and sug-
gestion of sufficient numbers of coils was included for achieving better SNR 
than homogeneous coils, which are located on anterior and posterior sides of 
the body. Additionally, [7] 128 numbers of channels in the MRI system with 
a receiver in the body system consist of both 2D and large-volume acquisi-
tions for highly accelerated body imaging. [8] An actively decoupling sad-
dle and surface spiral environment achieves a homogeneous excitation with 
high sensitivity for nuclei with a close resonance frequency (19F) MRI while 
holding enough nuclei with close resonance frequency (1H) signal. SNR for 
anatomical images [9], high quality and high-spatial 2D Cine-angiography 
(CINE) cardiovascular picture at 7.0 with parallel pictures and [10] to the 
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multiple-element surface spiral, and no longer restricted by a single picture. 
A novel concept for a monopoly array pattern is to overcome dipole design 
challenges [11], in which offers the dipole antenna in the brain imaging of 
human beings is deterred by a long antenna length and the design and effi-
ciency of a 31 channel Positron Emission Tomography (PET) and Magnetic 
Resonance (MR) brain array coil, simultaneous discussions are done in the 
following sections.

10.2 Survey of Literature

10.2.1 Design of transceiver RF coils

The SNR in a Nuclear Magnetic Resonance (NMR) experiment is deter-
mined by several factors. Two more successful experiments emerged in the 
early years of MRI: the first is to make a better gradient and pulsating design 
sequence in order to improve spatial resolution and reduce the imaging time, 
and the second was to improve the technology used for RF coil. Irrespective 
of field power, a recipient coil’s principal requirement is to attain maximum 
SNR to get the best quality of image. The SNR value fundamentally reflects 
the trust we have in demographics strength in characteristics of imaging (or 
MR spectroscopy). The physical features in the sample image are determined 
in an image as a visible feature (bright spot at the given location) when the 
signal is strong enough then the intensity of random noise variations. The 
noise at the initial stage is the Gaussian white noise when the recipient is 
detected but is generally taken in Rician form and further affected by the 
process of reconstruction, in particular with Array Coils[12, 13].

Each physical experiment comprises random or systemic noise that can 
severely affect measurement accuracy. It includes the extent to which the 
noise influences an experiment usually by the SNR. Random signal, super-
posed on the true signal, can be considered MRI noise. Because of the random 
character of the noise level, the mean value is zero, and thus the normal noise 
deviation is the objective measure of the noise level. The SNR is improved 
by increasing the number of scans i.e. repeating, called ‘signal averaging’. 
The factor of two SNR enhancements can be used by RF coils to reduce 
scanning time by a factor of 2. The signal average is compromising the extra 
scanning time required for obtaining the data [14]. The signal for each MRI 
experiment originates from the rotating dipole in the transverse plane [15]. 
Two properly aligned RF spools can catch both dimensions of the rotating 
field while a single recipient spindle can take up a single dimension from 
this rotating field in Linear Polarized (LP) mode. It consists of the Circular 
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Polarized (CP) model of the coil pair using a Hybrid Square which summa-
rizes the two signals on both coils with a 900-phase difference [16]. This is an 
E-MRI signal polarization concept (e-MRI) similar to optics, since polarized 
lenses only allow some restricted light beams to penetrate along the glass, 
which is also the way that they block all of the other polarized radii [17]. In 
the case of MRI, this is a signal polarization concept that is comparable. The 
benefit of the CP model in TX spools is that the linearly polarized device 
needs half its power to supply the same B1 + field.

10.2.2 The development of RF based MRI coils

The existing method uses a vivo proton or NMR core applications of 7T 
with the latest form of high-frequency RF coil. The method is used to create 
a collection of echo images with a gradient recalled by single-turn and two-
turn RF surface bowls from both the picture and human intelligence, which 
are caused by a reduced loss of radiation and lower output of the RF sample 
load compared to traditional surface coils. This method is used to create a set 
of gradient-recognized echo images. The coil is defined by a high Q factor, 
with no RF shielding, the smaller size of the coil, reduced cost, and simple 
manufacture [3] and describes a new single microwave structure with three 
different winding components, both providing orientation to the system and 
the tip location. This makes the architecture of the micro belt ideal for much 
versatile interventions of devices. A 0.2T MRI system having moderate gra-
dient efficiency has been demonized in real-time reliably tracking the three 
points of an intervention device, which results in an important inclusion to an 
active MRI system where the tracking methods provide both device orienta-
tion and size on the tip of location information and the configuration [2]. The 
reverse technique defined in [18] supports the conception of RadioFrequency 
(RF) coils for MRI applications using two techniques as follows. The first 
method is to measure current on spin and shield cylinders, which produces a 
certain internal magnetic field using the time-harmonic electric Green func-
tion. Second technique, streaming function moment is used to implement 
the theoretical current density in an RF spiral, resulting in that the current 
being measured in the cylinder which produces a particular magnetic field, 
and Green’s function calculates currents in a cylinder coil and a cylinder of 
the shield and [19] uses an improved model for designing the RF MRI High-
Temperature Supreme (HTS) conductor coils. The RF HTS product has a 
coildiameter of 65 mm for 0.2T and 1.5T MRI systems measuring 19K and 
23K respectively. The RF HTS coil is designed and manufactured to analyze 
the resonant frequency and spinal frequency accurately. The ballon injured 
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procedure for inherited hyperlipidemia in rabbits was treated by Watanabe 
introducing an experimental model of atherosclerosis by an Intra-Vascular 
(IV) MRI probe for high resolution atherosclerotic-ic in imaging. The new IV 
MRI sensor is 1.3 mm in diameter and operated by a guide wire; the effect is 
that both the external phase array coil and the IV MRI coil have been added 
to MRI and histopathological findings are associated in [20].

Introducing the development of parallel MRI technique in and new 
applications for interactive MRI in real-time in which emphasizes the need to 
evaluate the performance achieved through the increase in the ability of MRI 
phased array systems from standard IV to standard VIIIforhigh bandwidth 
channels. The system provides a forum to assess the many real-time RMI 
channel applications and understand the factors optimizing the choice of 
array size. Vaughan et al. have created an effective new body coil, Transversal 
Electro-Magnetic (TEM) field, and demonstrated its application of it to 
human studies at field forces up to 4T. We have modeled five unloaded bob-
bins for a finite time divergence domain and the result is obtained with a body 
coil. [21].

The high-frequency RF winding belt is designed using high and very 
high fields; considering the traditional RF winding design difficulties and 
limitations were introduced by [4]. This technique produces 400 MHz RF 
winding successfully used for rat imaging coil having the second harmony 
at a micro-sectional resonant field. Newly designed 32 element receiver coils 
is be arranged for cardiac imaging as shown in figure 10.1, consisting of 
21 copper rings in the anterior range with 75mm diameter and 11 copper 
rings in the rear range of 107mm diameter arranged in the hexagonal lattice 
structure by [22]. This method is used in the processing of micro-mounting, 

Figure 10.1 Flexible anterior RF receiver coil with 64-element array [7, 26].
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developed by [6] using the initial idea of a monolithic resonator having a 
dedicated region of superficial imaging in human skin or in small animal 
imaging. Flexible thin polymer films were used as a dielectric substrate, to 
shape the micro-coil into non-planar surfaces, and to compare the results 
with a flexible 15mm diameter RF coil predicted to conduct a saline fantasy 
MRI proton. A maximum SNR gain of 2 is achieved using the coil developed 
over the phantom surface and the same was achieved by the plane RF coil. 
A high-density multi-bay MRI reception array was described by [7] which 
produces highly-accelerated parallel images. The array method consists of 2 
clamshells that contain 64 anterior and posterior bends, resulting in an ante-
rior array considering the reduction factor and 2D-3D pulse sequences.

The 19F/1H dual-frequency RF coil is built according to the univer-
sal strategy which allows for the development of many coil geometries [8] 
and its given in two stages. First, the coupling resonator is suited with good 
impedance for two harmonic oscillating modes. Second, 19F/1H dual nuclei 
imaging is observed with an electric test bench, the equivalent and homo-
geneous field distribution at 19F/1H frequencies were perceived in the test 
bench with fantastic pictures. The two standard prototypes of 19F/1H vol-
ume bobbins (Birdcage and Saddle) of 4.7T are designed, performed, and 
assessed. The sensitive and homogeneous architecture of the dual-frequency 
19F/1 H coil in vivo mouse imagery was finally confirmed.

In [10] established functional MRIs (efMRI), based on spatial and 
temporary characteristics of the macro vasculature and neuronal-specific 
micro-vasculature (MRIs) signal (BOLDs), can be sensitive to the lamal- and 
columnar organization, however, studies in cortical architecture on this scale 
are uncommon. The spindle includes a very small 1 × 2cm2 unit arranged 
in four flexible 4-element modules i.e. 16 channel elements, placed within 
1mm from the head and tissue; losses are five-fold more than spindle loss, 
resulting in an increase in pre-amplifier disconnection. The BOLD’s sensi-
tivity for high spatial-temporal is 1mm isotropic with0.4s, whereas multi-
ple-slice and echo planar acquisition is approximately 2.2 times higher than 
the typical 16-channel coil. [9] Established the 2D 16-channel transceiver 
MRI ranging at 7.0T. The RF protection approach has been validated through 
Specific Absorption Rate (SAR) simulations in the design, evaluation, and 
implementation process. 2D CINE FLASH images, T2^* mapping, and sep-
aration of fat-water images were used to perform Heart imagery, the obtained 
RF features are suitable for all the subjects. The simulation results show that 
SAR values obtained are well reduced and base SNR with 7.0T was used 
to obtain 2D CINE images from the center with very high (1 × 1 × 4) mm3  
spatial resolution. Without greatly affecting the image quality, the proposed 
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spool array supports 1D acceleration R = 4 factors. [23] developed a new 
method of integration, in which half of the spiral assembly can be posi-
tioned within the transducer acoustic processing volume and submerged in 
an acoustical coupling medium (generally degusted water), of the human 
brain processing system MRgFUS in the year 2014. The other half of the 
spindles volume assembly is connected with RF drive cables directly outside 
the transducer and results in uniform B1 in the heart therapy area, resulting 
in contact between the body spindle and the transducer. [11] Have built and 
evaluated an antenna monopoly array that can increase the sensitivity in the 
brain center by 7. A monopoly antenna array of 8 channels and a traditional 
8-channel surface coil array have been assessed and compared for transmis-
sion properties of basic SAR and sensitivity. The sensitivity has been mapped 
by separating the SNR value through the flip angle distribution, resulting in 
a uniform sensitiveness of monopoly antenna array for the entire brain and 
1.5 times increase in sensitivity increase in the center of the brain compared 
to the surface spiral array. [24] Describes the positioning of 31 MRI brain 
detecting coils on the PET detector ring in 2015; it absorbs and spreads pho-
tons to simultaneously acquire MR & PET pictures. The technique is used to 
remotely position the preamplifiers, coaxial size, bobbin size, and panel size 
to recognize PET / MR output barriers. The technique used to improve sensi-
tivity in 1H coils is the use of close-in multi-element arrays using the scanner 
body RF spiral. As a result typical clinical field, strength has a low operating 
frequency of 23Na as becomes evident. The high-power RF Coil for 23Na 
MRI were developed [25] in brain and musculoskeletal applications.

10.2.3 Research development of industry version of MRI coils

Renowned flexible MRI coils with screen-prints will reduce the time taken 
for scanning. Light and flexible MRI coils have been developed, which pro-
duce MRI images of great quality and in future, it may result in shorter MRI 
scanning times. MRI scans will provide patient’s life-saving data whereas 
other scans such as CT or PET doesn’t provide. The patients who don’t get 
affected by claustrophobia may also be uncomfortable while scanning even 
though coils are thin and flexible. Moreover, during the MRI scan large 
amount of noise is generated. The major issue, however, is that RMI devices 
can take more than an hour, or sometimes, to generate the photos the doctor 
wants and patients need to remain completely idle during the period. Such 
problems have to be overcome, making it difficult for patients, particularly 
pediatric patients. Doctors use anesthesia to help immobilize children, which 
is an additional danger for this vulnerable group of patients.



130 Survey on RF Coils for MRI Diagnosis System 

A new flexible MRI RF coils are developed to solve all the above prob-
lems [26]. Screen printers can be individually made for patients of different 
sizes, like babies or children, or individually adapted to patients as required. 
Screen-printing is the process that is used for printing T-shirt designs. Thanks 
to their lightness and versatility, these coils may be adequately wrapped on 
all sides of the patient’s body, which improves the sensitivity and clarification 
of images.

The spools can be reused and printed directly for each patient rather 
than using the MRI machines currently using 1.5T and 3T. In a prototype, 
a blanket has been developed with the spools inside, where a child will be 
wrapped. This new concept is to be made feasible for mass production in a 
near future and could provide a cost-effective way for doctors to access the 
information they need, with the least amount of patient distress, with increas-
ingly popular printing technologies. Greatly enhancing patient satisfaction at 
a reasonably lower cost. Regular MRI scanning causes damage whereas the 
flexible MRI coils are advantageous for pediatric patients and parents. The 
latest evolution is a formidable example of the upcoming technology which 
is integrated with a better experience for the patients.

10.3 Proposed Methodology

10.3.1 A design a coils by meta-materials

A number of novel approaches for clothing, dispersal, and absorption have 
been introduced in recent years based on metasurfaces and meta-materials. 
Many flexible technical protocols based on metasurfaces and metamateri-
als are available still, future work has several problems to resolve. First is 

Figure 10.2 Left side of the figure shows an MRI scan coil separated from the patient and 
the right side of the figure shows that the coils are positioned against the patient with a signifi-
cantly improved quality.
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to reduce the fundamental resonator dimension to a dimension as small as 
or much smaller than the size of a deep sub-wavelength [27]. Second is to 
overcome the larger thickness and huge size of profiles by understanding 
the working principle with low microwave frequencies. The meta-materials 
have a stacked EBG structure consisting of two arrays of metal patches with 
each other’s diagonal offset. With vertical metal plated vias, the top layer 
is linked to the metal back of the dielectric substrate while the lower layer 
floats. Designing and characterizing of EBG arrangement was simulated in 
HFSS full-wave simulator using the FEM algorithm consisting of periodic 
boundary conditions (PBC) and EMPIre XCcel FDTD simulator was used 
to analyze the finite structure. EBG arrangement along with meander dipole 
coil is considered for analyzing the geometry of the proposed finite structure 
[28]. The RF coils doesn’t have uniformity in the field because the length 
is independent and greater than 0.25λ

g
. In order to attain field uniformity, 

Zeroth Order Resonator (ZOR) metamaterial having steady composite right 
hand left (CRLH) is selected instead of RF coil element [29]. In the trans-
mission line TEM coils, the metamaterial unit cells are initiated to form a 
head coil for a 10.5 T system. Full-wave simulation at 447.06 MHz, the field 
B1 is uniform when meta-cells are introduced into the spindles. In a broader 
area compared to conventional, the proposed meta-TEM head coil displays 
a greater magnetic field with high efficiency [30]. The EBG metamaterial is 
used for designing and the results were obtained are numerically optimized 
for 7T MRI applications. The results obtained using an EBG arrangement 
and analyzed the achievable insulation level for numerical simulations and 
bench measures of the array spool setting. The experimental results of RF 
magnetic Fields and Sar Patterns were numerically justified the effect of 
decoupling [31]. The metamaterial-based square loop coil element is intro-
duced first, followed by a simulation evaluation of the proposed 10.5T sys-
tem. In the end, the extension of the metamaterial line not possible with 
any of the other current designs is shown [32]. The effect of transmission 
efficiency in bird cages is assessed by comparing the numerical value of flat 
and volumetric metasurface based SAR of the wireless coils. Human body’s 
realistic model is used for the comparison [33]. The problem is to deter-
mine how an inter-digital capacity metasurface unit cell can improve the 
performance of the SNR [34]. Compact, easy to manufacture Hilbert-based 
metasurface resonator, which increases effectively the sensitivity of the 7T 
MRI scanner using RF field intensity and the absorption depth of the RF 
belt [35]. The first application in volume coil design is demonstrated by the 
artificial dielectric application. The artificial dielectric resonator works as an 
electromagnetically combined passive wireless structure with a commercial 
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3T clinical MRI body coil and is compared with the conventionally bigger 
dielectric resonator [36]. It demonstrates experimentally that a 1.5T MRI 
scanner increases the local transmission efficiency using a metasurface made 
up of a series of brass wires integrated into a medium of low loss for high 
permittivity. The placement of an RF field produced alongside the body coil 
in such a structure within the scanner is strongly linked to the lowest fre-
quency electromagnetic proprietary mode of metasurface [37]. The broad 
range of hetero nuclear experiments are done using a double coil system 
set-up, which consists of two independent coils. One of the coils is tuned for 
a frequency of 1H for getting the anatomical images for reference. A meta-
material-inspired coil is used for a wide range of frequencies by X-nuclei, 
where frequencies 2H and 31P are selected as the frequency of margin. The 
two nuclei Larmor frequency for 11.7T has a frequency gap of 127.7 MHz 
[38]. A hybridized meta atom having four wires is designed and constructed. 
It is surrounded by a lower half-cylinder having a diameter of 2.5cm for rat 
brain imaging. The construction of the above setup is compared with numeri-
cal design and experimental values with the bird cage coil using a preclinical 
17.2T MRI scanner. It is explored that Vivo rat brain imaging structure has 
more benefits [39].

10.3.2  Implementation using big data digitization  
analysis through wireless networks

The receiver was shown to be linear above the range of 84 dB in the dynamic 
measurement range. This includes both analog and sampling effects as well 
as digital filtration effects. With 14-bit ADC, a sampling factor of 40 for a 
noise size is about 2 bits, the digitalization effects appear to limit the dynamic 
range almost entirely. The volume of new data produced through40 min of 
f-MRI acquisition of data to be more than 40 GB per object with a data per-
formance of approximately 20 MB/s for an ideal 16-channel f-MRI evalua-
tion (1 s TR, 8 slices, 128 × 96 matrix size, and 2 μs space sample). The new 
data flow is very large and data management and storage are a challenge [40]. 
Integrating the RF receiver with the present CMOS technology is essential to 
reduce the recipient size and place the receiver on receiving spindles, thereby 
digitalizing the data obtained. This makes it possible to use optical fibers 
to transmit data, avoiding coaxial cables with substantial cost benefits and 
usability. Wearable, adaptive detector arrays for measurements with 3T and 
7T MRI is fully equipped with integrated CMOS receivers. To reduce power 
and lighten the need for A/D conversion, Application-specific integrated cir-
cuit (ASIC) MRI receiver directly converts instead of getting direct samples 
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[41]. The system uses RF to reduce the effect on the MR picture through the 
time-consuming Wireless Power Transfer (WPT) system. A 10 mF condenser 
is used to supply the power to the on and off system continuously. As wire-
less spindles would take up to 100-300 mW per channel, 10 Watt would be 
required for a 32-channel array. This shows a Wi-Fi transmission of up to 
11W for this type of system [42]. The on-coil digitalization for RF signals has 
the dynamic range DR ≥ 16-bit and different compressed data rate method 
requires RF signals from modern MRI settings (e.g. 3T, 64 RF Receiver 
Channels) for data rates > 500Mbit/s. 60 GHz Wi-Gig and optical wireless 
communication seem to suit the scheme for wireless-mobile MR data trans-
mission; however, it is still necessary to verify the on-coil features of the MRI 
scans. In addition to RF signals, control signals for on-coil components must 
be managed, including active detuning, MR system synchronization, and B

0
 

shimming. Wireless power supply is becoming significant with a wide range 
of other on-coil components in particular. In contrast to huge MR compatible 
batteries and energy recovery with low power output, WPT systems greater 
than 10W appear an appealing option. The system has fully wireless RF coils 
and has eventually enhanced realism for the future by incorporating effective 
schemes for modern scientific advancements. Innovation in wireless tech-
nology, MR compatibility, and wireless power supply is especially required 
besides continuous improvement of all three subsystems [43].

10.3.3 To design a flexible adaptive multituned RF coils

A new RF coil for use with MR imaging in radiation therapy patients, is flex-
ible and highly decoupled. Coil performance was assessed using two coils 
(Sns) and four-element (noise-relationship) element combinations, based on 
the overlap distance of the coil, and the comparison between designed values 
and the values achieved by conventional coil elements was analyzed. Coils 
were calculated by means of SNR and noise-relationship measuring. The 
RF coils will be integrated with highly flexible substrates that fit the patient 
precisely. This design discusses the disadvantages of traditional surface coils 
and potentially impacts MR imaging for diagnostic as well as for radiation 
therapy [44]. Develop a mechanically adjustable 3T MRI RF array to over-
come the design model by an adjustable but rigid coil design and the case 
for easy use in voluntary or treatment studies. The designed array is suitable 
for various vital organ applications such as brain and muscular skeleton, 
where sensitivity to detection and comfortable for a patient to easily adapt 
the increase in array to each anatomy. Moreover, the parallel imaging perfor-
mance should be improved by enough channels in two directions [45]. MRI 
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guided radiotherapy array proposes a treatment for patients which considers 
the design and feasibility of thick high impedance coils (HICs) to enhance 
the imaging performance of 1.5 T MR-linac for on-body placements. The 
anterior element is flexible to closely match all patients’ body contours. The 
rear element for the optimal imaging sensitivity is placed right beneath the 
patient. Up to 32 channels can be used with the full range. The configura-
tion and size of the supporting materials and conductors are optimized for 
minimizing the radiation therapy impacts in all respects. Ideally, it has a 
minimum impact. The designed method of the array does not include the 
treatment planning system (TPS) or position tracking with respect to time 
dynamically and reduces the use. In the end, functional prototypes of one 
channel and five channels are manufactured and the gain of SNR is quanti-
fied from our on-board approach. The current clinical array has been acti-
vated both with and without a beam of radiation [46]. The improvement 
of SNR includes a formulation of the bow array that includes a universal 
system for the part of the body, but it’s regularly rigid and involves a cer-
tain positioning of the patient. Whatever it’s positioning, the flexible and 
extendable Purdue coil can be placed in an area or joint near the skin [47]. 
The multi-tuned coils design concept, is mainly for brain applications. The 
analysis is divided into two parts to guide readers: state-of-the-art based 
on single or multiple design schemes and modern technologies. Additional 
information about the detailed design methods especially double-tuned coils 
using traps, PIN diodes, nested and meta-materials are described in detail 
with descriptions of their novelties, optimum results, and trade-offs are pro-
vided in each subsection [48].

10.4 Conclusion

The various fabrication techniques of MRI coils with different applications 
are presented in this survey including the transceiver operational perfor-
mance, development of recent technology, etc. Currently, a multi-dimen-
sional array of MRI coils developed in the wearable features; methodology 
and their advantages are implemented for a specific application. Finally, the 
prototypes of MRI coils are designed for the following research dimension-
ality, such as less Specific Absorption Ratio (SAR) for frequency of 10 GHz, 
flexible, foldable, SNR reduction, and wearable in body-centric application. 
These design parameters are considered for the development of MRI coils 
using composite materials.
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Abstract

Solar energy is a clean source of energy that falls under the category of 
renewable and sustainable energy and is widely accessible around the globe. 
In solar power systems, solar tracking systems are critical for optimizing 
energy output from the sun. Single and dual-axis solar trackers have tradi-
tionally been used to move solar panels in different directions based on the 
sun’s beams in order to enhance energy. To optimize the energy gain, the 
deployed tracker must actively follow the sun’s rays and adjust its location 
appropriately. The key components needed for constructing tracking systems 
are sensors, microcontroller-controlled control circuits, and servomotors 
with supports and mountings. Two servo motors are used to adjust the posi-
tion of the solar panel so that the sun’s beam remains aligned with the solar 
panel. The suggested solar tracking system, which is based on machine learn-
ing, allows the solar panel to spin in any direction. The proposed machine 
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learning-based classification technique examines and categorizes sensor out-
puts as defective or not. If the sensor results are awarded the class label “Non-
faulty,” the servo motor adjusts the position and direction of the solar panel 
depending on the input sensor data. If the sensor readings are classified as 
“Faulty,” the servo motor will modify the position and direction of the solar 
panel using a regression-based machine learning technique.

11.1 Introduction

Energy has become a critical component in all industries as a result of the mas-
sive Industrial Revolution. Energy use is also rising on a daily basis, resulting 
in depletion of energy resources and scarcity of resources. Renewable energy, 
often known as clean energy, is the most efficient energy source since it is 
derived from naturally renewing resources such as the sun and wind. Solar 
and wind energy generating are the two most rapidly growing industries in 
the clean energy world today. The major advantages of employing renew-
able energy sources are lower carbon and other pollution emissions. Solar 
and wind energy are at the top of the priority list for different renewable 
energy sources. Solar energy has been used by humans for crop cultivation, 
clothing drying, and food production for thousands of years. Solar energy is 
being utilized to generate electricity. Photovoltaic (PV) cells are used in solar 
energy systems to convert sunlight into electricity. The power generated by 
direct lighting of PV cells’ surfaces is maximized. This is accomplished by 
monitoring the sun’s rays and altering the surface of the solar panel, which is 
comprised of PV cells, in response to the sun’s rays. This chapter discusses 
how to detect sun rays using Light Dependent Resistor (LDR) sensors and 
how to use machine learning techniques to learn about the environment and 
adjust the solar panel’s surface appropriately.

11.1.1 Purpose

The suggested solar Tracking system in this chapter use LDR to detect sun 
rays and hence the sun’s direction. The solar panel moves in time with the 
rising sun by utilizing the LDR output. As a consequence, the solar panel 
saves energy from the sun in both directions. When compared to existing 
fixed panels, the suggested design allows for more energy to be extracted 
from the panel. The suggested Solar Tracking system is easy to set up and 
requires minimal modification to the panel installation. It has the appearance 
of a standard solar panel, with the addition of LDR for monitoring the sun’s 
direction.
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11.1.2 Overview

The proposed Solar Tracking system deals with the tracking of solar energy 
in both direction from the sun and saves it and converts it into electrical 
energy continuously. The main challenge lies in tracking solar energy from 
both the direction of the sun. The procedure is to simply fix the LDR in both 
sides of the solar panel; the LDR, on turn, rotates the solar panel based on the 
direction of the sun and gains energy. Finally, we can get solar energy from 
both directions and hence can produce more renewable energy.

11.2 Solar Tracking System 

This section deals with the architecture and main components of the solar 
tracking system.

11.2.1 Architectural description

The configuration requires mounting two LDRs on both sides of the solar 
panel, as well as a servo motor on the bottom that spins the solar panel. The 
servo motor will aid the solar panel in moving towards the LDR with the low-
est resistance, i.e. the LDR on which light is falling; in this manner, the solar 
panel will always follow the light. If both LDRs receive the same quantity of 
light, the servo motor will not move the panel, and the solar panel’s position 
will remain unchanged. The direction of the rotation is decided by two algo-
rithms: The Clustering algorithm and the Edge Detection algorithm. Dual-
axis solar tracker is created using 2 LDR’s and a servo motor to manage the 

Figure 11.1 Solar panel assembly.
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sun angle change over the years. The mean resistance across all the horizontal 
axis and vertical axis is calculated and it is fed as input for the algorithms 
finally, the rotation angle is obtained.

11.2.2 Main components

The major components of the Solar Tracking System are as follows:

• Servo Motor

• LDR

• Solar Panel

11.2.2.1 Servomotor
A servo motor is an electronic device that rotates a connected item more pre-
cisely in terms of angle, acceleration, and velocity. To regulate the rotation of 
the basic motor, a servo mechanism is used. If the motor is powered by DC, 
it is referred to as a DC servo motor, and if it is driven by AC, it is referred to 
as an AC servo motor. The servo motor is utilized in many industrial and elec-
trical applications where automatic rotation is important, such as toy cars, 
robots, and kiosk machines, due to its simple operating concept.

The servo motor’s operation is based on the Pulse Width Modulation 
theory (PWM). The angle of rotation is controlled by the duration of the 
pulse. The rotation and position of a servo motor are controlled by a closed-
loop system that employs feedback. The needed position is provided as an 
input to the servo motor, which includes encoder devices that offer feedback 

Figure 11.2 Main components of solar tracking system.
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on position and speed. After that, the output’s measured real location is 
 compared to the projected position. An error signal is issued if the actual out-
put position varies from the intended location. It directs the motor to spin in 
the proper direction in order to bring the output shaft to the proper position. 
The outcome is represented in the error signal, which stops the motor when 
the actual output position approaches the predicted position.

The servo motor is employed in the proposed work to spin the solar 
panel towards the LDR based on the resistance value. The solar panel’s posi-
tion will be altered by rotating it towards the LDR with the least resistance, 
and therefore towards the direction of the sun’s beams. If both LDRs detect 
the same quantity of sunshine, the location of the solar panel stays unchanged. 
Based on the resistance value provided by LDR, the servo motor spins the 
solar panel. The primary goal of using the servo motor is to direct the solar 
panel into lower resistance LDR.

11.2.2.2 LDR
An LDR, or light-dependent resistor, is a kind of resistor that has a vari-
able resistance value depending on how much light is reflected on its sur-
face. LDR is also known as a photoresistor, photocell, or photoconductor. 
In the absence of light, a typical light dependent resistor has a resistance 
of 1 MOhm, while in the presence of plentiful light, it has a resistance of a 
couple of KOhm. The resistance value drops as light shines on the resistor. 
The basic feature of LDR is the change in resistance value as a function 
of the quantity of light. This quality makes LDR a good choice for detect-
ing the presence of light in electric circuits such as automated street light 
controllers, fire alarms, smoke alarms, light-activated switches, automatic 
night security lights, automatic emergency lights, and so on. For example, 
LDR is used in smart street lighting to switch on and off lights on their 
own. Cadmium sulphide (CdS), a photoconductor with no or few electrons 
when not illuminated, is the main component driving the LDR. In the dark, 
it possesses a high resistance in the Mega ohm region. When light shines 
on the sensor, it illuminates the electrons, increasing the conductivity of 
the material. The photons absorbed by the semiconductor supply enough 
energy to the band electrons to enable them to jump into the conduction band 
when the light intensity surpasses a certain frequency (threshold value). As 
a consequence, the liberated electrons or holes conduct current, reducing the 
resistance significantly (to 1 Kilo ohm). LDR is divided into two types. The 
following are the details:

Intrinsic Photo Resistors are photo resistors that are built into the device 
itself.



144 Wireless Sensing Based Solar Tracking System Using Machine Learning

In the production of intrinsic photo resistors, pure semiconductor com-
ponents such as silicon or germanium are employed. When light strikes the 
surface of these semiconductor materials, the electrons in the valence band 
are stimulated and transported to the conduction band, resulting in an increase 
in the number of charge carriers.

Photo Resistors (Extrinsic)
Impurities are doped into extrinsic photo resistors. Because of the exis-
tence of impurities, new energy bands from above the valence band. This 
freshly formed energy band is densely packed with electrons. As a result, the 
space between the bands narrows, requiring less energy to transfer electrons 
between them.

LDR is a feasible choice in a solar tracking system to detect the exis-
tence of sun rays due to its inexpensive cost and easy functioning concept.

11.2.2.3 Solar panel
Solar panels, also known as PV panels, are devices that convert light energy 
(derived from the sun’s rays) into electrical energy, which may be used to 
power equipment in the house, business, and so on. Solar panels are made up 
mostly of solar cells. Through the photovoltaic effect, solar cells, also known 
as PV cells, transform light energy into electric energy.

The photovoltaic effect is a mechanism in which a PV cell generates 
an electric current or voltage when exposed to sunshine. In the year 1839, 
Edmond Becquerel developed the photovoltaic effect. The photovoltaic 
effect is used by solar cells to transform light energy into electric energy. A 
p-type and an n-type semiconductor are used in these solar cells. A p-n junc-
tion is formed when these semiconductors are linked together. An electric 
field is established in the region of a junction formed by joining these two 
kinds of semiconductors when electrons flow to the positive p-side and holes 
flow to the negative n-side. As a consequence of this field, negatively charged 
particles flow in one direction while positively charged particles flow in the 
other way.

Photons are light’s atomic elements, which are electromagnetic energy 
bundles. When light rays strike a photovoltaic cell, the photons are absorbed 
by the cell. When these cells are exposed to light rays of an appropriate 
wavelength, the energy from the light ray is transmitted to one atom of the 
semiconducting material present in the p-n junction. The energy from the 
light wave is transferred to the electrons in the semiconductor material. As 
a result, electrons move from the valence band to the higher-energy con-
duction band, creating a “hole” in the valence band. This journey of the 
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electron results in the formation of an electron-hole pair, which consists of 
two charge  carriers. Electrons cannot travel in the unexcited state because 
they create bonds with the surrounding atoms. In the excited state, electrons 
in the conduction band are free to flow through the material. The electric 
field created by the p-n junction causes electrons and holes to flow in oppos-
ing directions. The available free electrons are pulled to the n-side. As a 
consequence of this movement, the cell creates an electric current. After 
the electron has shifted, there is a “hole” that remains. This hole has the 
potential to shift to the p-side. The Photovoltaic Effect refers to the whole 
process.

Characteristics (2.3)
The planned solar tracking system’s key selling point is its inexpensive 
price. The Solar Tracking System is inexpensive since it only requires a few 
low-cost components in addition to a standard solar panel. To obtain energy 
from opposite directions from the sun, two LDR are built on each side of the 
solar panel. The servo motor is the component that rotates the solar panel in 
response to the LDR’s reaction.

11.2.4 Limitations

The only stumbling block in the implementation of the solar tracking system 
is determining the solar panel’s orientation. If the solar panel is pointed in 
the right direction, it will produce the most amount of electricity. For optimal 
efficiency, the solar panel should be installed in either an east or west orienta-
tion. The solar panel’s efficiency is increased even further by monitoring the 
sun’s beams in both directions.

11.2.5 Dependencies and assumptions

Because the proposed solar tracking system is embedded in nature, its proper 
operation is contingent on the software and hardware being in working order. 
The software that has been created should be compatible with the hardware 
that has been selected. The hardware and software requirements should be 
worked properly, along with any necessary updates.

11.2.6 Specifications for requirements

This section provides a full discussion of the solar tracking system’s numer-
ous needs as well as all of its available capabilities.
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11.2.6.1 Requirement for external interface
This section covers all of the solar tracking system’s inputs and outputs, as 
well as the many software and communication interfaces and primitive user 
interface prototypes. The technician installing the solar panel must verify 
the LDR’s state, and the two LDR’s must be installed in different directions. 
Two LDRs must be in one direction and the other two must be in the other 
direction in a dual-axis tracking system. On the eastern side, for example, one 
LDR must be installed in the east and the other in the north-east. To preserve 
the whole angle of sun rotation on the western side, one LDR must be posi-
tioned in the west and the other in the south-west.

Hardware Interfaces: The solar tracking system will be installed, with 
all necessary components linked, and stored on the environment’s terrace. 
The solar panel with a single-axis tracking system is rotated in just one direc-
tion (horizontal rotation is alone possible by servo motor output, which is 
fixed in alignment with the axis on the terrace). A servo motor aligned with 
the horizontal setup is mounted with the vertical axis in a dual-axis tracking 
system (ensure proper connectivity is maintained, as poor connectivity among 
the hardware components leads to malfunctioning of the component and also 
ends in hardware fault). Initially, all LDRs are kept at zero resistance.

Software Interfaces: The solar tracking system will be programmed 
using Arduino, and the solar panel’s functionality will be tested by connect-
ing it to a voltmeter.

Communication Interfaces: The Solar Tracking System does not need 
any end-user coordination or communication. As a result, no human inter-
action is required since the sole means of communication is via light rays 
incidence between the sun and the solar panel.

11.2.6.2 Requirements, both functional and non-functional
This section contains a full overview of the solar tracking system’s functional 
needs as well as all of its features.

• The device should be installed on an open terrace with no obstructions 
to sunlight.

• The effectiveness of the solar tracking system may be enhanced by 
using dual-axis tracking instead of single-axis tracking; it is pleasant if 
there is no congestion in putting the device.

Requirements for performance: The allowed reaction time and throughput for 
effective system operation are referred to as performance requirements. The 
initial loading time for hardware configuration is 2 minutes, and subsequent 
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answers are expected to take less than two seconds. When the light resistance 
is detected in all of the LDRs at the same time, servo rotation may occur in 
both the horizontal and vertical directions.

Design Constraints: The Solar Tracking system is a stand-alone pro-
gram that runs on Arduino. Other microcontrollers may potentially be used to 
create this system. The related code may then be connected to the equipment 
in the Android environment via wifi or any other acceptable communication 
channel.

Standard Compliance: The overall design is consistent, and the exe-
cution follows the coding standards. In the upgraded real-time version, the 
system’s graphical user interface is meant to have a consistent appearance 
and feel.

System reliability is determined by the various hardware components 
employed in the system’s construction.

After installation and configuration, this system will be accessible 24 
hours a day, seven days a week, 365 days a year. However, the system’s func-
tioning may be witnessed throughout the day.

Security: To manage the operation safely, the proposed Solar tracking 
system and its subsequent implementations, as well as communication inter-
faces such as Wi-Fi, are password secured.

The Solar Tracking System application is portable since it runs on an 
Android platform. Although it is connected to the Wi-Fi module in real-time, 
it must be close by for optimal functionality.

11.3 Machine Learning Algorithms 

Machine learning is a new science in the computer engineering field, which 
adds a new capability to computers by making computers learn by themselves 
instead of the traditional way of programming. Machine learning makes the 
computer act autonomously without the intervention of human beings.

Machine learning is applied in a wide variety of fields including:

• Fraud Detection

• Recommendation systems

• Healthcare Systems

• Traffic Analysis

• Stock market prediction

• Biometric Recognition
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• Pattern Recognition

• Spam Detection

• Autonomous Vehicles

• Weather pattern prediction

• Translation systems

• Natural language processing

Machine learning algorithms are broadly classified into three different groups 
based on their learning style. They have supervised learning, unsupervised 
learning, and semi-supervised learning. The proposed solar tracking system 
uses two supervised learning algorithms namely classification and regression 
for increasing the energy gain.

11.3.1 Supervised learning

Supervised learning algorithms represent input-output linkages and depen-
dencies in such a way that they can anticipate the output values for new data 
based on the relationships learned from prior data sets. In this technique, 
computers are fed with the training data containing input and output combi-
nations by a human being. Computers learn the pattern and the possible rela-
tionship that exist between input and output and create a model out of it. The 
training process continues until the model has learned completely from the 
training data. The completeness of the learning is measured by the accuracy 
of the model. Supervised learning techniques can be further divided into two 
categories namely: Classification and Regression

11.3.1.1 Classification
Classification is defined as the process of classifying the given input data into 
different output classes. The main task of any classification algorithm is to 
assign or predict the class label (from the set of available labels) for the given 
input data. For example, in the case of a spam filtering application, given 
an email, the classification algorithm has to assign the class label as either 
“spam” or “no-spam”. That is the given email is classified as either spam or 
ordinary mail.

Mathematically, classification is expressed as the process of approxi-
mating a mapping function (f) from input variables (X) to output variables 
(Y). Classification comes under a supervised machine learning technique 
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because in the training phase the input data set is fed along with the class 
labels to train the system.

The above-said example classification problem for email spam detec-
tion involves only two class labels, “spam” and “no-spam”; hence this is of 
type binary classification.

To implement this classification, the classification model has to be trained 
with a sufficient number of samples. Hence some known, “spam” and “no-spam” 
emails would be used as the training data. After completion of the training phase, 
the newly built classification model can be tested with an unknown, email and 
the model reports the class label for the given unknown email as either “spam” 
or “no-spam”. Similar to this binary classification, we can also have a multi- 
label classification, where the output labels are more than two.

The proposed Solar tracking system uses a binary classification algo-
rithm to classify the LDR results as “Faulty” or “Non-Faulty”. As the sys-
tem is having only two class labels, this falls under the group of a binary 
classification problem.

The following lists the different classification algorithms:

• Decision Tree Classifier

• K-Nearest Neighbour Classifier

• Random Forest

• Support vector Machine

• Naïve Bayes Classifier

Decision Tree Classifier: Decision tree classification falls under predictive 
analytics and uses an algorithmic way of splitting the given input data set into 
different classes based on certain conditions. It is one of the widely used most 
familiar classification approaches under the supervised learning techniques. 
The output variable is a class label, which will be assigned to the input vector 
based on certain conditions. Apart from classification, the decision tree algo-
rithm is also useful for doing regression.

K-Nearest Neighbour Classifier: K-Nearest Neighbour algorithm can 
be used for solving the classification and regression under the Supervised 
Learning technique. K-NN algorithm uses similarity measurement as the 
main criterion for classification. For the newly arrived input sample, it mea-
sures the similarity between the new samples with all the available samples, 
and then a class label is assigned to the new sample according to the class 
label of the most similar available samples. As the K-NN algorithm is per-
forming the classification task after the arrival of a new input sample, it is 
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also called a lazy learner algorithm. Similar to the decision tree classifier, the 
K-NN algorithm is also used for both classification and regression. 

Random Forest: Random forest comes under ensemble classifier. It uses 
many individual decision trees and then ensembles them together for classi-
fying the input samples. The term bagging is used for the step of training the 
decision trees. Here the individual decision trees are performing the classi-
fication task and assigning the class label to the input sample. These classi-
fication results are combined and the class label which is assigned by more 
number of decision trees is chosen as the final class label by this technique.

Support Vector Machine (SVM): SVM is a classical machine learn-
ing algorithm that can be applied for classification, regression, and outlier 
detection. The main aim of the support vector machine algorithm is to sep-
arate the given data samples into two different classes. This is achieved by 
finding a hyper plane in an N-dimensional space, where N is the number of 
features used for the classification of the given data samples. For the given 
data samples, multiple hyper planes are possible, the task is to choose a hyper 
plane with maximum margin. Margin measures the distance between the data 
points of the different classes. Data points closer to hyper plane are termed 
support vectors. 

Naïve Bayes Classifier: The collection of classification algorithms 
working based on the principle of Bayes Theorem are called Naive Bayes 
classifiers. 

The Bayes’ Theorem is useful for calculating the likelihood of an event 
occurring given the probability of a previous event. The following equation 
expresses the Bayes theorem mathematically:

 P A B
P B A P A

P B
|

|( ) =
( ) ( )

( )  (11.1)

11.3.1.2 Regression
Regression algorithms are commonly used supervised learning algorithms 
for predicting the output if it takes some continuous values. Classification 
is used for predicting the output, if it takes some categorical values like yes/
no, correct/incorrect, male/female, etc. Weather prediction, Stock market 
prediction is the popular examples of scenarios where we can apply regres-
sion algorithms for predicting the temperature value or stock price, etc. The 
different types of available Regression algorithms under supervised learning 
are as follows:

• Linear Regression
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• Non-Linear Regression

• Regression Trees

• Bayesian Linear Regression

• Polynomial Regression

11.4  Machine Learning Algorithm for Solar 
Tracking System

The proposed solar tracking system uses two supervised learning algorithms 
namely classification and regression for increasing the energy gain. Binary 
Classification is utilized to classify the LDR output as “Faulty” or “Non-
Faulty”. Support Vector Machines (SVMs) classification algorithm is chosen 
to classify the LDR readings as “Faulty” or “Non-Faulty”. If the LDR read-
ings are “Faulty”, then the linear regression is applied to predict the angle of 
rotation and this will be given as input to the servo motor accordingly, the 
solar panel will get rotated and inclined towards the direction of sun rays.

11.4.1 SVM for solar tracking system

SVM is introduced in the year 1960 and got its full form in the year 1990. 
SVM is a simple yet efficient supervised machine learning algorithm useful 
for accomplishing both the classification and regression tasks. SVM is con-
sidered a powerful classification algorithm due to its ability to handle both 
continuous and categorical output variables.

Building the SVM model is a task of representing different classes in 
a multidimensional space separated by a hyper plane. The main objective 
of the model is to generate the hyper plane in an iterative phase through the 
training phase. Generation of hyper planes will appropriately segregate the 
data into different suitable classes. The accuracy of the model can be further 
improved by training the model with more samples so that the error can be 
minimized. The number of hyper planes depends on the number of classes. 
In the binary classification problem, it is sufficient to generate a single hyper 
plane to divide the data into two classes.

The various important terminologies associated with the SVM tech-
nique are listed as follows:

• Support Vectors – Data points that are near the hyper plane are called 
support vectors. A separating line will be defined with the help of these 
data points.
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• Hyper plane – Hyper plane is also called a decision plane or space, 
which divides the input data into different classes.

• Margin − It may be defined as the gap or distance that exists between 
two lines on the closest data points of different classes. It is calculated 
by measuring the perpendicular distance between the line and the sup-
port vectors. A large margin is always desirable.

11.4.1.1 Steps in python implementation of SVM

• Import the set of needed python libraries like numpy, pyplot,scipy, sea-
born, and pandas using import statements.

• Import the data set using the read_csv method available in pandas.

• Split the dataset into training and test samples using the train_test_split 
function of sklearn.

• Classify the predictors.

• Initialize Support Vector Machine classifier using SVC function of 
sklearn.

• Fit the training data samples by invoking the fit method.

• Predict the classes for test samples by calling predict method

• Check the predicted results of the test set by calculating the accuracy of 
the classification using the confusion matrix available in sklearn

• Output:

Accuracy of SVM Classifier for the Given Solar Dataset: 0.934

Figure 11.3 SVM classification.
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11.4.2 Linear regression for solar tracking system

Linear regression falls under the supervised learning technique, used to 
model the relationship between input data samples and the output variable by 
fitting a linear equation to the given data samples. Initially, the relationship 
between the different variables in the given data samples is modeled and 
then fits into a linear model. If there exists a relationship between the differ-
ent variables, then the linear regression works well for predicting the output 
values. If there exists no relationship among the different variables, then the 
model trained using linear regression will become useless, as it cannot able to 
predict the accurate value of the output variable. The correlation coefficient is 
a numerical metric, which measures the relationship between two variables. 
It will take the value between -1 and 1 signifying the relationship strength of 
the variables. Linear regression model takes the equation of the form Y = a + 
bX, where ‘b’ represents the slope of the line and ‘a’ is the intercept.

11.4.2.1 Steps in python implementation of linear regression

• Import the set of needed python libraries like numpy, pyplot, and pan-
das using import statements.

• Import the data set using the read_csv method available in pandas.

• Split the dataset into training and test samples using the train_test_split 
function of sklearn.

• Classify the predictors. 

• Initialize linear regression object using Linear Regression function of 
sklearn.

• Train the linear regression model using the training data sets by invok-
ing the fit method

• Make predictions in the testing set by calling the predict method.

• Check the predicted results of the test set by calculating the accuracy 
of the regression using mean_squared_error and r2_score available in 
sklearn

• Plot the results (if needed)
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11.5 Implementation 

// SINGLEAXIS TRACKER with two LDRs connected at A0 and A1 pin 
(Analog pins) and servo motor is connected to the pin number 9 respectively

#include <Servo.h>
//Initialize servo motor
Servo smt;
//Initialize the initial pos to 90
Int init_pos = 90; 
//set pin numbers for LDR 1 and LDR2
int L1 = A0;
int L2 = A1;
// Threshold resistance is initialized to 5
int err = 5; 
int servo=9; 
void setup()
{
smt.attach(servo); 
// Pins connected to LDR1 and LDR2 are enabled as 
input pins
pinMode(L1, INPUT); 
pinMode(L2, INPUT); 
//initlaize the position of servo motor
smt.write(init_pos); 
delay(2000);
}
void loop()
{
//Read resistance value from LDR1
int R1 = analogRead(L1); 
//Read resistance value from LDR2
int R2 = analogRead(L2); 
//Use SVM classification to check whether resistance 
reported by LDR’s are valid
int a = ML(R1,R2);
if (a==1) // resistance reported by LDR’s are correct
{
//Find the difference between the resistance
int d1= abs(R1 - R2);
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int d2= abs(R2 - R1);
if((d1 <= error) || (d2 <= error)) 
{
// Resistance difference less than the threshold, 
then do nothing
} 
else {
 // According to the resistance, adjust the 
position of servo motor towards the sun
 if(R1 > R2){
  init_pos = --init_pos;
 }
 if(R1 < R2){
  init_pos= ++init_pos;
 }
}
smt.write(init_pos); 
delay(100);
} 
else
{ // Use linear regression algorithm to learn the 
position from log records.
learn();
}
}

// DUALAXIS TRACKER with four LDRs connected at A0, A1, A2, and 
A3 pin (Analog pins) and two servo motors are connected in horizontal and 
vertical directions in pin number 9 and 10 respectively

 #include <Servo.h>
 //Initialize servo motor position (horizontal)
 Servo smt_horizon; 
 int sh = 180;
 int shLimitHigh = 175;
 int shLimitLow = 5; 
 //Initialize servo motor position (horizontal)
 Servo smt_vert;
 int sv = 45;
 int svLimitHigh = 60; 
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 int svLimitLow = 1;

 int left_ldr = A0; 
 int right_ldr = A3; 
 int leftdown_ldr =A1; 
 int rightdown_ldr = A2;

 void setup(){ 
 smt_horizon.attach(9); smt_vert.attach(10); 
smt_horizon.write(180); smt_vert.write(45); 
 delay(2500);
 }
 void loop(){
 //Read resistance values from four LDRs
 int left = analogRead(left_ldr);
 int right = analogRead(right_ldr); 
 intleftdown = analogRead(leftdown_ldr);
 intrightdown = analogRead(rightdown_ldr); 
//Use SVM classification to check whether resistance 
reported by LDR’s are valid
int a = ML(left,right,leftdown,rightdown);
if (a==1) // resistance reported by LDR’s are correct
{
 int dtime = 10; 
 int tol = 90; 
 int averaget = (left + right) / 2;
 int averagd = (leftdown + rightdown) / 2;
 int averageleft = (left + leftdown) / 2; 
 int averageright = (right + rightdown) / 2; 
 int diff_vert = averaget - averaged; 
 int diff_horizon = averageleft - averageright;

 if (-1*tol>diff_vert || diff_vert>tol)
 {
 if (averaget> averaged)
 {
 sv = ++sv;
 if (sv>svLimitHigh)
 {sv = svLimitHigh;}
 }
 else if (averaget< averaged)
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 {sv= --sv;
 if (sv<svLimitLow)
 { sv =svLimitLow;}
 }
 vertical.write(sv);
 }
 if (-1*tol>diff_horizon || diff_horizon>tol)
 {
 if (averageleft>averageright) //// Need rota-
tion for servo motor connected in vertical direction
 {
 sh = --sh;
 if (sh<shLimitLow)
 {
 sh = shLimitLow;
 }
 }
 else if (averageleft<averageright) // Need 
rotation for servo motor connected in horizontal 
direction
 {
 sh = ++sh;
 if (sh>shLimitHigh)
 {
 sh = shLimitHigh;
 }
 }
 else if (averageleft = =averageright)
 {
 delay(5000);
 }
 horizontal.write(sh);
 }
 delay(dtime);
 }
else
{ // Use linear regression algorithm to learn the 
position from log records.
learn();
}
}
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11.6 Conclusion

The suggested dual-axis solar tracker uses little energy and can follow the 
sun in both directions. Machine-learning-based classification and regression 
techniques are used to assess the findings of single and dual-axis solar track-
ing systems. If the classification algorithm detects incorrect results, the linear 
regression approach is used to anticipate the direction of the solar panel based 
on past log data, and the servo motor is provided with the necessary input 
to rotate the panel appropriately. Future studies will look at how to improve 
prediction using evolutionary algorithms and multi-criteria decision-making 
strategies. As a result, by enhancing forecast accuracy, the solar tracking sys-
tem’s energy gain may be maximized, and total efficiency can be enhanced.
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Abstract

A new Pentagon two-layer patch antenna has been designed, featuring four 
parasitic patches and proximity coupling feeding. Initially, a single-layer 
antenna was suggested with an FR-4 substrate height of I.6mm. Based on 
the observation that a dual-layer antenna with the same substrate material 
and the same dielectric material height of 1.6 mm increases all parameters 
with excellent values was offered to improve the results. Two parasitic ele-
ments and four parasitic patches make up the dual layer of the Pentagon-
shaped patch antenna. The antenna gain may be enhanced from -40dB to 
44dB with a -44.34 dB reflection coefficient and a gain of roughly 6.02dB 
to 7.09 dB, according to the data. The suggested antenna will work at a fre-
quency of 5.4 GHz. The verification of gain increase was examined using a 
parasitic analysis of the patches. The suggested antenna has a total length 
of 30mm and a width of 40mm. CSTMW 2018 was used to simulate the 
suggested design’s outcomes. A vector network analyzer was used to con-
struct and evaluate the parasitic patch antenna that was proposed. Both mea-
sured and simulated findings are quite accurate and should be used in WLAN 
applications. The suggested antenna is ideally suited for WLAN applications 
because of these features.
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12.1 Introduction

In today’s wireless communication development and growth of their applica-
tions, printed slot antennas are now being considered for use in wideband com-
munication systems due to their appealing features, such as wide impedance 
bandwidth, compact size, simple structure, low cost, and easy integration with 
monolithic microwave integrated circuits. Printed slot antennas are now being 
considered for use in wideband communication systems due to their appealing 
features. A number of printed slot antenna designs have been described for 
wideband applications, including squares [1, 2] and rectangles. Impedance 
bandwidths of between 60% and 104% have been reported in these studies. 
Multiple parasitic patches and shorting vias have been described in [3] for the 
purpose of enhancing the bandwidth of microstrip patch antennas. In [4], the 
author designed a multiple beam parasitic array radiator (MBPAR) antenna 
for obtaining good return loss and radiation patterns. A printed microstrip-
line-fed slot antenna with a pair of bandwidth-enhancing parasitic patches 
is recommended in [5]. To improve the results, a c- shaped parasitic element 
was put around the microstrip patch [6]. A wideband parasitic element was 
employed as a decoupling structure to improve isolation for UWB applica-
tions in [7]. [8] Designed a dual-polarized multilayer patch antenna with lay-
ered parasitic patches and CSRRs to increase bandwidth. The author presented 
a single-layer roger substrate with a square radiating patch and two parasitic 
strip lines in[9] PIN diodes are put between the patch and the parasitic strip 
line for higher gain and cross-polarization isolation. In [10], a multi-layer 
dual-polarized antenna operating in the Ku band was designed for low return 
loss and high bandwidth. In [11], an analysis was carried out for multilayer 
microstrip patch antennas with different heights and different shapes.

In [12], a two-layer single-feed, compact, and wideband microstrip antenna 
was developed with the purpose of increasing gain and efficiency. The design of 
a multilayer microstrip antenna in which metamaterial is placed on the substrate 
to boost gain is described in [13]. For WLAN and WiMAX, [14] designed a 
stacked triple-band meta-mode antenna with a coaxial feed and two symmetri-
cal comb shaped split ring resonators (CSSRR). A stacked patch antenna with 
a metamaterial has been used in [15] to obtain significant gain, directivity, and 
low return loss for broadband applications. An H-shaped microstrip antenna 
was constructed to improve gain, return loss, and bandwidth at a frequency of 
4.8GHz [16]. A microstrip antenna with coaxial probe feeding technology was 
invented [17] to make the antenna better for WiMAX and WLAN use.

In this work, a dual-layer pentagon antenna has been proposed for the 
improvement of the gain and bandwidth. The pentagon antenna had some 
analysis in order to improve the gain and bandwidth enhancement. Initially, 
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a single-layer pentagon is proposed, followed by a dual-layer with two par-
asitic elements, and finally, a four-element parasitic is offered for further 
development. According to the observations, the results are better when there 
is a double layer of four parasitic elements.

12.2 Pentagon Single Layer Design

The desired pentagon single-layer antenna with a radius of R1 10mm on an 
FR4 substrate and a height of 1.6mm is shown in Figure 12.1. Quarter wave 
feeding is used to provide impedance matching. The proposed antenna’s 
reflection coefficient is -23dB with a VSWR of 2, as shown in Figure 12.2. 
The suggested antenna has a gain of 4.98dB, as shown in Figure 12.3. The 
operational bandwidth ranges from 5.60 to 5.79 GHz. Table 12.1 displays the 
dimensions of the proposed antenna.

Figure 12.1 Single layer pentagon Antenna.

Figure 12.2 Proposed results (a) S
11

-Parameter (b) VSWR.
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12.3 Pentagon Dual Layer Design

Figure 12.4 depicts a dual-layer suggested antenna with the same FR4 height 
of 1.6mm for improved gain. Figure 12.5 depicts the proposed antenna’s 
s- parameter, VSAW, and gain. According to the results, the return loss has 
been minimized by -10dB, the VSWR has been improved to 1, and the 
gain has increased by 1dB. The operational bandwidth ranges from 5.2–-
5.54 MHz The proposed antenna center frequency has been changed from 5.7 
to 5.4 MHz the proposed design results were simulated using CSTMW 2018.

12.4  Analysis of the Dual Layer Pentagon with  
Two Parasitic Elements

In order to improve the gain, the dual-layer antenna with a rhombus-shaped 
parasitic patch P1 and P2 were positioned on both sides of the feed line shown 
in Figure 12.6. Figure 12.7 illustrates its low reflection coefficient with gain 
compared with the single layer antenna.

Table 12.1 Pentagon antenna dimensions.

Parameter Dimensions (mm)
Wg 30
Lg 40
Wf 0.7
Lf 11
Wqf 6
Lqf 3.1
R1 10

Figure 12.3 Proposed antennas Gain at 5.3GHz.
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 Figure 12.4 Proposed dual layer Antenna.

Figure 12.5 Proposed antenna results (a) S
11

-Parameter (b) VSWR (c) Gain.
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Figure 12.6 Proposed antenna dual layers with two parasitic element.

Figure 12.7 Proposed antenna results (a) S
11

-Parameter (b) VSWR (c) Gain.
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12.5  Analysis of the Dual Layer Pentagon with 
Two Parasitic Elements

For more and more improvement, two more parasitic components, P3 and P4, 
are positioned in between the proposed antenna, as shown in Figure 12.8. The 
enhanced required results of the proposed antenna are shown in Figure 12.9. 
Given the enhanced bandwidth of 5.22–5.98MHz, the four- element para-
sitic design improves gain by 1.1dB while maintaining a very low return 
loss of -44dB at the target frequency, compared to the two-element para-
sitic design. As shown in Figure 12.10, the surface current distribution of 
the antenna dual-layer antenna is analyzed to understand the effect caused 
by the four parasitic patches. The strong current distribution at 5.4 GHz is 
mainly concentrated on the pentagon dual layer patch as well as the parasitic 
components, as seen in Figure 12.10. Figure 12.11 shows the quasi Omni 
directional radiation pattern at 5.4GHz.With a canter frequency of 5.4GHz, 
the low return loss is reached by -44dB with a considerable increase in gain 
and bandwidth.

The study was carried out in order to enhance the gain, return, loss, and 
bandwidth of the proposed design. The single layer penton antenna is dis-
cussed in Section 12.3 along with the findings. Based on the observations, gain 
enhancement is needed for practical usage. Section 12.4 discusses a dual-layer 
antenna with the same substrate and 1.6mm height that improves a single-layer 
antenna. Two parasitic elements are positioned for further gain enhance-
ment. It needs to be noted that this improves the gain and loss described in 
the Section 12.5. By positioning the extra two elements between the planned 

Figure 12.8 Proposed antenna dual layers with four parasitic elements.
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antennas, a four-element analysis was performed. Table 12.2 shows the com-
parisons for the single-layer, dual-layer, two, and four parasitic element anal-
yses. The s-  parameters of the dual layer four parasitic element antennas were 
simulated and measured in Figure 12.11. The suggested antenna prototype and 

Figure 12.9 Proposed antenna results (a) S
11

-Parameter (b) VSWR (c) Gain.

Figure 12.10 Surface current distributions at 5.4GHz.
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measurement setup are shown in Figure 12.12. Table 12.3 illustrates the com-
parison between this current study and previously published studies.

12.6 Conclusion

In this work, a new pentagon microstrip patch antenna with four para-
sitic patches has been developed for WLAN applications to improve gain 

Figure 12.11 Radiation pattern at 5.4GHz results and discussion.

Table 12.2 Comparison analyses.

S.no Single Layer Dual Layer
Two parasitic
elements

Four Parasitic
Elements

S11 -23dB -33dB -40dB -44dB
VSWR 1.2 1 1 1
Gain(dB) 4.98 5.84 6.2 7.09
Bandwidth 5.60–5.79(MHz) 5.24–5.54(MHz) 5.25–5.75(MHz) 5.22–5.98(MHz)

Figure 12.12 Simulated and measured results.
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Table 12.3 Comparisons of present and previous works.

Reference 
Antenna Dimensions(mm)

No.of 
Layers Gain(dB)

Bandwidth
(GHz)

Frequency 
(GHz)

16 28. mm × 24. mm2 Single
Layer

6.46 – 4.8 GHZ

17 90 mm × 90 mm2 Single
Layer

6.6,5.5,6 – 3.47 GHz,
3.71 GHz

3 36 × 39 mm2 Single
Layer

3 5.46 to 6.27
 and
5.5 to 6.55 

5.7 GHz,
6 GHz

6 65 × 65 mm2 Single
Layer

4 30 MHz 1.6 GHz

10 40 × 30 mm2 Multi 
Layers

12.5 14.5 to 18.5
 GHz

16 GHz

11 151 ×151 mm2 Dual 
Layers

4.64 2.333 to 2.377
 GHz

2.35 GHz

Proposed 
Work

30 × 40 mm2 Dual 
Layers

7.09 5.22 to 5.98 MHz 5.4 GHz

Figure 12.13 Prototype proposed antenna with measurement setup.
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improvement. Improved and return loss may be achieved when parasitic 
patches are included in the construction of the proposed antenna, and thus 
the bandwidth can be effectively extended. The proposed antenna is designed 
to have an S11of -44dB, a gain of 7.02dB, and a bandwidth of 5.22-5.98MHz 
at the center frequency of 5.4GHz. The impacts of parasitic factors on the 
antenna’s performance have been investigated using a parametric study.
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13.1 Introduction

Terahertz quantum cascade-lasers (THz QCLs) operating in pulsed mode and 
at higher temperatures produce larger optical power. Predicting device char-
acteristics in pulsed mode becomes a nontrivial activity, involving the device 
parameters. They also produce complicated responses in terms of optical 
output power and emission frequency. In some applications, it is critical to 
forecast and manage the parametric behaviors, which necessitates creating 
a relationship between current drive, emission frequency, and optical output 
power. THz QCLs are potential radiation sources for sub-MHz or even kHz 
spectral resolution high-resolution spectroscopy. They have an extremely 
narrow inherent linewidth of roughly 90 Hz. THz QCLs are primarily used 
in two spectroscopic methods. Absorption spectroscopy is one approach 
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in which the emission of a coherent THz source with small linewidth is 
 frequency scanned through the spectrum absorption feature and the transmis-
sion is determined as a function of frequency. The other approach that uses 
THz QCLs is heterodyne spectroscopy, which is used for distant sensing in 
astronomy and planetary exploration. Its main advantage over other spec-
troscopic techniques like Fourier transform and grating spectroscopy is its 
extraordinarily high spectral resolution. This enables atomic and molecule 
emission or absorption lines to be resolved spectroscopically. This chapter 
provides an exhaustive report on device modeling and applications of QCL 
from the recently available articles. It is compiled and presented in a way to 
mainly benefits researchers and industry personnel.

13.2 Non-Linear Frequency Generation

In resonantly stimulated nanostructures, second-order optical nonlinearities 
can be considerably amplified. As a result of massive destructive interference 
effects, the second-order nonlinear susceptibility can vary by order of mag-
nitude [1]. THz QCLs are used to simulate nonlinearities between subbands. 
These massive interferences are likewise thought to be the result of sec-
ond-order nonlinear contributions from several lights and heavy hole states. 
This framework may be used to create the resonant optical characteristics of 
nanostructures using a unique, sensitive method to reveal the band structure 
features of complicated materials.

As a result, the emission of QCLs is suitable for probing low energy 
excitations. The nonlinear response of the QCL is used. The results clearly 
reveal that these effects are caused by significant susceptibility interferences 
between the various nonlinear contributions from the numerous light (LH) 
and heavy (HH) hole states. The nonlinear conversion may be utilized to 
examine the complicated QCL band structure in order to obtain information 
on wavefunction alignment.

13.3 QCL Based Interferometry

Laser Feedback Interferometry (LFI) is one of the numerous materials analy-
sis and imaging techniques that are now commonly utilized at THz frequen-
cies. The laser serves as both a source and a detector. Figure 13.1 depicts the 
basic LFI arrangement. The term “swept-frequency LFI” refers to a type of 
LFI sensing. Sweeping the emission frequency of a laser creates an interfer-
ogram from which target information such as location, complex reflectivity, 
and refractive index may be obtained. With bigger frequency shifts, improved 
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LFI results may be produced, making strategies for increasing the range of a 
laser’s frequency sweep desirable.

The QCL employed in this experiment is a 2.59 THz single-mode laser 
made of GaAs/GaAlAs multilayers, processed into a surface plasmon Fabry-
Pérot ridge waveguide, and indium-mounted onto a copper sub-mount. The 
gadget can operate in continuous wave mode up to 50K cold finger tem-
peratures and generates a maximum of 4mW of optical power from each 
facet. Aside from the well-known benefits of pulsing (increased optical out-
put power and operating temperature), the form of the driving pulse may be 
tailored to improve and linearize the range of a QCL’s frequency sweep by 
a precise combination of adiabatic and thermal modulation. This is espe-
cially relevant in THz materials investigation, where swept-frequency LFI is 
used, but it is equally important in any pulsed application where emission fre-
quency changes. It is believed that this approach might be beneficial in addi-
tional laser applications requiring a greatly prolonged and linear emission 
frequency sweeps, such as trace gas detection, imaging, heterodyne mixing, 
and spectroscopy.

13.4 Frequency Instabilities in THz QCLs

The effect of optical feedback on the frequency stability of THz QCLs [3] is 
studied in depth using high-resolution heterodyne spectroscopy. The emis-
sion from two pairs of QCLs operating at 3.4 or 4.7 THz is mixed with a 
Schottky diode, and the difference frequency in the GHz region is recorded. 
The great spectral resolution of less than 1MHz and the temporal resolution 

Figure 13.1 Model of a pulsed QCL under optical feedback [2].
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of 1ms allow us to examine feedback-induced frequency instabilities on spec-
troscopic scales. Frequency shifts of up to 70 MHz have been reported with 
visual feedback of just 3*10-5 of the QCL’s output power. The experimental 
setup is shown in Figure 13.2.

The effect is comparable for lasers with Fabry-Pérot resonators and 
lasers with distributed-feedback resonators. When the feedback is out of 
phase, mode hopping between two modes of the external resonator happens 
on a time scale of less than 1ms. This occurs when the QCL’s wavelength is 
adjusted to the desired frequency and mechanical vibrations affect the length 
of the external resonator. The findings emphasize the critical relevance of 
suppressing standing waves and external resonator modes in THz spectros-
copy with high accuracy and spectral resolution.

13.5 Design Optimization of Cavity in QCLs

The manufacture and characterization of mid-infrared AlInAs/InGaAs/InP 
QCLs taper quantum cascade lasers are fully described. The tapered shape 
of the resonator is used to boost output power while maintaining acceptable 
beam quality. The output beam characteristics of such devices emitting at 
4.5m with varied forms (linear, concave, and convex) and angles of the taper 
waveguide section are optimized. Taper designs enable increased output 
power while retaining essential TEM00 mode performance. The trade-off 
between beam quality and output power is always there. Tapered waveguides 
also minimize optical intensity at the output facet and the consequences of 
self-heating [4]. Taper geometry lasers are divided into two sections: a narrow 

Figure 13.2 Experimental setup for the 4.7-THz experiments [3].
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ridge waveguide segment that only allows the TEM00 mode to propagate and 
a tapered region where the mode is adiabatically enlarged, allowing for high 
optical output power. According to the experimental results, a convex geom-
etry taper laser with a 1.7° taper has the greatest performance, the maximum 
output power up to 5W, and the minimum horizontal beam divergence of 5.6° 
in the fundamental mode. The maximum brightness is also a feature of this 
design.

13.6 THz QCLs Based on HgCdTe Material Systems

The 2.3 THz QCL is designed and manufactured using an active module 
based on 4 Quantum Wells GaAs/Al

0.15
Ga

0.85
As [5]. The constructed THz 

QCL’s P-I-V properties, emission spectra, and far-field distribution of emis-
sion intensity are measured. The balancing equation approach is used to sim-
ulate the laser properties to assess the possibility of the Hg

1-x
Cd

x
Te structures 

as a gain medium for QCL operating at a frequency exceeding 6 THz. The 
creation of Electric Field Domains (EFDs) leads to a drop in output intensity 
as shown by the emission spectra at different currents. The theoretical model 
proposed predicts the production of EFDs in the NDR area and qualita-
tively explains the experimental data. In addition, the far-field distribution of  
2.3 THz QCL emission intensity is examined.

To increase the performance and prolong the operating frequency of 
THz QCLs, it is necessary to prevent the production of EFDs and to apply 
innovative material systems for lasing at frequencies greater than 6 THz. The 
analysis of HgCdTe QCLs based on three- and two-well designs using a res-
onant-phonon depopulation strategy is performed. The improved two-well 
design of HgCdTe QCL with peak gain reaching 100 cm-1 at 200 K demon-
strates the highest temperature resistance.

13.7 Optical Beam Characteristics of QCL

The effect of front and rear laser mirror ion cleaning on quantum cascade 
laser properties is thoroughly investigated [6]. Cleaning the front mirror 
improves beam symmetry and boosts external differential quantum effi-
ciency, whereas cleaning the rear mirror improves electrical resistance, raises 
threshold current and has little effect on beam optical polarization. Focused 
ion beam (FIB) technology has several uses in semiconductor devices, as 
well as post-fabrication modification of photonic devices to increase perfor-
mance. The effect of FIB mirror polishing on the beam characteristics of a 
quantum cascade laser is thoroughly investigated.
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The laser under study is a strain-compensated In
0.67

Ga
0.33

As/
In

0.36
Al

0.64
As/InP quantum cascade laser that has been wet etched into a dou-

ble trench mesa. Laser mirrors were first cleaved and then machined using 
a FIB. Ion milling was carried out in the Helios Nano Lab 600 Dual Beam 
system using a concentrated Ga+ ion beam at 30kV accelerating voltage. 
The threshold current remained the same after front mirror milling, whereas 
the external differential quantum efficiency rose. The threshold current rose 
with the same efficiency after rear mirror milling. Optical polarization was 
investigated at spatial points with the greatest optical power. Overall, milling 
the front mirror has a definite favorable influence on quantum cascade laser 
properties, but milling the back mirror has a detrimental effect.

13.8 Temperature Degradation in THz QCLs

Low operating temperatures are now one of the most serious issues with THz 
QCLs. The maximum operating temperature for THz QCLs with frequencies 
close to 3THz is 117K in CW mode and 199.5K in pulsed mode. Moving 
from 3 to 1THz and 3 to 5THz, however, drastically reduces the output pow-
ers and operating temperatures of the THz QCLs due to numerous physical 
restrictions. Two THz QCL designs [7] are presented based on three- and 
four-well active modules with gain maxima at 3.2 and 2.3THz, respectively. 
The laser structures were created using molecular beam epitaxy with an 
active area thickness of 10m. The Au-Au double metal waveguide is used 
to make the ridge structures. The device was wire bonded to ridge structures 
after being dying bonded to a copper sub-mount. The measurements were 
taken with a laser facet silicon hyper hemispherical lens that was abutted to 
a laser facet silicon hyper hemispherical lens. The experimental relationship 
between output power and operating temperature for 3.2THz QCL with a 
maximum operating temperature of roughly 86 K. There are three equidistant 
spectral lines corresponding to the longitudinal Fabry-Perot modes with a 
frequency spacing of 50 GHz for L = 1 mm in observed at 58 K spectrums of 
3.2 THz QCL and 2.3 THz QCL.

13.9 Impedance Characteristics of QCLs

Until a full numerical study of the device was provided in 2019 [8] it was 
not possible to compute the inherent impedance of QCLs. The QCL under 
consideration for the study works at 9m and has 48 phases. For the first time, 
the fluctuation of device impedance with respect to optical confinement fac-
tor, mirror reflectivity, and spontaneous emission factor is presented. The 



13.10 Free Space Optical Communication Using QCLs 181

gadget has an electrical bandwidth of 250GHz and an inherent impedance of 
2.07mΩ under normal working circumstances. According to the findings of 
the investigation, the highest value of impedance is always attained with the 
least amount of driving current. Furthermore, with a mirror reflectivity (R) 
of 0.45, the magnitude of the maximum value of the impedance (2.37mΩ) is 
reached. Furthermore, when the optical confinement factor (Γ) is 0.45 and 
the drive current is 3A, the maximum bandwidth of 335GHz is obtained. The 
device also has a flat impedance response with a value of roughly 1m over 
a large frequency range of 1 to 20GHz, allowing it to be used in 5G wire-
less networks. QCL’s impedance characteristics will help in the construc-
tion of correct matching circuits for decreasing reflections and maximizing 
efficiency.

13.10 Free Space Optical Communication Using QCLs

The performance of a free space optical (FSO) communication connection is 
investigated in this research by adding device factors that impact the optical 
output power of the QCLs. The FSO link’s transmitter is made up of gain-
switched QCL running at 9μm. Short optical pulses with a minimal full width 
half maximum (FWHM) and peak power are broadcast into the channel as a 
result of ON-OFF keying. The pulses are attenuated by medium bound losses 
before arriving at the receiver, which uses a quantum well-infrared photode-
tector operating at the same wavelength. The block diagram of a generic FSO 
link is depicted in Figure 13.3.

For the FSO link, the average signal-to-noise ratio (SNR
avg

), bit error 
rate (BER), and channel capacity are calculated for all changes in the device 
parameters, namely optical confinement factor (Γ), spontaneous emission 
factor (β), and mirror reflectivity (R). The device parameter combination 
that provides the best connection performance is evaluated. According to the 

Figure 13.3 Block diagram of a generic FSO Link.
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results of the investigation, QCL with Γ = 0.32 gives the best average SNR of 
4.04dB, the lowest BER of 13.02 *10-2, and the largest capacity of 1.82 bps/
Hz under minimal FWHM conditions. When peak power is limited, QCL with 
mirror reflectivity Γ = 0.45 delivers the greatest average SNR of 24.78 dB,  
the lowest BER of 7.75*10-35, and the highest peak capacity of 8.24 bps/Hz 
[9]. Some QCL applications necessita-te the development of pulses with a 
shorter turn-on latency, while others necessitate the generation of short opti-
cal pulses with a low FWHM and peak power. Based on the study results, 
the optimum feasible combination of operating conditions for the QCL for a 
certain application may be selected.

13.11  Free Space Optical Communication Using 
Temperature Dependent QCLs

Temperature-dependent terahertz frequency quantum cascade lasers (QCLs) 
[10] have the potential to be used in a wide range of innovative applications. 
Reduced rate equations are used to gain a better knowledge of their behav-
ior and to predict the optical output power when the current drive and chip 
temperature change. The entire end-to-end free space optical (FSO) a link is 
disclosed, with a gain-switched temperature-dependent QCL as the transmit-
ter. The FSO link device is made up of 90 injectors and active zones that pro-
duce light at 116μm. The gadget is powered by a variety of electrical inputs, 
including square, haversine, and tangential hyperbolic pulses. Gain switching 
generates brief pulses that travel 1500 m to reach the quantum well-infra-
red photodetector, which operates at the same wavelength as the source. For 
each input signal, the performance parameters signal-to-noise ratio (SNR), 
bit error rate (BER), and capacity are determined. Haversine input performs 
better under the minimum full width half maximum condition, with a BER of 
7.8*10-5, a peak SNR of 14.56 dB, and a capacity of 4.89 bps/Hz at a cold fin-
ger temperature of 45K. Tangential hyperbolic input works well when peak 
power is used, with a minimum BER of 7.66*10-9, a peak SNR of 18.06 dB, 
and a capacity of 6.02 bps/Hz at a cold finger temperature of 45K.

13.12 Conclusion

QCLs are emerging as viable THz radiation sources. THz QCLs are rapidly 
gaining traction in a variety of applications such as standoff photoacoustic 
detection, atmospheric measurement, breath analysis for medical diagnos-
tics, radio astronomy, high-sensitivity gas sensing and spectroscopy, secu-
rity camera screening, and biomedical imaging, non-invasive techniques of 
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industrial inspection of processes. Many materials, including clothes, poly-
mers, biological materials, and packaging materials, are semi-transparent or 
transparent at THz frequencies, allowing for a wide range of security and 
public safety applications. The numerous high-quality references offered in 
this chapter will provide a thorough understanding of the various approaches 
for modeling QCL as well as the detailed numerical analysis that can be per-
formed utilizing rate equations and reduced rate equations. With numerous 
papers concentrating on THz QCL-based Free Space Optical communica-
tions, the unlicensed spectrum offers a massive capacity for huge data trans-
fers. The necessity for cryogenic cold fingers has been fully eliminated with 
the introduction of room temperature operated QCLs, and the device may 
now be used with ease.
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Abstract

A broadband fractal microstrip patch antenna has been designed for 5G com-
munication applications. With dual layers and a defective ground structure, 
this antenna achieves a wider bandwidth and higher gain (DGS). In order to 
achieve broadband operation and high gain, the fractal elliptical patch is pro-
posed to be printed on the FR4 substrate layer and coupled to the same FR4 
substrate with DGS. The proposed antenna has an operating frequency of 
3.5GHz and bandwidth of 2.7GHz to 5.3GHz. CSTMW 2018 is used for the 
analysis and simulation. Important parameters of the proposed antenna, such 
as S11, gain, and VSWR, have been simulated. The proposed structure has a 
compact design of 30 × 30mm2. The proposed gain of the antenna is 7.56dB 
which is well suited for 5G applications. From the results, it is clearly shown 
that the antenna has excellent performance for 5G applications.

14.1 Introduction

In today’s communication systems, small antennas are used. In addi-
tion, new multiband operating standards must be devised. Using a fractal 
approach to design convoluted geometries that result in smaller antennas is 
a reason to develop a solution for achieving compact, low profile antennas 

mailto:1rajyalakshmi.gori@gmail.com
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with multi-band and broadband characteristics while maintaining a low pro-
file because of the two most common properties of fractal geometries. As a 
result, several research investigations have been conducted in order to build 
small multiband antennas that can serve a wide range of communication 
applications [1–2]. In [3,] a hexagonal fractal ring patch antenna for dual-
band frequency coverage of 2.45 GHz Wi-Fi and 3.5 GHz WiMAX applica-
tions is presented. Miniaturization of FSS is another efficient way of boosting 
incident angle ranges. [5,] used dual-layered periodic arrays of fractal 
square loops to demonstrate broadband and wide-angle band stops FSS. [6]  
Exhibited an ultra-wideband closely coupled phased array antenna with 
integrated feed lines that had a low-profile. The aperture array is made up of 
planar element pairs with fractal geometry. These pairings are orthogonal 
to each other in each element for dual polarization. The design is made up 
of a series of densely capacitively coupled pairs of fractal octagonal rings.
[7]shows that the sensor network designer who discovered a flat gain came 
up with a better new design. For the low profile cylindrical segment frac-
tal DRA for wideband applications, [8,] presented several DRA feeding 
approaches and bandwidth augmentation techniques.[9] covers the develop-
ment of novel wireless microstrip antennas based on modified Minkowski-
like models. A tiny dual band microstrip BSF with fractal shaped resonators 
of different lengths is described in [10]. [11] Created, simulated, and 
implemented a new polygonal loop for passive UHF RFID applications. 
Increasing the number of sides on a fractal antenna enhances performance 
while reducing size, according to research. To increase the gain of a stan-
dard microstrip antenna, [12] created a Double-Octagon Fractal Microstrip 
Yagi Antenna (D-OFMYA). [13] Developed a high isolation UWB-MIMO 
antenna with a bandwidth of up to 8.6GHz based on a Minkowski frac-
tal structure. Fractal geometry can assist small and multiband antennas 
and arrays, as well as high-directivity elements created without the usage 
of an antenna network. To achieve miniaturization, the antenna radiator 
was designed using a unique Sierpinski Knopp fractal geometry, and the 
antenna elements were positioned orthogonally to each other for isolation. 
[16] Includes an overview of fractal antenna designs with repeated patterns 
at different scales, as well as revisions to current state-of-the-art fractal 
antenna designs. A stacked two layer fractal microstrip patch antenna was 
invented by [17] to increase antenna characteristics. This research proposed 
a 5G communication dual-layer elliptical fractal antenna. We present a 2.7–
5.2 GHz dual-layer fractal with a bandwidth of two layers. The suggested 
antenna has excellent gain and bandwidth due to the usage of a defective 
ground structure (DGS).
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14.2 Introduction to the Fractal Concept

Fractals are named after the Greek word “Frangere,” which means “broken 
or uneven fragments”. It was created for the first time in 1975 by mathemati-
cian Benoit Mandelbrot. Because of its capabilities and competencies, fractal 
antennas are multiband, high gain, and low profile antennas that are employed 
in Wi-Fi packages. The practice of subdividing a shape into smaller copies of 
itself is known as iterative geometry. Traditional antennas operate on a single 
frequency band, necessitating a greater region for antenna coupling. Fractal 
geometry has been applied to a variety of fields, with positive results.

14.2.1 The fractal geometry

The self-similar structure of the fractal antenna, which is generated through 
an iterative process, distinguishes it from other types of antennas. In accor-
dance with the simple mathematical shapes illustrated in the table below, 
fractal structures can be separated into two types: geometric and fractal.

Fractal structures with deterministic properties are known as deter-
ministic fractal structures. These are made up of multiple miniaturized and 
rotated copies of the entire structure, such as the Sierpinski gasket, Von-Koch 
snowflakes, and Minkowski curve, among other things.

Fractal Structure with Random Elements: A fractal structure with ran-
dom or irregular elements is a structure found in nature. The designs for 
these structures were chosen completely at random. Through the use of this 
method, it is possible to model and reproduce natural phenomena such as 
dendrites and lightning bolts, among others.

14.3 Antenna Design with a Single Layer Fractal

The single-layer elliptical fractal structure is discussed in this section. The 
used substrate is FR4, which has a dielectric constant of 4.3, a height of 
1.6 mm, and a loss tangent of 0.02. Figure 14.1 depicts the geometry of the 
planned fractal’s zero, first, and second iterations. The zero-iteration struc-
ture is a single-layer elliptical structure, as shown in Figure 14.1(a), and 
Figure 14.1(b) depicts the first iterative fractal structure created by using a 
sub-elliptical structure as a starting point. Fig 14.1(c) depicts the second iter-
ative fractal structure derived from the first iterative fractal structure using 
four basic fractal elliptical units. The high-level iterative fractal structure is 
finally designed. From the observations, all the iterative structures have the 
same operating frequency of 3.5GHz. The total size of the elliptical structure 
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is 30 × 30mm2.The proposed antenna’s parameters are Ws = 30mm and Ls = 
30mm, Wf = 1.5mm and Lf = 11.2mm, and the proposed elliptical antenna’s 
major and minor axes are a = 5mm, b = 7mm, c = 2mm, d = 4mm, and e = 
0.25mm, f = 0.5mm, as shown in Figure 14.2. Figure 14.3(a) depicts the S11-
Parameter of all iterations of the desired elliptical antenna. Figure 14.3(b) 
depicts the proposed antenna’s surface current distribution, in which max-
imum current is distributed throughout the antenna. Figure 14.4 depicts the 
proposed antenna’s gain details for each iteration, which improves between 
the first and second iterations.

14.4 Antenna Design with a Dual Layer Fractal

This section describes how to use proximity feed coupling to increase the 
bandwidth and gain of a dual-layer fractal antenna. The second substrate is 
the same as the first, with a dielectric constant of 4.3, a height of 1.6 mm, and 
a loss tangent of 0.02. The feed’s width and length are 0.2mm and 13mm, 
respectively. Figure 14.5 depicts the dual-layer structure of the proposed ele-
ment with etching (DGS) some portion from the ground, which provides a 

Figure 14.1 Design of the fractal geometries; (a) zero iteration, (b) First iteration, (c) second 
iteration.
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Figure 14.2 Dimensions of the single layer proposed antenna.

Figure 14.3 S-Parameter results a-c iterations (d) surface current distribution at 3.5GHz.
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very low return loss -68dB and a very high gain 7.56dB when compared to 
the single-layer antenna. The dual-layer structure increases the bandwidth 
from 2.7GHz to 5.3GHz, which is nearly 3GHz. The simulated return loss 
and E-Plane and H-Plane with dual-layer are shown in Figure 14.6(a) and 
14.6(b) at 3.5GHz. Figure 14.7 depicts the strong current distribution on the 
patch area and ground. When the antenna is activated. The DGS structure 
will have an effect on increasing the gain and bandwidth. The gain of the 
dual later elliptical antenna is shown in Figure 14.7(b) at 3.5GHz. Figure 14.8 
shows the gain of the single and dual-layer antenna.

14.5 Conclusion

A novel study on the broadband and high gain dual layer patch antenna with 
DGS structure has been carried out in detail. The analysis was carried out 

Figure 14.4 (a) Iteration-Zero gain (b) Iteration-1 gain (c) Iteration-2gain.
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Figure 14.5 (a) Dual layer fractal front view (b) DGS back view(c) feed line (d) dual layer 
structure side view.
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Figure 14.6 (a) S-Parameter result (b) radiation pattern at 3.5GHz.

Figure 14.7 (a) Surface current distribution at 3.5GHz (b) Gain at 3.5GHz.

Figure 14.8 Gain of the single and dual layer.
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with a single and dual-layer fractal antenna. In that study the dual-layer 
 fractal antenna return loss is -68dB and gain is 7.56dB. The designed fractal 
antennas were simulated using CSTMW 2018. In summary, the antenna may 
be recommended for use in the 5G operating frequency band.
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Abstract

The proposed antenna is 30 × 30 mm in size. A 1.6 mm thick foam dielec-
tric layer with a dielectric constant of 4.4 and a substrate thickness of 
1.6mm is used as the dielectric layer. In the Ku band, simulating reflection 
coefficients allows for the computation of a broad bandwidth of 7.5GHz, 
8.5GHz, and 9.5GHz, as well as a gain of 5.8dB, 6.5dB, and 7.5dB. 
Satisfaction elevation radiation may be used in satellite applications since 
it meets the balanced condition across a wide bandwidth. Antenna with a 
T-shaped construction.
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15.1 Introduction

We occasionally demand a little suitable antenna to transport data to those 
smart home gadgets when we have a lot of smart devices for remote sensing 
and home automation in the current IoT age. The bulk of these devices is 
intended to make our lives easier. The authors show a variety of studies and 
explore how 2.4GHz Wireless Sensor Networks (WSNs) have become one of 
the most fascinating areas of research in recent years. Apart from that, there 
are a variety of interesting Microstrip antennas and array designs at 2.4GHz 
for Low Energy Bluetooth or RFID, but the focus of this research will be on 
a basic transmitting antenna design for the 2.4GHz radio, which is widely 
used for remote sensing and control. In the literature, there are many differ-
ent 2.4GHz antenna designs to choose from. We wanted to contribute a bit 
to these regularly used antennas, thus we concentrated on 2.4GHz antennas. 
The goal was to improve the gain and bandwidth of a basic T-shaped inset 
fed patch antenna so that it may be used in multiple channel communications 
like WiFi or Low Energy Bluetooth, which is becoming more common in 
this era of IoT devices. [1]–[6]. In order to create a decent patch antenna 
design, it’s crucial to collect a variety of simulation results. This research 
used Sonnet Suites, a planar electromagnetic modeling tool. Impedance 
and antenna bandwidth are the first factors to consider when creating 
a viable design. To retain input impedance, formulas on various antenna 
designs were used, and Network Analyzer was used to analyze this param-
eter. In recent years, mobile phones have reduced in size and gotten lighter 
in weight. Mobile phone components must be small, light, and have a low 
profile as a consequence of this trend. As a consequence, antennas used in 
mobile phones for personal communications must be small and essential, as 
the bandwidth and efficiency they provide may either enhance or limit sys-
tem preference. Engineers must focus on the antenna system of the mobile 
phone in order to produce a gadget that performs better. The microstrip patch 
antenna is perfect for tiny and light phones since it is compact, light, and 
easy to produce [7]–[14].

15.2 T Shaped Structure Antenna

A microstrip patch antenna is a narrowband antenna made by etching the 
antenna element pattern in a metal trace bonded to an insulating dielectric 
substrate, with a continuous metal layer connected to the opposite side of 
the substrate as a ground plane. The low bandwidth of microstrip patch 
antennas is a significant disadvantage. There have been various successful 
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attempts to enhance the bandwidth, gain, and efficiency of microstrip anten-
nas. Some of these methods include changes in antenna size, dielectric 
constant, substrate thickness, and parasitic patches. The purpose of this 
research is to develop a microstrip patch antenna for LTE mobile termi-
nals. This paper depicts the design of a T-shape patch microstrip. You can 
build an antenna by cutting four notches in a rectangular patch. By delet-
ing slots from a patch, a microstrip antenna’s gain, return loss, and band-
width may be improved. The research provides an improved configuration 
of tiny T-shaped microstrip patch antenna design, modeling, fabrication, 
and testing on a 1.8mm FR-4 substrate. It also has approximately 18000 
channels divided into different bands. A computer-simulated design model 
of the proposed T-shaped antenna is shown in Figure 15.1. The antenna con-
sists of a portion of two standard rectangular patches that culminate in a T 
shape whose upper width is somewhat extended above the lower rectangu-
lar width, in contrast to earlier research with any complex antenna design. 

Figure 15.1 T Shaped structure.
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To provide additional degrees of freedom for improving antenna perfor-
mance in response to specific exposure uniformity criteria. Because of the 
natural suppression of edge currents that can be induced on the patch geom-
etry, the antenna is fabricated on an epoxy FR-4 substrate with a dielec-
tric constant of r = 4.4, resulting in lower fabrication costs and improved 
antenna performance, such as impendence bandwidth, gain, and better 
symmetry of the main beam, as well as lower side lobe levels. In general, 
the antenna profile is determined by the two adjustable lengths, width, and 
dimensions of the waveguide port. The patch antenna’s length is 6.811 mm 
(L), its width is 9.603 mm (W), and the height of the substrate thickness is 
1.6 mm, as illustrated in figure 15.1.

15.3 Results and Discussion

A T-shaped patch antenna was constructed and successfully replicated in 
the Ku band at 7.5, 8.5, and 9.5 GHz in this article. The simulated result 
is generated using computer simulation technology software. The pro-
posed antenna satisfies the bulk of the criteria for satellite communication 
systems. In this work, a broadband microstrip rectangular patch antenna 
with a T-shaped antenna is built on an FR4 substrate with a thickness of 
1.6 mm to achieve Ku band operating frequencies of 7.5, 8.5, and 9.5 
GHz, which might be used for satellite communication and radar sys-
tems. The proposed antenna features a good elevation radiation pattern 
and a broad bandwidth impendence. Because the antenna is so simple and 
tiny, it might be used as an array in satellite communication systems for 
high-power operations elevation radiation. The recommended antenna has 
return losses of –22.65, –26.75, and –30.68dB, respectively, at 7.5, 8.5, 
and 9.5GHz, as shown in figure 15.2, with VSWRs of 1.5, 1.7, and 1.9, 
as shown in figure 15.3. Figure 15.4 shows the Gain, which is utilized to 
operate the different frequencies at 7.5, 8.5, and 9.5 GHz and is achieved 
at 5.8, 6.5, and 7.5dB. It is a measurement of an antenna’s capacity to 
radiate in the desired direction with the least amount of antenna losses. 
For the whole solid angle coverage radiation, it is computed by multiply-
ing the intensity of the radiation by the total input power to the antenna, 
as illustrated in figure 15.5. The two-dimensional radiation pattern may 
be seen using the variation of the absolute value of field strength or power 
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Figure 15.2 Return loss of the antenna.

Figure 15.3 VSWR of the antenna.
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as a function of. The antenna’s important Directional properties, such as 
HPBW, FNBW, Direction of Propagation, FBR, and so on, are shown 
on this curve. The proposed microstip antenna’s directional qualities are 
affected by significant differences in the substrate thickness, dielectric 
constant, patch shape, effective length, Feed position, and W/L Ratio. The 
radiation pattern visualizes the antenna’s propagation features for antenna 
optimization. The radiation pattern of the proposed antenna is seen in 
Figures 15.4 and 15.5.

15.4 Conclusion

HFSS (High Frequency Structure Simulator) software version 13.0, a Finite 
Element Method-based tool, was used to investigate the performance of a 
T-shaped triple-band microstrip patch antenna with FR4epoxy substrate 
operated by edge feed. The intended antenna’s bandwidth, gain, return loss, 
VSWR, and radiation pattern were all assessed. The design was adjusted in 
order to get the best possible result. FR4epoxy was used as the substrate, 
which has a dielectric constant of 4.4 and is available in a range of thick-
nesses. The results show that a multiband antenna with a substrate thickness 
of 1.6mm may operate at frequencies of 7.5, 8.5, and 9.5GHz. Due to its 
frequency of operation and compact footprint, the recommended antenna is 
ideal for a wide range of devices used in WLAN, Wi-Fi, WiMAX, and other 
wireless and C-band applications.

Figure 15.4 Gain of the antenna.
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