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preface

the following book originated from a collection of lectures delivered
during the Spring 2020 course in monetary economics at the University of
Bern, where I assumed the position of Professor of Monetary Macroeco-
nomics in January 2020. Some lectures occurred in person, while others were
conducted online due to quarantine measures related to the COVID-19 pan-
demic. The quarantine provided ample time for me to initiate the drafting
process and circulate the material in a preliminary form.

Although the initial attempt fell short on various fronts, I have contin-
ually revised the material over the years, incorporating additional content
and exploring new topics while deepening my understanding of monetary
economics.

The ongoing refinement of this project has transformed it into a more
ambitious undertaking. It now delves into current theoretical and policy con-
troversies, drawing connections with similar issues that have permeated the
history of monetary economics. The overarching goal is to provide a com-
prehensive and unifying framework to understand monetary economics and
policy, shedding light on these controversies or, at the very least, offering
a thorough perspective on them. At the core of this framework are micro-
foundedmonetary models, where currency is deemed intrinsically worthless.

A currency devoid of intrinsic value, such as today’s government currency
or cryptocurrencies, is a relatively new concept in history, quite mysterious,
prominently emerging since the abandonment of the Bretton Woods system
in 1973. However, it has a precise definition: a claim that makes a promise to
pay in units of itself. This definition empowers the currency issuer to print
those claims at will, free from ties to a tangible commodity.

Monetary activities during the last fifteen years, marked by extraordinary
events such as the 2007–2008 financial crisis, the global COVID-19 lock-
down, and the recent inflationary surge, are testaments to the power that

xv



xvi preface

central banks wield in the economy. We have witnessed how creatively they
have deployed their unseen tools and “weapons.”

Part I of this book addresses a compelling issue within monetary eco-
nomics essential for advancing our understanding of the effectiveness ofmon-
etary policy. The central theme revolves around the control of the price level
and explores whether the central bank can anchor the currency’s value on a
desired path. A currency devoid of intrinsic value is in search of real backing,
but the definition of currency, giving special properties to the central bank’s
liabilities, can empoweronly the central bank as the agent that can fully control
its value. This part showcases the diverse array of tools available to the central
bank for this purpose. Within a proposed general framework for price deter-
mination, controversial theories like “the fiscal theory of the price level” are
incorporated, particularly as a special case when the central bank extends the
uniqueproperties of its liabilities to the treasurybybacking the treasury’s debt.

Part I also explores the concept of money, particularly relevant in a paper-
currency system. It extends beyond the currency (base money) issued by
the central bank to encompass private financial claims, known as safe assets.
These assets share similar properties with currency, serving as a store of value
and a medium of exchange. This expanded perspective prompts an analysis
of past controversies regarding the supply of liquidity, questioning whether
it should be provided by the private sector or the government and in what
manner. Furthermore, it explores whether privatemoney creation can disrupt
the central bank’s control over the currency’s value. Within this framework,
Part I also addresses currency competition involving cryptocurrencies and the
implications of a central bank digital currency framework.

Part II is concerned with the role of monetary policy in stabilizing the
economy, presenting the NewKeynesian monetary model and discussing the
optimality of an inflation targeting policy. This part shares similarities with
the renowned two books on the topics, by Jordi Galí andMichael Woodford.
However, it also proposes a simple graphical analysis that, despite some sim-
plification, can be helpful for understanding some of the main implications.
It also includes an interesting departure from the benchmark framework, in
which the central bank’s only policy tool is the policy rate, adding the quantity
of central bank’s reserves as relevant for the control of inflation and economic
activity.

Part III focuses on “crisis” models, which naturally emerge by enhancing
the main framework with relevant variations. It addresses economic con-
ditions observed over the last fifteen years, including liquidity traps, debt
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deleveraging, credit crunches, and liquidity squeezes resulting fromtheunder-
performance of private money. Within this context, this part aims to provide
insights into the various policies implemented to counteract these events and
stabilize economic activity. Topics covered include forward guidance, gen-
eral unconventional policies like quantitative and credit easing, and the more
unorthodox concept of helicopter money. Addressing the liquidity crunch
reopens the debate on how central bank liquidity should substitute for the
failure of private liquidity during a crisis and questions whether the supply
of money should be left solely to the private sector or to the government, and
in what manner.

Part IV focuses on inflation and high inflation episodes, centering on
the most controversial theme in macroeconomics—the Phillips curve. The
Phillips curve is explored through different theories that have attempted to
support or disprove its evidence. The concept of the natural rate of unem-
ployment is presented alongside theories of short-run neutralities. Alternative
theories, more aligned with the Keynesian view of unemployment due to the
inflexibility of wages and the seldomly reached maximum capacity of out-
put, are also compared to recount the observed inflation experiences in the
United States over the last sixty-five years. High inflation episodes or hyper-
inflations are presented, rooted in the failures of providing a real anchor to
the value of currency, aligning with the theoretical findings of Part I. The
disanchoring might result as a consequence of subtle connections between
monetary and fiscal policies, often made very explicit through monetary
financing of deficits, or because of a deteriorated quality of the assets held by
the central bank.

Part V draws conclusions, while Part VI contains appendices.
This book’s readership ranges from Master’s to Ph.D. students. Some

sections, such as the graphical analysis in Part II, can also be covered in
advanced undergraduate classes. The material of this book is more than what
can be taught in a one-semester course. In the Monetary Economics course
from the Master in International and Monetary Economics at the Univer-
sity of Bern, I taught Chapters 1 and 2, Chapters 5–7, and some topics in
Chapters 9 and 12. Chapters 4, 8, 10, and 11, which connect banking mod-
els to monetary economics, can also be taught in more advanced graduate
classes.

Becoming a monetary economist was a logical step after my completing a
Ph.D. in economics at Princeton University between 1996 and 2000. During
that period, the Princeton Department of Economics boasted an impressive
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faculty engaged in monetary theories and analyses, including notable figures
such as Ben Bernanke, Alan Blinder, Paolo Pesenti, Kenneth Rogoff, Argia
Sbordone, Chris Sims, Mark Watson, Michael Woodford, and Lars Svensson
(who joined the department later). This stimulating environment nurtured
a community of students and friends who have made significant contribu-
tions to the field over the years, including scholars with whom I interacted,
such as Kosuke Aoki, Brian Doyle, Rochelle Edge, Gauti Eggertsson, Marc
Giannoni, Gita Gopinath, Refet Gurkaynak, Alejandro Justiniano, Thomas
Laubach, Eduardo Loyo, Giovanni Olivei, Bruce Preston, Giorgio Primiceri,
Barbara Rossi, Andrea Tambalotti, and Cedric Tille.

Despite its seemingly natural progression, my academic journey began
more as an international economist with a focus on open-macro topics, with
mymaintaining an interest in monetary policy issues. I wrote my thesis, titled
“OptimalMonetary Policy for Open Economies,” under the joint supervision
of Ken Rogoff andMikeWoodford.1 In collaboration withMike, who served
not only as an incredible mentor and friend, but also as a crucial source of
inspiration for my understanding of monetary economics through our con-
versations and his writings, I had the privilege of producing early works in
my career while at New York University. These works focused on performing
welfare-based analyses of policies in dynamic stochastic general equilibrium
models through a linear-quadratic approach, offering clear applications for
thinking about optimal monetary policy in various contexts.

Nevertheless, it was only just before my departure fromNew York Univer-
sity in 2006 to join LUISS in Rome that I began working more intensively on
issues in monetary economics. Collaborating with Luca Ricci, we explored
the implementation of Tobin’s (1972) idea of using inflation to “grease the
wheels” of the labor market, resulting in the derivation of a nonlinear Phillips
curve based on downward wage inflexibility. The watershed moments, how-
ever, occurred during the 2007–2008 financial crisis and the 2011 European
sovereign debt crisis. In those periods, we witnessed new approaches to con-
ducting monetary policy that extended beyondmerely setting the policy rate.
These crises, in my view, unveiled the inherent power of central banks in
monetary systems with intrinsically worthless currencies. While contribut-
ing columns to Italian newspapers on the observed policies, I began to form

1.BenBernankewas also onmy thesis committee,whileChris Sims kindlywrote a reference
letter for my job market, and Lars Svensson participated in my thesis defense committee.
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intuitions about the authority central bankswielded.Nevertheless, I struggled
to find a solid theoretical foundation for that power.

I began exploring these uncharted territories by initially considering the
importance of substituting central bank liquidity for private liquidity to avert
a liquidity crunch. This represented an additional tool for monetary policy,
critical alongside the interest rate policy, to mitigate the ensuing contrac-
tion in economic activity. This exploration took shape in a joint project with
Salvatore Nisticò.

With Roberto Robatto, we delved further into investigating the endogene-
ity of private liquidity creation and its inefficiencies, aiming to explore the
effectiveness and limits of government intervention.CollaboratingwithGauti
Eggertsson and Federica Romei, we extended the original work of Eggerts-
son and Krugman (2012) on debt deleveraging. In that context, we explored
optimal monetary policy when the zero lower bound becomes a constraint,
accounting for the distributional consequences of monetary policy among
heterogeneous agents.

I was also interested in dissecting the alternative compositions of the cen-
tral bank’s balance sheet, studying the relevance or irrelevance of various
open-market operations based on the interaction between monetary and fis-
cal policies. This included the study of helicopter money experiments in joint
works with SalvatoreNisticò.With these foundations, I began to envision and
theorize that the central bank could anchor the value of currency through
appropriately specifying an array of tools. I further explored the importance
of the size of the central bank’s balance sheet in reference to recent operations
of quantitative tightening in collaboration with Gianluca Benigno.

Works with Luca Benati on one side, and Linda Schilling andHaraldUhlig
on the other, have also enrichedmy understanding of the functioning of other
types of monetary systems, such as commodity money and cryptocurren-
cies. To close the circle, Gauti Eggertsson has brought me back to rethink the
Phillips curve with his idea that its steep part could be helpful in explaining
the current inflation we have been experiencing. I am very grateful to all the
aforementioned coauthors, without whom it would not be possible for me
to understand enough about monetary economics and for this book to come
to life.

Over the years, my understanding of monetary economics has been sig-
nificantly shaped by the writings and conversations with other numerous
scholars, including Matthew Canzoneri, Behzad Diba, Jordi Galí, and Chris
Sims. Sims’s papers, in particular, have been a constant reference, providing
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continuous insights into fundamental issues in monetary economics. The
learning process from their works remains ongoing, and I am uncertain if I
have fully completed the endeavor. Additionally, delving into the past works
of Carlo Cipolla and Milton Friedman has been invaluable for broaden-
ing my understanding, and I believe there is still much to glean from their
contributions.

The support and friendship of Lorenzo Infantino and Marcello Messori
have also played a crucial role. Lorenzo’s encouragement has led to a deeper
exploration, albeit still superficial, of the contributions of thinkers like Lud-
wig vonMises, Friedrich vonHayek,DavidHume, andAdamSmith, instilling
thoughts of liberalism in my own thinking. Marcello, on the other hand,
has been a stimulating collaborator in policy discussions, particularly with
Giovanni Di Bartolomeo and Paolo Canofari, as we authored policy papers
for the monetary dialogue of the European Parliament with the European
Central Bank.

At the University of Bern, I have enjoyed a stimulating environment for
studying monetary issues, surrounded by colleagues like Luca Benati, Anas-
tasia Burya, Harris Dellas, Cyrill Monnet, and Dirk Niepelt. Luca Benati, in
addition to our early morning conversations on the topic, has generously pro-
vided historical data and some references used in this book. I must humbly
acknowledge Karl Brunner and Ernst Baltensperger for the rich tradition of
monetary economics at the University of Bern, from whom I have inher-
ited theChair ofMonetaryMacroeconomics. The academic environment has
been fruitful, with engaging interactions at all levels, particularly with Ph.D.
students warmly participating in our reading group. I acknowledge financial
support from theUniversity ofBern andSwissNationalBank, and the efficient
administrative support of Ulrike Dowidat, Fronz Kölliker, Fiona Scheidegger,
Manuela Soltermann, and Gabriella Winistörfer.

I have received useful comments on an early draft and single chapters from
Gianluca Benigno, Bezhad Diba, Harris Dellas, Gauti Eggertsson, Jordi Galí,
Maurice Obstfeld, and Martin Wolf. Stefano Corbellini has provided excel-
lent research assistantship in assembling simulations and figures of the book.
Michel De Vroey has been fundamental in driving my interest to publish the
initial project. All errors, theoretical flaws, and inconsistencies are my own
responsibility.

I am grateful toHannah Paul, JoshDrake, JennyWolkowicki and Princeton
University Press for givingme the hope and the honor of publishing this book,
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and for the careful reviewing process, providing excellent referee comments
that have helped to shape the project to a high standard.

Finally, my gratitude to my brother Gianluca, whose guidance has helped
me to become an economist, following in his steps, and tomy beautiful family
for all the continuous support received.

P.B.
December 6, 2023





part i

Currency andMoney





Introduction

the natural starting point for understanding monetary phenomena lies
in the definitions of currency and money. The two concepts are distinct in
a “paper” currency system, where currency holds no intrinsic value, which is
unlike a commodity currency regime, where currency derives its value from a
preciousmetal, such as gold or silver. However, it is useful to clarify the defini-
tions first in the context of a commodity standard before delving into “paper”
currency systems.

In a metallic currency regime, a currency was defined in terms of a specific
quantity of grains of a precious metal, and the content in circulating metallic
coins was certified by the embossed portrait or coat of arms of the authority
minting them. For instance, the Florentine Florin, which circulated from1252
to 1533, had 54 grains (3.499 grams, 0.1125 troy ounces) of gold.

Defining money can be a nuanced task, as it does not fit neatly into the
category of objects or even nouns. Hayek once expressed that “. . . it would be
more helpful for the explanation of monetary phenomena if ‘money’ were an
adjective describing a propertywhichdifferent things could possess to varying
degrees” (Hayek, 1976, p. 56). Therefore, it is beneficial to delineate money
by enumerating its functions and assessing whether a particular security or
object qualifies for this property.

The three commonly attributed functions of money are as follows: unit of
account, medium of exchange, and store of value. In a metallic currency system,
money aligns with circulating coins, essentially making money, coin, and cur-
rency interchangeable concepts. Coins, functioning as a medium of exchange,
facilitate the exchange of goods. Due to their ability to preserve their metallic
content over time, they also serve as a store of value.

The unit of account property refers to the numéraire in which the prices
of goods are denominated. Interestingly, this unit of account was not always

3



4 introduction

served by the currency in circulation. Einaudi (1936) describes an imaginary
currency, the lira, used in Europe from the time of Charlemagne to the French
Revolution. It functioned solely as a unit of account that never circulated
but was defined as “the unit that did not vary in a world of changing coins.”
According to the definitions provided, it was neither currency nor money.

The transition from a metallic standard to a paper or digital fiduciary
currency system marks a significant discontinuity. Paper currency or digital
tokens, unlike specie, lack intrinsic value and are not convertible into units of
a precious metal. In this context, a currency is a claim that promises to pay in
units of itself. In the current dollar monetary system, a dollar is a unit of the
central bank’s liabilities. This definition allows the central bank to print dollars
at will, without significant resource requirements. If currency were defined in
terms of a commodity or another currency, the central bank would be unable
to increase its amount at will unless the currency were appropriately backed
by the commodity or reference currency. In recent examples of a decentral-
ized currency system like Bitcoin, the currency, which is again a claim to itself,
is defined by the digital token that can be virtually created through a suitable
mechanism or algorithm, making it verifiable and uniquely identifiable.

The existence of an identifiable and verifiable currency is not a sufficient
condition for the existence of a fiduciary currency system, since it does not
imply that the currencywill beused for payments.The road toward the accept-
ability of an intrinsically worthless currency to one with a value attached to
it by agents is not trivial, and certainly controversial according to literature
in this field (see Selgin, 1994). Therefore the second essential factor of a
currency system is that some transactions should be settled in units of that
currency for a prolonged period.With a fiat currency, this is done by its being
imposed as legal tender.

Let us consider as the foremost example a monetary system with a cen-
tral bank. As alreadymentioned, a currency is defined precisely by the central
bank’s liabilities. Unlike money, these liabilities are a well-defined accounting
object, and are usually called base money or monetary base. They comprise
cash (coins and banknotes), as well as reserves, and reserves are the central
bank’s short-term claims that, unlike cash, potentially carry a nominal interest
rate.

In thismonetary system, the currency can serve as theunit of account, which
is the unit of measure in which prices of goods, financial claims, or contracts
can be denominated.

Currency, cash and reserves, serves also as amedium of exchange (or means
of payment). This is an essential element of the fiduciary currency system.
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Some transactions should be settled using currency or securities denomi-
nated in that currency, meaning that at least on one side of the exchange the
settlement takes place through an instrument denominated in the currency.
Base money can naturally play this role. The reason depends, again, on a
special property of central banks’ liabilities: they are free of any risk, by defini-
tion. Therefore, under the nontrivial condition that currency is accepted, base
money is the most suited type of financial claim for carrying out those trans-
actions, since it provides certain payment in all future contingencies without
any risk.

The last property of currency is that of its being a store of value. If cash is
issued, it can maintain its currency value unchanged across time and contin-
gencies. Reserves paying a positive nominal interest rate can not only store
value, but increase it while maintaining the certainty of the payoff. If the cen-
tral bank supplies cash, the nominal interest rate on reserves (and the risk-free
interest rate) cannot go below zero—absent transaction frictions. Otherwise,
arbitrage opportunities would be possible, creating unlimited profits for cash
holders. In a completely cashless economy, in contrast, the nominal interest
rate can go negative. Should this happen, reserves will not store the value
of currency unchanged across time, although they will still provide a certain
payoff.

It is tempting to define the store-of-value property by requiring currency to
keep its value unchanged in terms of the purchasing power of goods. This
definition, however, would significantly rely on the stability of the value of
currency, which is not a property of currency.

Within this framework, money is a claim on base money, i.e., on what
defines currency, and shares with currency, to varying degrees, the store-of-
value andmedium-of-exchange properties, as underlined above.

Brunner (1989) wrote: “The distinction between monetary base and the
nation’s money stock is hardly informative or relevant for pure commodity
money regimes. The distinction becomes important with the emergence of
intermediation. Financial intermediation inserts a wedge between the mone-
tary base and the money stock” (Brunner, 1989, p. 175). He further under-
scored that privately issued money represents a claim on another type of
money, which is an “ultimatemoneywithout regress to other types ofmoney.”

Private financial institutions or the treasury can also supply liabilities that
promise to pay in units of currency at a future date; here, again, the cur-
rency is precisely identified by the liabilities of the central bank. However,
the promises can only be maintained if the units of currency to fulfill them,
or other means of payments in the same units, are available, in one way or
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another, at the maturing date. The attribute of money is then extended to
private and public claims that replicate or approximate the properties of base
money in the payment systemand, in general, in the financialmarkets. Indeed,
money is defined by its properties. The concept ofmoney is therefore broader
than that of base money, encompassing it, with borders between what is
money and what is not often vague and prone to creating instabilities in the
financial markets, as we will discuss later.

Chapter 1 illustrates a monetary economy with a single currency in which
the currency plays the three roles described above, but is cashless in equilib-
rium. The chapter investigates the intricate issue of how the value of a cur-
rency is determined through an appropriate specification of monetary policy
that includes setting a target for the nominal interest rate and implementing
appropriate balance-sheet policies.

Chapter 2 considers the same framework but gives a privileged role to
cash in providing liquidity. It discusses the control of the value of currency
by means of the monetary base, exploring whether that makes any difference
with respect to interest rate policies. The chapter concludes by examining the
conditions under which a currency can prevail as a medium of exchange in a
multiple-currency environment.

Chapter 3 discusses the implications of the central bank’s issuance of a dig-
ital currency in the form of deposits held by households at the central bank.
This framework changes the way the central bank controls the value of a cur-
rency, giving a significant role to central bank reserves in influencing inflation
beside the interest rate policy.

Chapter 4 extends the special liquidity properties that cash has, discussed
in Chapter 2, to risk-free debt securities, those issued either by the govern-
ment or by private intermediaries. These securities characterize a special class
of assets called “safe assets.” This category plays an important role in the
financial system as collateral or as something exchanged for goods or other
assets. Moreover, the deterioration of the quality of these assets can make the
economy prone to a liquidity crunch, as Chapter 11, later, will show. Chap-
ter 4 further considers who should supply the liquidity, the government or
the private sector, through financial intermediaries, and whether this brings
any challenges for the control of the value of currency. The chapter con-
cludes by analyzing currency competition for the denomination and payment
settlements of “safe assets”.



1
The Value of Currency

1.1 Introduction

A fundamental issue in the field of monetary economics revolves around the
intricate mechanisms governing the determination of the equilibrium price
level within an economy and the extent to which the central bank can effec-
tively exert its influence over this critical process. Nowadays, central banks
function under mandates that prioritize either maintaining price stability
or managing inflation, which gives rise to inquiries about their capacity to
efficiently achieve these goals.

This chapter demonstrates how the central bank possesses a wide array of
tools to influence the price level and can effectively determine the equilibrium
value as needed. This outcome logically arises when one recognizes that a cur-
rency with no intrinsic value is essentially what the central bank can issue at
its discretion, and the price level is inversely related to the currency’s value.
This gives special powers to the central bank in controlling the price level and
rationalizes the mandate in terms of inflation for central banks.

The central bank’s role in guiding the price level is not that of a regulator
that directly steers it onto a predefined path, distinct from the trajectory it
would have naturally followed. Without the proper specification of monetary
policy tools, there is no predetermined price level that the economy would
naturally reach. The central bank’s involvement is crucial for determining the
value of its currency.

As a result, the challengeof establishing theprice level comesdown to accu-
rately defining the tools available to the central bank. This comprehensive set
of tools goes beyond merely determining current and future nominal inter-
est rates; it also encompasses elements of the central bank’s balance sheet,
including its asset holdings and policies related to remittances.

7
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A currency with no intrisic value, no longer tied to a physical commodity,
seeks a form of real backing. This chapter, as well as the next, suggests that
this backing can be internal and can originate from various sources, including
central bank equity, asset composition, seigniorage, and a well-defined remit-
tance policy. Two proposals will be discussed in this chapter in the absence
of seigniorage resources.1 In the first, the central bank follows a policy of dis-
tributed real earnings, relying on a positive net equity position and investing
in default-free assets. Under the second proposal, the value of currency is
anchored by appropriately managing the holding of tangible real assets, such
as gold, and maintaining an investment in default-free assets.

The real anchor can also come from sources external to the central bank.
The framework explored in this chapter includes, as a particular case, what
is known as “the fiscal theory of the price level.” This arises when the central
bank, by effectively guaranteeing the treasury’s debt, extends its privilege of
issuing completely risk-free liabilities in its monetary system. In this case, the
real backing for the price level comes from real taxes. This clarifies that, in the
“fiscal theory,” the determination of the price level results from the collabo-
rative efforts of both fiscal and monetary authorities, rather than being solely
the responsibility of the fiscal authority.

While the theoretical analysis in this chapter is supportive of themonetary
authority’s control over the price level and inflation, the empirical evidence is
less so. Figure 1.1 shows theConsumer Price Index for theUnited States span-
ning the period 1774–2022. It highlights distinct periods when the currency
was backed by precious metals, such as silver and gold, which held sway for
approximately 150 years prior to World War II and continued in a modified
form through the Bretton Woods monetary system until 1973. Pure fiat cur-
rency regimes, on the other hand, are relatively rare throughout the course of
monetary history, with notable exceptions during events like the Civil War,
and the last 50 years.2

It is noteworthy that in 1774 the price index stood at 7.82 and had only
doubled, to 14.09, by 1938, the onset of World War II. During this period,
there were alternating periods of inflation, mainly during wartime, and

1. The next chapter is going to consider the possibility that the central bank can finance
a portion of its liabilities at a lower rate with respect to the market interest rate, giving rise to
seigniorage revenues.

2. A fiat currency is an intrinsicallyworthless currency imposed by the government as a legal
tender.
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deflation. The overall pattern reveals significant price fluctuations, oscillating
around a relatively constant value, which proved highly disruptive to eco-
nomic activity during periods of declining prices.3 This contrasts sharply with
the rapid surge that followed: themost recent data in 2022 shows a price index
of 292.66, more than twenty times higher than the observation in 1938. The
shift away from the Gold Standard marked a significant change in the mone-
tary regime, presenting central bankswith important challenges in controlling
the value of their currencies without being tied to tangible assets like gold.
This led to a learning process that culminated in the adoption of inflation
targeting policies, which set specific targets for the rate of change in prices.

However, in the post-Bretton-Woods period, the average annual rate of
price change has remained at approximately 4%, and it drops to 2.8%whenwe
exclude the Great Inflation period. While this reflects a substantial improve-
ment in the conduct ofmonetary policy, it still reveals limitations in effectively
controlling the value of the currency, especially in light of the recent surge
in post-COVID-19 inflation. Figure 1.1 plots a 2% trend starting in 1983 in
comparison with the actual data, highlighting the significant erosion in the
purchasing power of a dollar, even in relation to the Federal Reserve’s recently
stated quantitative inflation target.

While it is true that the inflation targeting framework adopted by many
central banks around the world preceded the development of theoretical
models suitable for its understanding, the evidence presented in Figure 1.1,
along with the theoretical results in this chapter, emphasize that there are still
aspects in the specification of monetary policy that should be given greater
consideration to enhance the stabilization of the price level or its growth rate.

For instance, the recent emphasis on forward guidance, which involves
specifying the future path of the policy rate, was particularly relevant during
the prolonged episode of near-zero short-term rates that many countries have
experienced. This emphasis is not only supported by the theoretical model
presented in this and following chapters when rates are at the zero lower
bound, but it is also considered a key aspect of sound policy under any eco-
nomic condition. The suspension of forward guidance, following the recent
surge in inflation as the policy rate lifted from zero, may have contributed
to destabilizing inflation expectations, as it provided no clear path for future
policies.

3. Bernanke and James (1991) provide arguments for the importance of the deflationary
pressures originating from the Gold Standard at the onset of the Great Depression.
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At the same time, the asset purchase programs implemented by many
central banks over the past fifteen years have brought attention to the com-
position of central bank balance sheets. From a theoretical standpoint, this
chapter demonstrates that balance sheet policies and asset composition are
generally significant factors in controlling the value of a currency. The intri-
cate connections betweenmonetary and fiscal policies, which are also present
in asset purchase programs, can be subtle and ambiguous, potentially giv-
ing rise to destabilizing movements in prices, as we may have witnessed with
the combinedmonetary and fiscal stimulus in response to the unprecedented
COVID-19 crisis.

This chapter explores a model of monetary economy characterized by an
inconvertible or irredeemable “paper” currency, such as theU.S. dollar, imply-
ing a currency devoid of intrinsic value. A “paper” currency is a claim that
represents a promise to be paid by itself, and this concept of currency exactly
coincides with the liabilities of the central bank, known as high-powered or
base money.

This definition carries two significant implications. First, a dollar claim
at a central bank is always repaid independently of the resources available to
the central bank. The central bank can indeed “create” that dollar. Second, the
central bank can simultaneously determine the quantity of its liabilities and
their remuneration. This ability arises from its capacity to “create” its liabili-
ties at will. In contrast, for a dollar claim to be fully paid back at the treasury
or any other institution, that institution must possess scarce dollar resources.
The treasury cannot “create” dollars; it must obtain them through other
means.

In the model that follows, the central bank can issue its liabilities in two
different forms: i) cash, i.e., banknotes or coins, and ii) reserves,which areone-
period short-term securities paying an interest rate iX . The central bank sets
the interest rate on reserves, iX . Since the central bank reserves are default-free
securities, by definition of currency, the absence of arbitrage opportunities
implies that the interest rate at a generic time t, it , on any other default-free
security issued in the economy should be equal to the interest rate on reserves
set by the central bank at the same time, i.e., it = iXt .Hence, by setting the inter-
est rate on reserves, the central bank can influence the short-term risk-free
rate in financial markets, establishing the first phase of its policy transmission
mechanism.

In the simple economy presented in this chapter, currency serves three key
roles: unit of account, medium of exchange, and store of value.
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A unit of account represents the standard measure for valuing goods and
securities, acting as the numéraire. In themodel presented in this chapter, there
exists a single unit of account, the dollar, and all prices for goods and securities
are quoted in terms of this unit. Given the definition of currency, the unit of
account in a paper currencymonetary system is defined by the liabilities of the
central bank.4

This chapter’s model presents several securities that serve as a medium of
exchange alongside base money (i.e., currency), including private and public
debt. There is no special role for cash in facilitating transactions, and, indeed,
in equilibrium the economy is cashless.

Securities serve as a store of value when they preserve currency units over
time, like banknotes or coins. In an economy where cash is in circulation, the
interest rate on any risk-free security cannot be negative. The reason is sim-
ple: negative interest rates would create arbitrage opportunities. Agents could
borrow at negative rates and invest in cash, yielding profits without assuming
any risk.

1.2 Outline of the Results

The central conclusion of this chapter highlights the complexity of price
determination, yet it asserts that monetary policymakers possess the tools
necessary for the task. Crafting a policy framework with sufficient richness
and appropriateness is crucial. Section 1.4 establishes that relying solely on an
interest rate policy falls short in determining a currency’s value. Conversely, in
Section 1.4.1, we examine the “fiscal theory of the price level,” which empha-
sizes that an appropriate tax policy, when combined with an interest rate
policy, can effectively determine the currency value. However, to run its fiscal
policy, the treasury’s liabilities should be guaranteed by the central bank.

Without this guarantee, there is still hope, however, for the central bank
to control the price level. Section 1.4.2 illustrates that currency value can be
determined by appropriately defining the central bank’s remittance policy,
either to the treasury or to the private sector, alongside its interest rate pol-
icy. A crucial aspect of this solution is that the central bank must maintain a
positive net worth and invest in default-free securities. The requirement of
maintaining a positive net worth can be dispensed in an economy with gold

4. See Hall (2005), Sims (1999b), andWoodford (2001c).
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by having the central bank invest in gold and sell it at some point in time, as
Section 1.5 shows.

1.3 Model

This chapter presents a simple endowmentmonetary economy under perfect
foresight with one currency. There are three agents: the consumer, the trea-
sury, and the central bank. We describe each agent and choice in turn, and
then we discuss the overall equilibrium.

1.3.1 Consumers

Consider a representative agent in a closed economy with the following
intertemporal utility:

∞∑
t=t0

β t−t0U(Ct), (1.1)

whereβ with 0<β < 1 is the subjective discount factor in preferences, while
U(·) is a concave, twice-differentiable, utility function and (C) is the con-
sumption of the only good available in the economy. The representative agent
faces the following budget constraint, expressed in units of currency:

Bt
1+ it

+ Xt

1+ iXt
+Mt + PtCt +Tt =Bt−1 +Xt−1 +Mt−1 + PtY . (1.2)

There are three types of securities available: bonds (B), reserves (X), and
cash (M). All these securities are denominated in the unit of account. The
one-period bond (B) has a unitary face value and is issued at a discount with a
nominal interest rate (i). Reserves are provided by the central bank, also with
a unitary face value, and they yield an interest rate (iX). Cash (M) consists
of banknotes or coins supplied by the central bank, and it does not pay any
interest.

The representative agent has the option to take either a long position
(where B is positive) or a short position (where B is negative) with respect to
bonds. However, when it comes to central bank reserves and cash, the agent
can only take a long position, i.e., Xt ≥ 0 andMt ≥ 0 for each t≥ t0.

It is crucial to highlight that both B and X have identical payoffs and
are considered default-free. However, they are distinct securities. B is issued
by either the private sector or the treasury and must meet specific financial
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conditions to be considered default-free. In contrast, X is provided by the
central bank and is guaranteed since it can be created by the central bank at
will.

The central bank establishes the interest rate on reserves and ensures a
positive supply of them. Because bonds and reserves offer the same payoff,
they should have the same price, eliminating any arbitrage opportunities. This
result relies on the requirement that the supply of reserves is strictly positive.5

By setting the policy rate, the central bank has direct control over the inter-
est rate on any other default-free security. Therefore, it = iXt , and henceforth,
it represents the interest rate on reserves. This marks the initial step in the
transmission mechanism of monetary policy into the broader economy.

The right-hand side of (1.2) represents the resources available at time t in
units of currency. The agent enters time t with assets Bt−1 and Xt−1 and a
stock of cashMt−1. He receives a constant endowment (Y) of goods. (P) is
the price of the only good available, expressed in dollars. The left-hand side
of (1.2) says that available currency at time t can be spent to invest in new
securities (Bt ,Xt ,Mt) at their prices, to purchase goods (Ct), and to pay taxes
(Tt).6

Let us nowdescribe the threeproperties of currency resulting from theflow
budget constraint (1.2): unit of account,means of payment, and store of value.

A currency is a unit of account because it is the numéraire in which goods,
taxes, and securities are denominated, as can be seen from the flow budget
constraint (1.2).

Alongside with currency (cash and reserves), the consumer can use every
instrument present on the right-hand side of (1.2) as a means of payment:
bonds and the proceeds obtained by selling the endowment. Therefore, in this
model, the property of currency as ameans of payment applies to a broader set
of instruments.

5. More formally, consider that the price of a bond offering only a pecuniary payoff cannot
be lower than the appropriate discounted value of the payoff; otherwise, investorswill bid up its
price. It is important to note thatX andB have the same payoff. By setting the interest rate, iX on
reserves, and by providing a positive supply of them, the central bank is effectively establishing
the discounted value of any default-free securities. As a result, the price of security B cannot
be lower than that of X, and therefore the interest rate i is constrained to be no higher than
iX . However, it cannot be lower; otherwise it would be possible to obtain arbitrage gains by
borrowing at the market rate and investing in reserves.

6. A negative T indicates transfers from the treasury to the household.
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A currency is a store of value because it allows for the storage of units of cur-
rency intertemporally, through cash, for example. This property has immedi-
ate implications for the nominal interest rate. It cannot be negative, i.e, it ≥ 0;
otherwise there could be arbitrage opportunities. When it < 0, the represen-
tative agent could borrow 1/(1+ it) dollars at time t, with 1/(1+ it)> 1,
promising to pay one dollar at time t+ 1. The representative agent can invest
the amount borrowed in cash, store its value, pay back debt and obtain profits,
with certainty, of the amount−it/(1+ it)> 0.

Note that cash is a perfect substitute for bonds in settling payments, there-
fore, if the nominal interest rate is positive, cash will be dominated by bonds
and its demand will be zero. Only at a zero interest rate will it be held. It is
then possible to disregard cash in the following analysis, i.e., set Mt = 0 for
each t≥ t0, and consider the economy cashless in equilibrium, but not with-
out cash. Indeed, the possibility of using cash as a store of value implies that
interest rates cannot be negative.

In equation (1.2), a negative Bt indicates that the consumer is obtaining
a loan through the bond market. When formulating the budget constraint,
we have assumed that private debt is free from default, a condition that
necessitates sufficient backing with resources.7

There exists an upper limit to the amount of debt that the consumer can
issue and repay with certainty. This limit can be described as follows. Sup-
pose the representative agent reaches time t with thismaximumdebt amount.
The only way it can repay the loan at that point is by consuming nothing
from time t onward and utilizing all its assets, including current and future
net income. Therefore, at each time t, with t≥ t0, the consumer’s outstand-
ing debt position (−Bt−1) to be repaid with certainty should respect the
following inequality:

−Bt−1 ≤Xt−1 +
∞∑
j=0

R̃t,t+j
(
Pt+jY −Tt+j

)
<∞, (1.3)

in which R̃t,t+j is the nominal discount factor to evalute one unit of currency
at time t+ jwith respect to time t, with R̃t,t ≡ 1, and

R̃t,t+j ≡
j∏

i=1

(
1

1+ it+i−1

)
,

7. We are assuming commitment to financial obligations or full enforceability of contracts.
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for j≥ 1. The inequality stated in (1.3) specifies that the outstanding debt
at time t must be repaid using the available assets, which are central bank
reserves, and current as well as future net income. Only under these circum-
stances will a lender extend credit at an interest rate devoid of default, thus
preventing any Ponzi scheme-like situation involving indefinite borrowing.

The borrowing limit (1.3) can be equivalently written in real terms as

− Bt−1

Pt
≤ Xt−1

Pt
+

∞∑
j=0

Rt,t+j

(
Y − Tt+j

Pt+j

)
<∞, (1.4)

where nowRt,t+j is the appropriate real discount factor to evaluate one unit of
good at time t+ jwith respect to time t, with Rt,t ≡ 1, and

Rt,t+j ≡
j∏

i=1

(
1

1+ rt+i−1

)
,

for j≥ 1.8 The real interest rate (r) at time t is defined as 1+ rt = (1+ it) ·
(Pt/Pt+1). Note that in (1.3) and (1.4) the present discounted value of net
income should be finite in order for consumption to also be finite.

The consumer chooses sequences {Ct ,Bt ,Xt}∞t=t0 with Ct ,Xt ≥ 0 to maxi-
mize (1.1) under the flow budget constraint (1.2) and borrowing limit (1.4)
at each time t≥ t0, given initial conditionsBt0−1 andXt0−1.9 Households take
as a given the prices, interest rates, endowments, and taxes in their optimiza-
tion problem. An alternative, and equivalent, formulation of the consumer’s
optimization problem can be obtained by replacing constraint (1.4) with
intertemporal budget constraint

∞∑
t=t0

Rt0,tCt ≤ Bt0−1 +Xt0−1

Pt0
+

∞∑
t=t0

Rt0,t
(
Y − Tt

Pt

)
, (1.5)

for which the present discounted value of consumption is bounded above by
the sum of the initial real value of financial assets and the present discounted
value of real net income. A third and equivalent formulation can be obtained

8. Transitioning from equation (1.3) to (1.4), we have implicitly assumed the existence of
a finite price level in line with a monetary equilibrium. Further discussion on the existence of a
monetary equilibrium will be provided later in this chapter.

9. Recall that we have setMt = 0 at all times.
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by replacing constraint (1.4) with the following limit:

lim
t−→∞

{
Rt0,t

(
Bt−1 +Xt−1

Pt

)}
≥ 0. (1.6)

This conditionmandates that the limit of thediscounted valueof assets owned
by the household remain nonnegative.10

The optimization problem implies the Euler equation

Uc(Ct)=β(1+ rt)Uc(Ct+1) (1.7)

in an interior solution and for each t≥ t0 in which Uc(·) is the first deri-
vative of the function U(·) with respect to its argument. The marginal
rate of substitution between consumption in subsequent periods, the ratio
Uc(Ct)/(βUc(Ct+1)), is equal to the (gross) real interest rate, 1+ rt . Con-
sumption and saving are at their optimum when the marginal utility of one
unit of consumption at time t is equivalent to themarginal utility of saving that
unit, i.e., postponing consumption to the next period. The last optimality con-
dition requires that all resources for consumption be exhausted. Therefore,
intertemporal budget constraint (1.5) holds with equality

∞∑
t=t0

Rt0,tCt = Bt0−1 +Xt0−1

Pt0
+

∞∑
t=t0

Rt0,t
(
Y − Tt

Pt

)
, (1.8)

or equivalently

lim
t−→∞

{
Rt0,t

(
Bt−1 +Xt−1

Pt

)}
= 0, (1.9)

which is the transversality condition.

1.3.2 Government

The government includes the central bank and the treasury. The central bank
has a simple composition on the balance sheet. It issues reserves (XC) and
can hold private and/or treasury bonds (BC). The central bank’s flow budget
constraint is represented by

XC
t−1 + BCt

1+ it
+TC

t = XC
t

1+ it
+BCt−1. (1.10)

10. Appendix A presents equivalence results among (1.4), (1.5), and (1.6).
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In this equation (BC) represents the central bank’s holdings of short-term
default-free securities, supplied by either the treasury or the private sector,
while (XC) is the supply of the central bank reserves, which, in this cashless
economy, are the central bank’s only liabilities; (TC) are the nominal remit-
tances delivered to the treasury, when positive, or transfers received, when
negative. On the left-hand side of (1.10), the equation accounts for the cen-
tral bank’s liabilities to pay (XC

t−1), the new purchases of assets (BCt ), and the
transfers made to the treasury (TC

t ), if positive; on the right-hand side these
payments are made by issuing new reserves (XC

t ) and through the payoff of
previous-period asset holdings (BCt−1).

A holder presenting a nominal claim like XC at the central bank is always
paid back, regardless of the resources that the central bank has on its balance
sheet:XC are claims of units of the central bank’s liabilities that define the dol-
lar; they are claims to themselves! The central bank does not even need to
hold any asset to pay them, nor rely on any other resource. In (1.10),BCt could
be set to zero at all times and still the central bank could issue reserves at will
and also set the interest rate on them. As a unique agent in the economy, the
central bank can indeed decide both the quantity of its liabilities to issue and
their price: given XC

t−1, it can set at the same time XC
t and it and let TC

t or BCt
appropriately adjust according to (1.10).

The treasury’s outstanding debt at time t, instead, given by BFt−1, repre-
sents a nominal claim on BFt−1 dollars that the treasury has to find to be
solvent. The debt issued by the treasury is distinct from that of the central
bank but shares similarities with private debt, as it must meet specific cri-
teria to be considered free from default. Observe that credit rating agencies
do assess the credit risk of treasury debt but not that of central banks. Fur-
thermore, the events surrounding the 2023 debt-ceiling negotiations in the
U.S. and the subsequent downgrade by rating agencies of U.S. Treasury debt
highlight the significance of fiscal sustainability in safeguarding the security of
public debt.

The budget constraint of the treasury is

BFt−1 =Tt +TC
t + BFt

1+ it
. (1.11)

At a generic time t, the treasury can pay its obligations BFt−1 by raising lump-
sum taxes Tt , or using the remittances transferred by the central bank TC

t , or
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issuing new debt BFt .
11 However, in the latter case, the treasury cannot decide

both quantity and price. As in the case of consumer debt, the treasury debt
is subject to a solvency constraint to be deemed safe. In nominal terms, the
solvency constraint is

BFt−1 ≤
∞∑
j=0

R̃t,t+j

(
Tt+j +TC

t+j

)
<∞,

or equivalently in real terms,

BFt−1
Pt

≤
∞∑
j=0

Rt,t+j

(
Tt+j

Pt+j
+ TC

t+j

Pt+j

)
<∞. (1.12)

The outstanding treasury debt should be covered through a combination of
current and future taxes, as well as the remittances received from the central
bank. This is the natural condition a lender would require to extend credit to
the treasury at a default-free rate. The inequality referenced in (1.12) should
be interpreted as a restriction on how the treasury determines tax levels, tak-
ing into account the existing debt, the patterns of prices and interest rates,
and the amount of remittances received from the central bank. When taxes
are reduced in certain periods, they must subsequently be increased in other
periods to ensure compliance with this constraint.

As an alternative, we can substitute (1.12) with the following condition:

lim
t−→∞

{
Rt0,t

(
BFt−1
Pt

)}
≤ 0. (1.13)

This constraint ensures that the limit of the discounted value of debt issued
by the treasury remains nonpositive, thereby prohibiting Ponzi schemes
within the treasury’s financial operations.

In the subsequent analysis, we make the assumption that condition (1.12)
or, equivalently, (1.13), is satisfied precisely with an equality sign. This
assumption can be supported by political-economic considerations, where
imposing taxes beyond the debt burden is deemed costly, or by the rationale
that the treasury does not intend to accumulate a positive asset position for
the long run.

11. We are abstracting from government purchases, and T can be interpreted as lump-sum
taxes net of transfers.
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1.3.3 Equilibrium

Equilibrium in asset markets requires that the debt issued by the government
be held by the central bank and the consumer,

BFt =BCt +Bt , (1.14)

while the reserves issued by the central bank be held by the consumer only:

XC
t =Xt , (1.15)

for each t≥ t0.12

Aggregating the budget constraints of the consumer, equation (1.2), and
the government, equations (1.10) and (1.11), by using (1.14) and (1.15), the
equilibrium in the goods market, Ct = Y for each t≥ t0, follows. Consump-
tion is equal tooutput, consistentlywith a closed economywithno investment
and government purchases.

To characterize the determination of the value of currency, which is the
inverse of the price level, the following equilibrium conditions are relevant.
The first is the Euler equation (1.7), which, using Ct = Y for each t≥ t0,
implies the Fisher equation,

1+ it = 1
β

Pt+1

Pt
, (1.16)

saying that the nominal interest rate is equal to the real rate, 1/β , and to
the next-period inflation rate. Note that, given the assumption of a constant
endowment, the real interest rate is constant and equal to the inverse of β .
The second equilibrium condition is the intertemporal budget constraint of
the consumers (1.8), which can be written using equilibrium in the goods
market as

Bt0−1 +Xt0−1

Pt0
=

∞∑
t=t0

β t−t0 Tt

Pt
, (1.17)

having substituted in equation (1.8) Rt0,t =β t−t0 for Rt0,t . On the left-hand
side of (1.17), we have the overall real net liabilities of the entire government
(including the treasury and central bank) in relation to the private sector. On
the right-hand side, there is the present-discounted value of real taxes. It is
important to note that this equation represents an equilibrium condition and

12.We could separate the markets for private and treasury debt, but it will be inconsequen-
tial for the analysis.
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should not be interpreted as a solvency constraint for the government, requir-
ing taxes to adjust in order to fulfill all government debt obligations to the
private sector. Instead, the relevant solvency condition for only the treasury
is (1.12), which we restate here with the equality sign following the previous
discussion and having substituted in Rt0,t =β t−t0 for Rt0,t:

BFt0−1

Pt0
=

∞∑
t=t0

β t−t0
(
Tt

Pt
+ TC

t
Pt

)
. (1.18)

This equation should be understood as a constraint on the trajectory of taxes.
To provide a complete characterization of the equilibrium price level, we

need to incorporate the budget constraints of both the central bank and
the treasury, represented as (1.10) and (1.11). These constraints are here
rewritten as:

Xt −BCt
1+ it

=Xt−1 −BCt−1 +TC
t , (1.19)

BFt
1+ it

=BFt−1 −Tt −TC
t . (1.20)

Additionally, we need to consider equilibrium in the bond market, (1.14).
An equilibrium is a set of sequences

{
Pt , it ,Xt ,BCt ,T

C
t ,BFt ,Tt ,Bt

}∞
t=t0

with
{
Pt , it ,Xt ,BCt

}∞
t=t0

nonnegative that satisfies conditions (1.14), (1.16),
(1.19), and (1.20), holding at each t≥ t0, and conditions (1.17), given ini-
tial values BCt0−1,B

F
t0−1,Xt0−1. Moreover, the sequence of taxes, {Tt}∞t=t0 ,

should satisfy (1.18) for any equilibrium sequences
{
Pt ,TC

t
}∞
t=t0

, given initial
condition BFt0−1.

13

There are four degrees of freedom to specify government policy.14 By
inspecting (1.19 ), we can see that the central bank can specify the sequences
of interest rates, reserves, and remittances—i.e.,

{
it ,Xt ,TC

t
}∞
t=t0

—letting the
asset holdings be determined by (1.19). The supply of reserves is assumed to
always be positive, a critical assumption for ensuring that the market interest
rate, it , remains equal to the interest rate on reserves, iXt , at all times. With the
central bank dictating the sequences

{
it ,TC

t
}∞
t=t0

, the treasury can then deter-
mine the trajectory of taxes {Tt}∞t=t0 , in accordance with (1.18) and given the

13. It is further required that the infinite sums in equations (1.17) and (1.18) be finite.
14. Equations (1.17) and (1.18) do not reduce the degrees of freedom since they are

intertemporal conditions.
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equilibrium sequence of prices {Pt}∞t=t0 , while the supply of treasury bonds
follows from (1.20).

There are significant insights for monetary policy that can be gleaned from
this analysis. Firstly, it becomes evident that the economy lacks an inherent
tendency to establish an equilibriumprice levelwithout the central bank artic-
ulating its policy. In fact, without the central bank setting any of the sequences{
it ,Xt ,TC

t
}∞
t=t0

, the economymay be plagued by multiple equilibria.
Secondly, it underscores the importance of the central bank specifying not

only the current stance of its monetary policy but also its future trajecto-
ries. In line with this, the recent emphasis on forward guidance in monetary
policymaking, especially in situations where the zero lower bound is a fac-
tor, emerges as a natural element of effective monetary policy under any
circumstances.

Lastly, it highlights that it is not only essential for the central bank to define
its interest rate policy, but it is also crucial for it to articulate the specifics of its
balance-sheet policies. In keeping with this perspective, the next section will
demonstrate that an interest rate-only policy cannot uniquely determine the
price level.

1.4 Determining the Value of the Currency

The interest rate policy cannot alone determine the value of currency. This
can be seen by using the Fisher equation (1.16). If the central bank pegs the
interest rate at a constant value, it = i, then (1.16) will determine only the rate
of changes in prices, not the price level. This is Sargent andWallace’s critique
(1975) of interest rate pegging. The indeterminacy problem is present even if
the central bank sets the interest rate in an active way by reacting to the price
level following policy rule

1+ it =max

{
1
β

(
Pt
P̄

)φ
, 1

}
, (1.21)

where φ is a nonnegative parameter, φ≥ 0, and P̄ is positive. The target P̄
could represent the target price level specified in the central bank’s mandate.
When φ > 0, the policy instrument reacts directly to the deviation of the
actual price level with respect to the target. Whenφ= 0, the nominal interest
rate is pegged to a constant value, the real rate, but P̄ can still be interpreted
as the policy’s objective. The Fisher equation (1.16) and the interest rate
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figure 1.2. Plot of difference equation (1.22) in which φ > 0. Point E is the
stationary solution Pt = P̄ at each date t. If Pt≤β

1
φ P̄, the rate of deflation of

the price level is β , with 0<β < 1.

policy (1.21) are two equations in twounknowns, i.e., prices and interest rates.
It would seem that there are enough restrictions to determine the path of
prices and interest rates.However, this turns out to be incorrect, as the analysis
below shows.

Combining (1.16) and (1.21), the price level follows a nonlinear difference
equation:

Pt+1

Pt
=max

{(
Pt
P̄

)φ
,β

}
. (1.22)

Equation (1.22) has infinite solutions irrespective of valueφ≥ 0.Consider
first the case φ > 0, which is shown in Figure 1.2. There is a stationary solu-
tion, with Pt > 0, if and only if Pt0 = P̄. If instead Pt0 > P̄, the solution will be
monotone increasing, which is an inflationary solution. On the other hand,
if Pt0 < P̄, the solution will be monotone decreasing, a deflationary solution,
and in particular when Pt ≤ β1/φ P̄ the rate of deflation is β . Moreover, note
that solutions associated with different Pt0 never cross in the time dimension.
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Therefore, whenφ > 0, there are infinite solutions that can be simply indexed
by the value assumed by the initial price level, Pt0 , in interval (0,∞).

Consider now the case φ= 0. Infinite solutions are also possible, indexed
by the value assumed by initial price level Pt0 in range (0,∞). However, all
these solutions are stationary.

It is crucial to emphasize that the limitations of relying solely on an
interest-rate-based policy for price determination apply broadly across var-
ious interest-rate policy specifications, such as Taylor rules in which the
interest rate reacts to the current inflation rate, and more comprehensive
frameworks.15 This issuepersists evenwhen considering factors such as uncer-
tainty and nominal rigidities. In the upcoming sections, we investigate the
proper specifications of other policy elements necessary to attain a uniquely
determined trajectory of prices while maintaining the interest rate policy
(1.21).

1.4.1 The Fiscal Theory of the Price Level

This section explores what has been termed the “fiscal theory of the price
level,” which arises from the coordination between monetary and fiscal pol-
icy, as we will discuss in detail. At the core of this coordination lies the central
bank’s commitment to guarantee the treasury’s debt, effectively extending the
special default-free status of its own obligations to the treasury. This enables
the treasury to formulate a tax policy without being bound by the solvency
requirement outlined in (1.12).The literature avoids explicitly addressing this
implicit or explicit support because it merges the central bank and treasury
within the government, thereby blurring the crucial distinction between the
central bank’s liabilities and treasury debt.

A theoretical dispute has cast doubt on the validity of the fiscal theory of
the price level. Some, like Buiter (1999, 2002), argue that the government’s
intertemporal budget constraint must always hold as an identity, while oth-
ers, such asCochrane (2005), Sims (1999b), andWoodford (2001b), contend
that it can be disregarded when considering off-equilibrium prices. The con-
troversy is effectively resolved when we differentiate between the treasury
and central bank. By doing so, we recognize that the treasury should adhere
to a solvency constraint because it makes commitments to “pay in units of

15. Taylor rules are named after the seminal work of Taylor (1993) to identify interest rate
rules in which the policy rate reacts to inflation and the output gap.
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a commodity (such as dollars) for which it has a limited capacity to produce
or obtain in the market” (Sims, 1999b, p. 2). In contrast, the central bank
issues securities “that make no promise to pay in units other than the secu-
rity itself ” (Sims, 1999b, p. 4). In the context of the fiscal theory of the price
level, the central bank implicitly or explicitly guarantees the treasury’s debt,
extending the special properties of its liabilities to the treasury. This is why
the treasury is not constrained to set taxes to meet the solvency constraint
(1.12).

The consolidated budget constraint between the two institutions arises by
using (1.19) and (1.20) while netting out the remittances policy:

Bt +Xt

1+ it
=Bt−1 +Xt−1 −Tt , (1.23)

in which the equilibrium in the bonds market, (1.14), is used.
Given that the tax policy is no longer constrained by (1.18), the three equa-

tions (1.16), (1.21), and (1.23) holding at each t≥ t0, together with (1.17),
characterize the equilibrium values for the sequences {it , Pt ,Xt ,Tt ,Bt}∞t=t0 ,
given initial conditions Xt0−1 and Bt0−1.16 Two other instruments of policy
are left to be specified besides the interest rate, as in (1.21), i.e., the sequence
of taxes {Tt}∞t=t0 and that of reserves {Xt}∞t=t0 . Let the path of reserves be an
arbitrary positive sequence.

The key factor influencing the price level is the formulation of the tax pol-
icy. It is important to note that not all tax policies are equally effective in
achieving this goal.One tax policy thatworks under the central bank’s backing
is the constant real taxpolicy, expressedasTt/Pt = (1−β)τ ,withτ > 0.This
policy can be put into practice in twoways: i) the tax authoritymay set a nomi-
nal tax that is fully indexed to the price level, ensuring it consistently generates
revenues equivalent to (1−β)τ worth of goods; ii) it could alternatively col-
lect tax payments directly in the form of goods. Use Tt/Pt = (1−β)τ in
(1.17) to obtain

Bt0−1 +Xt0−1

Pt0
= τ ,

which can be solved for Pt0 as:

Pt0 = Bt0−1 +Xt0−1

τ
. (1.24)

16. The infinite sum in (1.17) should be finite.
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The full path of the price level is now uniquely determined through-
out equation (1.22). An interesting implication of (1.24) is that there exists
a proportional relationship between the government’s net liabilities with
respect to the private sector and the price level. To illustrate, if the gov-
ernment were to double the number of securities that essentially represent
claims to themselves, this action could result in a doubling of the price
level.

The literature on the “fiscal theory of the price level” has labelled the
tax policy Tt/Pt = (1−β)τ > 0 active, capturing the notion that the tax
policy should not necessarily adjust to ensure government solvency, or non-
Ricardian, meaning that it creates wealth effects on the private sector, as
opposed to passive or Ricardian.17 This line of analysis has given rise to the
view that fiscal policy plays a pivotal role in shaping the price level. For
instance, in his presidential address to the American Economic Association,
Sims (2013) contended that “fiscal policy can be a determinant, or even the
sole determinant, of the price level,” and that “paper” currency requires fiscal
support to control its value.Nevertheless, it’s essential toqualify this argument
by acknowledging that, to some degree, it is accurate to assert that the tax pol-
icy influences the trajectory of prices. Given the interest rate policy (1.21),
from among themany possible solutions in (1.22), the tax policy can pick the
equilibriumone. If τ = τ ∗, with τ ∗ ≡ (Xt0−1 +Bt0−1)/P̄, then the price level
is going to be always at P̄, as equation (1.24) shows.When taxes are higher, i.e.,
τ > τ ∗, then Pt0 < P̄, and a deflationary path will unravel if φ > 0, as shown
in (1.22). On the contrary, an inflationary path occurs with a lower tax rate
than τ ∗.

The qualification to Sims’s argument becomes apparent when we observe
that the authority of the tax policy to influence the price level stems exclu-
sively from the backing of the central bank. The commitment to the tax
policy Tt/Pt = (1−β)τ , regardless of the price level’s trajectory, is ensured
by the central bank’s guarantee of the treasury’s debt, rendering the solvency
constraint (1.12) no longer a limiting factor.

17. The category of active fiscal policies extends beyond constant real tax policies to encom-
pass rules where the real tax rate responds, albeit modestly, to the current level of real debt.
A much stronger reaction that ensures the stationarity of the real debt qualifies as a passive
fiscal policy. See the analysis of Benhabib, Schmitt-Grohé, and Uribe (2001a,b) and Sims
(1994).
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To grasp this role, let’s insert the tax policy Tt/Pt = (1−β)τ into (1.12),
assuming, for simplicity, that TC

t = 0 at all times. This yields:

BFt0−1

Pt0
≤ τ .

The treasury, acting alone, cannot commit to such a tax policy, regardless of
the price level. If, for a given initial debt obligation BFt0−1, the price level at
time t0 settles at a sufficiently low value, the left-hand side of the equation
above could exceed the right-hand side.This implies that at that price level, the
treasury may become at least partially insolvent. To ensure the debt remains
default-free, it must adjust its tax policy to meet its obligations, and it cannot
adhere toTt/Pt = (1−β)τ , regardless of the price level’s trajectory. The cen-
tral bank’s guarantee of the treasury’s debt is crucial for completely relaxing
constraint (1.12) and allows the treasury to determine the price level through
the aforementioned tax policy. This guarantee can be implicit by hypothe-
sizing that the central bank is ready to purchase treasury debt indefinitely,
correspondingly issuing reserves, or making appropriate transfers to always
back treasury debt, regardless of the price level.18 The analysis raises some
important questions.

Why should the central bank back the treasury and grant it the power to
influence the price level?This arrangement carries the risk of extending undue
authority to the fiscal branch, potentially endangering price level control, as
elaborated in the studies by Bianchi and Melosi (2019) and Bianchi, Faccini,
and Melosi (2023), who substantiate their arguments with empirical data.
A fiscal authority that has not the ability to deliver a sufficient fiscal capac-
ity can be the source of high inflations or hyperinflations, as we will explore
in Chapter 13. Bassetto and Sargent (2020) recount historical instances
where the lines of authority between the treasury and the central bank were
blurred.

Is it conceivable for the central bank to achieve price determination inde-
pendently? Given the unique characteristics of the central bank’s liabilities, it
should come as no surprise that the central bank has the capability to indepen-
dently influence the price level, without relying on fiscal authority support, as
we will demonstrate in the next section.

18. On the contrary, trajectories of taxes that guarantee solvency regardless of the equil-
brium path of prices do not determine the price level.
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1.4.2 Central Bank Theory of the Price Level

The “fiscal theory of the price level” does not account for two practical sce-
narios of interest. First, in cases wheremonetary systems evolve toward forms
of private currency, it becomes essential to consider how these private enti-
ties can maintain control over the value of their currency without depending
on fiscal policy. Additionally, even in more traditional monetary systems,
such as the European Monetary Union, the conventional perspective of a
consolidated government budget constraint appears to be an inadequate rep-
resentation of reality.19 Instead, reality is marked by significant boundaries
between the central bank and numerous national tax authorities, as evidenced
by events such as the Greek default in 2015.

Without the central bank’s backing, the treasury should respect solvency
condition (1.12) for its debt to be deemed devoid of default. Taxes should
be adjusted to pay the initial value of government liabilities for any possible
equilibrium path for prices and the remittances policy.20

The equilibrium allocation can be analyzed in the following way. Use
(1.18), which is (1.12) with equality, to substitute for the path of taxes in
(1.17) to obtain

∞∑
t=t0

β t−t0 T
C
t
Pt

= BCt0−1 −Xt0−1

Pt0
. (1.25)

Having set the interest rate policy as in (1.21), the equilibrium can be char-
acterized by nonnegative sequences {it , Pt ,Xt ,BCt ,T

C
t }∞t=t0 that satisfy (1.16);

(1.21); the central bank’s budget constraint

Xt −BCt
1+ it

=Xt−1 −BCt−1 +TC
t (1.26)

for each t≥ t0; and (1.25), given initial conditions BCt0−1,Xt0−1.21 Condition
(1.25) can be also replaced by

lim
t−→∞

{
Rt0,t

(
BCt−1 −Xt−1

Pt

)}
= 0,

19. In their works, Canzoneri, Cumby, and Diba (2002) and Sims (1999a) argue that fiscal
discipline is essential for maintaining price stability.

20. In the case of not enough resources to pay debt, the default rate would be determined
endogenously to align obligations that can be met with available resources.

21. The infinite sum in (1.25) should also be finite.
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which is the result of combining (1.9) with (1.13), holding with equality, and
(1.14).

There are two additional degrees of freedom to specify policy, but these
are solely within the domain of the central bank’s tools. In this scenario, the
treasury does not exert any influence on the determination of the price level.
We assume that the central bank, in addition to its interest rate policy, simul-
taneously determines an arbitrarily positive sequence of reserves {Xt}∞t=t0
and a nonnegative remittances policy

{
TC
t
}∞
t=t0

. While the nonnegativity of
the remittances policy is not an absolute necessity, it plays a crucial role in
preventing the treasury from providing financial support to the central bank.

The equilibrium condition (1.25) mandates further comments. The
present discounted value of remittances in equilibrium should be equal to the
real value of the net asset position of the central bank. The condition (1.25)
is not to be interpreted as a solvency condition for the central bank, since
its nominal liabilities are always paid back. Intertemporal constraint (1.25)
holds in equilibriumnot because the central bank necessarily adjusts its remit-
tances to fulfill (1.25) at equilibrium prices, but because equilibrium prices
may adjust given the chosen remittances policy. Indeed, the central bank can
determine the initial price level with an appropriate transfer policy.

Let’s explore a real transfer policy. Since the central bank lacks endowment
of goods, such a policy involves committing to a monetary transfer indexed
to the price level, ensuring it maintains a specific purchasing power in terms
of goods. Let us consider the policy TC

t /Pt = (1−β)τC for each t≥ t0, with
τC> 0; then by using it in (1.25) the initial price level can be determined by

Pt0 = (B
C
t0−1 −Xt0−1)

τC
. (1.27)

This price is positive insofar that BCt0−1>XC
t0−1, i.e., the central bank has

more assets than liabilities, which can happen if it starts its operations with
somepositive level of networth. By setting τC = (BCt0−1 −Xt0−1)/P̄, the price
level Pt0 can be determined at P̄ irrespective of whether the parameter φ in
(1.21) is positive or zero. There is no inherent conflict within the central
bank that would hinder its ability to control the price level as desired. This
is different from the cooperation required under the “fiscal theory of the price
level.”

The equilibrium condition (1.25) can be useful to illustrate the intution
behind price determination. Let’s define central bank’s net worth (NC) as the
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difference between assets and liabilities,

NC
t ≡ BCt −Xt

1+ it
,

and write (1.25) as

1
Pt0
(1+ it0−1)NC

t0−1 =
∞∑
t=t0

β t−t0 T
C
t
Pt

, (1.28)

saying that the real value of equity, compounded, is equal to the current and
future discounted real “earnings” that the central bank distributes. The value
of currency, the factor 1/Pt0 , is nothing more that the price of central bank’s
equity in units of goods.22 Given the nominal value of equity at time t0 − 1,
NC
t0−1, the central bank candetermine the value of its currency, i.e., the price of

equity in units of goods, by an appropriate policy of distributed real earnings.
At this point, it would be tempting to draw a parallel with the valuation of

equity for private companies, as a function of the stream of dividends, arguing
that any of these private intertemporal constraints could determine the price
level. This is fallacious, simply because the liabilities of these companies are
not claims to themselves. However, for companies whose liabilities are claims
to themselves, like today’s cryptocurrencies, the above framework could apply
to determine the price of goods in units of those claims (currency), but not in
units of dollars.23

One somehow counterintuitive implication of (1.28) is that an expan-
sion of the reserves of the central bank, given a stream of real remittances,
lowers the price level. This is indeed the case because it reduces the nomi-
nal value of the central bank’s equity. Given no variation in the distributed real
earnings, the price of the central bank’s equity in units of goods should rise.
This, in turn, requires a fall in the price level. This implication will change
when considering the possibility that the central bank holds a commodity like
gold, as in Section 1.5, or relies on seigniorage revenues, as in Chapter 2.

Equation (1.28) further illustrates that there are some important features
of the central bank’s ability to control the price level on top of the interest rate,

22. Since equity is a liability of the central bank, the price of one dollar equity is a dollar.
23. In Sims’s (1999b) discussion of the fallacy in the notion that any intertemporal dollar

constraint would effectively determine the value of dollars, he considers the scenario where
companies issuing stocks that essentially represent claims to themselvesmight have the capacity
to set the price level in terms of those stocks.
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remittances, and reserve policies. In the framework of this section, the central
bank needs i) some transfers, either from the treasury or the private sector,
and ii) to have default-free securities in its portfolio, such as BC.24

Consider, first, the need to have a transfer, possibly at the beginning of the
central bank’s activity. Equation (1.28) shows that this necessarily depends on
a positive net worth that the central bank cannot build on its own, at least in
the setup of thismodel.25 To see this result, rewrite (1.26) using the definition
of net worth as

NC
t =NC

t−1 +�C
t −TC

t ,

with the central bank’s profits (�C) given by

�C
t = it−1

1+ it−1
(BCt−1 −Xt−1)= it−1NC

t−1.

Profits are positive if and only if the interest rate and the net worth are posi-
tive. If central bank’s networth is zero at time t0 − 1, profitswill always be zero
and the net worth can never be positive, since TC

t ≥ 0. Thus a transfer, real or
nominal, is needed.

Another important feature of the central bank’s control of the price level is
its holding of default-free nominal securities, issued either by the treasury or
the private sector. Although this is not a necessary requirement for controlling
interest rates, it is critical in the setup of this chapter for price determination.
Equation (1.27) has demonstrated that the central bank should include cer-
tain assets in its portfolio, exceeding the value of its liabilities. Furthermore, it
is crucial that these assets be default-free because, in the event of a default, the
central bank could find itself in a situation of negative net worth, potentially
undermining its ability to control the value of its currency, as will be shown in
Section 13.5 of Chapter 13.

For a “paper” currency to have value, it needs a real backing. In the previ-
ous section, we showed that this backing can be achieved through the power
of real taxes imposed by the treasury when monetary and fiscal authorities
collaborate. In the absence of such collaboration and any taxation authority,

24. The transfer could take the form of an immediate, tangible transfer of goods, even per-
ishable, at the inception of the central bank’s activity or a commitment to a one-time future
monetary transfer.

25. This result is going to change in a model in which the central bank has gold holdings, as
in Section 1.5, or retrieves seigniorage revenues, as in the models of Chapter 2.
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the central bank should seek its own real backing. This section has demon-
strated that this can be achieved through a policy of distributing real earnings.
However, to have earnings to distribute, there must be profits, which, in the
context of this section, can be obtained by having more assets than liabilities.
Furthermore, these assets should be of high quality.

We consider now the implications of assuming a different remittances
policy, a nominal rather than a real remittances policy. Use

TC
t =TC = (1−β)(BCt0−1 −XC

t0−1)

together with interest rate policy (1.21), provided again BCt0−1>XC
t0−1. By

inserting the above transfer policy into (1.25), we obtain restriction

(1−β)
∞∑
t=t0

β t−t0 1
Pt

= 1
Pt0

. (1.29)

To determine the price level, we need to distinguish between two cases: i) a
pure interest rate pegging, φ= 0 in (1.21); ii) an “active” interest rate policy,
φ > 0. In the first case, Pt = Pt0 for each t≥ t0; therefore, (1.29) would imply
just the identity Pt0 = Pt0 , and would not be able to determine the initial price
level.When, instead,φ > 0, (1.29) can be solved by the desired price target P̄,
i.e.,Pt = P̄ at all times.This example shows that itmight bedesirable tohave an
“active” interest rate policy, with φ > 0, rather than just interest rate pegging,
when the remittances policy is specified in nominal terms.Note, however, that
with a nominal, rather than a real, remittances policy, there is always another
equilibrium in which the value of currrency is zero (the price level is infinite)
and the economy is in a barter system. Indeed,Pt = ∞ at all times is a solution
of (1.29).26 In the next section,we are going to show that trading in gold by the
central bank can eliminate this equilibriumand imply a uniqueprice level even
with a nominal remittances policy andwithout any need of a transfer from the
treasury.

1.5 Holding Gold

We expand upon the framework presented in Section 1.3 to accommodate
the inclusion of a durable commodity within the economy, such as gold.
Consumers derive utility benefits from holding gold, and it also constitutes a

26. A nominal tax policy in the context of Section 1.4 would similarly fail to rule out the
nonmonetary equilibrium.
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part of the central bank’s assets, which will now play a significant role in price
determination. This section demonstrates that through effectivemanagement
of the gold reserves, the central bank can exercise control over the price
level, even in the presence of a nominal remittances policy and a negative net
worth.

The intuition behind this result aligns with the observations made in the
previous section.A “paper” currency requires a real backing,which canbepro-
vided by gold.However, the interesting implication of this section is that there
is noneed todeclare full convertibility of the central bank’s liabilities into gold,
similarly to a Gold Standard regime, which would constrain policy, as will be
shown in Section 2.6 of Chapter 2. In the example provided in this section,
the central bank can set its interest rate policy by remunerating reserves and
achieve any desired inflation target. It should manage some gold holdings by
selling a portion of them at some point in time. Price determination can even
occur with zero remittances and with periods of negative net worth. How-
ever, asset composition remains crucial for price determination. When gold
is sold, the central bank’s liabilities should be matched with assets of good
quality.

Preferences of the households are given by

∞∑
t=t0

β t−t0 [U(Ct)+Z(gt)],

in which Z(·) is a concave, twice-differentiable utility function and g is the
stock of gold held by the consumer, which provides utility, like jewelry does.
The household’s budget constraint expressed in units of currency is:

Bt +Xt

1+ it
+ Pg,tgt + PtCt +Tt =Bt−1 +Xt−1 + Pg,tgt−1 + PtY

+ Pg,t(gSt − gSt−1), (1.30)

inwhich (Pg) is the gold price in units of currency and (gS) is the stock of gold
in the economy that is owned by the household. Inwhat follows, we underline
the major changes with respect to the analysis of Section 1.3. The set of first-
order conditions is enriched by the first-order condition with respect to gold,
which can be represented by

Pg,t
Pt

= Zg(gt)
Uc(Ct)

+ 1
1+ rt

Pg,t+1

Pt+1
, (1.31)
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in which Zg(·) is the first derivative of the function Z(·) with respect to its
argument. The real value of gold is equal to the nonpecuniary (marginal) ben-
efits of gold, captured by the marginal rate of substitution between gold and
consumption, plus the discounted value of the next-period real price. The
intertemporal budget constraint of the consumer also changes to

∞∑
t=t0

Rt0,tCt = Wt0
Pt0

+
∞∑
t=t0

Rt0,t
{(

Y − Tt

Pt

)
+ Zg(gt)

Uc(Ct)
(gSt − gt)

}
, (1.32)

with
Wt0 ≡Bt0−1 +Xt0−1 + Pg,t0(gt0−1 − gSt0−1).

The last term on the right-hand side of (1.32) represents the gains that the
household gets by selling its gold holdings.

We characterize the equilibrium in the case in which the central bank does
not back the treasury and therefore is the only one responsible for controlling
the value of currency. To keep things simple, let’s assume a constant endow-
ment of gold, gS. Equilibrium in the goldmarket requires that gS = gt + gCt , in
which the gCt are the central bank’s holdings of gold.

The following set of equations characterizes the equilibrium price level.
Equation (1.22) still holds, assuming the interest rate rule (1.21). By consider-
ing equilibrium conditions in the goods, asset, and goldmarkets, and incorpo-
rating the relationship (1.18) along with Rt0,t =β t−t0 , equation (1.32) leads
to the following implication:

BCt0−1 + Pg,t0g
C
t0−1 −Xt0−1

Pt0
=

∞∑
t=t0

β t−t0
(
Zg(gt)
Uc(Y)

gCt

)
+

∞∑
t=t0

β t−t0
(
TC
t
Pt

)
,

(1.33)
which is nowkey for determining the price level. It’sworth noting that the cen-
tral bank’s budget constraint, accounting for its gold holdings, is expressed as:

BCt −Xt

1+ it
+ Pg,tgCt =BCt−1 −Xt−1 + Pg,tgCt−1 −TC

t . (1.34)

Equation (1.33) says that in equilibrium the central bank’s real net asset
position, including gold holdings (the left-hand side of equation (1.33)),
is equal to the present-discounted real value of the central bank’s costs of
maintaining gold holdings together with the present-discounted value of real
remittances. Both terms are on the right-hand side of (1.33). Holding gold is
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costly because the return on gold is lower than that on reserves, since gold
provides non-pecuniary benefits (utility benefits) for households. Equation
(1.33) boils down to (1.25) when gCt = 0 at all times.

Define

Gt0−1 =
∞∑
t=t0

β t−t0

(
Zg(gS − gCt )

Uc(Y)
(gCt0−1 − gCt )

)

and write (1.33) as

BCt0−1 −Xt0−1

Pt0
+Gt0−1 =

∞∑
t=t0

β t−t0
(
TC
t
Pt

)
, (1.35)

using the equilibrium version of (1.31) to substitute forPg,t0/Pt0 as a function
of the present-discounted value of the utility services of gold.When compared
with (1.25), (1.35) shows the additional termGt0−1, which is independent of
the price at time t0. A nonzero value of Gt0−1 is enough to exclude the non-
monetary equilibrium since in this case an infinite price level is no longer a
solution of the equation. To have a nonzero Gt0−1, some time variation in
central bank gold holdings is sufficient. Interestingly, a constant gC, implying
Gt0−1 = 0, does not work.

As a corollary of these results, it is now possible to determine a unique
price level even in the case of a nominal remittances policy and even with
interest-rate pegging, unlike in Section 1.4.2. To illustrate the point, con-
sider the policies TC

t = (1−β)TC ≥ 0 and 1+ it = 1/β . Equation (1.35)
implies

Pt0 = TC + (Xt0−1 −BCt0−1)

Gt0−1
.

For the price level P to be positive, numerator and denominator should have
the same sign. A convenient assumption is that TC>(BCt0−1 −Xt0−1), since
this implies a downward-sloping consumption demand with respect to the
price level.27 As a consequence,Gt0−1 should be positive.28 A sufficient condi-
tion is for the central bank to hold an initial stock of gold, which is then sold,

27. Refer to the discussion in Benigno andNisticò (2022). The consumer demand function
can be derived by combining the Euler equation and the intertemporal budget constraint of the
consumer. Furthermore, note that the consumer demand function of Section 1.4.2 is upward
sloping.

28. Note also that if BCt0−1<Xt0−1, given that TC ≥ 0, then Gt0−1 should be positive.
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even partly, at some future time. Alternatively, the central bank can acquire
gold and then sell it in the future. Note that, unlike in Section 1.4.2, doubling
the central bank’s liabilities results now in a doubling of the price level.

To gain insight into the price determination mechanism, let’s simplify the
example by assuming that TC

t = 0. This simplification will clearly show two
things: i) no monetary transfer is required, and ii) a positive net worth is not
necessary. Additionally, let’s assume that the central bank initiates its opera-
tions at time t0 with a zero net worth and finances asset purchases and gold
holdings through reserves:

BCt0
1+ it0

+ Pg,t0g
C
t0 = Xt0

1+ it0
. (1.36)

Now, consider the following goldholdingsmanagement policy.The central
bank keeps the stock of gold constant until period t̃− 1 and sells all of it at
time t̃, i.e., gCt = gC for t0 ≤ t≤ t̃− 1 and gCt = 0 for t≥ t̃. Therefore, equation
(1.33) at time t̃ implies that:

pg,t̃g
C = Xt̃−1 −BCt̃−1

Pt̃
, (1.37)

in which pg,t̃ = Pg,t̃/Pt̃ is the real gold price at time t̃, determined by

pg,t̃ =
1

1−β
Zg(gS)
Uc(Y)

,

according to (1.31). Note that all gold is in the hands of consumers after, and
including, period t̃, and its marginal utility isZg(gS). Equation (1.37) is going
to determine the price level at time t̃ as

Pt̃ =
Xt̃−1 −BCt̃−1

pg,t̃gC
. (1.38)

Equations (1.37) and (1.38) illustrate that the central bank’s primary
mechanism for anchoring the price level is achieved by exchanging its net lia-
bilities for a tangible asset, gold. Using the interest rate policy 1+ it = 1/β ,
the Fisher equation (1.16) implies that prices remain constant and equal to
Pt̃ starting from t0. This is because the nominal interest rate is set to the rate
of time preferences, and, as a result, the real and nominal interest rates should
equalize.
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Themechanism of price determination in this context bears a resemblance
to the proposal put forth by Obstfeld and Rogoff (1983), who advocate
for the government to partially back the currency by guaranteeing a mini-
mal real redemption value for the currency, within a framework governed by
money supply rules. However, there are significant differences between their
approach and the one presented in this section. First, in this section, the cen-
tral bank’s policy is based on the interest rate on reserves rather than on the
quantity of money, and the economy is cashless. In their context, fractional
backing serves as a potential threat, not realized, that requires exchange of
all money for real assets at a price ceiling set by the central bank. In con-
trast, in this framework, the equilibrium involves selling gold, but the central
bank does not need to declare any specific convertibility value; the price
level is determined endogenously at the time gold holdings are reduced. Fur-
thermore, even after the gold sale, the central bank’s liabilities must still be
balancedwith assets of high quality. This contrasts with the analysis presented
by Obstfeld and Rogoff (1983), as elaborated in Section 2.5 of Chapter 2,
where a model with positive cash demand is considered.

Now, let’s demonstrate that, given (1.36) and the zero remittances policy,
the following inequality holds: Xt̃−1>BCt̃−1. This implies that the price level
is positive in (1.38). Unlike in Section 1.4.2, the central bank does not need
any monetary transfer, from either the treasury or the private sector. Indeed,
(1.36) shows that it starts its operations at time t0 with a zero networth.More-
over, the net worth is decreasing and negative until time t̃− 1. Indeed, profits
are now represented by

�C
t = it−1

1+ it−1
(BCt−1 −Xt−1)+ (Pg,t − Pg,t−1)gCt−1 (1.39)

= it−1NC
t−1 + (Pg,t − (1+ it−1)Pg,t−1)gCt−1,

in which in the second line we have used the definition of net worth

NC
t ≡ BCt −Xt

1+ it
+ Pg,tgCt .

Note from equation (1.31) that

Pg,t − (1+ it−1)Pg,t−1 = −(1+ it−1)Pt−1
Zg(gS − gC)

Uc(Y)
< 0,
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implying losses on central bank gold holdings for t0 ≤ t≤ t̃− 1, which are
accounted for in the second line of equation (1.39). 29 Recall the lawofmotion
for net worth,

NC
t =NC

t−1 +�C
t −TC

t ,

considering that we are assuming TC
t = 0. Starting with a zero net worth at

time t0, the central bankmakes losses that bring its net worth to negative, and
increasing, values. Therefore, the central bank enters period t̃− 1 with a neg-
ative net worth and Xt̃−1>BCt̃−1. Despite this and without any support from
the treasury, the central bank can control the price level. At time t̃, the net lia-
bilities are paid by selling gold, and the net worth becomes zero again with a
balanced compositionof assets and liabilities.This is shown in theflowbudget
constraint (1.34) at time t= t̃, in which, given that the right-hand side is zero
using (1.38) andTC

t = 0, the left-hand side impliesXt̃ =BCt̃ when g
C
t̃ = 0.The

latter result implies that after gold is sold, the central bankmatches its liabilities
with its default-free assets.

The analyse in this section and chapter have revealed the intricate nature
of price determination. However, the key takeaway is a positive one for mon-
etary policymaking: the central bank has the ability to maintain control over
the price level at its preferred value. To achieve this goal, the required policy
specification goes beyond considering only current and future interest rates;
it also entails crucial elements of the balance sheet, including the remittances
policy and asset composition.

1.6 References

Woodford (2000, 2001c) and Hall (2005) discuss the unique characteris-
tics of central bank liabilities, highlighting their role in defining the unit of
account within the monetary system. Sims (1999b) offers valuable insights
into the properties of securities that promise to pay in units of the security
itself, like central bank’s liabilities, a crucial aspect for comprehending price
determination, as explored in the current chapter.

Del Negro and Sims (2015), Hall and Reis (2015), and Reis (2013)
underscore the significance of differentiating between the budget constraints

29. As mentioned, the return on gold is lower than that on reserves because gold provides
nonpecuniary services to households.
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of the treasury and those of the central bank. This distinction serves as a
foundational element in constructing the model presented in this chapter.

Benhabib, Schmitt-Grohé, andUribe (2001a) have established that relying
solely on interest rate rules is insufficient for determining the price level in a
global analysis of the equilibrium.

The “fiscal theory of the price level” is elaborated upon in the influential
works of Sims (1994) and Woodford (1995), as well as in their subsequent
publications, including Sims (1999a, 1999b, 2000, 2013) and Woodford
(1998, 2001b). Cochrane’s recent book (2023) presents his contributions to
the literature and provides an extensive analysis of all the implications of the
“fiscal theory of the price level,” drawing parallels with historical events within
the paper-currency regime. Bassetto (2008) offers a concise review of this
theory.

Leeper (1991) has explored price determination in a local equilibrium
using active/passive fiscal and monetary policies. For insights into a sticky-
price model, refer to Benhabib, Schmitt-Grohé, and Uribe (2001b). Addi-
tionally, Benhabib, Schmitt-Grohé, andUribe (2002) have demonstrated how
appropriate fiscal policy can prevent deflation when the central bank adopts
an active interest rate policy in a global analysis of the equilibrium.

Canzoneri, Cumby, and Diba (2001) explore whether active or passive
fiscal policy regimes provide plausible interpretations of postwar U.S. data.
Bianchi and Ilut (2017) analyze the inflation surge in the 1970s and sub-
sequent disinflation in the context of different combinations of monetary
and fiscal policies. Furthermore, Bianchi, Faccini, and Melosi (2023) discuss
how monetary policy accommodation of unfunded fiscal shocks can lead to
persistent inflation.

The central bank theory of the price level of Section 1.4.2 is discussed in a
more general framework in Benigno (2020). Section 1.5 draws from the setup
of Benigno and Nisticò (2022).



2
Cash as aMedium of Exchange

2.1 Introduction

In the previous chapter, coins and banknotes were not in demand, as bonds
dominated in a positive interest rate environment. In that context, cash and
bonds essentially provided the same payment services. This stands in contrast
to the historical role of coins, which primarily facilitated exchanges beyond
a barter system. When coins had intrinsic metallic value, they were the sole
circulating currency.

Nonetheless, the significance of cash goes beyond historical interest; it
retains its importance within the broader definition of money, especially in
the framework known as the quantity theory of money, where the quan-
tity of money influences the price level. Historically, however, the origin and
relevance of this theory are intertwined with commodity currency systems.

In 1752, David Hume argued that an increase in the quantity of money
“has no other effect than to heighten the price of labour and commodities,”
although he recognized that there could be some effects on economic activity
during the adjustment process. He primarily viewed an increase in the quan-
tity of money as equivalent to an increase in the supply of gold and silver
in a nation. As a consequence, the price level within that nation would rise
above prices in the rest of the world, leading to a reduction in exports and an
increase in imports. This, in turn, would result in gold and silver flowing out
of the country to other parts of the world, ultimately equalizing prices across
nations and restoring balance.

As currency transitioned from metallic coins to paper money, such as
banknotes issued by banks that were convertible at predetermined values
with specie, a more complex and intriguing financial landscape emerged. The
Scottish free-banking system, active from 1716 to 1845, offers an illustrative

40



2.1. introduct ion 41

example. In this system, various banks issued notes and accepted each other’s,
leading to the development of a note exchange monetary system.

Building upon Hume’s analysis, Adam Smith, in The Wealth of Nations in
1776, argued that the quantity of notes in circulation would naturally self-
regulate when a nation adhered to an international specie standard. He con-
sidered the volume of annual production as a given factor that determines the
necessary money supply to facilitate that production. Any excess issuance of
notes would flow abroad to purchase goods and services.1

Adam Smith’s insights laid the groundwork for what would later be known
as the real-bills doctrine. He envisioned the advantages for a nation in replac-
ing the direct backing of specie with real bills, which represented risk-free
private securities. In this system, gold and silver could then be utilized to
acquire capital and goods from abroad.2

The challenges of implementing a paper-money system, whether fully or
partially backed by specie, ignited a lively debate in the early nineteenth cen-
tury, involving different schools of thought, including the Banking School,
the Currency School, and the Free Banking School. The disputes revolved
around issues such as the level of backing of notes with gold, the presence of a
monopoly issuer or a competitivemarket, and the necessity or not of a central
bank.3

In this debate, the origins of monetarism, in general, can be traced back
to Henry Thornton’s 1802 book, An Enquiry into the Nature and Effects of
the Paper Credit of Great Britain.4 Thornton’s significant contribution was to
emphasize the central bank’s role in influencing the price level.5 According
to his theory, the central bank has the ability to control the monetary base,
thereby influencing the overall money supply in the economy, and ultimately
affecting the price level. This control mechanism is particularly intriguing
because Thornton postulated the existence of a natural interest rate that

1. SeeWhite (2014).
2. Prior to Adam Smith, in 1705, John Law, a Scottish financier, was among the earliest pro-

ponents of the “real bills” doctrine. Smith’s presentation in 1776 underscored the crucial feature
of the “real bills” system, which allowed for the ultimate convertibility of these bills into gold to
prevent excessive money creation.

3. See Schwartz (1989).
4. “Monetarism is the view that the quantity of money has a major influence on economic

acitivity and the price level and that the objectives of monetary policy are best achieved by
targeting the rate of growth of the money supply” (Cagan, 1989b, p. 195).

5. See Hetzel (1987) for an insightful discussion of the contribution of Thornton.
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remains relatively stable in the long run, regardless of fluctuations in the
money supply.6 Money creation, according to Thornton’s theory, hinges on
the difference between the central bank’s policy rate (discount rate) and this
natural rate of interest.

Given that an intrinsically worthless paper-currency system emerged
almost seamlessly from a system of backed paper money as the backing pro-
gressively vanished, it is not surprising that monetarism emerged as one of
the most prominent economic theories. Milton Friedman’s A Program for
Monetary Stability in 1960 is often recognized as its modern foundation.7

In the early 1970s, following the collapse of the Bretton Woods system,
several central banks embraced the goal of controlling money aggregates as
part of theirmonetary policy.However,Canada, theUnitedKingdom, and the
United States soon abandoned this approach due to the perceived unreliabil-
ity of the relationship betweenmonetary aggregates and inflation. In contrast,
Germany successfully implemented a strategy focused on controlling mon-
etary aggregates for more than two decades. In fact, the European Central
Bank’s monetary policy strategy has inherited a reference to a monetary pillar
in its inflation targeting framework.

As previously noted in the introduction to this part, the key observation
is that the emergence of an intrinsically worthless paper-money system rep-
resents a significant discontinuity, despite its continuous development from a
monetary system of backed, and then partially backed, paper currency.

First, in this new system, the value of the currency is no longer tethered to
the intrinsic value of tangible assets. Instead, the currency essentially becomes
a claim to be paid by itself, aligning with what the central bank can issue at
will.8 Such a system, as we have discussed in Chapter 1, requires the specifi-
cation of monetary policy for us to have any hope of determining the value of
the currency.

The second element of discontinuity is that the distinction between high-
poweredmoney and themoney stockhas less relevance in a commodity-based
system but becomes significant in a paper-currency system. In this context,
money encompasses not only high-poweredmoney issued by the central bank

6. This concept of a long-run interest rate value anticipated the work of Wicksell in 1898.
7. See also Friedman (1956).
8. Friedman (1989) argued that “such a worldwide fiat (or irredeemable paper) standard

has no precedent in history. The ‘gold’ that central banks still record as an asset on their books
is simply the grin of a Cheshire cat that has disappeared.” (Friedman, 1989, p. 10).
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but also a second type of money. This second type of money, which can
be privately issued, represents a potential claim on the first type of money
(as discussed by Brunner, 1989, p. 175).

This chapter extends the framework of Chapter 1 to incorporate securi-
ties with a distinct transactional role. These securities refer to central bank
liabilities bearing zero interest rate, such as coins and banknotes, which offer
nonpecuniary (utility) benefits. These benefits can be seen as proxies for the
transaction services provided by cash when exchanged for specific goods.
Within this context, we explore how the central bank influences the price level
and outline the potential differences between controlling the overall mone-
tary base and using interest rates on reserves as policy tools, as discussed in
Chapter 1.

Directly controlling high-powered money does not alleviate the necessity
of finding a real backing for the currency, as we have previously explored
in Chapter 1 through the central bank’s balance-sheet policies or treasury-
imposed taxes. To provide a glimpse into the subsequent chapters, Chapter 3
delves into a framework in which liquidity is offered through central bank
securities, such as reserves, which bear an interest rate. In this context, we
examine how the quantity of central bank reserves becomes a pivotal element
in the transmission of policy to control money market rates and inflation.
The analysis gives a distinct role to central bank reserves in affecting inflation,
besides the interest-rate policy.

Chapter 4 further extends this framework to accommodatemoney creation
by the private sector. In a frictionless market with competition among inter-
mediaries, an abundant supply of private liquidity can be obtained to meet all
liquidity needs of the economy. Importantly, this does not impede the cen-
tral bank’s ability to control the value of currency, as detailed in the principles
outlined inChapter 1.The same equilibriumcanbeobtainedwith the govern-
ment supplying all liquidity, backing it with either taxes or assets held by the
central bank.However, Chapter 4 does not fully do justice to a comprehensive
analysis of monetarism since it assumes frictionless private-money creation,
which does not destabilize the economy.Chapter 11will offer amore intricate
policy analysis of when private liquidity can become a source of a liquidity
crisis, pointing to policies that can stabilize liquidity within the system.

Furthermore, the model presented in this chapter is highly suitable for
analyzing price determination in contexts where money is exchangeable for
tangible assets such as gold, thus characterizing the historical Gold Standard
regime.
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Finally, with regard to recent innovations in emerging payment systems,
particularly cryptocurrencies, our framework also enables the study of cur-
rency competition and the factors that determine the dominance of one
currency as a medium of exchange.

2.2 Outline of the Results

The main result of this chapter is aligned with that of Chapter 1, namely
that control of high-poweredmoney cannot succeed alone in determining the
valueofcurrency.Itagainrequiresspecificationofappropriatetaxorremittance
policies, as Sections 2.4 and 2.5 in this chapter show. However, in the case
where the central bank solely aims to control the price level, there is a novel
role played by seigniorage revenues, which are obtained by issuing liabilities
(cash) at zero cost. Seigniorage allows us to determine the value of currency
evenwithout any initial transfer to the central bank orwith negative networth.

Section 2.6 analyzes aGold Standard regime,wheremoney is fully convert-
ible to gold, showing that the price level is determined by the backing of gold
and appropriately bounded in its variation.

A novelty of this chapter is the analysis of optimal monetary policy, as
shown in Section 2.7, that aims to achieve the satiation level in realmoney bal-
ances by setting the interest rate to zero or deflating the economy at the rate of
time preference. This is an interesting result since it goes against the interest
of amonopolistic supplier ofmoney, whose objective, instead, could be that of
keeping seigniorage revenues.Whenwe introduce another currency, such as a
cryptocurrency, to compete with government money, Section 2.8 shows that
government money might lose its medium-of-exchange property if inflation
is too high.

2.3 Model

In the model of this chapter, the liquidity services of “cash” are modelled
through “money in the utility function,” as in the framework of Sidrausky
(1967) and Brock (1974). Besides having this feature, the model is similar
to that of Chapter 1.

2.3.1 Consumers

Let us consider a representative agent in a closed economywith the following
intertemporal utility:
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∞∑
t=t0

β t−t0
{
U(Ct)+V

(
Mt

Pt

)}
, (2.1)

whereβ with 0<β < 1 is the subjective discount factor in preferences, while
U(·) is a concave, differentiable utility function in its argument C, the con-
sumption good; V(·) is also a concave, differentiable function of real money
balances (M/P) and has a satiation point at m̄> 0, i.e., Vm(Mt/Pt)= 0 for
Mt/Pt ≥ m̄, in which Vm(·) is the first derivative of V(·) with respect to its
argument; and P is the price of the consumption good C.

The consumer is subject to the following budget constraint:

Bt +Xt

1+ it
+Mt + PtCt +Tt =Bt−1 +Xt−1 +Mt−1 + PtY . (2.2)

There are three securities available, as in Chapter 1: bonds (B), reserves (X),
and cash (M). All securities are denominated in units of currency. We have
already set the interest rate on bonds (i) as equal to that on reserves, following
the reasoning given in Chapter 1; (Y) is the constant goods endowment and
(T) are lumpsum taxes.

Currency has three properties or roles in thismodel: unit of account, store of
value, andmedium of exchange. The first two roles have features that are similar
to those explained in Chapter 1. Regarding themedium-of-exchange property,
as inChapter 1, cash andbonds are bothmeans of payment, but, here, cash has
an additional liquidity role captured by the utility benefits provided by the real
cash balances in (2.1), a proxy of additional transaction (liquidity) services.
In what follows, we identify money with just cash (M) and we attribute to
it all medium-of-exchange properties, remembering that other securities are
also means of payment since they are used in purchasing goods C, as shown
in (2.2).

Since currency, through cash, still maintains its role as store of value, the
zero lower bound applies to this model too, i.e., it ≥ 0. The borrowing limit is
represented by

− Bt−1

Pt
≤ Mt−1 +Xt−1

Pt
+

∞∑
j=0

Rt,t+j

(
Y − Tt+j

Pt+j

)
<∞, (2.3)

where the discount factor, Rt,t+j, has the same definition as in Chapter 1.
The consumer chooses sequences {Ct ,Bt ,Xt , Mt}∞t=t0 with Ct ,Xt ,Mt ≥ 0 to
maximize (2.1), under constraint (2.2) and borrowing limit (2.3) at each



46 cash as a medium of exchange

time t≥ t0, given initial conditions Bt0−1,Xt0−1,Mt0−1.Moreover, there is an
alternative representation of the consumer problem in which the borrowing
limit (2.3) is replaced by the intertemporal budget constraint

∞∑
t=t0

Rt0,t
(
Ct + it

1+ it
Mt

Pt

)
≤ Bt0−1 +Xt0−1 +Mt0−1

Pt0
+

∞∑
t=t0

Rt0,t
(
Y − Tt

Pt

)
.

(2.4)

The constraint now shows one additional termwith respect to equation (1.8)
in Chapter 1: the resources paid to maintain real money balances, the second
term on the left-hand side of the constraint. Holding money delivers util-
ity benefits but also carries the cost of the forgone interest from investing in
bonds. There is a third, and equivalent, formulation of the consumer problem,
in which constraint (2.4) is replaced by

lim
t−→∞

{
Rt0,t

(
Bt−1 +Xt−1 +Mt−1

Pt

)}
≥ 0, (2.5)

requiring that the limit of the discounted value of assets owned by the house-
hold remain nonnegative.9

Considering the Lagrange multiplier λt attached to constraint (2.2), the
first-order condition with respect toCt implies that λt =Uc(Ct)/Pt , in which
Uc(·) is the first derivative of the function U(·), and therefore the first-order
condition with respect to Xt , or Bt , is again

Uc(Ct)

Pt
=β(1+ it)

Uc(Ct+1)

Pt+1
. (2.6)

The first-order condition with respect toMt implies that

Uc(Ct)

Pt
= 1

Pt
Vm
(
Mt

Pt

)
+βUc(Ct+1)

Pt+1
, (2.7)

or, alternatively,

1=
Vm
(
Mt
Pt

)
Uc(Ct)

+ 1
1+ it

, (2.8)

using (2.6).

9. The intertemporal constraint (2.4) and the limit (2.5) can be derived using (2.2) and
borrowing limit (2.3) following similar steps as in Appendix A. Refer to Appendix B.
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The latter condition provides an intuitive characterization of the optimal
choice to invest in money. The consumer equates the cost of investing one
dollar in money, represented on the left-hand side of (2.8), to the benefits
accounted for on the right-hand side of the equation. These benefits include
nonpecuniary benefits, represented by the marginal utility gained from that
dollar in money expressed in units of currency (the first term on the right-
hand side of (2.8)), as well as pecuniary benefits, which are determined by
the discounted value of the unitary payoff of investing one dollar in money.
Using (2.8), we can obtain

Vm
(
Mt

Pt

)
= it

1+ it
Uc(Ct),

which implicitly defines the demand of real money balances as a nondecreas-
ing function of consumption, and nonincreasing in the nominal interest rate.
Since it ≥ 0, the marginal utility of real money balances, Vm (·) , is equal to
zero when it = 0, at which point households may hold any arbitrary amount
of real money balances above the satiation level, m̄. Therefore, we can write
the demand of real money balances as

Mt

Pt
≥ L(Ct , it),

which holds with equality whenever it > 0 and in which L(Ct , it)≡
V−1
m (Uc(Ct)it/(1+ it)). Money is now held because, besides being a store of

value, it also provides nonpecuniary benefits thanks to its utility value (liq-
uidity services). The opportunity cost of holding real money balances is the
nominal interest rate; therefore, money demand decreases with the nominal
interest rate when i> 0, while it increases with consumption.

In the optimal allocation, the intertemporal budget constraint (2.4) holds
with equality:

∞∑
t=t0

Rt,t0

(
Ct + it

1+ it
Mt

Pt

)
= Bt0−1 +Xt0−1 +Mt0−1

Pt0
+

∞∑
t=t0

Rt,t0

(
Y − Tt

Pt

)
.

(2.9)
Thepresent-discountedvalueof real resources spent for purchasinggoods and
for holding real money balances is equal to the real value of the initial asset
position plus the present-discounted value of real net income. Alternatively,
the transversality condition holds:

lim
t−→∞

{
Rt0,t

(
Bt−1 +Xt−1 +Mt−1

Pt

)}
= 0. (2.10)
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2.3.2 Government

The central bank’s flow budget constraint is represented by

BCt −XC
t

1+ it
−MC

t =BCt−1 −XC
t−1 −MC

t−1 −TC
t , (2.11)

in which money (MC) and reserves (XC) are the two types of central bank
liabilities. As discussed in Chapter 1, they are claims that promise payment in
units of themselves. As before, (BC) are the central bank’s holdings of short-
term default-free assets issued by the private sector or the treasury.

The treasury has the same flow budget constraint as in Chapter 1.1

BFt
1+ it

=BFt−1 −Tt −TC
t , (2.12)

where (BF) is the treasury’s debt; (T) are lumpsum taxes; and (TC) are the
nominal remittances received from the central bank. Consistently with the
discussionof Section 1.3.2 inChapter 1, the treasury’s debt should satisfy con-
straint (1.12) to be deemed safe. Furthermore, assuming as before that the
treasury does not levy more taxes than needed, the constraint (1.12) holds
with equality, imposing restrictions on the trajectory of taxes, given the other
variables involved.

2.3.3 Equilibrium

Equilibrium in asset markets requires that the debt issued by the government
be held by the central bank and by the representative household,

BFt =BCt +Bt , (2.13)

while the reserves and money issued by the central bank be held only by the
household:

XC
t =Xt , (2.14)

MC
t =Mt , (2.15)

for each t≥ t0.
Equilibrium in asset markets, together with the flow budget constraints of

consumers and the government, implies goods market equilibrium, Ct = Y
for each t≥ t0.
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Let us now summarize all the equilibrium conditions. The first equation is
the Fisher equation,

1+ it = 1
β

Pt+1

Pt
, (2.16)

derived from (2.6) using equilibrium in the goods market.
Equilibrium in the money market implies that demand is equal to supply,

and therefore
Mt

Pt
≥ L(Y , it) (2.17)

at each t≥ t0, using equilibrium in the goods market. Equation (2.17) holds
with equality whenever it > 0.

Finally, the intertemporal budget constraint of the consumer (2.9) can be
written using the equilibrium condition in goods and asset markets as

∞∑
t=t0

β t−t0
(
Tt

Pt
+ it

1+ it
Mt

Pt

)
= Bt0−1 +Xt0−1 +Mt0−1

Pt0
. (2.18)

The government’s real revenues match the outstanding real liabilities of
the whole government. An intertemporal resource constraint holds in equi-
librium. This is again not a solvency constraint but an equilibrium condi-
tion. Therefore, it does not require the government to adjust resources to
pay its liabilities. Rather, it says that, given outstanding government nomi-
nal liabilities—the sum Bt0−1 +Xt0−1 +Mt0−1—their real value should be
exactly equal to the real resources raised by the government. These real
resources are of two sources: taxes and seigniorage—the second term on
the left-hand side of the equation. We are going to discuss the meaning of
seigniorage in more detail in the next section.

To provide a complete characterization of the equilibrium price level, we
need to incorporate the budget constraints of both the central bank and the
treasury, represented as (2.11), substituting Xt and Mt for XC

t and MC
t , and

(2.12). Additionally, we need to consider equilibrium in the bond market
(2.13) and the constraint on the trajectory of taxes, (1.12) with equality,
which we restate here after substituting Rt0,t =β t−t0 for Rt0,t:

BFt0−1

Pt0
=

∞∑
t=t0

β t−t0
(
Tt

Pt
+ TC

t
Pt

)
. (2.19)
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The model equilibrium conditions are not much different from those of
Chapter 1. They share the same Fisher equation, i.e., (2.16), the same bud-
get constraint and solvency condition for the treasury, i.e., equations (2.12)
and (2.19), and the same equilibrium in the bonds market (2.13). Equations
(2.11) and (2.18) are similar to the previous ones, except for the positive
money supply.There is nowanadditional variable involved in the equilibrium,
Mt , and the respective equilibrium condition (2.17).

An equilibrium is a set of sequences
{
Pt , it ,Xt ,Mt ,BCt ,T

C
t ,BFt ,Tt ,Bt

}∞
t=t0

,
with

{
Pt , it ,Xt ,Mt ,BCt

}∞
t=t0

nonnegative, that satisfies conditions (2.11),
(2.12), (2.13), (2.16), and (2.17), holding at each t≥ t0, and condition
(2.18), given initial values BCt0−1,B

F
t0−1,Xt0−1,Mt0−1.10 Moreover, the sequ-

ence of taxes, {Tt}∞t=t0 , should satisfy (2.19) for any equilibrium sequences{
Pt ,TC

t
}∞
t=t0

given initial condition BFt0−1.
There are four degrees of freedom to specify government policy. As before,

we assume that the treasury sets the path of taxes consistently with (2.12)
and (2.19), while the central bank simultaneously sets three out of the four
sequences

{
it ,Mt ,Xt ,TC

t
}∞
t=t0

; but note that, given (2.17), the sequences
{Mt}∞t=t0 and {it}∞t=t0 cannot be set independently of each other.

2.3.4 Seigniorage

What is seigniorage? In medieval Europe, a period that saw the circulation
of metallic coins, the “seigneur,” who had the right to issue coins, guaranteed
their content by stamping his portrait or coat of arms on the coin. For this ser-
vice, the “seigneur” retaineda shareof preciousmetalswhenminting the coins.
In a fiat-money system, seigniorage should be defined as the central bank’s
profits. In this chapter’s simple model, the central bank makes profits because
it can finance at zero cost—with money—the purchase of default-free assets
carrying a positive interest rate. When the nominal interest rate is zero, these
revenues are also zero. To see this result, note that the central bank’s net worth
(NC) at a generic time t is given by

NC
t = BCt −Xt

1+ it
−Mt .

10. The infinite sums in (2.18) and (2.19) should be also finite.
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According to the flow budget constraint (2.11), its law of motion is

NC
t =NC

t−1 +�C
t −TC

t ,

in which profits (�C) are:

�C
t ≡ it−1

1+ it−1
(BCt−1 −Xt−1)= it−1(NC

t−1 +Mt−1).

In the second equality, we have used the definition of net worth. Profits
(seigniorage) depend on the interest income received on asset holdingsminus
the interest payments on reserves, therefore on the non-interest-bearing liabil-
ities (net worth and money) times the interest rate. With a zero interest rate,
seigniorage is zero.

While this is the literal definition of seigniorage, representing themonetary
resources that the central bank can extract from its activity, we will also use
the term seigniorage to refer to the implicit cost for households when holding
certain securities at a lower interest rate compared to the market rate. These
costs can be positive even when the central bank’s profits are zero, as will be
demonstrated. Accordingly, this definition of seigniorage is represented by the
infinite sum ∞∑

t=t0

β t−t0
(

it
1+ it

Mt

Pt

)

in (2.18), which corresponds to the resources spent by the households in
holding real money balances. This interpretation is also consistent with what
can be obtained by iterating forward the law of motion of net worth in real
terms,

NC
t
Pt

= (1+ it−1)
NC
t−1
Pt

+ it−1
Mt−1

Pt
− TC

t
Pt

,

using the definition of net worth and the equilibrium value for Rt,t0 =β t−t0

to obtain

Xt0−1 +Mt0−1

Pt0
+

∞∑
t=t0

β t−t0
(
TC
t
Pt

)
= BCt0−1

Pt0
+

∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt

)
.

(2.20)
In the derivation of (2.20), we have used the limit

lim
t−→∞

{
Rt0,t

(
BCt−1 −Xt−1 −Mt−1

Pt

)}
= 0,
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which is the result of combining (2.10)with (1.13), holdingwith equality, and
(2.13). Equivalently, (2.20) can be obtained by simply combining (2.18) and
(2.19) using (2.13).

An intertemporal resource constraint holds for the central bank’s liabilities
in the equilibrium. It is important to note that (2.20) should not be mis-
taken for a solvency condition; rather, it serves as an equilibrium condition.
This condition asserts that the real value of the central bank’s liabilities, in
combination with the present-discounted value of real remittances (found on
the left-hand side of the equation), must equal the sum of asset holdings and
seigniorage, which are on the right-hand side of the equation. Note that this
definitionof seigniorage canbepositive even if the central bankdoes notmake
any profit, meaning that, in its literal definition, seigniorage has a zero value.
Consider the simple case inwhich the central bankmerelydropsmoneyon the
ground, without holding any assets. In this case Mt =Mt−1 +TC

t and prof-
its are zero, whereas the last summation on the right-hand of (2.20) can be
positive.11

One can also represent (2.20) as

Xt0−1

Pt0
+

∞∑
t=t0

β t−t0
(
TC
t
Pt

)
= BCt0−1

Pt0
+

∞∑
t=t0

β t−t0
(
Mt −Mt−1

Pt

)

− lim
t→∞β

t−t0 Mt−1

Pt
,

using (2.16). This could suggest an alternative definition of seigniorage, as
indicated by the second addendum on the right-hand side of the equation,
a definition often assumed in the literature. However, it is important to note
that the above formulation may be less compelling because there is no inher-
ent reason to assume that the limit on the right-hand side, (second line), is
necessarily equal to zero in equilibrium. In fact, the consumer’s natural bor-
rowing limit should encompass the possibility of his repaying debt with asset
holdings, such as money, as shown in (2.3) and (2.5).

2.4 Price Determination through the Interest Rate Policy

Let us first assume that the central bank sets policy in terms of sequences
{it ,Xt}∞t=t0 and therefore controls the nominal interest rate, in which case

11. Net worth, in this case, is such thatNC
t = −Mt .
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the path of money supply becomes endogenous. We start by assuming that
the central bank fully backs the treasury’s debt. The results do not change
much with respect to Section 1.4 of Chapter 1.Wemaintain the same interest
rate policy,

1+ it =max

{
1
β

(
Pt
P̄

)φ
, 1

}
,

with φ≥ 0 and target price P̄> 0, while we modify the tax policy for it to
be constant once we take into account a transfer of the seigniorage revenues
obtained by issuing money:

Tt

Pt
= (1−β)τ − it−1

Mt−1

Pt
, (2.21)

with τ > 0.12 Inserting this tax policy into (2.18), we obtain

Bt0−1 +Xt0−1

Pt0
+ (1+ it0−1)

Mt0−1

Pt0
= τ ,

determining then the initial price level Pt0 , given initial conditions Bt0−1,
Xt0−1,Mt0−1, and it0−1. The full sequence of prices follows from (1.22). As
in Section 1.4 of Chapter 1, the value taken by τ can determine the type of
equilibrium: inflationary, deflationary, or with a constant price level at P̄. The
sequence of money supply is determined by (2.17).

Whether or not the economy is cashless has no consequence for price
determination under an interest rate policy once it is combined with an
appropriate tax policy.

The case in which the central bank does not back the treasury follows in a
similar way. By inserting in (2.20) an appropriate transfer policy, such as

TC
t
Pt

= (1−β)τC + it−1
Mt−1

Pt
, (2.22)

the prices will be determined with the same mechanism as in Chapter 1.4.2.
The price level at time t0 is given by:

Pt0 = BCt0−1 −Xt0−1 − (1+ it0−1)Mt0−1

τC
= NC

t0−1

τC(1+ it0−1)
.

12. The policy in (2.21) is convenient for simplifying the derivations and, at the same time,
it is consistent with a reaction of the tax policy to the past interest rate and money supply. It
could be possible to simplify the analysis even further to consider a less appealing reaction to
the current interest rate and money supply.
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There is one subtle difference, though: parameter τC can also be set to nega-
tive values because, with a positive supply of money, the central bank earns
seigniorage revenues that are transferred to the private sector, according to
(2.22). Indeed, remittances policy TC

t /Pt can be positive, even if τC is neg-
ative. If τC is set to a negative value, an equilibrium with positive prices will
exist only if the central bank has a negative net worth, therefore not requiring
any monetary transfer from the treasury.13

It is worth elaborating more on the role of seigniorage revenues for price
determination since the central bank could use them to retrieve resources
to back the value of currency. The term (it/(1+ it))Mt/Pt represents a real
revenue for the central bank, mirroring the real resources that the consumer
forgoes by holding real money balances, as shown in (2.20).

Consider, as an example, a nominal remittances policy TC
t = (1−β)

TC ≥ 0, and couple it with a pure interest rate pegging policy, i.e., 1+ it =
1/β . In Chapter 1.4.2, these policies were unable to determine the price level.
Here, by substituting TC

t = (1−β)TC in (2.20), and together with equilib-
rium in the money market (2.17) and a constant price level, Pt0 = . . .= Pt =
. . .= PT . . ., implied by the interest rate policy, we get

TC + (Xt0−1 +Mt0−1 −BCt0−1)

Pt0
= L

(
Y ,

1
β

− 1
)
,

which can now determine a positive price at t0:

Pt0 = TC + (Xt0−1 +Mt0−1 −BCt0−1)

L(Y , 1/β − 1)
, (2.23)

provided the numerator is positive.
Two important remarks follow from the price determination in (2.23).

First, note the proportionality between the central bank’s liabilities and the
price level. Second, there is again no need for the treasury’s support to deter-
mine the price level, since a positive Pt0 is set even by a negative net worth.
Note from (2.20) that seigniorage resources can provide real backing to the
value of currency even with no asset holdings and zero transfers, for a posi-
tive inflation rate. However, it’s important to note that an infinite price level,
a zero value of currency, can still be a possible equilibrium, as demonstrated
in Section 1.4.2 of Chapter 1. Indeed, the first-order condition for money

13. Note that central bank’s profits at time t are positive providedNC
t−1>−Mt−1, giving a

bound to how far net worth can be negative.
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demand (2.7) can also be consistent with an infinite price level. Therefore,
realmoney balances can be zero and seigniorage, too, and equation (2.23) can
be compatible with two equilibria: one with a finite price level and the other
with an infinite price level.

One way to rule out the nonmonetary equilibrium is to assume that

lim
Pt→∞

1
Pt
Vm
(
Mt

Pt

)
> 0, (2.24)

which is, indeed, a requirement for cash to be essential even at very high
interest rates.

Obstfeld and Rogoff (1983) discussed this assumption to rule out hyper-
inflationary outcomes when considering money supply rules. However,
the assumption is often viewed as implausible because it implies a positive
demand formoney even at very high interest rates. An alternative, less contro-
versial approach to eliminate the nonmonetary equilibrium is by the central
bank’s holding real assets, such as gold, as demonstrated in Section 1.5 of
Chapter 1.

2.5 Price Determination throughMoney Aggregates

We now switch to a different specification of monetary policy, assuming that
the central bank controls thepathofmoney supply (cash) togetherwith that of
reserves. The central bank, then, directly determines base money and, there-
fore, the size of its balance sheet. The objective of this section is to understand
whether this makes any difference with respect to setting an interest rate
policy. Can the central bank control the price level through money without
relying on fiscal policy or balance-sheet policies? In general, the answer is no.

Let us consider a simple policy of constant money supply, i.e., Mt =
Mt0−1 =M for a positiveM and for each t≥ t0, aimed at achieving a constant,
and unique, price level. Using it in (2.7) with Ct = Y , we can obtain

mt+1 = mt

β

(
1− Vm (mt)

Uc(Y)

)
, (2.25)

for each t≥ t0, having defined mt =M/Pt . This difference equation in real
money balances has infinite solutions as well, depending on the initial real
moneybalanceholdingsmt0 or initial price levelPt0 . It cannot alonedetermine
the price level. There is a stationary solution in which real money balances
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and the price level are constant. This solution, denoted with m̃, is implicitly
defined by

Vm (m̃)=Uc(Y)(1−β).

Given M, a certain price level, let’s say P̃, is implied. However, given the
sameM, there could also be other paths for prices consistent with (2.25). If
Pt0 > P̃, there are inflationary paths; if Pt0 < P̃, there are deflationary paths.
There can also be solutions in which mt = 0 and the price level is infinite
at all times, again the nonmonetary equilibrium. Interestingly, there can be
solutions in which Pt0 > P̃ and prices rise over time until a finite period t̃, in
which Vm

(
mt̃
)=Uc(Y). Subsequently, prices become infinite, andmt = 0 at

all times.
One can assume the positive limit (2.24) to exclude nonmonetary solu-

tions and inflationary paths. It is important to recall, however, that this
assumption implies an implausible behavior of money demand. However,
deflationary paths would still be equilibria.

In general, similarly to the case of the interest rate policy, controlling mon-
etary aggregates is not sufficient for determining the price level, and other
policy tools are needed to uniquely determine it. Consider first the case in
which the central bank backs the treasury, and therefore (2.18) is an equilib-
rium condition. The treasury could set a tax policy like (2.21) and determine
the initial price level at

Pt0 = Xt0−1 +Bt0−1 + (1+ it0)M
τ

.

The tax policy τ should be appropriately set to achieve Pt0 = P̃.
When the central bank does not back the treasury’s debt, condition (2.19)

should hold and therefore intertemporal constraint (2.20), too. In this case,
following previous analyses, the central bank remittances would be relevant
to determining the price level.

Interestingly, Obstfeld and Rogoff ’s proposal (1983) to threaten redemp-
tion ofmoney with gold can be incorporated into this analysis. Consider their
simple case, in whichMt =M at all times; then (2.20) implies

M
Pt0

=
∞∑
t=t0

β t−t0
(

it
1+ it

M
Pt

)
=

∞∑
t=t0

β t−t0

⎛
⎝Vm

(
M
Pt

)
Uc(Y)

M
Pt

⎞
⎠, (2.26)
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since in their analysisXt =BCt =TC
t = 0 for each t≥ t0. To obtain the second

equality in (2.26), we have used (2.8) and Ct = Y
Note that m̃, and therefore P̃, is a solution of (2.26).Consistentlywith their

analysis, deflationary solutions are ruled out since in that case it = 0, and the
above equilibrium condition is violated. However, inflationary solutions are
still possible equilibria.Oneway to exclude them is through condition (2.24).
This condition ensures that the right-hand side of the above equation is always
positive, thereby implying a finite price level at all times. Without this condi-
tion, it would be possible to rule out inflationary paths by holding a real asset,
such as gold, and selling it or threatening to do so at some point in time.

In line with the analysis in Section 1.5 of Chapter 1, when gold circulates,
the intertemporal resource constraint of the economy, themirror image of the
intertemporal budget constraint of the consumers, is

M− Pg,tgCt−1

Pt
=

∞∑
T=t
βT−t

(
Vm (mT)

Uc(Y)
mT

)
−

∞∑
T=t
βT−t

(
Zg(gT)
Uc(Y)

gCT

)
,

(2.27)

in which Pg is the price of gold; gC and g are, respectively, the central bank
and private sector gold holdings; and Zg(·) is the marginal utility households
derive from their gold holdings, given a concave function Z(·). In (2.27), the
central bank’s real net debt position (the left-hand side of the equation) is
equal in equilibrium to the present-discounted value of seigniorage revenues
minus the discounted real value of the central bank’s cost of maintaining gold
holdings. Note that when gCt is constant at all times, then (2.27) is equivalent
to (2.26), and m̃ is a solution with the associated price level P̃.

The insight of Obstfeld and Rogoff (1983) is to threaten the redemption
of the entire money stock with gold at a generic future time under the contin-
gency that an inflationary pathwould develop. Recall the first-order condition
for money demand (2.7), and write it as

Uc(Ct)

Pt
= 1

Pt
Vm (mt)+ βUc(Ct+1)

Pt+1
.

To hold money, the marginal cost of the forgone consumption of a dollar
(on the left-hand side) should be equal to the sum of the marginal benefits
of saving that dollar in money, including the nonpecuniary benefits (the first
term on the right-hand side), and the pecuniary benefits of purchasing goods
in the next period (the second term). If marginal cost is higher than the ben-
efit, demand for money is zero. If the marginal cost is lower than the benefit,
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agents will hold asmuchmoney as possible, reducing consumption.However,
this will raise the marginal utility of consumption at time t, to rebalance the
equation. In equilibrium, Ct = Y and

1
Pt

= 1
Pt

Vm (mt)

Uc(Y)
+ β

Pt+1
.

On an inflationary path P̄t0 > P̃, in which P̃ is the price level in the stationary
equilibrium, P̄t keeps rising until a generic time t̃ to reach P̄ t̃ . If the central
bank promises to redeem money simultaneously at a price P̄ t̃ < P̄ t̃ , then the
inflationary path starting from P̄t0 cannot be an equilibriumsince themarginal
benefits of holding money looking forward would be higher than the costs.
The key issue is whether the central bank has the resources for this back-
ing. These are given, within the economy, by (2.27). When central bank gold
holdings are sold, (2.27) implies that the value of currency at time t̃ can be
backed at

1

P̄ t̃

= pg,t̃g
C
t0

M

by settingmT = 0 and gCT = 0 for eachT≥ t̃, in which pg,t̃ = Pg,t̃/Pt̃ is the rel-
ative price of gold at time t̃.14 At time t0, instead, we assume that the money
issued is used to purchase gold at the relative price pg,t0 ,

pg,t0g
C
t0 = M

P̄t0
,

given the price P̄t0 . We can combine the above two equations to obtain that
the central bank can redeemmoney at theprice P̄ t̃ = (pg,t0/pg,t̃)P̄t0 > P̄t0 . The
last inequality follows by observing that the relative price of gold falls given
that the marginal utility of gold, Zg(·), decreases. The value obtained for P̄ t̃
determines the time t̃ at which the central bank would eventually execute the
backing of money with gold when P̄ t̃ satisfies P̄t̃−1 ≤ P̄ t̃ < P̄ t̃ .

2.6 The Gold Standard

The model presented in this chapter is well suited for examining the impli-
cations of the Gold Standard regime, wherein a central bank commits to

14. By settingmT = 0 for each T≥ t̃ the worst continuation scenario is considered, where
there are no longer seigniorage resources.
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fixing the price of gold and allowing the free conversion of national currency
into gold at that price. The Gold Standard characterized the international
monetary system during a significant period. The United States informally
adopted the Gold Standard in 1834, and formally in 1900 with the passage
of the Gold Standard Act, as shown in Figure 1.1.15 Between 1880 and 1914,
most countries adhered to the classicalGoldStandard, and from1946 to1971,
they adopted the BrettonWoods system.

We propose an amendment to the model described in Section 2.3 to
incorporate the role of gold. Initially, we generalize household preferences as
follows: ∞∑

t=t0

β t−t0
[
U(Ct)+ L

(
Mt

Pt

)
+Z(gt)

]
.

Here, as a novel addition, Z(·) represents the functional form of utility that
households derive from gold, as introduced in Section 1.5 of Chapter 1, and
g represents the stock of gold held by households in the forms of jewelry. The
household’s budget constraint, expressed in units of currency, is defined as:

Bt
1+ it

+Mt + Pg,tgt + PtCt +Tt =Bt−1 +Mt−1

+ Pg,tgt−1 + PtY + Pg,t(gSt − gSt−1),

in which (Pg) is the gold price in units of currency and (gS) is the stock of gold
in the economy. All other variables maintain the same interpretations as pre-
viously defined. We are abstracting from the issuance of central bank reserves
and assuming that the entire monetary base consists of coins and banknotes.
Thehouseholds’ problem is subject to an appropriate borrowing limit. Inwhat
follows, we underline the major changes with respect to the analysis of this
chapter. The set of first-order conditions, (2.6) and (2.7), is enriched with
the first-order condition with respect to gold that can be represented by

Pg,t
Pt

= Zg(gt)
Uc(Ct)

+ 1
1+ rt

Pg,t+1

Pt+1
, (2.28)

where r is the already defined real rate, and is completed by the exhaustion of
the intertemporal budget constraint of the consumer.

In a Gold Standard regime, the monetary authority fixes the price of gold,
let’s say Pg,t = 1, and supplies any quantity ofmoney backed by gold. Defining

15. See Bordo (1981).
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by gCt the gold held by the central bank,Mt = Pg,tgCt = gCt . Equilibrium in the
gold and goods market implies gSt = gt + gCt andCt = Y . We can then express
(2.7) and (2.28) as

1
Pt

= 1
Pt

Lm
(
gCt
Pt

)
Uc(Y)

+ β

Pt+1

and
1
Pt

= Zg(gSt − gCt )
Uc(Y)

+ β

Pt+1
. (2.29)

From these equations, we can deduce that the nonpecuniary benefits of hold-
ing realmoney balances in units of real income are equal to themarginal utility
of gold in units of real income, and thus:

Pt =
Lm
(
gCt
Pt

)
Zg(gSt − gCt )

. (2.30)

This equation demonstrates that price movements are appropriately con-
strained as long as the supply of gold is suitably bounded, given that 0< gCt <
gSt . We can then iterate forward (2.29) to obtain that the value of currency is
given by the present-discounted value of themarginal benefits of gold in units
of goods, i.e.,

1
Pt

=
∞∑
j=0
β j

(
Zg(gSt+j − gCt+j)

Uc(Y)

)
.

Solving the two equations mentioned above allows us to determine the equi-
librium values of Pt and gCt at each point in time. The value of currency is
anchored by the benefits derived from gold for consumers. Furthermore, the
constrained supply of gold establishes limits on the price level. Consequently,
under the Gold Standard, the price level is firmly determined by the backing
of a real asset in limited supply.

The implications of this model align with the observed evidence of com-
plete price stability during the classical Gold Standard period, spanning from
1880 to 1914, during which the United States saw an average annual infla-
tion rate of merely 0.1 percent. However, this stability comes at the expense
of heightened sensitivity of the price level to both monetary and real factors.
For instance, the model suggests a positive relationship between the price
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level and the supply of gold, consistent with historical evidence that gold dis-
coveries, such as the one in California in 1848, were often associated with
inflationary effects.

During the classical Gold Standard period, the variability of the price level
was notably higher compared to the average annual percentage change, and
significantly higher than under an inflation targeting regime.16 Furthermore,
falling prices could potentially trigger a debt-deflation spiral. Bernanke and
James (1991)havediscussed the relevanceof deflationarypressures stemming
from the Gold Standard during the onset of the Great Depression.

The model introduced above also aligns with another intriguing phe-
nomenon associated with the Gold Standard known as the Gibson paradox,
which is named after Gibson (1923) by Keynes (1930). This phenomenon
is characterized by a notable positive correlation between long-term inter-
est rates and the level of prices during that era. As Friedman and Schwartz
(1976, p. 288) pointed out, “the Gibson paradox remains an empirical phe-
nomenon without a theoretical explanation.”

This is an implicationof themodel presented in this section,whenweapply
(2.8) to (2.30) to derive

Pt = it
1+ it

Uc(Y)
Vg(gSt − gCt )

.

This equation demonstrates a positive correlation between the price level and
the interest rate, accounting for the restrictions implied by equations (2.29)
and (2.30).17

2.7 Optimal Policy

This chapter’smodel features some implications in termsof optimalmonetary
policy for real money balances entering the utility function. Holding money
implies a real cost for households maintaining real money balances instead

16. Bordo (1981) documents that the coefficient of variation, i.e., the ratio of the stan-
dard deviation of annual percentage changes in the price level to the average annual percentage
change, was 17 for theUnited States between 1879 and 1913, while only 1.6 between 1946 and
1979.

17. Benati and Benigno (2023) have further deepened the mechanism behind the Gibson
paradox, finding its roots inmovements of the natural real rate of interest. They have also shown
that it is hidden in othermonetary regimes, such as that of inflation targeting, when eliminating
the drift in prices.
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of investing in the bond market. This cost, as we have already argued, is a
source of “resources” for the central bank through seigniorage. However, in
thismodel, producing cash is costless. A benevolent policymaker,maximizing
the utility of the household, would like to set themarginal benefits of one unit
of money, Vm(·), to its zero marginal cost, thus to the point of satiating the
economy with real money balances, i.e., Mt/Pt ≥ m̄, which is also a way to
reduce to zero the consumer’s cost of holding money. This result represents
the famous Friedman rule (see Friedman, 1969), which could be alternatively
expressed in terms of the inflation rate or money growth. The policymaker
should target themoney’s negative growth rate to achieve a rate of deflation of
prices equal to the rate of time preference, Pt+1/Pt =β .

It should be emphasized that having the monetary policymaker satiate the
economy with liquidity is not in its interest. In fact, this model’s central bank
hasmonopoly power in the supply ofmoney for which it retrieves seigniorage
revenues.18 Why, then, would amonopolist act against its interest by reducing
to zero any seigniorage?Why would it even do that to the point of limiting its
power to determine the price level? These questions serve as the motivation
for the next section, which explores how currency competition can influence
central bank policy and potentially drive the economy toward reducing the
monopoly rents associated with currency issuance.

2.8 Cryptocurrency Competition

Let us consider now an economy in which two currencies, for example, a gov-
ernment and a private currency, compete as a medium of exchange, extending
therefore the model of Section 2.3. Preferences are represented by

∞∑
t=t0

β t−t0
{
U(Ct)+V

(
Mt

Pt
+ M∗

t
P∗
t

)}
,

in which (M) is the government-issued and (M∗) the privately issuedmoney.
(P) is the price of the consumption good in terms of government currency,
(P∗) is the price in private currency. Both types of money can now pro-
vide utility benefits (liquidity services) and are perfectly substitutable in this

18. Note that the central bank’s profits can be positive, depending on the appropriate
composition of asset holdings.
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respect. The function V(·) has again the same properties as before, with m̄
being the satiation level.

The consumption good (C) is subject to a budget constraint expressed in
units of goods:

Bt
Pt(1+ it)

+ Mt

Pt
+ M∗

t
P∗
t

+Ct ≤ Bt−1

Pt
+ Mt−1

Pt
+ M∗

t−1
P∗
t

+ Y − Tt

Pt
+ Tr∗t

P∗
t
,

(2.31)

inwhichB is an interest-bearing security in units of government currency;Y is
the constant endowment of the consumption goods; T are government taxes
in units of government currency; and Tr∗ are the private issuer’s transfers in
units of private currency. One important difference between the two curren-
cies, whichwe are going to explain shortly, is that the private issuer cannot rely
on taxation power.19

In writing budget constraint (2.31), wemade two important assumptions:
first, interest-bearing securities provide no liquidity services; second, they are
only denominated in the government currency. The significance of the latter
assumption is discussed later. B can be positive, in which case it is an asset
for the household, or negative, in which case it is debt. We allow the private
sector to borrow by issuing debt denominated in the government currency
but not in the privately issued currency. And this debt, when issued, is paid
back in full, being subject to an appropriate borrowing limit. We abstract for
now from the distinction between reserves and bonds, assuming directly that
i is the interest rate on reserves set by the central bank. Note again that, given
the store-of-value properties of money, the nominal interest rate in the govern-
ment currency is nonnegative, it ≥ 0. The consumer’s problem is subject to an
appropriate borrowing limit.

Consider the optimization problem.The first-order conditionwith respect
to the consumption good C and with respect to holdings of interest-bearing
security Bt implies the standard Euler equation,

Uc(Ct)

Pt
=β(1+ it)

Uc(Ct+1)

Pt+1
, (2.32)

19. In amore general framework, one could envision a deeper structure of the balance sheet
of the private company issuing money, along the lines of the discussion in Section 1.4.2 of
Chapter 1. Here, the modelling is meant to capture more closely the issuance of cryptocur-
rencies like Bitcoin.
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at each time t≥ t0, while the conditions with respect toMt andM∗
t are:

Uc(Ct)

Pt
= 1

Pt
Vm
(
Mt

Pt
+ M∗

t
P∗
t

)
+βUc(Ct+1)

Pt+1
+ψt , (2.33)

Uc(Ct)

P∗
t

= 1
P∗
t
Vm
(
Mt

Pt
+ M∗

t
P∗
t

)
+βUc(Ct+1)

P∗
t+1

+ψ∗
t , (2.34)

at each time t≥ t0, inwhichψt andψ∗
t are the nonnegativeLagrangemultipli-

ers associated with nonnegative constraintsMt ≥ 0 andM∗
t ≥ 0, respectively,

with the Kuhn-Tucker conditions ψtMt = 0 and ψ∗
t M

∗
t = 0. The above two

conditions already illustrate which currency is going to dominate as amedium
of exchange. If we combine them, we get

ψtPt −ψ∗
t P

∗
t =βUc(Ct+1)

[
P∗
t

P∗
t+1

− Pt
Pt+1

]
.

When the inflation rate is higher for the private currency,P∗
t+1/P

∗
t > Pt+1/Pt ,

then the private currency is not used. In the above equation, the right-
hand side is negative; therefore ψ∗

t P
∗
t >ψtPt ≥ 0, implying ψ∗

t > 0 and
then M∗

t = 0, and conversely in the opposite case. When inflation rates are
equal, both currencies may compete simultaneously to provide transaction
services.

The last first-order condition is the exhaustion of the resources available
to the consumer, and therefore its intertemporal budget constraint holds with
equality:

∞∑
t=t0

Rt0,tCt =
Bt0−1 +Mt0−1

Pt0
+ M∗

t0−1

P∗
t0

+
∞∑
t=t0

Rt0,t
(
Y − Tt

Pt
+ Tr∗t

P∗
t

)
,

(2.35)
in which

Ct ≡Ct + it
1+ it

Mt

Pt
+�∗

t
M∗

t
P∗
t
,

where

�∗
t ≡ 1− P∗

t
P∗
t+1

Pt+1

Pt
1

1+ it
= i∗t

1+ i∗t
.
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We have defined the “shadow” nominal interest rate on private currency as20

1+ i∗t ≡ 1
β

P∗
t+1
P∗
t

Uc(Ct)

Uc(Ct+1)
.

We will now characterize the conditions for a currency’s dominance with
respect to another one based on the monetary policy of the two issuers.
To this end, we specify their budget constraints. The government’s monetary
authority is subject to the following budget constraint:

Mg
t + Bgt

1+ it
=Mg

t−1 +Bgt−1 −Tt , (2.36)

whereMg
t is the supply of cash and B

g
t is the debt issued by the government, if

positive, or assets held, if negative. We are considering the treasury and the
central bank pooled together in the government, with all government debt
having the property of being default-free by definition.

The private issuer is instead subject to the constraint

M∗p
t =M∗p

t−1 +Tr∗t ,

which can be interpreted either as the budget constraint of an agent issuing
money in a centralized system or simply as an identity regulating how private
money is created in a decentralized system. It is important to underline that
private money are claims to themselves and not subject to any solvency con-
straint.We assume thatTr∗t =ϑ∗M∗p

t−1, whereϑ
∗ is the growth rate of private

money,withϑ∗ ≥ 0.This is a convenient assumption, aswell as quite realistic.
As an example, Bitcoin issuance is regulated by a time-varyingϑ∗ that reaches
0 at some point in time.

Note some important differences between the two issuers arising from the
way their budget constraints are modelled. First, the government can rely
on taxation power as opposed to the private issuer, and therefore can also
reduce the supply of cash while the private issuer cannot lower it.21 More-
over, the government also issues debt in its unit of account and pays interest
on it.

20. This is not a market rate since no interest-bearing security is issued in the private
currency.

21. Digital currency provides issuers with the possibility of reducing its supply by invalidat-
ing, randomly, some tokens. This is discussed in Benigno (2023).
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Equilibrium in the goods market implies that consumption is equal to
the constant endowment, Ct = Y . Equilibrium in the market for the interest-
bearing security in the government currency requires that Bt =Bgt , while
equilibrium in the cash market for the two currencies implies that supply and
demand equalize for each currency,Mt =Mg

t andM∗
t =M∗p

t , for each t≥ t0.
The consumer’s intertemporal budget constraint (2.35) can be written using
equilibrium in the goods and asset markets as

Mt0−1 +Bt0−1

Pt0
+ M∗

t0−1

P∗
t0

=
∞∑
t=t0

β t−t0
[

it
1+ it

Mt

Pt
+ i∗t

1+ i∗t
M∗

t
P∗
t

+ Tt

Pt
− Tr∗t

P∗
t

]
.

(2.37)

In (2.37), the initial value of the real liabilities of both currency issuers should
be equal to the seigniorage revenues plus the present discounted value of
government taxes minus the private issuer’s transfers.22

Whereas monetary policy for the private issuer of currency is simply spec-
ified in terms of the growth rate of money, the fact that the government also
issues interest-bearing securitiesmakes it possible tohave an additional degree
of freedom to specify policy. We assume that the government sets the interest
rate to a target level it = i and follows the tax policy

Tt

Pt
= (1−β)τ − i

Mt−1

Pt
, (2.38)

for each t≥ t0 and for τ > 0. This is the same tax policy as that in the single-
currency framework of Section 2.4.

We can characterize equilibria by first noting that the Euler equation
(2.32), under goods market equilibrium, still implies the Fisher equation.
Therefore, setting a constant interest rate policy, the inflation rate in govern-
ment currency, i.e.,
t = Pt/Pt−1, is constant at
=β(1+ i): the price level
follows the law of motion Pt+1 =
Pt for each t≥ t0. Private money growth
follows the law of motionM∗

t = (1+ϑ∗)M∗
t−1 for each t≥ t0. To determine

the initial price level Pt0 and the sequences
{
P∗
t ,Mt ,Bt

}∞
t=t0

, the following
equilibrium conditions are relevant:

1
Pt

i
1+ i

= 1
Pt
Vm
(
Mt

Pt
+ M∗

t
P∗
t

)
+ψt , (2.39)

22. The equilibrium condition (2.37) illustrates how, in previous models, it was a coinci-
dence that the intertemporal budget constraint of the consumerwas equivalent to the intertem-
poral resource constraint of the government, using equilibria in goods and asset markets.
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1
P∗
t

= 1
P∗
t
Vm
(
Mt

Pt
+ M∗

t
P∗
t

)
+β 1

P∗
t+1

, (2.40)

β
(1+ i)Mt +Bt

Pt+1
= (1+ i)Mt−1 +Bt−1

Pt
− (1−β)τ , (2.41)

(1+ i)Mt0−1 +Bt0−1

Pt0
+ M∗

t0−1

P∗
t0

= τ +
∞∑
t=t0

β t−t0
[

i∗t
1+ i∗t

M∗
t

P∗
t

−ϑ∗M∗
t−1
P∗
t

]
,

(2.42)
together with the nonnegative constraints ψt , Pt , P∗

t ,Mt ≥ 0, and the Kuhn-
Tucker condition ψtMt = 0. Moreover, the sums on the right-hand side of
(2.42) should be finite.

The constraint (2.39) is derived by combining (2.32) and (2.33) with the
goods market equilibrium. Constraint (2.40) is (2.34) with ψ∗

t = 0, since
the supply of private money is positive.23 Constraints (2.41) and (2.42) are
(2.36) and (2.37), respectively, using the tax policy (2.38), the constant inter-
est ratepolicy, and the lawofmotionofprivatemoney supply.24 In all the above
equations, without losing generality, we have setUc(Y)= 1.

In what follows, it is important to note that constraint (2.42), usingM∗
t =

(1+ϑ∗)M∗
t−1 and (2.41), is equivalent to

lim
T→∞β

T−t
{
(1+ i)MT−1 +BT−1

PT
+ M∗

T−1
P∗
T

}
= 0. (2.43)

Moreover, by appropriately iteratingM∗
t = (1+ϑ∗)M∗

t−1 forward, equation
(2.42) can be written as

(1+ i)Mt0−1 +Bt0−1

Pt0
+ lim

T→∞β
T−t0 M

∗
T−1
P∗
T

= τ . (2.44)

There are three possible equilibria: i) only government currency is used as
amedium of exchange; ii) both currencies are used; iii) only private currency is
used.

2.8.1 Only Government Money Is Used

There is always an equilibrium inwhich private currency is worthless and gov-
ernment currency is always valued. By inspection, the first-order condition
(2.40) is consistent with an infinite price level for private currency—a zero

23. It is still possible that private currency is worthless, i.e., has an infinite price P∗.
24. We have also set it0−1 = i.
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value of currency.25 In contrast, the real taxation policy followed by the gov-
ernment and the interest rate policy are always able to give a positive value to
government currency.The inflation rate,
t = Pt/Pt−1, is set at
=β(1+ i)
and the price level is determined using (2.42) or (2.44) to obtain

(1+ i)Mt0−1 +Bt0−1

Pt0
= τ . (2.45)

This result is a consequence of the asymmetries between how the two
types of currency are modelled, with government currency having the privi-
lege of taxation power and of being the unit of denomination of other secu-
rities. The limitation for private issuers is not only the absence of taxation
power, but, in general, also the absence of resources that can back private cur-
rency. We have seen in Section 2.5 that these resources can take the form of a
positive net worth or seigniorage revenues, the latter provided by investing in
interest-bearing securities.

The converse result—that there is always an equilibrium with a zero value
for government currency—does not hold. There are two reasons for this: the
first is the trade in interest-bearing securities issued in government currency;
the second is the government policy of interest rate pegging and real taxes.
Setting the nominal interest rate fixes the inflation rate, while the real tax pol-
icy pins down the price level. In this way, the value of government currency is
never zero. Suppose that P is infinite and P∗ is finite; then equation (2.39)
is verified. However, equation (2.43) implies that limT→∞ βT−t0M∗

T−1/

P∗
T = 0, which, used in (2.44), leads to a finite price P, and therefore we have

a contradiction.

2.8.2 Both Types of Money Are Used

Consider an equilibrium in which both currencies are used as a medium of
exchange. In this case, the inflation rates should be the same
=
∗, inwhich

∗

t = P∗
t /P

∗
t−1. But, how should the growth rate of private currency, ϑ∗, be

set? Let us first assume i> 0, (2.39) implies

Vm
(
Mt

Pt
+ M∗

t
P∗
t

)
= i

1+ i
.

25. Note that Vm (·) is finite forM> 0.
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Therefore, the sum of real money balances should always be constant, let’s say
equal to a generic c> 0. The above equation implies that

Mt

Pt
+
(
1+ϑ∗




)t+1−t0



M∗

t0−1

P∗
t0

= c, (2.46)

using the growth rate of private money and its inflation rate equal to
. For
an equilibrium with two currencies as a medium of exchange to exist, it must
be that 1+ϑ∗ ≤β(1+ i)=
: otherwise the government money supply
will be negative within some finite period of time, which is not feasible. The
growth rate of private money should be capped by the inflation rate.

Equation (2.46) shows that, when1+ϑ∗<
, realmoneybalances in pri-
vate currency shrink over time and converge to zero in the long run; therefore,
real money balances in government currency rise over time to reach in the
limit the upper bound, c. This implies that the growth rate of government
money is higher than the inflation rate 
 and, therefore, higher than that
of private money. We have an example of Gresham’s law, in which the “bad”
money, the one with the higher growth rate, crowds out the “good” money.

In the case i= 0 and
∗ =
=β , there is no bound on real money bal-
ances. However, an additional requirement for the equilibrium is that the
following summation,which is present in condition (2.37)or (2.42), befinite:

∞∑
t=t0

β t−t0
(
Tr∗t
P∗
t

)
=ϑ∗

∞∑
t=t0

β t−t0
(
M∗

t−1
P∗
t

)
= −ϑ∗M

∗
t0−1

P∗
t0

∞∑
t=t0

(
1+ϑ∗)t−t0,

(2.47)
where the transfer rule of the private issuer is substituted in the first equality
and the equilibrium growth rate of pricesβ is substituted in the second equal-
ity. The sum is finite wheneverϑ∗ = 0. Therefore, for an equilibrium inwhich
both currencies are used as a medium of exchange, it should be that ϑ∗ = 0
when i= 0.

Another pervasive result in a world of currency competition is the indeter-
minacy of the exchange rate, as in Kareken and Wallace (1981). In the above
analysis, the exchange rate Et (the price of private currency in terms of gov-
ernment currency) is constant at a level that is not determined. This follows
from the equalization of the inflation rates, i.e.,
=
∗, which implies con-
stancy of the nominal exchange rate Et = E . However, indeterminacy means
that there is no equilibrium condition that pins down the level at which the
exchange rate is fixed.
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It should be asked whether the indeterminacy of the exchange rate has
any consequence for the determination of prices, given the monetary pol-
icy assumed. The results depend on the interest rate in government currency
being positive or zero. In the case i> 0, the government can determine its
price level, through the tax policy and the interest rate policy, exactly as in the
single-currency framework, and, therefore, (2.45) applies. Note, indeed, that

lim
T→∞β

T−t0 M
∗
T−1
P∗
T

= lim
T→∞

(
β(1+ϑ∗)




)T−t0 M∗
t0−1

P∗
t0

= 0

in equation (2.44), given that (1+ϑ∗)≤
.
Instead, in an equilibrium in which i= 0 and ϑ∗ = 0, it follows that

lim
T→∞β

T−t0 M
∗
T−1
P∗
T

= lim
T→∞

(
β




)T−t0 M∗
t0−1

P∗
t0

= M∗
t0−1

P∗
t0

,

since
=β . Therefore, (2.44) implies

Mt0−1 +Bt0−1

Pt0
+ Et0M∗

t0−1

Pt0
= τ ,

showing that the indeterminacy of the exchange rate translates also into int-
edeterminacy of the price level in government currency. This price level, at
time t0, is higher than in the single government currency case. The explana-
tion for this result relies on the fact that,when i= 0 andϑ∗ = 0, privatemoney
is a pure bubble whose real value grows over time at the rate 1/β . Its positive
value implies a nominal wealth effect that, to be consistent with equilibrium
real resources, requires a higher price level, as the above equation shows.

2.8.3 Only Private Money Is Used

There can be equilibria in which only private money is used as a medium of
exchange, although there is no equilibrium in which government currency
is worthless. Therefore Mt = 0, but Pt > 0 at all times. Let us discuss the
conditions under which this equilibrium arises. For this, the inflation on pri-
vate money must be lower than that on government currency, i.e., P∗

t+1/P
∗
t <

Pt+1/Pt . Equation (2.40), whenMt = 0, can be written as

m∗
t+1 = 1+ϑ∗

β
(1−Vm

(
m∗
t
)
)m∗

t , (2.48)
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for each t≥ t0, having definedm∗
t ≡M∗

t /P
∗
t . Moreover, sinceMt = 0 implies

ψt > 0, equation (2.39) establishes the upper bound

Vm(m∗
t )≤ 1− β



, (2.49)

given that
=β(1+ i). The above inequality represents a lower bound on
equilibrium real money balances in private currency. Note that the inflation
rate in government currency is still set at 
 through the interest rate policy
of the government, no matter whether government currency circulates as a
medium of exchange or not.

There aremany solutions for (2.48). The stationary solution m̃∗, implicitly
defined by

1−Vm
(
m̃∗)= β

1+ϑ∗ ,

is an equilibrium,provided it satifies (2.49), requiring therefore that 1+ϑ∗<

. In this equilibrium, 
∗ = 1+ϑ∗ and 
>
∗. However, there are no
equilibria with real money balances that decrease over time, since they will,
at some point, violate constraint (2.49). This interestingly shows that the
inflationary path that characterizes the single-currency case, as in (2.25), can
be ruled out by the presence of another currency that is always positively
valued.26 On theother hand, there canbe equilibriawith rising realmoneybal-
ances, provided again that 1+ϑ∗<
. In this case,
∗

t decreases over time
until it reaches the rate β , at which point there is full satiation of real money
balances.However, for this tobe anequilibrium, the summation (2.47) should
be finite, which requires the growth rate of private money to be zero, ϑ∗ = 0.
As a result,
> 1 in this equilibrium.

Issuing privatemoney as a “strong” currency, with a growth rate lower than
the inflation rate in government currency (1+ϑ∗<
), allows for the pos-
sibility of excluding government currency as amedium of exchange. Note that
1+ϑ∗<
 is not a sufficient condition to guarantee the exclusive usage of
the private currency, since Sections 2.8.1 and 2.8.2 in this chapter have shown
that there are also equilibria inwhich private currency is worthless or inwhich
it coexists with governmentmoney, implying a purchasing power that shrinks
over time.

26. There could be equilibria, however, that start with only private money as a medium of
exchange and end up with both private money and public money playing a role, with private
money shrinking in real value because 1+ϑ∗<
, as discussed earlier in Section 2.8.2.
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Results can also be seen from a different perspective by asking how a
government can crowd out private currency as a medium of exchange. It has
to maintain inflation, 
, low, and bounded by the growth rate of private
money, i.e., 
< 1+ϑ∗. Therefore, competition from other currencies can
be a useful way to keep inflation low and reduce seigniorage revenues. It could
be a way to reach the optimal allocation studied in Section 2.7 when multiple
currencies compete to extract rents in the liquidity market.

2.8.4 Launching a Fully Backed Cryptocurrency

In our previous analysis, we examined unbacked private currencies, where
there existed an equilibrium in which the currency held no value. If private
agents collectively adhere to this equilibrium, it becomes challenging to intro-
duce a new currency successfully. Cryptocurrencies like Bitcoin were created
on the premise of trust and utility for transactions, and this has become the
prevailing norm. However, it is crucial to acknowledge that there is always a
potential equilibriumwhere they could be deemed worthless if all agents lose
faith in them. This inherent possibility might explain their price fluctuations
and raises an important question: What are the prerequisites for the success-
ful launch of a new fiduciary currency, ensuring it holds positive purchasing
power?

Von Mises (1912), in dealing with this problem, ended up formulating a
regression theorem according to which “the value of money today depends
upon today’s demand for money, today’s demand in turn depends, not on the
value of money today, but on its value yesterday” (Selgin, 1994, p. 810). The
basis of the current purchasing power relies on the previous purchasing power,
which condemns any newly created currency to worthlessness unless some
exchange value is determined. Another possibility is that of launching a new
currency on the basis of a fixed exchange-rate regime with respect to an exist-
ing currency or commodity. There is also the possibility of enforcing its use
in some transactions through legal requirements. In this chapter, we explore
the first avenue, which is akin to the Diem project, first proposed by Meta
Platforms.27

Diem’s main characteristic is its backing through a basket of risk-free secu-
rities in other currencies. In our framework, suppose that the consortium

27. The theories developed in Section 1.4.2 of Chapter 1 can also be applied to anchor the
value of a currency, without the need to establish a fixed exchange rate with another currency.
However, they entail other requirements that are not immediately available to a newborn cur-
rency, such as the existence of a credit market in the currency. The results of Sections 1.5 and
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issuing the private currency backs it with safe bonds denominated in the gov-
ernment currency. Moreover, assume that the consortium is ready to buy and
sell any amount of the private currency at the exchange rate Et . When issuing
the amountM∗

t of the private currency at some date t, the consortium invests
the proceedsM∗

t Et in the safe bonds in units of the government currency. In
period t+ 1, the consortium receives the interest payments on the bonds for
a total of (1+ it)M∗

t Et in the government currency. The consortium keeps a
portion of the date t+ 1 portfolio value as a per-period assetmanagement fee,
assumed tobeφft M∗

t Et for someφft ≥ 0 set in t.Onemaywish to thinkof these
fees as profits paid to the shareholders of the consortium. The consortium
then sets the new price Et+1, again trading any amount of private currency at
that price.

In order to credibly promise the repurchase of the private currency forEt+1
at t+ 1, and assuming there are no profits other than the asset management
fee, the bond return after the management fee, given by (1+ it −φft )M∗

t Et ,
should be equal to the liabilities,M∗

t Et+1, and therefore

Et+1 = (1+ it −φft )Et . (2.50)

It is important to remember that the initial exchange rate is arbitrarily deter-
mined by the private consortium and that investors should have no reason to
doubt that positive value, given the mechanisms of backing underlining the
newly issued currency.

Note that for it >φ
f
t , the exchange rate of the private currency then appre-

ciates over time,Et+1> Et , and thereforeP∗
t+1/P

∗
t < Pt+1/Pt , while with it =

φ
f
t , the analysis reproduces stable coins, with a constant exchange rate with

respect to the government currency.
Results on the usage of private currency as a medium of exchange follow

from the analysis made in the previous section, with the qualification that
the private currency has now a positive value. In the case φft < it , P∗

t+1/P
∗
t <

Pt+1/Pt , and the governmentmoney is crowdedout as amediumof exchange. If
φ
f
t = it , the exchange rate is fixed and both currencies coexist, while ifφ

f
t > it ,

only the government currency is used.
The analysis shows that one way to launch a new fiduciary currency is to

peg its exchange rate to another currency, in this case a government currency,

2.5 can instead provide helpful insights, even to a newborn currency, through the benefits of
managing a tangible asset.



74 cash as a medium of exchange

by backing its value with investment in risk-free assets denominated in the
circulating currency.

2.9 References

The incorporation of money into utility functions can be traced back to the
pioneering works of Sidrausky (1967) and Brock (1974). Numerous studies
have embraced this framework as ameans tomodel the nonpecuniary benefits
offered by specific securities, such as money. This approach is also used in the
works of Galí (2008) and Woodford (2003). Alternatively, there are popular
methods for modeling the transactional role of money using cash-in-advance
constraints, as demonstrated by Lucas (1982) and Svensson (1985). These
models highlight how the timing of money choices leads to different forms
of money demand.28 In Lucas (1982), at positive interest rates, the demand
for cash aligns with nominal income, while Svensson (1985) introduces vari-
ations in this demand, withmoney decisionsmade before knowing consump-
tion choices.Walsh (2017)provides a thoroughdiscussionof cash-in-advance
models with different timings.

The analysis of price determination under interest rate policies when
money provides transaction services, as in Section 2.4, is expounded by
Woodford (1995) within the fiscal theory of the price level, discussing also
several alternative monetary and fiscal policy regimes.

Studies on price determination, which employ various models for money
demand, with monetary policy controlling base money include works by
Obstfeld and Rogoff (1983), Sims (1994), and Woodford (1995). These
studies reveal the challenges of relying solely on the control of money, and
explore alternative policy frameworks along the lines of Section 2.5.

Barro (1979) is a classical study of the price level in a Gold Standard
regime, while Bordo (1981) provides an insightful historical perspective.
There are numerous studies delving into the Gibson’s paradox, including
the more recent ones, Barsky and Summers (1988) and Benati and Benigno
(2023), that are consistent with the analysis presented in Section 2.6. Jacob-
son, Leeper, and Preston (2023) discuss the importance for the United States
of abandoning the Gold Standard in 1933 to allow for an unbacked fiscal
expansion.

28. See also Lucas and Stokey (1987).
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The literature on currency competition is extensive and spans the fields
of monetary and international economics. The work of Kareken andWallace
(1981) serves as a classic benchmark in monetary economics, while Giovan-
nini andTurtelboom(1992)offer a comprehensive review in the international
monetary literature. Section 2.8 is based on the analysis by Benigno (2023).
Recent contributions in this area, driven by the advent of cryptocurrencies,
include studies by Fernandez-Villaverde and Sanches (2019) and Schilling
and Uhlig (2019). Benigno, Schilling, and Uhlig (2022) analyze currency
competition in a global economy, demonstrating that the introduction of a
global currency places bounds on exchange rates and cross-country nominal
interest rates. The analysis in Section 2.8.4 draws from their work.



3
Central BankDigital Currency

3.1 Introduction

Since the creation of the first digital currency, Bitcoin, in 2009, cryptocur-
rencies have proliferated and attracted the attention of investors, the media,
and policymakers. They are revolutionizing the payment system not so
much because they allow for payments in a digital form, since other instru-
ments already existed for this purpose (e.g. credit cards), but more because
their transactions, through a decentralized verification process based on
blockchain, replicate to some extent the anonymity of a traditional exchange
using physical money (coins and/or banknotes). The payment system is pro-
gressing toward complete digitalization. The revolution is quite remarkable
if we look back at the origin of money, when only physical money, of vari-
ous forms, existed. Cipolla (1967) observes that in the early Middle Ages,
“any commodity was considered a potential means of exchange, and coins
were considered just like any other commodity, one among hundreds of pos-
sible means of exchange, sometimes particularly desired and sometimes not,”
(Cipolla, 1967, p. 6).

Cryptocurrencies are also threatening monetary sovereignty—the para-
digm in which only one currency, the government-issued one, circulates
within the borders of a nation. Monetary sovereignty, though, is just a recent
phenomenon. Economic history is full of examples in which multiple cur-
rencies coexisted within the same borders and multiple types of media of
exchange were used for payments.1

1.Cipolla (1967, 1982, 1990) describes several cases inmonetary history of the coexistence
of multiple currencies.

76
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Traditional government currencies face several challenges. Chapter 2 has
shown that issuingmoney can be a source of revenue for central banks, which
can be critical for backing the value of currency without requiring the trea-
sury’s support. Currency competition may erode seigniorage revenues, as the
analysis in Section 2.8 of Chapter 2 showed. Central banks can also enter
more dangerous territories if several financial instruments start to be denomi-
nated in other currencies. In the end, central banks are very powerful, indeed,
because their liabilities define the unit of account of their monetary sys-
tem. But at least some transactions should be settled in that unit of account;
otherwise the currency becomes worthless.

Central banks are reacting to the challenges by introducing their own digi-
tal currency, which can have two forms. The first one replaces physical money
with digital tokens. The second allows the general public to access the central
bank’s reserves in the form of deposits.

Let us first consider digital tokenization. In this case, the analyses in Chap-
ters 1 and 2 remain unaltered, insofar as government tokens allow for the
storage of units of currency in the same way as physical money does. How-
ever, due to the digital feature of tokens, the issuer may discretionally change
their “face” value. A dollar token today can be declared to be valued less than
a dollar at a future date. The absence of securities that can store unaltered the
value of currency across time relaxes the zero lower bound on the nominal
interest rate, which can go negative. This, however, does not have any con-
sequences on price determination with respect to the findings in Chapters 1
and 2. The only difference, using interest rate rule (1.21), is that the rate of
deflation can now go below β . Otherwise, nothing changes in how prices can
be determined, either in the case in which the treasury sets an appropriate tax
policy to back the price level, or when the central bank uses its remittances
policy to determine it.

The situation can differ if the central bank digital currency takes the form
of deposits at the central bank accessible to the general public. Deposits,
indeed, are money-like securities that, in general, provide liquidity services,
such as money in the models in Chapter 2. Therefore, reserves can provide
direct nonpecuniary benefits to households, which can be modelled as well
through utility benefits. Modeling liquidity using interest-bearing securities,
as opposed to the zero interest rate securities discussed in Chapter 2, leads to
important differences in the determination of the price level, as this chapter
will illustrate. These differences exist regardless of whether digital tokens
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circulate or not. The latter circumstance only becomes relevant for the zero
lower bound on nominal interest rates to apply.

The primary implication of a framework in which central bank reserves
directly provide liquidity benefits to households is the decoupling between
the policy rate, i.e., the interest rate on reserves, and the credit market inter-
est rate. The latter directly influences the consumption and saving decisions
of individuals. The spread between these two interest rates depends on the
quantity of reserves supplied by the central bank.

This result has significantpolicy implications sinceboth thequantity of and
the rate on reserves play crucial roles in determining the inflation rate. This is
in contrast to the models presented in Chapters 1 and 2, where the inflation
rate was solely controlled by the interest rate on reserves. The relevance of
these results extends beyond the central bank digital currency environment
and can be useful for understanding the effects of both the expansion and
the contraction of the central bank’s balance sheet that have occurred since
the 2007–2008 financial crisis. According to the model, variations in the real
value of reserves for the same policy rate influence the credit market rate and
then the inflation rate. In the presence of price rigidity, as will be shown in
Chapter 8, an increase in central bank reserves stimulates aggregate demand
through the lowering of the credit market rate.

These observations raise important questions about what the optimal size
of the central bank’s balance sheet is and, in general, about the optimal liq-
uidity/debt policy, which can be addressed in the framework of this chapter.
The results align with the perspective put forth by Milton Friedman in 1960,
who advocated for a system where the central bank could pay interest on its
reserves and the banking sector could be subject to a 100% reserve require-
ment, with deposits fully guaranteed by the central bank. This concept closely
resembles a central bank digital currency system. In such a system, the entire
liquidity supply in the economy comes from the government, and it could be
implemented either byhaving the central bank as the sole provider of liquidity,
backed by potentially safe assets in its portfolio, or by having both the treasury
and central bank jointly manage the supply of debt, with overall tax capacity
constraining the amount of debt.

The limit to the supply of liquidity is given by the availability of default-free
securities in one case and by the fiscal capacity of the treasury in the other.
Within these limits, the central bank faces no challenges in maintaining full
control over the price level while also optimally supplying liquidity. These
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outcomes are the result of a well-defined specification of interest rate and
overall balance-sheet policies, including the remittances policy.2

This chapter’s results further show that by paying an interest rate on
reserves, the optimal liquidity policy does not interfere with the interest rate
policy and the inflation rate, unlike in Section 2.7 of Chapter 2.

3.2 Outline of the Results

In Chapter 1, the central bank controlled the inflation rate primarily through
an interest rate targeting policy. Managing the entire trajectory of prices was
more intricate, involving other tools such as balance-sheet or tax policies.

In the context of a central bank digital currency framework, the total supply
of central bank reserves now also plays a role in influencing the inflation rate,
in addition to the interest rate policy. This concept is discussed in Section 3.4,
revealing that this new transmission mechanism of policy doesn’t fundamen-
tally change the control of the price level, which remains consistent with the
principles outlined in Chapter 1.

Section 3.5 further explores how the central bank can optimize its liquidity
policywithout significant consequences for the interest rate policy, price level,
or inflation rate. This optimal liquidity supply can be achieved by maintain-
ing sufficient assets in the central bank’s portfolio. Alternatively, coordination
with the treasury by backing its liabilities can also ensure an optimal supply
of liquidity. In this case, the overall availability of liquidity hinges on the fiscal
capacity of the treasury.

3.3 Model

The model in this chapter uses the same framework as the one in Chapter 2,
but in it liquidity services are provided by the liabilities of the central bank,
including digital tokens and reserves held in the form of deposits.

3.3.1 Consumers

Let us consider a representative agent in a closed economywith the following
intertemporal utility:

∞∑
t=t0

β t−t0
{
U(Ct)+V

(
Xt +Mt

Pt

)}
, (3.1)

2. Control of the price level was a challenging aspect in Friedman’s analysis.
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whereβ , with 0<β < 1, is the rate of timepreference,whileU(·) is a concave,
differentiable utility function in its argument (C), the consumption good;
V(·) is also a concave, differentiable function in real liquidity holdings, which
now include central bank reserves (X) and digital tokens (M); the function
V(·)has a satiation point q̄> 0 such thatVq(qt)= 0 for qt ≥ q̄, having defined
the overall real liquidity as qt ≡ (Xt +Mt)/Pt , and Vq(qt) is the first deriva-
tive of the functionV(·)with respect to its argument; and P is the price of the
consumption good (C).

The consumer is subject to the following budget constraint:

Bt +Xt +Mt + PtCt +Tt = (1+ it−1)Bt−1 + (1+ iXt−1
)
Xt−1

+ Mt−1 + PtY . (3.2)

There are three securities available: private and/or treasury bonds (B), the
central bank’s reserves (X), and digital tokens (M), which are also issued by
the central bank. Differently from Chapters 1 and 2, for expositional conve-
nience, the price of bonds at the time of issuance is set to the unitary value,
and the interest rate, set at the same time, accrues in the next-period balances.3

Private and treasury bonds do not provide liquidity services: for this reason
the interest rate (i) on the private illiquid securities may be different from the
policy rate (iX), which is the interest rate on reserves set by the central bank.
Digital tokens do not pay interest. Y is the constant endowment and T are
lumpsum taxes levied by the treasury.

There is a subtle justification for assuming that certain default-free secu-
rities, such as reserves and digital tokens, provide liquidity services while
others do not. As noted in Section 1.3.2 of Chapter 1, central bank liabilities
are always free of default and are repaid. Since reserves are held as deposits
by households, we assume that they provide additional liquidity services, as
captured by the function V(·). In contrast, private and treasury debt must
satisfy a solvency condition to be considered default-free, which sets them
apart from central bank reserves. For this reason, we do not attribute a special
liquidity role to private securities and treasury debt. Section 3.5 extends the
analysis to consider central bank backing of treasury debt, thereby allowing
it to provide liquidity services. In Chapter 4, when we explore the creation
of default-free securities by intermediaries, we allow intermediaries’ debt
(deposits) to provide liquidity services.

3. This aligns the model with Chapter 2, where liquidity services are provided by the
beginning-of-period real value of liquid securities.
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In this economy, all securities, including tokens, exist in digital form. Cen-
tral bank tokensmaintain their value over time and do not accrue any interest.
Therefore, they are outperformed as an investment by central bank reserves
when iX is positive and are equivalent when iX = 0. Due to the absence of
arbitrage opportunities, discussed on page 15 of Chapter 1, the presence of
a store of value prevents the interest rate iX from being negative. Conversely,
negative interest rates are feasiblewhen there is no store of value in the formof
digital tokens. Additionally, the digital nature of securities enables the central
bank to trace them through their digital keys and attribute a negative interest
rate to tokens if necessary. One key feature of a central bank digital currency
framework is therefore its ability to overcome the zero lower bound on inter-
est rates.Without losing generality, wewill assumeMt = 0 at all timesmoving
forward and that the policy rate can go negative.

The appropriate borrowing limit on private debt is in this case repre-
sented by

− (1+ it−1)Bt−1

Pt
≤ (1+ iXt−1)Xt−1

Pt
+

∞∑
j=0

Rt,t+j

(
Y − Tt+j

Pt+j

)
<∞,

(3.3)
where discount factor Rt,t+j has the same definition as in Chapter 1, with
i being the relevant interest rate.4 The consumer chooses sequences
{Ct ,Bt ,Xt}∞t=t0 with Ct ,Xt ≥ 0 to maximize (3.1), under constraint (3.2)
and borrowing limit (3.3) at each time t≥ t0 given initial conditions on
(1+ it0−1)Bt0−1 and (1+ iXt0−1)Xt0−1. Moreover, there is an alternative rep-
resentation of the consumer problem in which borrowing limit (3.3) is
replaced by intertemporal budget constraint

∞∑
t=t0

Rt0,t
(
Ct + it − iXt

1+ it
Xt

Pt

)
≤(1+ it0−1)Bt0−1 + (1+ iXt0−1)Xt0−1

Pt0

+
∞∑
t=t0

Rt0,t
(
Y − Tt

Pt

)
. (3.4)

The constraint now shows one additional termwith respect to equation (1.8)
of Chapter 1: the resources paid tomaintain real liquidity balances in the form
of deposits at the central bank, the second term on the left-hand side of the

4. Note that in (3.3) the debt being referred to includes both the principal amount and the
interest payments that must be repaid.
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constraint.5 Holding liquidity delivers utility benefits, but also carries a pos-
sible cost in terms of a lower interest rate with respect to that on investing in
bonds.

Considering the Lagrange multiplier λt attached to constraint (3.2), the
first-order condition with respect toCt implies that λt =Uc(Ct)/Pt , in which
Uc(·) is the first derivative of the function U(·) with respect to its argument.
Therefore the first-order condition with respect to Bt is again

Uc(Ct)

Pt
=β(1+ it)

Uc(Ct+1)

Pt+1
. (3.5)

In what follows, we are going to label i as the “credit market” nominal inter-
est rate, which is the credit market rate that directly affects the saving-
consumption choices of the consumer, to distinguish it from the policy rate,
iX . The distinction between the two nominal rates represents a novelty with
respect to the analyses ofChapters 1 and2, and it bears important implications
for monetary policy in controlling prices and inflation.

The first-order condition with respect to Xt now implies that

Uc(Ct)

Pt
= 1

Pt
Vq
(
Xt

Pt

)
+βUc(Ct+1)

Pt+1
(1+ iXt ), (3.6)

which can also be written using (3.5) as

1=
Vq
(
Xt
Pt

)
Uc(Ct)

+ 1+ iXt
1+ it

.

The household equates the cost of investing one dollar in deposits at the cen-
tral bank with the benefits represented on the right-hand side of the equation
above. These benefits include nonpecuniary advantages, expressed in terms
of the marginal utility provided by one dollar of reserves (the first addendum
on the right-hand side), as well as pecuniary benefits derived from the dis-
counted value of the return, 1+ iXt . We can also express it as describing the
spread between the market nominal interest rate and the policy rate,

1+ iXt
1+ it

= 1− �t , (3.7)

5. The intertemporal constraint (3.4) can be derived using (3.2) and borrowing limit (3.3)
following similar steps to those in Appendix A. Refer to Appendix C.
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in which

�t ≡
Vq
(
Xt
Pt

)
Uc(Ct)

represents the liquidity premium, with 0≤ �t < 1. Because of the liquidity
value that reserves provide, the policy rate is in general lower than the mar-
ket nominal rate of interest. Equalization of the two rates happens only when
liquidity is satiated, i.e., Vq(·)= 0.

In the optimal allocation, the intertemporal budget constraint (3.4) holds
with equality

∞∑
t=t0

Rt0,t
(
Ct + it − iXt

1+ it
Xt

Pt

)
= (1+ it0−1)Bt0−1 + (1+ iXt0−1)Xt0−1

Pt0

+
∞∑
t=t0

Rt0,t
(
Y − Tt

Pt

)
. (3.8)

Thepresent-discountedvalueof real resources spent for purchasinggoods and
for holding real liquidity balances is equal to the real value of the initial asset
position plus the present-discounted value of real net income.

3.3.2 Government

The central bank’s flow budget constraint is represented by

BCt −XC
t = (1+ it−1)BCt−1 − (1+ iXt−1)X

C
t−1 −TC

t , (3.9)

where (BC) are the central bank’s holdings of short-term assets issued by the
treasury or the private sector; (XC) is the supply of the central bank’s reserves;
and (TC) are the nominal remittances.

The treasury has the following flow budget constraint:

BFt = (1+ it−1)BFt−1 −Tt −TC
t , (3.10)

where (BF) is the treasury’s debt and (T) are lumpsum taxes. The treasury is
subject to a solvency condition for its liabilities to be deemed safe, which takes
the form

(1+ it0−1)BFt0−1

Pt0
=

∞∑
t=t0

Rt0,t
(
Tt

Pt
+ TC

t
Pt

)
, (3.11)

where we have already imposed the equality sign to disregard cases in which
the treasury levies more taxes than needed, as discussed in Section 1.3.2 of
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Chapter 1. Equation (3.11) represents a constraint on the path of taxes given
the other variables involved in it. It is worth noting that treasury debt pays the
market nominal interest rate as it doesn’t provide liquidity services.

3.3.3 Equilibrium

Equilibrium in asset markets requires that the debt issued by the treasury be
held by the central bank and by the representative consumer,

BFt =BCt +Bt , (3.12)

while reserves issued by the central bank are held only by the consumer:

XC
t =Xt , (3.13)

for each t≥ t0.
Equilibrium in asset markets, together with the flow budget constraints of

consumers and government, implies the goods market equilibrium, Ct = Y
for each t≥ t0.

Let us now summarize all the equilibrium conditions. The first equation is
the Fisher equation

1+ it = 1
β

Pt+1

Pt
, (3.14)

for each t≥ t0, derived from (3.5) using equilibrium in the goodsmarket. The
relevant rate that is directly connected to the inflation rate through the Fisher
equation is now the market nominal interest rate.

Equilibrium in the liquidity market, using (3.7), implies that

1+ iXt
1+ it

= 1−Vq
(
Xt

Pt

)
(3.15)

for each t≥ t0, relating the market nominal rate to the policy rate, through
the liquidity premium.We have used equilibrium in the goodsmarket and set
Uc(Y)= 1.

Finally, the intertemporal budget constraint of the consumer (3.8) can be
written using equilibrium in goods and asset markets as

∞∑
t=t0

β t−t0
(
Tt

Pt
+ it − iXt

1+ it
Xt

Pt

)
= (1+ it0−1)Bt0−1 + (1+ iXt0−1)Xt0−1

Pt0
,

(3.16)
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or using (3.11) as

∞∑
t=t0

β t−t0
(
TC
t
Pt

)
= (1+ it0−1)BCt0−1 − (1+ iXt0−1)Xt0−1

Pt0

+
∞∑
t=t0

β t−t0
(
it − iXt
1+ it

Xt

Pt

)
. (3.17)

An equilibrium is a set of sequences
{
Pt , iXt , it ,B

C
t ,Xt ,TC

t
}∞
t=t0

, with{
Pt ,Xt ,BCt ,T

C
t
}∞
t=t0

nonnegative, satisfying conditions (3.9), (3.14), and
(3.15) for each t≥ t0, and (3.17), with it ≥ iXt , given initial conditions (1+
it0−1)BCt0−1, (1+ iXt0−1)Xt0−1.6 Therefore, there are three degrees of freedom
to specify policywithin the tools of the central bank, which can set the interest
rate on reserves, its quantity, and the remittances policy

{
iXt ,Xt ,TC

t
}∞
t=t0

.

3.4 Price Determination

Price and inflation determination is a bit more complex in this model because
the policy rate is no longer sufficient for determining the inflation rate. Indeed,
the relevant interest rate in the Fisher equation (3.14) is the market interest
rate, which is linked to the policy rate through the liquidity premium. Their
spread depends on central bank reserves (see equation 3.15). The framework
nests that of Section1.4.2ofChapter 1when liquidity exceeds the full satiation
level, in which case market and policy rates coincide.

To illustrate price determination, let us consider an interest rate policy that
targets a constant interest rate, iXt = iX = 1/β − 1, and specify a certain pos-
itive path for reserves, {Xt}∞t=t0 . To simplify the analysis, consider a central
bank’s remittances policy of the type

TC
t
Pt

= (1−β)τC + (it−1 − iXt−1)
Xt−1

Pt
, (3.18)

which substituted in (3.17) implies

τC = (1+ it0−1)(BCt0−1 −Xt0−1)

Pt0
,

6. The requirement for nonnegative remittances aims to prevent any fiscal support.
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and therefore

Pt0 = (1+ it0−1)(BCt0−1 −Xt0−1)

τC
. (3.19)

Equation (3.19) determines a positive price level at time t0 provided that
the denominator and numerator have the same sign. When τC is positive
(τC> 0), the central bank’s net worth should be positive (BCt0−1>Xt0−1).
However, if the central bank earns enough seigniorage revenues by issuing its
liabilities, then τC can be negative in (3.18), in which case the central bank’s
net worth can also be negative in (3.19).7 Recall that in Section 1.4.2 of Chap-
ter 1, which is nested when it = iXt , τ

C and net worth were restricted to being
positive to determine the price level.

To determine the full sequence of prices, equations (3.14) and (3.15)
should be combined to obtain

Pt+1

Pt
=β (1+ iX)

1−Vq
(
Xt
Pt

) . (3.20)

Equation (3.20) determines the inflation rate at a generic time t+ 1, which
is on the left-hand side, given prices at time t, and reserves and interest rate
policies, Xt and iX , which are on the right-hand side. The novel result with
respect to Section 1.4.2 of Chapter 1 is that now the inflation rate depends on
the supplyof the central bank reserves. StartingwithPt0 determinedby (3.19),
given the interest rate policy iXt0 = iX = (1/β)− 1 and the reserve policy at
time t0, Xt0 , equation (3.20) determines the price level at Pt0+1, and so forth.

It is interesting to examine the impact of an increase in the central bank
reserves on interest rates and prices. Assuming a constant policy rate, when
reserves (Xt0) increase at time t0, this reduces the liquidity premium, leading
to a lower money market interest rate (it0). Importantly, Pt0 remains unaf-
fectedwhen the same real remittances policy ismaintained, as equation (3.19)
shows.

Using equation (3.20), we can determine a lower price level Pt0+1. Note
that the expansion in reserves is accompanied by a proportional expansion in
bondholdings,BCt0 . This canbe seenby inserting the remittances policy (3.18)
into the flow budget constraint (3.9), to obtain:

BCt −XC
t = (1+ it−1)(BCt−1 −XC

t−1)− (1−β)PtτC. (3.21)

7. In any case, net worth must be appropriately bounded below for profits to be positive.
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When evaluated at time t0, the right-hand side does not change with the
expansion of reserves, so BCt0 (on the left-hand side) should rise by exactly
the increase in reserves. There is, however, a dynamic adjustment even if the
expansion in reserves is just temporary. At time t0 + 1, the fall in Pt0+1 low-
ers the liquidity premium and the money market rate, which further reduces
prices at time Pt0+2. Prices will stabilize at a constant value once the liquidity
premium reaches zero. Itmight appear unusual that an increase in central bank
reserves lowers the price level, but this outcome should be understood within
the framework of a model where prices are flexible and the Fisher equation
(3.14) holds. According to the latter equation, lowering the market interest
rate through an increase in reserves reduces the inflation rate. However, in the
presence of price rigidity, where the Fisher equation does not hold, the expan-
sion of reserves also leads to a fall in themarket interest rate. This reduction, in
turn, stimulates aggregate demand, output, and inflation, as will be discussed
in Chapter 8.

3.5 Optimal Liquidity Policy

In line with the analysis of Section 2.7 of Chapter 2, we can ask how opti-
mal monetary policy should be set in this environment. Results confirm the
optimality of satiating the holdings of liquidity, i.e., setting Vq(·)= 0. What
is different now is how to achieve this outcome, which coincides with erad-
icating the difference between the market nominal interest rate and the rate
on reserves, it = iXt . Note that the policy that implements satiation of liquidity
does not imply anymore a rate of deflation in the economy, whichwas the case
in the discussion in Section 2.7 ofChapter 2. Indeed, by paying an interest rate
on the securities providing liquidity and satiating the supply of liquidity, the
central bank controls directly the nominal interest rate in (3.14) and therefore
can set the inflation rate at a desired value. The remittances policy and other
balance sheet policies are still critical for determining theprice level.Maintain-
ing the remittances policy as in (3.18), we notice that τC should be positive
to have determinacy of the price level, since “seigniorage” revenues are miss-
ing and there is no treasury support, meaning remittances cannot be negative.
Equation (3.19) is still determining the price level at time t0. We can then use
(3.21) to obtain

Xt

Pt
= BCt

Pt
−βτC,
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which shows that to maintain a certain real value of liquidity above the
satiation level, i.e., Xt/Pt ≥ q̄, the central bank should have enough assets in
its portfolio exceeding the liabilities. This result alignswith Friedman’s recom-
mendation in 1960 that the responsibility for supplying liquidity rest with the
government, and can be implemented by the central bank through maintain-
ing a sufficiently large asset portfolio on its balance sheet. It is crucial for these
assets to be default-free, since any default risk could jeopardize the control of
the price level, as already emphasized in Section 1.4.2 of Chapter 1. This risk
arises because the value of assets may fall below that of the liabilities, making
it impossible tomaintain a positive τC in the remittances policy. The solution
in such a scenario would require challenging the central bank’s independence
and seeking a monetary transfer from either the treasury or the private sector.

It should be further emphasized that the requirement of havingmore assets
than liabilities is essential both for the supply of liquidity and for the control
of the price level. However, this requirement has a quantitative aspect in the
first case, necessitating a specific quantity of real liquidity supply. In the second
case, this quantitative aspect may not be as necessary.

This parallel with Friedman’s proposal illustrates that a central bank digi-
tal currency framework aligns with a narrow banking regime, also discussed
in Friedman (1960). In such a regime, the central bank exercises full con-
trol over the liquidity in the economy by supplying reserves at a positive
interest rate and mandating intermediaries that supply liquid securities to
maintain a 100% reserve requirement. Relying on the availability of default-
free securities, whether issued by the private sector or the treasury, the narrow
banking regime envisioned by Friedman is not inconsistent with full control
of the price level through appropriate interest rate policies and balance-sheet
policies, discussed inChapter 1 and in this section.The key feature is the avail-
ability of default-free securities, above the liabilities issuedby the central bank,
which should be sufficiently large to sustain the appropriate optimal liquidity
policy.

Friedman (1960) also highlights an alternative approach, still within the
government’s control of liquidity, which involves backing liquidity through
taxes. This alternative can be rationalized within the context of the model
presented in this chapter by enabling the central bank to back the treasury’s
liabilities, as discussed in Section 1.4.1 of Chapter 1. This extends the prop-
erties of central bank’s liabilities to those of the treasury. We can hypoth-
esize that treasury debt held by the household provides the same liquidity
services as central bank reserves, entering then into the function V(·) in
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(3.1), where now qt = (Bt +Xt)/Pt . In this case, the solvency constraint
(3.11) does not apply, and the critical equation to determine the price level
is (3.16). Recall that B is the treasury’s debt held by the household and
BFt =Bt +BCt .

Consider, for simplicity, an interest rate peg iXt = iX for each t≥ t0, and the
following specification of the real tax policy:

Tt

Pt
= (1−β)τ − (it−1 − iXt−1)

Bt−1 +Xt−1

Pt
, (3.22)

in which there is a constant real component, captured by the positive parame-
ter τ , and a second component transferring to the consumers the seigniorage
revenues retrieved from issuing liabilities at a lower cost, iX , with respect to
the market rate i. Substituting (3.22) in (3.21) for T, we obtain that

τ = (1+ it0−1)(Bt0−1 +Xt0−1)

Pt0
,

and therefore

Pt0 = (1+ it0−1)(Bt0−1 +Xt0−1)

τ
,

which determines the price level as proportional to the net liabilities of the
whole government with respect to the private sector. We can, as well, use the
consolidated budget constraint of the government to get that at each point in
time the real value of such liabilities is proportional to the parameter τ :

Bt +Xt

Pt
=βτ . (3.23)

Since τ represents the present discounted value of real taxes, it could be inter-
preted as indicating the fiscal capacity of the government. Equation (3.15)
holds with the argument of the function Vq(·) being now the net liabilities
of the government. Combining it with the Fisher equation, inflation is now
determined as

Pt+1

Pt
=β (1+ iX)

1−Vq
(
Bt+Xt
Pt

) =β (1+ iX)
1−Vq (βτ)

. (3.24)
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Both monetary and fiscal policies play pivotal roles in determining the
inflation rate. Monetary policy directly influences inflation through the man-
agement of interest rates on reserves, while fiscal policy shapes inflation by
governing the overall liquidity supply and, consequently, liquidity premi-
ums. To achieve the optimal supply of liquidity, the treasury should raise
appropriately τ when unconstrained. The fiscal capacity of the government
then becomes crucial in determining both the price level and the overall avail-
ability of real liquidity in the economy. Failure to do so, or encountering
constraints in this regard, can lead to inefficiencies and threaten price con-
trol. It is important to note that the central role of the treasury is based on the
support it receives from the central bank. This collaboration makes price and
inflation determination a shared concern of bothmonetary and fiscal policies.
Ultimately, in deciding how much real liquidity to supply and at what price
level to target, the fiscal capacity plays a critical role.

3.6 References

Canzoneri et al. (2008) and Canzoneri, Cumby, and Diba (2017) were early
models that introduced a disconnect between the policy rate and the inter-
est rate relevant for consumption and saving decisions. In monetary analysis,
several works have introduced a transaction role for bonds, although an indi-
rect one. In Canzoneri and Diba (2005), current income can also be used for
liquidity purposes in a fraction that depends on the quantity of bonds held
in the portfolio. In Belongia and Ireland (2006, 2012), money and deposits
are bundled together, and can be used for liquidity purposes as in the work
of Canzoneri et al. (2011), where bonds are instead imperfect substitutes for
money.

Benigno andNisticò (2017) presented amodel in which securities provid-
ing liquidity, through a collateral constraint, carried a nominal interest rate.
This framework included central bank reserves, making them relevant in the
monetary policy transmission mechanism.

Diba and Loisel (2021, 2022) also developed New Keynesian models fea-
turing the central bank employing two policy instruments. Piazzesi, Rogers,
and Schneider (2021) emphasized the disconnection between the policy
rate and the interest rate relevant for consumption and saving choices. They
presented a model of central bank digital currency, primarily through a
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local analysis of the equilibrium. Niepelt (2023) studies central bank digital
currency in a context in which intermediaries have market power in issuing
deposits and liquidity transformation creates externalities.

The model presented in this chapter draws inspiration from Benigno and
Benigno (2022).

Friedman (1960) proposed paying interest on reserves and discussed
cooperation or separation between monetary and fiscal policies in debt-
management policies.



4
PrivateMoney

4.1 Introduction

Money cannot be exclusively a creation of the government, as its definition is
based on its properties and functions rather than on its being a physical object.
In Chapters 2 and 3, government money (cash) and default-free government
bonds had a special liquidity role, a medium-of-exchange property, along with
being a store of value. However, even in a monetary system with one unit of
account, government money is not necessarily the only money with the prop-
erties of store of value and medium of exchange. The private sector, through
financial intermediaries, can also create money-like claims that, to a certain
degree, share the same properties that governmentmoney has. Deposits serve
as a clear example of this phenomenon. As Brunner (1989) pointed out, “the
distinction [between monetary base and the nation’s money stock] becomes
important with the emergence of intermediation. Financial intermediation
inserts a wedge between the monetary base and the money stock” (Brunner,
1989, p. 175).

Chapter 3 has demonstrated that there is no trade-off between achieving
the optimal liquidity supply and controlling prices. Moreover, in a monetary
framework where the central bank has an additional policy tool, such as that
of paying an interest rate on its reserves and adjusting it, it becomes possible
to separate the achievable inflation target from the supply of liquidity.1

1. In contrast, when money does not pay an interest rate, Section 2.7 of Chapter 2 has
demonstrated that the optimal supply of money can be achieved by implementing a defla-
tion rate equivalent to the rate of time preference. In that case, achieving the optimal supply
of liquidity affects the inflation rate that can be targeted.

92
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Importantly, the full trajectory of prices and the supply of liquidity
within the government are interconnected and rely on the same fundamen-
tal principles. The price level necessitates a real anchor, whether in the form
of high-quality assets held by the central bank beyond its liquid liabilities or
through taxation when the treasury and central bank cooperate in price deter-
mination. Exactly the same features are needed for the provision of liquidity,
with the only difference being that an abundant supply of liquidity demands
an adequately substantial backing.

On a similar note, inefficiencies in liquidity supply and instability in price
level control can arise due to inadequate backing. This insufficiency may be
attributed to either a lack of high-quality assets within the economy or lim-
ited fiscal capacity. Additionally, a government may not have the incentive to
satisfy the economy’s liquidity needs because it holds a monopoly on money
supply and may seek to maintain rent. It is not surprising that some central
bankswere founded on the “desperatewant ofmoney” (Bagehot, 1873, p. 92),
such as the Bank of England in 1694.2

Leaving rent opportunities in the liquidity market incentivizes the private
creation of money-like claims, often referred to as “safe assets,” to take advan-
tage of lower financing costs. These money-like claims share properties with
government-issued money, serving as a store of value since they are risk-free,
and maintain their value in terms of currency over time. They also function
as a medium of exchange, offering liquidity services in the form of transaction
services and collateral requirements.

The possibility of private money supply has been the subject of extensive
debate, with discussions centered around the potential implications for ineffi-
ciencies in liquidity supply and the stability of price level control. Established
and influential theories, including the “real bills” doctrine, free banking the-
ory, andnarrowbanking theory, have attempted to tackle these issues, but they
have not produced definitive conclusions.3

The results in this chapter demonstrate that the private supply of money
does not pose a challenge to the central bank’s price level control, provided
the latter adheres to the principles outlined in Chapter 1. As a consequence

2. See the discussion of White (2014).
3. Sargent (2011), summarizing the debate on the grounds of the monetary analysis of the

1970s and 1980s, concludes that there could be an inherent instability in the control of price
when markets of money and credit are not separated, while separating those markets either
produces inefficiencies or creates subtle connections between monetary and fiscal authorities.
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of this result, it is important to underscore that the entity responsible for
determining the price level is the one whose liabilities, which are claims to
themselves, define what the currency is. In this context, that entity is the cen-
tral bank, which may not coincide with the main supplier of liquidity in the
economy.4 In addition, a banking sector characterized by unrestricted compe-
tition (free banking) can efficiently provide liquidity. Similarly to government
liquidity supply, private liquidity provision requires properbacking,which can
be achieved through investments in high-quality assets or by absorbing losses
on risky assets with sufficient equity.

The intermediaries supplying liquidity should not necessarily be regulated
in their asset holdings, as the “real bills” doctrinemight suggest holdingprivate
risk-free securities. The competition for safe securities directs private suppli-
ers to also combine risky investments cushioned by an appropriate amount of
equity. Backing is needed but not necessarily tied to specific assets.

The conclusionsdrawn in this chapter combinedwith those in theprevious
one suggest that the optimal supply of liquidity can be achieved in multiple
equivalent ways. It can be done by the government through the central bank
with appropriate asset backing, through collaboration betweenmonetary and
fiscal authorities via taxes, or by the private sector in a competitive market, as
long as sufficient backing is ensured. A narrow banking regime, advocated by
Friedman (1960), or free banking or “real bills” are economically equivalent
under certain conditions.

There is a subtle distinction to make. The competitive nature of a pri-
vate market for liquidity supply naturally eliminates rent-seeking behavior.
This happens without relying on the will of a monopolist, who may lack the
economic motivation to eliminate such rent.

4.2 Outline of the Results

The existence of liquidity premiums in money markets incentivizes finan-
cial intermediaries to create money-like securities, which can be backed
by risky assets and equity. Section 4.3.3 shows that, in a frictionless mar-
ket, intermediaries can create safe securities by raising enough equity to

4. The controversies in past debates largely stem from a failure to distinguish between
money, definedby its properties, and currency, definedby the central bank’s liabilities. It’s essen-
tial to recognize that the inverse of the price level reflects the value of the currency, not the value
of money.
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absorb the possible losses. Moreover, Section 4.3.4 demonstrates two results:
i) unfettered competition can reduce to zero any premium in liquidity mar-
kets, allowing liquidity satiation with the creation of enough private safe
securities to complement government debt, and ii) the efficient private sup-
ply of liquidity does not jeopardize the control of the price level by the central
bank, which can follow the principles underlined in Chapter 1. The chapter
concludes by analyzing competition among different currencies to become
the unit of account in which intermediaries issue safe securities that are used
as a means of payment. Section 4.5, in discussing competition between secu-
rities denominated in different currencies to provide liquidity services, finds
that the security in units of the currency with stable prices is dominant.

4.3 Model

Themodel is stochastic. Uncertainty is introduced to model the risky charac-
teristics of some securities, a feature that will be important in the following
analysis. Let st be the state of nature at time t belonging to a set S that is
invariant across time; f (st|st0) is the probability distribution of the history st

conditional on the state of nature st0 at time t0. The history st is defined as the
sequenceof states of nature up to time t, i.e., st ≡ (st , st−1, st−2, . . . , st0).More-
over, f (st|st0) can be written as f (st|st0)≡ f (st|st−1)f (st−1|st−2) . . . f (st0), if
it is assumed that f (st|st0) has the Markov property. In the following discus-
sion, for a generic random variable X, we will use the notationXt to represent
X(st). Accordingly, the conditional expectation at time t0 of Xt is defined as
Et0Xt =∑st f (s

t|st0)X(st).
There are three agents in the economy: consumers, the government, and

financial intermediaries. The key feature of this chapter is that there are cer-
tain securities, called “safe assets,” which play a special liquidity role in the
economy: exchange for goods or collateral services. These securities can be
naturally produced by the government, as in Chapter 3. Financial intermedi-
aries can also create safe securities, backing themwith risky investment and by
appropriately raising equity.

There is a fixed amount of capital,K, usedby consumers andfinancial inter-
mediaries. Output is now a function of capital and its productivity, Yt =AtK.
Capital productivity At has a bounded support, [Amin,Amax]. Capital has a
price QK

t in units of currency and therefore its nominal return at time t is
1+ iKt ≡ (QK

t + PtAt)/(QK
t−1).
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4.3.1 Consumers

Let us consider a representative agent in a closed economywith the following
expected intertemporal utility:

Et0
∞∑
t=t0

β t−t0
{
Ct +V

(
Bt + St
Pt

)}
, (4.1)

where β , with 0<β < 1, is the subjective discount factor in preferences; (C)
is the consumption good, and utility is linear in it;5 and V(·) is a concave,
differentiable function of real “safe assets” holdings, which now include the
government’s debt (B) and the intermediary’s debt (S). The function V(·)
has a satiation point q̄> 0 such that Vq(qt)= 0 for qt ≥ q̄, having defined
qt ≡ (Bt + St)/Pt , (P) is the price of the consumption good (C).

“Safe assets,” which are nominal securities free of any risk, provide util-
ity benefits, which can be considered as a proxy of transaction or collateral
services. In this chapter, we assume that the central bank fully backs the trea-
sury debt. Therefore, all the government’s liabilities are always risk-free. With
B in (4.1), therefore, we denote both the treasury’s short-term debt and the
central bank’s reserves. Financial intermediaries can also create risk-free secu-
rities, labelled by S. As in the model in Section 3.3 of Chapter 3, liquidity
is supplied by securities paying a nominal interest rate, provided they are
free of risk. Cash—a non-interest-bearing asset—could also provide liquid-
ity services, but it will be dominated by other, interest-bearing, assets and will
therefore not be demanded for liquidity purposes or for other purposes except
when the nominal interest rate is zero. We consider the economy cashless in
equilibrium, but the possibility of holding cash imposes a zero lower bound
constraint on the nominal interest rate.

The consumer is subject to the following budget constraint to purchase
good C:

Bt + St +QK
t Kt +Nt + PtCt +Tt = (1+ iXt−1)Bt−1

+ (1+ iSt−1)St−1 + (1+ iKt )Q
K
t−1Kt−1 +�D

t .

(4.2)

5. The linearity of the utility function in consumption is useful for simplifying the analysis
and tying the real interest rate to the inverse of the discount factor, evenwhen output is stochas-
tic. InChapters 1–3, the same resultswere obtained under a nonlinear utility function assuming
constant endowment.
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Consumers can also invest in a risky asset, capital (K), which has priceQK
t at

time t, and a stochastic nominal return, 1+ iKt+1, which is contingent on the
realization of uncertainty at time t+ 1. The returns on government and pri-
vate safe debt are 1+ iXt and 1+ iSt , respectively, and they are non-stochastic
and determined at time t.6 Consumers can finance financial intermediaries’
equity,Nt , and for this reason they receive dividends in the next period,�D

t+1.
Tt are lumpsum taxes levied by the government at time t. There can also
be other securities traded in the economy, but those are not relevant for the
analysis that follows, and therefore we will omit them.

In the optimal plan, the consumer chooses stochastic sequences {Ct , Bt ,
St , Kt , Nt}∞t=t0 , with Ct ,Bt , St ,Nt ≥ 0 to maximize (4.1), under the con-
straint (4.2) and an appropriate borrowing limit at each time t≥ t0, given
initial conditions (1+ iXt0−1)Bt0−1, (1+ iSt0−1)St0−1, (1+ iKt0−1)Kt0−1. Con-
sider Lagrange multipliers λt ≥ 0 attached to constraint (4.2); the first-order
condition with respect to Ct implies that λt = 1/Pt . Let us define R̃t,t+1 ≡
β(Pt/Pt+1). The first-order condition with respect to holding capital, Kt ,
implies

1= Et
{
R̃t,t+1(1+ iKt+1)

}
, (4.3)

while the value of financial intermediaries’ equity is equal to the discounted
value of dividends,

Nt = Et
{
R̃t,t+1�

D
t+1
}
. (4.4)

The optimality conditions with respect to St and Bt imply

1≥ �t + Et
{
R̃t,t+1

(
1+ iSt

)}
, (4.5)

1≥ �t + Et
{
R̃t,t+1

(
1+ iXt

)}
. (4.6)

The above inequalities hold with the equality sign when the respective secu-
rity is used in the liquidity market, in which case the price of the security,
which is one dollar, is equal to the present discounted value of its payoff plus
the nonpecuniary services represented by term �t , given by

�t ≡Vq
(
Bt + St
Pt

)
,

6.We aremaintaining the notation that iXt is the interest rate on reserves, which is set by the
central bank.
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in which Vq(·) is the first derivative of the function V(·) with respect to its
argument. When the inequality holds strictly, the security is not held for liq-
uidity purposes, but itmight be held for its pecuniary return.Note that at least
one among (4.5) and (4.6) should hold with the equality sign.

The representative agent’s optimization problem is completed with the
exhaustion of the intertemporal budget constraints, which we omit here.

4.3.2 Government

Let us consider a consolidated government budget constraint

Bt = (1+ iXt−1)Bt−1 −Tt , (4.7)

where (T) are taxes. To keep the analysis simple, we do not differentiate
between central bank and treasury; (B) denote the overall government lia-
bilities, which are risk-free because they are all backed by the central bank,
as discussed in previous chapters, and, therefore, not subject to a solvency
condition.

4.3.3 Intermediaries

There is an infinite number of intermediaries that can enter the securitiesmar-
ket without any barrier. They invest in risky capital and can raise equity. They
are, however, subject to a limited liability constraint, i.e., a nonnegative profit
requirement. Depending on the level of equity, they can issue risk-free securi-
ties or defaulted securities, the latter in the event the limited liability constraint
is binding. We focus on the creation of risk-free securities, since they will be
the only type relevant to characterize the equilibrium.

Intermediaries live for two periods, invest in capital, and can finance it by
issuing debt securities and equity. A generic intermediary living at times t and
t+ 1, issuing risk-free debt St , is subject to the following budget constraint at
time t:

QK
t K

I
t = St +Nt . (4.8)

Intermediaries invest in capital, KI
t , and finance it by issuing safe debt and

equity.
In the following period t+ 1, gross profits are represented by

�I
t+1 = (1+ iKt+1)Q

K
t K

I
t − (1+ iSt )St , (4.9)
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and cannot be negative, given limited liabilities. Therefore min�I
t+1 ≥ 0

requires
(1+ iKmin)Q

K
t K

I
t ≥ (1+ iSt )St ,

where (1+ iKmin)=min(1+ iKt+1). Substituting (4.8) for Q
K
t K

I
t in the above

inequality, we obtain a lower bound, N̄t , on equity

Nt ≥ N̄t =
(

1+ iSt
1+ iKmin

− 1
)
St . (4.10)

Since assets are risky, intermediaries should back safe debtwith an appropriate
level of equity, which would cover losses in the worst-case scenario.

Intermediaries choose how many securities to supply by maximizing their
expected rents (R), which are given by the expected discounted value of non-
distributed profits (�I −�D) as

Rt = Et
{
R̃t,t+1(�

I
t+1 −�D

t+1)
}= St − Et

{
R̃t,t+1(1+ iSt )

}
St ,

in which we have substituted (4.8) and (4.9) to obtain the second equality,
and used (4.3) and (4.4). Maximization of rents implies a positive supply of
securities insofar as their prices are such that7

1
1+ iSt

≥ Et
{
R̃t,t+1

}
.

Since there is an infinite number of intermediaries that can potentially enter
themarket, all rents are zero in equilibrium, and therefore the supply schedule
is just

1
1+ iSt

= Et
{
R̃t,t+1

}
. (4.11)

Intermediaries creating “safe assets” will then choose an appropriate equity
level (4.10) and supply securities at the price (4.11).

4.3.4 Equilibrium

In equilibrium, the bonds issued by the government and the intermediaries’
debt are held by the consumer. Aggregate consumption is equal to the output,
Ct = Yt =AtK; capital required by consumers and intermediaries sum to the
total available stock, Kt +KI

t =K.

7. Note that 1/(1+ iSt ) is the price of the safe security.
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The key result is that competition for private safe securities eradicates all
rents no matter what the supply of government liquidity is. The economy
is always at a level of full satiation of liquidity. This can be seen by combin-
ing the demand (4.6) and supply (4.11) schedules of the intermediaries’ safe
debt, implying�t = 0 at all times. If�t were positive, it would trigger the inter-
mediaries’ entry in the market of safe securities, since they could profit from
financing investment at a lower cost. This extra rent would be wiped out by
competition in the market, ensuring that there are no liquidity premiums and
zero rents.

To complete the characterization of the equilibrium, we analyze the deter-
mination of prices and interest rates. This analysis is important for assessing
whether a framework in which liquidity is privately supplied could potentially
undermine the central bank’s control over prices. The bottom line is that it
does not.

Note that by combining the intertemporal budget constraint of the con-
sumer with the balance sheets of the intermediaries we get the following
intertemporal resource constraint:

(1+ iXt0−1)Bt0−1

Pt0
= Et0

{ ∞∑
t=t0

β t−t0
(
Tt

Pt
+ it − iXt

1+ it
Bt
Pt

)}
, (4.12)

which corresponds to (3.16) of Chapter 3, with the difference that in (4.12)
all government debt B provides liquidity services. In the above equation, it
represents the notional risk-free rate on a bond that does not provide liquidity
services; it is priced as

1
1+ it

= Et
{
R̃t,t+1

}
. (4.13)

In equilibrium, the real value of debt should be equal to the expected
present-discounted value of taxes plus the liquidity rents obtained by
government-issued “safe assets.”

We make the following assumptions on government policy. The govern-
ment sets the interest rate on reserves, iXt , to a constant value, 1+ iXt =β−1.
The tax policy is specified in real terms asTt/Pt = (1−β)τ for some positive
τ . These assumptions fall within the class of policies that have been analyzed
in Section 1.4 of Chapter 1.

To solve for the equilibrium prices, note first that when �t = 0, it should
necessarily be that 1+ it = 1+ iXt = 1/β . The money market nominal inter-
est rate should be equalized to the policy rate. Indeed, two cases are possible.
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In the first, government debt is not held for liquidity purposes but only for its
pecuniary return, i.e., (4.6) holds with equality. However, by absence of arbi-
trage opportunities, the interest rate it on any risk-free but illiquid security
should necessarily coincide with iXt and, therefore, 1+ it = 1+ iXt = 1/β . If
instead government debt is used for liquidity purposes,�t = 0 in (4.6) implies
again that 1+ it = 1+ iXt = 1/β , using (4.13).

Using the tax policy and the result 1+ it = 1+ iXt = 1/β in (4.12), it
follows that

(1+ it0−1)Bt0−1

Pt0
= τ ,

which determines the price level Pt0 , given Bt0−1, it0−1, and τ . An addi-
tional implication is that the price level does not exhibit stochastic behavior.8

Moreover, it is also not varying over time. Use equation (4.13) to note that

1
1+ it

= Et
{
R̃t,t+1

}=β Pt
Pt+1

.

Since 1+ it = 1+ iXt = 1/β , the above equation implies that prices are always
constant at a level, let’s say, P.

There is no challenge coming from private creation of money to the con-
trol of the price level. The above follows exactly from the same principles
discussed in Chapter 1.

Finally, note that the supply of government liquidity, Bt/Pt , is given at
each point in time by βτ . Since the overall supply of liquidity is above the
satiation level q̄, we can determine the supply of private safe security as
S≥max

{
P(q̄−βτ), 0}. If government liquidity is not enough to satiate the

economy (q̄>βτ), intermediaries have an incentive to supplement govern-
ment liquidity by providing a sufficient amount of safe assets to achieve the
full satiation of liquidity, which is the efficient allocation for the same reasons
discussed in Section 3.5 of Chapter 3.

4.4 The Supply of Public and Private Liquidity

A private securities market under unfettered competition satiates the demand
for liquidity in the economy.This result confirmsHayek’s view(1976) that the

8. This result follows from applying the same reasoning to (4.12) at a generic time
t, for which ((1+ iXt−1)Bt−1)/Pt = τ . The latter equation implies that the price level is
deterministic.
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process of competition can lead the private sector to supply a sufficiently large
quantity of the best available type of asset, namely, “safe assets” in this con-
text.9 Thecompetitivemarket structure in themodel is inHayek’s spirit (1976,
p. 43) and works as follows.10 If safe securities were not provided, households
would attach a premium to thembecause such securities provide liquidity ser-
vices. Therefore, intermediaries would find it worthwhile to supply safe debt,
because the premium paid by households reduces the intermediaries’ financ-
ing costs. Free entry and exit would then guarantee that there is enough supply
of safe securities so that the households’ liquidity constraints are never bind-
ing. As a result, the interest of households is perfectly aligned with that of
financial intermediaries. Indeed the premium on “safe assets,” which reflects
the inefficient provision of liquidity from a societal point of view, creates
incentives for self-interested intermediaries to supply safe securities. To this
end, intermediaries will raise enough equity to absorb any loss they incur on
their risky assets.

Unfettered competition achieves efficiency without the need for any type
of regulation.This result canbe further comparedwith the “real bills” doctrine
and with the view in Friedman (1960) about the separation of money and
credit markets. According to the “real bills” doctrine, intermediaries should
be required to hold safe (and possibly illiquid) assets to back the supply of
private money. This is not necessary. While intermediaries may hold risky
assets, competition for the supply of safe securities compels them to raise suffi-
cient equity to absorb any potential losses.Consequently, the supply of private
money remains secure.

In light of the findings in this chapter, it may be worthwhile to reexamine
and rationalize the “real bills” doctrine by expanding the concept of “real bills”
to encompass not only risk-free securities but also risky investments that can
be rendered risk-free through the absorption of losses by equity. Free banking,
characterized by an unregulated banking sector, enables the efficient supply
of liquidity as competition drives down excess profits in the provision of safe
securities.

9. It should be noted that Hayek (1976) discusses competition among moneys denom-
inated in different currencies, but that the mechanism of competition in the search for the
best money applies here too. Hayek (1937) advocates free banking without national boundary
restrictions.

10. SeeHayek (1948, ch. V) for a critical analysis of the assumption of perfect competition.
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Friedman (1960) argued that the government should have monopoly
power in the supply of liquidity. This objective can be obtained if the
government passes regulation to achieve a “narrow banking” system; that is,
intermediaries are forced to satisfy a 100% reserve requirement. In the con-
text of this chapter’s model, intermediaries would buy government debt, B,
using deposits. If this were the case, private intermediaries would not create
any liquidity, because their deposits would be backed by liquid government
debt, instead of illiquid risky investments. As a result, the supply of liquid
assets would be determined solely by the amount of government debt in the
economy, B. Note that the government has to back the interest payment on
such debt, which in the framework of the previous section is achieved by col-
lecting taxes, T. A benevolent government that decides to use this policy can
nevertheless achieve the first best by setting βτ ≥ q̄, so that government debt
is of the amount B/P≥ q̄.

MiltonFriedman’s other proposal (1960) is that the supply of public liquid-
ity should be achieved by the central bank through investment in a portfolio
of assets. Ideally, the central bank should transform risk-free but illiquid assets
issuedby theprivate sector into risk-free but liquid liabilities.This canbedone
without any need for the government to raise taxes if the illiquid securities are
created by the private sector. This separation of monetary and fiscal policies,
as discussed in Section 1.4.2 of Chapter 1, can be beneficial for controlling the
price level.

If the central bank can invest only in risky securities issued by the private
sector, it can fully back its supply of liquidity as long as the risky securities do
not default.Otherwise, taxationwouldbenecessary to cover the central bank’s
losses in cases where private securities defaulted, creating subtle and delicate
linkages between monetary and fiscal policies.

Both free banking and centralizing the supply of liquidity within the gov-
ernment can achieve efficiency. In either case, themanner inwhich liquidity is
supplied does not pose challenges for the central bank in controlling the price
level, as demonstrated in Section 3.4 of Chapter 3, as well as in this chapter.
However, the views are conflicting in terms of decentralized versus centralized
supply, i.e., in terms of the forces of private competition versus the benev-
olence of a government monopoly. But if the monopolist bases its decision
on self-interest, it will not achieve the first best. Indeed, in Hayek’s words, a
monopoly “prevents the discovery of better methods of satisfying a need for
which a monopolist has no incentive” (Hayek, 1976, p. 28). The “need” is the
efficient supply of liquidity, the “incentive” of a monopolist is to reduce the
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provision of liquidity to earn rents, and the “discovery” of “better methods” is
the creation of private money by financial intermediaries.

As a result of this reasoning, the balance seems to favor free banking. It’s
preferable to unleash the forces of private competition because acting in pri-
vate interest also serves society’s needs. However, these conclusions hinge on
the crucial assumption that, in the absence of risk-free securities backing inter-
mediaries’ liquidity, equity can be raised without frictions. At the same time,
taxes can be raised without bound to sustain government liquidity. Chapter
11, by relaxing this ideal frictionless framework, will explore the possibility
of a liquidity crisis, establishing connections between equilibrium liquidity,
interest-rate policy, and government intervention.

4.5 Dominant Currency

In the model of currency competition presented in Section 2.8 of Chapter 2,
government currency had a dominant role since it was the unit of account in
whichdebt claimswere set andpaid.This had some implications for excluding
the equilibria, in which government currency was worthless under an appro-
priate policy discussed therein. On the other hand, the previous sections have
shown that private debt can also provide liquidity to the economy—not just
government debt. Here we present amodel of competition between a govern-
ment currency and a private currency to study the intermediaries’ choice of
currency for denominating and paying their debt.

The economy has an infinite horizon and is stochastic. There are two
agents: households and intermediaries. Households invest in safe securities
that provide liquidity services in the next period.

“Safe assets” can be denominated in two different currencies, for exam-
ple, a government currency and a private currency, and are issued by financial
intermediaries. Intermediaries invest in risky real projects andfinance themby
issuing safe securities in either one of the two currencies, while being subject
to a limited liability constraint. The monetary policy of the currency issuers
is simplified by assuming that prices of goods in terms of the two currencies
follow a specified distribution.11 Characteristics of this distribution deter-
mine the currency in which securities are going to be issued in equilibrium.

11. This is an important simplification of and departure from the analysis of price determi-
nation undertaken so far.
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Households have the same preferences as in (4.1) for consumption and real
liquidity balances,

Et0
∞∑
t=t0

β t−t0
{
Ct +V

(
St
Pt

+ S∗
t

P∗
t

)}
, (4.14)

in which (S) and (S∗) are “safe assets,” held from time t, denominated in gov-
ernment and private currency, respectively; (P) and (P∗) are prices in terms
of the two currencies. Consumption of good (C) at time t is subject to the
following budget constraint, expressed in units of goods:

St
Pt

+ S∗
t

P∗
t

+Ct = (1+ iSt−1)St−1

Pt
+ (1+ iS

∗
t−1)S

∗
t−1

P∗
t

+ Y +�A
t , (4.15)

in which (iS) and (iS
∗
) are the returns of the two securities in the respec-

tive currencies, (Y) is a constant endowment, and (�A) are state-contingent
intermediaries’ aggregate real profits.

Consumption and portfolio choices follow from the maximization of
(4.14) under constraint (4.15) and an appropriate borrowing-limit condition.
The demand for “safe assets” is influenced by the liquidity value provided by
the securities, represented by the variable �t:

1≥ �t + Et
{
R̃t,t+1

(
1+ iSt

)}
, (4.16)

1≥ �t + Et
{
R̃∗
t,t+1

(
1+ iS

∗
t

)}
, (4.17)

in which

�t =Vq
(
St
Pt

+ S∗
t

P∗
t

)
,

whereas R̃t,t+1 ≡βPt/Pt+1 and R̃∗
t,t+1 ≡βP∗

t /P
∗
t+1.

Note that both securities carry the same liquidity premium, but prices can
be different because of the differences in the realization of inflation rates in the
two currencies.12

Intermediaries live for two periods and have a sufficient number of risky
projects available in which to invest. At time t, each project has a unitary
value, expressed in units of goods, and delivers At+1/β units at time t+ 1,
whereAt+1 is a randomvariablewithEt(At+1)= 1distributedon the support

12. Prices of the two securities are given by 1/(1+ iSt ) and 1/(1+ iS
∗
t ), respectively.
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[Amin,Amax]. Intermediaries are restricted to investing in only one project,
but, potentially, there can bemany (infinite) intermediaries that can enter the
market without any barrier to entry. Intermediaries finance this investment
by issuing nominal risk-free securities in each of the two currencies and can
choose which type of security to issue, and the currency. Differently from the
model of the previous section, they cannot raise equity to cover their losses;
therefore, they can only rely on liquidity premiums to lower the financing
cost of their investment. Intermediaries provide a service of liquidity trans-
formation by issuing safe and liquid securities backed by risky and illiquid
investments.

At time t, a generic intermediary is subject to the following budget
constraint:

1= Dt

Pt
+ D∗

t
P∗
t
, (4.18)

where (D) and (D∗) are the securities issued, denominated in the govern-
ment and the private currency, respectively, to finance one unit of real invest-
ment. At time t+ 1, profits, expressed in real terms, are state contingent and
represented by

�I
t+1 = At+1

β
− (1+ iSt )Dt

Pt+1
− (1+ iS

∗
t )D∗

t
P∗
t+1

. (4.19)

In order to issue safe securities, intermediaries should always be able to pay
their debt, irrespective of the contingency in which they find themselves,
and therefore of the realization of the project’s payoff and price levels. Prof-
its should be nonnegative,�I

t+1 ≥ 0.Without equity issuance, this constraint
imposes an upper bound on the interest rate at which intermediaries are will-
ing to supply their safe debt. This interest rate should embed a premium for
compensating for the worst realization of price levels and the lowest payoff
of the investment project. When the price level at time t+ 1 falls, interme-
diaries have to pay a larger amount of real resources. Therefore, they should
issue debt at a lower interest rate. Indeed, the premium will compensate for
this risk. The constraint that guarantees the safety of the securities can be
written as

min�I
t+1 = Amin

β
− (1+ iSt )Dt

Pmin
− (1+ iS

∗
t )D∗

t
P∗
min

≥ 0, (4.20)

given the support of the distribution of prices,Pt+1 ∈ [Pmin, Pmax] andP∗
t+1 ∈

[P∗
min, P

∗
max], and of the random variable, At+1 ∈ [Amin,Amax].
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Intermediaries maximize expected discounted real profits,

Et[β�I
t+1]=

[
1− Et

(
β(1+ iSt )
Pt+1

)
Dt − Et

(
β(1+ iS

∗
t )

P∗
t+1

)
D∗
t

]
,

by choosing nonnegative quantities of each security subject to constraints
(4.18) and (4.20), and taking market prices as given. Not all intermediaries
willing to supply securities will be accommodated by households’ demand.
Since profits are positive for intermediaries supplying safe securities and zero
for those outside the market, intermediaries will bid up their interest rate—
provided the safetyof the security they issue ismaintained—tomake sure they
are not cut out of the market.13 As a consequence of this competition, safety
constraint (4.20) is going to be binding. Therefore, in equilibrium, themarket
interest rate of a security in positive supply is equal to the maximum inter-
est rate that guarantees its safety. Let us define with 1+ ı̃St and 1+ ı̃S∗

t these
maximum interest rates. They can be determined as

1
1+ ı̃St

= β

Amin

Pt
Pmin

, (4.21)

1
1+ ı̃S∗

t
= β

Amin

P∗
t

P∗
min

, (4.22)

and can be obtained by combining (4.18) and (4.20)with equality and setting
D∗
t = 0 andDt = 0, respectively. These reservation prices reflect the premium

intermediaries need to guarantee the safety of securities. For each security,
this premium depends on two factors: a low realization of the payoff of the
investment project reduces the resources available to pay debt and so must
be compensated for by issuing debt at higher prices (lower interest rate); a
low realization of the price level requires more real resources to pay debt, so
it must be compensated again by issuing debt at higher prices (lower interest
rate). If the interest rate rises above the maximum rate, intermediaries cannot
issue a safe security.

We characterize the equilibrium given the exogenous path of prices. We
determine which securities are traded; their amount and price; the liquidity

13. Households gain resources by purchasing safe securities in each of the two markets at a
lower price (higher interest rate), provided their safety is maintained and, therefore, also their
liquidity value.
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premium; and the mass of intermediaries in the market, and therefore con-
sumption. Note that, in equilibrium, St = ntDt and S∗

t = n∗
t D

∗
t , where nt and

n∗
t are the mass of intermediaries in each respective market.
Given the above setup,we runa simple example: prices are stable in thegov-

ernment currency (Pt+1 = P) while the private currency has variable prices
on a support [P∗

min, P
∗
max]. We conjecture that intermediaries will denominate

securities only in the stable-price (government) currency. In this equilibrium,
competition in themarket of government-denominated securities is such that
the interest rate is at its maximum value, i.e., 1+ iSt = 1+ ı̃St , implying

�t = 1−Amin> 0,

using (4.16) with equality, and (4.21) with a constant price level in govern-
ment currency imposed. Since

�t =Vq
(
St
P

)
,

it follows that the supply of government securities is constant at

S= PV−1
q (1−Amin).

Liquidity is not fully satiated because securities need a premium to be issued
in order to absorb the risk of the assets that back them. Using D∗

t = 0 in the
constraint (4.18), we obtainDt = P, and therefore

nt = St
Dt

=V−1
q (1−Amin).

To prove that this is the equilibrium, securities denominated in private cur-
rency should not be supplied.14 There can be two reasons for this: i) either
their market interest rate is above the reservation interest rate, i.e., 1+ iS

∗
t >

1+ ı̃S∗
t , and therefore the liquidity premium is not enough to guarantee the

safety of the security; ii) or the market interest rate is below the reservation
rate but profits in supplying that security are lower than those in supplying
debt in the other currency. It turns out that condition i) applies in this case.

Recall that the liquidity premium is represented by �= 1−Amin. At this
liquidity premium, private securities are not supplied because their market
(shadow) interest rate is above the maximum rate compatible with their

14. Note that in equilibrium, �A
t = nt�I

t and St = ntDt = P, which substituted into the
budget constraint (4.15) implies Ct = Y + nt−1At/β− nt determining consumption.
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safety, i.e., 1+ iS
∗
t > 1+ ı̃S∗

t . Indeed, 1+ iS
∗
t is determined by demand (4.16)

evaluated at �= 1−Amin, to obtain

1
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Comparing with (4.22), it follows that 1+ iS
∗
t > 1+ ı̃S∗

t , noting

1
P∗
min
> Et

{
1

P∗
t+1

}
. (4.23)

To understand why price stability can lead to the dominance of a currency as
a unit of account for “safe assets,” let us assume, for simplicity’s sake, that the
investment payoff is not risky, Amin =Amax = 1. Looking at the supply side,
price stability in a currency avoids any balance-sheetmismatch between assets
and liabilities of intermediaries issuing that currency. Therefore, no premium
is required to maintain the safety of the securities. Competition to attract
investors of money-like claims drives the liquidity premium to zero, which
then lowers the demand price of any safe security. This low price crowds out
any supply of safe securities in the other currency, given that safety cannot be
guaranteed without earning a liquidity premium.

Stability of prices does not have consequences only for determining which
currency dominates in the creation of safe claims, but also for welfare. Note
that, in this simple environment, welfare is inversely related to the liquidity
premium. Price stability eradicates the liquidity premium to the maximum
extent possible. The reason for this result can be intuited by noting that price
variability requires an overly high price (low interest rate) for the security to
be issued and for it to be safe, which implies a shortage of “safe assets” and also
a liquidity premium to hold them.

The results discussed in this chapter complement those shown in Section
2.8 of Chapter 2, in which we analyzed competition for the medium-of-
exchange role between money supplied by a government andmoney supplied
by a private issuer. There, the prevailing currency was the one with the lower
inflation rate. Here, when currencies compete to be a unit of account and a
means of payment for money-like claims issued by private intermediaries, the
prevailing currency has stable prices. Low inflation and stable prices are there-
fore the characteristics that can make one currency the prevailing currency in
money and exchange markets.
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4.6 References

The theme of private versus government supply of money has been intensely
debated in the economic literature, encompassing various proposals, includ-
ing the “real bills” doctrine, free banking, and narrow banking theories. The
origins of the “real bills” doctrine can be attributed to the works of Law
(1705) and Smith (1776), who have also been the inspiration for free bank-
ing theories. Von Mises (1912) offered a coherent approach to free banking,
while Friedman (1960) is the primary reference for the Chicago plan on nar-
row banking. Schwartz (1989), Sargent (2011), and White (2014) provide
interesting historical accounts of the theoretical and policy controversies.

The analysis in this chapter builds on Benigno and Robatto (2019). The
banking literature is rich with models that analyze liquidity creation in the
spirit of the seminal contribution of Gorton and Pennacchi (1990). Gor-
ton (2017) is an important reference for understanding the concept of safe
assets and the implications that they have for macroeconomic and monetary
policy, drawing on the historical experience. Recent works in the banking
literature that have modelled safe assets are Greenwood, Hanson, and Stein
(2015) and Magill, Quinzii, and Rochet (2020). The latter work focuses on
the inefficiency in the private creation of liquidity and the central bank’s role
in restoring efficiency in the banking equilibrium.

Finally, Doepke and Schneider (2017) develop a theory that rationalizes
the use of a dominant unit of account in an economy by reducing exposure to
risk and default.
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the monumental work of Milton Friedman and Anna Schwartz in 1963,
A Monetary History of the United States, 1867–1960, is a statement about the
importance of stabilization policies by central banks. Thirty years later, in his
review of the book, Robert Lucas describes two important tenets underlying
the narration of the evolution of themoney stockM2 in U.S. history. The first
is the concept of a natural rate of output towardwhich the economy converges
and which is not affected by monetary policy. The second hypothesis is the
non-neutrality of money in the short run. The efficacy of monetary policy
hinges on price rigidities, which are not spelled out in the description but are
understood to be “transient” and can be reconciled with long-run neutrality
(see Lucas, 1994, p. 6).

The key observation in Friedman and Schwartz’s analysis is that economic
contractions and depressions are primarily attributed to contractions in the
money supply, which plays a significant role in major economic fluctuations.
The normative implication is consequential; it suggests that the monetary
authority should have had the power to eliminate instabilities in the money
supply: “Prevention or moderation of the decline in the stock of money . . .
would have reduced the contraction’s severity and almost certainly its dura-
tion” (Friedman and Schwartz, 1963, p. 301).

Friedman and Schwartz do not provide a theoretical framework to ratio-
nalize their policy conclusions beyond the tenets mentioned earlier.1

The importance they assign to monetary policy and stabilization pol-
icy was largely overshadowed by the theoretical developments of the 1980s,

1. Friedman (1970a) provides a theoretical framework to the evidence of Friedman and
Schwartz (1963) through the income-expenditure theory, in which prices are fixed.
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particularly the real business cycle theories introduced by Finn Kydland and
Edward Prescott in 1982. According to this perspective, variations in total fac-
tor productivity can account for the observed output fluctuations in the U.S.
during the postwar period. Furthermore, the fluctuations generated by the
model are seen as efficient responses to these productivity shocks.

The work of Kydland and Prescott (1982), along with many others in
the same research area, is characterized by three main features in the mod-
eling framework. First, it models the behavior of consumers and firms by
formulating optimization problems for their plans under resource constraints,
along the lines of Ramsey (1928). Second, it incorporates the modeling of
uncertainty and assumes rational expectations for economic agents, equip-
ping them with the true probability distribution that characterizes the
stochastic uncertainty of themodel economy. Finally, it addresses the clearing
of goods and asset markets, ensuring that excess demand and supply balances
are eliminated in the equilibrium.

The New Keynesian literature, which emerged in the 1990s and was syn-
thesized in the works of Woodford (2003) and Galí (2008), builds upon the
same general features of the real business cycle model. However, it also main-
tains consistency with the two tenets of Friedman and Schwartz’s analysis,
relying on the same fundamental assumption of price rigidities.

The New Keynesian framework is consistent with monetary non-
neutrality in the short run. It also incorporates the concept of a natural rate
of output to which the economy converges in the long run. This natural rate
remains unaffected bymonetary policy and is driven by the same fluctuations
as those in a real business cycle model.

To model nominal rigidities, a departure from the world of perfect com-
petition is necessary. In a competitive market where all firms’ products are
perfect substitutes for each other, firms have no control over setting prices;
they can only choose quantities. New Keynesian models, on the other hand,
introduceprice rigidities through the assumptionof imperfect (monopolistic)
competition. Under imperfect competition, firms have the ability to influ-
ence demand by choosing their prices. While imperfect competition alone
is insufficient to generate nominal rigidities, when coupled with even small
costs of price adjustment, it results in sticky prices as the optimal price-setting
behavior, as shown inMankiw (1985).

The assumption of price rigidity is what attributes to the framework the
label “Keynesian,” aligning itwith the second tenetofFriedmanandSchwartz’s
work, which posits short-run monetary non-neutralities. However, this
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assumption has been a common feature in the analysis of the effects of
monetary policy since the early days of theoretical thought on the subject. As
far back as 1752, David Hume stated: “In the progress toward these changes,
the augmentation [in the quantity of money] may have some influence by
exciting industry, but after the prices are settled . . . it has no manner of
influence.”

The controversy centers around the duration of the “excitement” period
in the industry and the lingering effects of monetary policy on real economic
activity. The New Keynesian literature draws its perspective from empirical
evidence derived from structural vector autoregression models. These mod-
els demonstrate that a monetary policy shock, when identified, produces a
peak output effect only in the sixth quarter following the shock, with a sig-
nificant effect still observed after two years have passed (Woodford, 2003,
ch. 3).2

The NewKeynesian benchmark model is built upon a price-setting mech-
anism characterized by staggered and forward-looking prices. It aligns with an
aggregate supply equation in which inflation depends not only on the current
state of the economy but also on expectations of future inflation, following
a forward-looking New Keynesian Phillips curve. This framework, known as
Calvo’s model, corresponds well with an empirically realistic degree of per-
sistence of a monetary shock on real activity, given an empirically realistic
average duration of price changes (Woodford, 2003, ch. 2).

The controversy remains unresolved, largely because of the simplified
assumptions of the benchmark model. It hypothesizes a homogeneous pro-
duction sector affected by various sources of aggregate disturbances and a
time-dependent price-setting model. Substantial literature, including works
by Nakamura and Steinsson (2008, 2013), has investigated price changes
at the micro level, revealing significant variations and heterogeneity. It also
underscores that estimated probabilities of price adjustments, based on the
time since the last price reset, alignmore closelywith a state-dependentmodel
than with the fixed rate of Calvo’s model.

However, concerning the effects of monetary shocks on output, there
appears to be agreement that Calvo’s model serves as a reasonable approx-
imation, even when compared to state-dependent models, while remaining

2. For a review of empirical analysis on the effects of monetary policy shocks, refer to
Christiano, Eichenbaum, and Evans (1999), Sims and Zha (2006), Arias, Caldara, and Rubio-
Ramirez (2019), and Bauer and Swanson (2023).
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empirically relevant.3 These findings support the foundational elements of the
aggregate-supply schedule in the benchmark New Keynesian framework.

On the other hand, the optimizing behavior of consumers within an
intertemporal framework yields an aggregate demand function in which one
of the key determinants is the real interest rate. Monetary policy influences
the economy by adjusting the short-term nominal interest rate or by shaping
expectations of future price changes. The real interest rate impacts consump-
tion and saving decisions, with an increase inducing more saving and, conse-
quently, a reduction in aggregate demand. The aggregate demand equation is
forward-looking, implying that current demand is also influenced by future
real interest rates and, consequently, by the future stance of monetary policy.

Hence, the overall framework supplements the missing theoretical ele-
ments of Friedman and Schwartz’s analysis by proposing a model for
the transmission mechanism of monetary policy. This model is also per-
turbed by other sources of exogenous shocks similar to the ones that have
explained the fluctuations in macroeconomics variables in real business cycle
models.

An important innovation is the ability to evaluate alternative policies based
on the welfare of optimizing households and establish the optimal monetary
stabilization policy. While central banks began endorsing inflation targeting
policies in the early 1990s, it’s a surprising coincidence that the New Key-
nesian model suggests that inflation targeting can effectively characterize the
optimal approach to conducting stabilization policies for many significant
disturbances affecting both demand and supply. This approach appears to
outperformrigid interest rate rules,money supply rules, andeven theprescrip-
tions of following the natural rate of interest, as suggested by KnutWicksell in
1898.

However, the events of the 2007–2008 financial crisis challenged the ade-
quacy of the New Keynesian framework in explaining them and providing
policy advice. As will be demonstrated in the next part, the framework has
not been discarded but rather refined in various directions to account for the
missing features. Robert Lucas, in 1994, whilementioning earlymodels in the
style of Kydland and Prescott being adapted to includemonetary nonneutral-
ity, somewhat prophetically remarked that the “prospects for success depend
on our willingness to depart from the familiar world of postwar quarterly time

3. See Alvarez, Le Bihan, and Lippi (2016), Auclert et al. (2024), and Nakamura and
Steinsson (2010).
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series and test our ideas against the events of the interwar period” (Lucas,
1994, p. 14). These tests have included recent dramatic global events, such
as Great Financial Crisis and the COVID-19 pandemic.

This part is divided into four chapters: Chapter 5 presents the New Key-
nesian benchmark model, Chapter 6 provides a simple graphical analysis
through an AS-AD representation of how the model economy reacts to var-
ious shocks. Chapter 7 analyzes optimal monetary policy by maximizing the
welfare of consumers, showing that it can be characterized by an inflation tar-
getingpolicy.Chapter 8 incorporates in thebenchmarkNewKeynesianmodel
a banking sector. This framework changes the way the policy rate is transmit-
ted into the economy—giving a role to central bank reserves, and, in general,
government liquidity—to directly influence aggregate demand, besides pol-
icy rate. The significance of liquidity, or general money aggregates, becomes
much more relevant when assessing prescriptions such as those proposed by
Friedman and Schwartz (1963) for controlling the money supply as a means
of stabilizing the economy.



5
The BenchmarkNew
KeynesianModel

5.1 Introduction

In this chapter, we introduce the benchmark New Keynesian (NK) model,
which serves as a foundation for examining the role of monetary policy in
stabilizing the economy when it encounters various sources of stochastic dis-
turbances. This model extends the basic framework introduced in Chapter 1
to incorporate a stochastic environment and endogenize production. How-
ever, the key departure in this chapter is the presentation of a more refined
characterization of aggregate supply, which has significant policy implications
for howmonetary policy influences economic activity.

The model of Chapter 1 could be represented through a downward-
sloping aggregate demand (AD) curve in a diagram depicting the relation-
ship between price (or inflation) and output, alongside a constant vertical
aggregate supply (AS) curve. In that context, monetary policy was essentially
neutral on the real economy, impacting only prices and nominal interest rates.

However, theNKmodel, which incorporates the assumption of price rigid-
ity, introduces an upward-sloping AS curve. This alteration results in a non-
neutral role for monetary policy in influencing short-run output, justifying a
stabilization role for monetary policy within the economy.

The first element of enrichment in the NK model of this chapter is a
stochastic structure, introducing several exogenous disturbances that perturb
the economy.

The second element is the endogeneity of production. The single-good
model from Chapter 1 is extended to encompass a continuum of goods that
are not substitutable for consumers. The production of these goods becomes
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endogenous and is carried out by firms owned by households, which utilize
labor as an input.

The distinct feature of the product market in the NK model is its
monopolistic-competitive nature. This arises because the goods are not sub-
stitutable for consumers and, therefore, firms have the ability to influence
demand for their produced goods by setting their prices strategically. Firms
optimize their prices tomaximize profits while considering demand and tech-
nology.Households optimally supply labor, taking into account that it reduces
utility but provides labor income, which can be used to support consumption
and saving plans, in addition to the firms’ profits.

All the above features enrich themodel by introducing stochastic variations
in output, but they do not alter the vertical position of theAS equation. This is
because labor and, consequently, output are functions of exogenous real dis-
turbances due to market clearing in the labor market. The demand for labor
is a function of the real wages, and so is the quantity supplied. At any point in
time, there is an equilibrium level of employment and output corresponding
to an equilibrium real wage rate. As a result, the model aligns with the classi-
cal dichotomy, whereinmonetary policy specification influences inflation and
the general price level but remains neutral regarding output and economic
activity. The determination of prices can be understood through the frame-
work inChapter 1,with thenecessary adjustments for operating in a stochastic
environment.

The primary characteristic of the NK model is the assumption of price
rigidity, which results in an upward-slopingAS equation. These price frictions
are embedded critically in themodel ofmonopolistic competition, restricting
firms from adjusting their prices for a stochastic duration of time, following
the Calvo-style price-setting mechanism, as described by Calvo (1983).

The resulting AS equation not only establishes a positive relationship
between inflation and output, but also links the current inflation rate to expec-
tations of future inflation. This linkage arises from the strategic decisions
made by price setters when adjusting their prices. They must consider the
possibility that prices may remain fixed for some periods in the future and,
therefore, need to anticipate the general price indexunder such circumstances.

With an upward-sloping AS equation, monetary policy can influence eco-
nomic activity in twoways. Firstly, it can act directly on the aggregate demand
(AD) equation, thereby altering inflation and output along the AS curve.
Secondly, it can impact inflation expectations, which can, in turn, shift the AS
equation directly.
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5.2 Outline of the Results

Section5.4 explores the equilibriumof amodel that incorporates all the essen-
tial elements of the NK framework, with the exception that prices adjust
fully flexibly. The resulting equilibrium aligns with the classical dichotomy,
where monetary policy exerts neutrality with respect to output. In this setup,
output relies solely on real factors, unaffected by monetary policy. As a con-
sequence, the aggregate supply (AS) equation takes on a vertical orientation,
while variations in aggregate demand (AD) result solely in price fluctuations.

In Section 5.5, frictions in price adjustment are introduced throughCalvo’s
price-setting model. This addition results in an aggregate supply (AS) equa-
tion that slopes upward. In this context, monetary policy takes on the role in
mitigating fluctuations in output, signifying its importance in stabilizing the
economy.

The AD and AS equations of the benchmark NK model are both forward
looking. In the AD equation, output depends negatively on the current and
expected values of the real interest rate, which monetary policy can directly
influence through the nominal interest rate. In the AS equation, inflation
depends on the present-discounted value of current and future output gaps.

5.3 Model

The model is stochastic and the characterization of uncertainty follows the
presentation given inSection4.3ofChapter 4.Recall that st defines the state of
nature at time t in a setS that is invariant across time, and f (st|st0) is the prob-
ability distribution of the history st conditional on the state of nature being st0
at time t0. The history st is defined as the sequence of states of nature up to
time t, i.e., st ≡ (st , st−1, st−2, . . . , st0). There are three agents in the economy:
households, firms, and the government.We are going to describe them in turn.

5.3.1 Households

Preferences of consumers are now represented by

Et0

{ ∞∑
t=t0

β t−t0ξt

[
U(Ct)−

∫ 1

0
H(Lt(j))dj

]}
, (5.1)

in which Et0 {·} is the expectation operator at time t0; β , with 0<β < 1, is
the utility discount factor; ξ is a preference shock; U(·) is an increasing and
concave function of (C), which is theDixit-Stiglitz aggregator of a continuum
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of consumption goods produced in the economy,

Ct =
[∫ 1

0
Ct(j)

θ−1
θ dj
] θ
θ−1

, (5.2)

where θ > 1 is the elasticity of substitution across the goods (C(j)), with j∈
[0, 1].1 There is ameasure one of consumption goods, which are not perfectly
substitutable according to the aggregator (5.2). The parameter θ measures
the degree of substitution of the goods in consumption. The higher the θ ,
the higher the degree of substitution; when θ → ∞, goods are perfectly
substitutable, i.e., Ct =

∫ 1
0 Ct(j)dj.

Given this preference structure and prices Pt(j) for each good, a house-
hold’s demand for the single good j is represented by

Ct(j)=
(
Pt(j)
Pt

)−θ
Ct , (5.3)

which depends on the relative price of good jwith respect to the overall price
index (P),

Pt =
[∫ 1

0
Pt(j)1−θdj

] 1
1−θ

. (5.4)

P is an appropriate “sum” of the prices of the single good j.2 Consump-
tion demand (5.3) of good j depends on its price (P(j)) because goods are
imperfectly substitutable in consumption. This demand function will be the
key, later in the firms’ problem, to characterizing the model of monopolistic
competition.

In the utility function (5.1), (L(j)) is hours worked, supplied by the house-
holds to the firms producing good j, and H(·) is a convex, differentiable
function in its argument. Households supply labor to all firms, in a separable
way.

At each point in time, households optimize with respect to their consump-
tion, saving plans, and hours worked. In their saving plans, they have access to
an ample spectrum of assets to trade in, for we assume that financial markets
are complete. This means that there exists a sufficient number of alternative
investments at each date to allow a household to achieve an arbitrary pattern
of payoffs across the successor states.

1. Refer to Dixit and Stiglitz (1977).
2. The demand function (5.3) and the price index (5.4) are derived in Appendix D.
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Let W(st+1|st) denote the payoff in the state of nature st+1 at time t+ 1
of the household’s portfolio chosen at time t conditional on the history st .
UseWt(st+1) to denoteW(st+1|st). Completemarketsmean that any desired
random pattern Wt(st+1) with st+1 ∈ S can be achieved by purchasing the
right portfolio of available assets. The number of types of assets traded at date
t must be at least as large as the number of states that occur at time t+ 1.
Furthermore, the absence of arbitrage opportunities requires that the price
at time t of any portfolio that has the same random payoff,Wt(st+1), be the
same regardless of the combination of assets that achieves it.

Away to characterize complete financialmarkets is to assume the existence
of a set of state-contingent securities that at each point in time span all states
of nature with the characteristic that each security delivers one unit of cur-
rency in one of the states and zero in all others. Let vt(st+1)/(1+ it) denote
the price at time t, conditional on the history st , of the security that delivers
one unit of currency at time t+ 1 in state st+1 and zero in all other states. The
normalization of the price by the factor (1+ it) is done for analytical conve-
nience and without losing generality, where it is the risk-free nominal interest
rate controlled by the central bank.

For a portfolio to achieve a state-contingent payoffWt(st+1), households
should buyWt(st+1) units of the state-contingent security delivering one unit
of currency in state st+1 for a total cost of vt(st+1)/(1+ it)×Wt(st+1) for
that security. Therefore, with the absence of arbitrage opportunities, the value
of a portfolio held at time t—let’s call it Bt—with random payoffWt(st+1) is
equal to

Bt =
∑
st+1∈S

vt(st+1)

1+ it
Wt(st+1).

Defining the nominal stochastic discount factor R̃t(st+1) as

R̃t(st+1)≡ vt(st+1)

ft(st+1)(1+ it)
,

where ft(st+1)≡ ft(st+1|st), we can write

Bt =
∑
st+1∈S

ft(st+1)
vt(st+1)

ft(st+1)(1+ it)
Wt(st+1)

=
∑
st+1∈S

ft(st+1)R̃t(st+1)Wt(st+1)

= EtR̃t,t+1Wt+1.
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The price of a portfolio with a random returnWt+1 is equal to the expected
discounted value of its payoff, where the discount factor is represented by the
random variable R̃t,t+1 ≡ R̃t(st+1). Note that for simplicity we have used the
notationWt+1 in place ofWt,t+1.

If we consider a portfolio that delivers one unit of currency in each state
of nature, i.e., Wt(st+1)= 1 for each st+1 ∈ S, this portfolio replicates the
risk-free nominal bond. Note that the price of a risk-free nominal bond is
1/(1+ it). Therefore, applying the above formula, withWt+1 = 1 and Bt =
1/(1+ it), it should be that

1
1+ it

= EtR̃t,t+1

and using the definition of R̃t,t+1 it follows that∑
st+1∈S

vt(st+1)= 1.

Given the structure of financial markets described above, households are
subject to a flow budget constraint of the form

Bt + PtCt =Wt +
∫ 1

0
Wt(j)Lt(j)dj+�t −Tt , (5.5)

given that Bt is the value of a portfolio with next-period state-contingent
payoffWt+1,

Bt = Et(R̃t,t+1Wt+1). (5.6)

The right-hand side of (5.5) represents the resources that a household has at
time t: namely, thepayoffof theportfolioheld fromperiod t− 1, i.e.,Wt; labor
incomeWt(j)Lt(j) for each variety of labor j supplied, in which (W(j)) is the
nominal wage specific to the sector producing good j; firms’ profits (�), less
taxes (T). The resources at time t are spent in purchasing consumption goods
Ct , at price Pt , and the portfolio of value Bt .

The central bank can also issue coins and banknotes, but those are dom-
inated by the other securities and will not be held by the households unless
the nominal interest rate is zero. We neglect them in the following analysis.
However, the potential supply of physical money imposes a zero lower bound
constraint on the nominal interest rate.

The household maximizes utility under (5.5), (5.6), and an appropriate
borrowing limit condition of the form

−Wt ≤ Et

{ ∞∑
T=t

R̃t,T(WTLT +�T −TT)

}
<∞,
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for each time t≥ t0 and contingency at time t; or, alternatively, under
intertemporal budget constraint

Et

{ ∞∑
T=t

R̃t,T(PTCT)

}
≤Wt + Et

{ ∞∑
T=t

R̃t,T(WTLT +�T −TT)

}
, (5.7)

for each time t≥ t0 and contingency at time t, saying that the expected
present-discounted value of consumption expenditures should not be greater
than the payoff of the portfolio of financial assets held from the previous
period plus the present-discounted value of net income of the households.
The above intertemporal budget constraint can be equivalently written in real
terms for a finite price sequence.

The following set of first-order conditions characterizes the optimal con-
sumption/saving choices at each point in time t

ξtUc(Ct)

Pt
= β

R̃t,t+1

ξt+1Uc(Ct+1)

Pt+1
, (5.8)

in which Uc(·) is the first derivative of the function U(·) with respect to its
argument. Looking forward from time t, there is a set of first-order conditions
(Euler equations) equal to the number of states of nature at time t+ 1. This is
an implication of the complete market assumption, for which households can
optimally allocate consumption and savings, looking forward from a generic
time t with respect to each of the contingencies at time t+ 1. The above set
of Euler equations can be equivalently written as

vt(st+1)

(1+ it)
ξtUc(Ct)

Pt
=βft(st+1)

ξt+1Uc(Ct+1)

Pt+1
.

The left-hand side represents the marginal costs of saving one unit of
consumption at time t invested at the price vt(st+1)/(1+ it) in the state-
contingent security that delivers one unit of currency in state st+1 at time
t+ 1; the right-hand side represents the marginal benefits of saving that unit
and consuming it at time t+ 1 in state st+1. This benefit is positive with
probability ft(st+1).

Multiplying (5.8) by the factor R̃t,t+1 and taking the expectation at time t,
we obtain the stochastic Euler equation:

ξtUc(Ct)=β(1+ it)Et
{

Pt
Pt+1

ξt+1Uc(Ct+1)

}
, (5.9)
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using EtR̃t,t+1 = 1/(1+ it). Note that the stochastic Euler equation (5.9) is
implied by the set of state-contingent Euler equations (5.8), but it does not
imply them.

The marginal rate of substitution between each variety j∈ [0, 1] of labor
and consumption is equated to the real wage for that variety by the optimal
choice on howmuch labor to supply,

Hl(Lt(j))
Uc(Ct)

= Wt(j)
Pt

, (5.10)

in which Hl(·) is the first derivative of the function H(·) with respect to its
argument. Given the concavity of utilityU(·) and the convexity ofH(·) with
respect to their arguments, labor supply is a positive function of the real wage
and a negative one of consumption. Finally, in the optimal allocation, the
intertemporal budget constraint (5.7) holds with equality at each point in
time and contingency.

5.3.2 Firms

There is a continuum of firms in which each produces one of the goods sup-
plied in the economy. Consider a generic firm of type j producing good j, with
j∈ [0, 1]. It faces an overall demand

Yt(j)=Ct(j)+Gt(j)

at each point in time. Let us assume that government expenditure of good j,
Gt(j), is of a form similar to that of demand (5.3), i.e.,Gt(j)= (Pt(j)/Pt)−θGt ,
whereGt is aggregate governmentpurchases.Theoverall demandof thegoods
produced by firm j at time t, Yt(j), is

Yt(j)=
(
Pt(j)
Pt

)−θ
(Ct +Gt). (5.11)

Goods are produced according to technology Yt(j)=AtLt(j); At is labor
productivity, which is the same for all firms producing in the economy and is
also a stochastic disturbance.

Firm j′s profits are

�t(j)= (1+ τ st )Pt(j)Yt(j)−Wt(j)Lt(j)

=
[
(1+ τ st )Pt(j)−

Wt(j)
At

]
Yt(j), (5.12)
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in which τ st is a subsidy on firms’ revenue. In going from the first to the second
line of equation (5.12), we have used Lt(j)= Yt(j)/At through the produc-
tion function. There is a dual purpose of adding a subsidy to a firm’s revenue
which is also a stochastic process: first, it can produce stochastic variations
in the markup; second, it can be used to make the steady-state equilibrium
efficient, which is a convenient simplification for the analysis of optimal pol-
icy, as we will see in Chapter 7. Firms operate in a market characterized by
monopolistic competition.Thekey feature is that the goods consumedarenot
perfectly substitutable for the consumers in the aggregator (5.2). Therefore,
firms have some power to influence their demand by varying the price Pt(j)
they set through (5.11). However, they are small with respect to the overall
market and also take aggregate price P and quantities C andG as a given.

5.3.3 Government

Let us consider a consolidated budget constraint between the treasury and the
central bank, represented by

Bgt = (1+ it−1)B
g
t−1 +

∫ 1

0
Pt(j)Gt(j)dj+ τ st

∫ 1

0
Pt(j)Yt(j)−Tt

= (1+ it−1)B
g
t−1 + PtGt + τ st PtYt −Tt , (5.13)

which now includes government nominal spending, PtGt , and government
subsidy to all firms, τ st PtYt; B

g
t is government debt andTt are lumpsum taxes.

In going from the first to the second line of equation (5.13), we have used
the demand functions Gt(j)= (Pt(j)/Pt)−θGt and Yt(j)= (Pt(j)/Pt)−θYt ,
and the price index Pt defined by (5.4). It is assumed that the central bank
backs the treasury along the lines discussed in Section 1.4 of Chapter 1 and,
therefore, all government debt is not subject to a solvency condition.

5.4 Equilibrium with Flexible Prices

With flexible prices, a generic firm j sets its price, Pt(j), to maximize its profits
(5.12) given the demand (5.11). The optimal choice implies that the price
Pt(j) is set as a markup over marginal cost,

Pt(j)=μt
Wt(j)
At

,
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in which
μt ≡ 1

1+ τ st
θ

θ − 1
is the markup, which also includes variations in the tax subsidy, andWt(j)/At
are nominal marginal costs specific to firm j. The firm j’s labor demand is flat
at the real wage,

Wt(j)
Pt(j)

= At
μt

,

which is constant across all firms j. Equating the demand for labor and its
supply (5.10), we obtain

Hl(Lt(j))
Uc(Ct)

= At
μt

,

for each j. It follows that equilibrium labor to produce each good j is equal
across firms, Lt(j)= Lt . Therefore, output Y(j) is also equal across firms pro-
ducing different goods. Given the demand function (5.11), prices are also
equalized, Pt(j)= Pt for each j.

We can substitute Lt in the above expression with Yt/At , using the aggre-
gate production functionYt =AtLt , andCt withYt −Gt , using equilibrium in
the goodsmarket Yt =Ct +Gt , to determine the output level, which we label
as the natural rate of output (Yn).3 It is implicitly defined by

Hl

(
Yn
t
At

)
Uc(Yn

t −Gt)
= At
μt

. (5.14)

Given the properties of utility, this natural level of output is a positive func-
tion of productivity and government purchases, while it is negatively related
to the markup. When productivity rises, firms are willing to hire labor at a
higher real wage. Since labor supply is upward sloping in real wage, equilib-
rium labor increases. Output rises also for the increase in productivity. A rise
in markup pushes down labor demand, as well as equilibrium labor. In con-
trast, an increase in government purchase leads to a positive wealth effect that
raises labor supply and equilibrium labor. Output rises but consumption falls.

An important implication of equation (5.14) for output, in this flexible-
price equilibrium, is that the model features the classical dichotomy in which
the real allocation is independent of monetary policy. Monetary policy does

3. In the asset markets, the state-contingent securities are in zero-net supply within house-
holds and government debt is held by households.
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not influence output. On the contrary, it can affect the determination of nom-
inal variables, such as interest rates and prices, as in the model of Chapter 1.
Indeed, the analysis in Chapter 1 applies here with the caveats that the model
economy is now stochastic and the output is endogenous.

It is interesting to compare the natural rate of output implied by (5.14)
with the efficient level. The latter solves a central planner problem in which
the utility of consumers (5.1) is maximized under the resource constraint
Yt =Ct +Gt and technology Yt =AtLt . The problem becomes static and
boils down to maximizing U(Yt −Gt)−H(Yt/At) with respect to Yt . The
first-order condition defines the efficient level of output (Ye

t ) through

Hl

(
Ye
t

At

)
Uc(Ye

t −Gt)
=At . (5.15)

Comparing (5.14) and (5.15) shows that markup shocks perturb the natu-
ral rate of output but not the efficient level, and therefore they are inefficient
shocks. In contrast, productivity andpublic spending shocksmovenatural and
efficient levels of output in the same proportion.

5.5 Price Rigidities

The neutrality result of monetary policy’s effect on output can be broken
by assuming some form of price rigidity. In this chapter, we will consider a
price-setting mechanism as in the Calvo-Yun model,4 which has become the
benchmark paradigm for modelling price rigidities in the New-Keynesian lit-
erature. Given a continuum of firms on the segment [0, 1], there is a lottery
each period for which a measure, 1−α, with 0<α< 1, is selected to change
their prices at each point in time, t, independently of the last time they reset
their price. A firm understands that the price chosen at time t is going to be
in place also at the next time, t+ 1, with probability α, in the event the firm is
not chosen again to reset its price. Therefore, the price chosen, Pt(j), is going
to apply at a generic future time T> t with a probability αT−t . During the
periods in which firms are not chosen to reset their price, prices are going to
be automatically indexed to the inflation target (
). Therefore, if the price
Pt(j) chosen at time t still applies at time T, it becomes Pt(j)
T−t . Adjusting

4. Refer to Calvo (1983) and Yun (1996).
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firms choose prices to maximize the presented discounted value of the prof-
its under the circumstances that the price chosen, appropriately indexed to
the inflation target, still remains in place. Consider profits at time T> t in
the contingency in which the price chosen at time t still applies. They are
represented by

�T(j)= (1+ τ sT)Pt(j)
T−tYT(j)−WT(j)LT(j)

= (1+ τ sT)Pt(j)
T−tYT(j)− WT(j)
AT

YT(j),

in which the price that applies in that contingency is indeed Pt(j)
T−t and in
which from the first to the second line we have substituted LT(j)= YT(j)/AT
and demand at time T is represented by

YT(j)=
(
Pt(j)
T−t

PT

)−θ
YT . (5.16)

Therefore, the expected present-discounted value of profits under the
contingencies in which the price chosen at time t still applies is repre-
sented by:

Et
∞∑
T=t
(α)T−tR̃t,T

[
(1+ τ sT)
T−tPt(j)YT(j)− WT(j)

AT
YT(j)

]
. (5.17)

A generic firm j chooses price Pt(j) to maximize (5.17) given demand
(5.16).5 The first-order condition can be written as

Pt(j)
Pt

=
Et
{∑∞

T=t(αβ)
T−tξTUc(CT)

(
PT
Pt

1

T−t

)θ WT(j)
ATPT YT

}

Et
{∑∞

T=t(αβ)
T−tξTUc(CT)

(
PT
Pt

1

T−t

)θ−1 YT
μT

} , (5.18)

where the discount factor R̃t,T has been replaced by

R̃t,T ≡βT−t ξTUc(CT)

ξtUc(Ct)

Pt
PT

5. Firms takewagesW(j) as given,which couldbe rationalizedmore formally by considering
that each good j is produced in a sector j with a measure one of identical firms. A generic firm
in the sector can then be considered small and a wage-taker.
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using the Euler equation (5.8) and we have used the definitionμt ≡ θ/[(1+
τ st )(θ − 1)]. Note that in equilibrium all firms that adjust their prices set them
at the same level, i.e., Pt(j)=P∗

t .
6

To simplify the analysis, we make a special isoleastic assumption on the
disutility of labor:

H(L(j))= L(j)1+η

1+ η ,

in which η is the Frisch elasticity of labor supply, with η≥ 0.
We now use (5.10), LT(j)= YT(j)/AT and (5.16) to substituteWT(j)/PT

in (5.18), obtaining

(P∗
t
Pt

)1+θη
=

Et
{∑∞

T=t(αβ)
T−tξT

(
PT
Pt

1

T−t

)θ(1+η) ( YT
AT

)1+η}

Et
{∑∞

T=t(αβ)
T−tξTUc(CT)

(
PT
Pt

1

T−t

)θ−1 YT
μT

} .

(5.19)

The remaining fraction α of firms—not chosen to adjust their prices—index
their previously adjustedprices to the inflation target
. Calvo’smodel further
implies the following law of motion for the general price index Pt:

P1−θt = (1−α)(P∗
t )

1−θ +α
1−θP1−θt−1 , (5.20)

using (5.4). The above expression can be derived formally by noting that

P1−θt = (1−α)
∞∑
j=0
αj(
jP∗

t−j)
1−θ

= (1−α)(P∗
t )

1−θ +α
1−θ
{
(1−α)

∞∑
j=0
αj(
jP∗

t−1−j)
1−θ
}

= (1−α)(P∗
t )

1−θ +α
1−θP1−θt−1 ,

using the law of large numbers. The first line says that at time t a mass
(1−α) sets the price P∗

t , a mass (1−α)α sets P∗
t−1
, a mass (1−α)α2

sets P∗
t−2


2, and so forth. From the second to the third line, the term in the
curly brackets is P1−θt−1 .

6. It should be noted that the left-hand side of (5.18) increases inPt(j), while the right-hand
side decreases, because of the dependence ofWT(j) on Pt(j), using (5.10), LT(j)= YT(j)/AT ,
and (5.16), therefore ensuring uniqueness of the optimal priceP∗

t .
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By substituting equilibrium in the goods market, Yt =Ct +Gt , for con-
sumption, and the labor supply (5.10) for the real wage, and by using (5.20)
to substituteP∗

t /Pt , we can further write (5.19) as⎛
⎜⎝1−α

(

t



)θ−1

1−α

⎞
⎟⎠

1+θη
θ−1

= Ft
Jt
, (5.21)

where
t = Pt/Pt−1, and Ft and Jt satisfy:

Ft = ξtUc(Yt −Gt)
Yt
μt

+αβEt
{(

t+1




)θ−1
Ft+1

}
, (5.22)

Jt = ξt
(
Yt
At

)1+η
+αβEt

{(

t+1




)θ(1+η)
Jt+1

}
. (5.23)

5.5.1 Equilibrium with Price Rigidities

Wewill succinctly describe the equilibrium allocation. This is a set of stochas-
tic processes

{
Pt , it , Yt , Ft , Jt ,Tt ,B

g
t
}∞
t=t0

that satisfy the aggregate demand
equation,

ξtUc(Yt −Gt)=β(1+ it)Et
{

Pt
Pt+1

ξt+1Uc(Yt+1 −Gt+1)

}
, (5.24)

the aggregate supply block represented by (5.21), (5.22), (5.23), and the
government’s flow budget constraint (5.13), together with the intertempo-
ral resource constraint of the economy (which is the mirror image of the
intertemporal budget constraint of the households through goods and asset
market equilibrium),

Bgt−1
Pt

= Et

{ ∞∑
T=t
βT−t ξTUc(YT −GT)

ξtUc(Yt −Gt)

(
TT

PT
− τ sTYT −GT

)}
, (5.25)

given the zero lower bound on the nominal interest rate, it ≥ 0, exogenous
stochastic processes

{
ξt ,At ,Gt , τ st

}∞
t=t0

, and the appropriate initial condi-
tions.7 There are two degrees of freedom left to specify the monetary/fiscal

7. Recall that the markup shock,μt , is a function of τ st .



132 the benchmark new keynes ian model

policy regime. In what follows we assume that the government sets the
stochastic path of lumpsum taxes and interest rates, {Tt , it}∞t=t0 .

5.5.2 Log-linear Approximation

Solving for the equilibrium in closed form is not feasible. An alternative
approach involves two key steps: 1) characterizing the steady-state equilib-
rium of the economy; 2) approximating the equilibrium conditions around
the steady state using log-linear approximation techniques.

This method allows for the examination of how the equilibrium responds
to small perturbations in the shocks relative to their steady-state values.

The first step is to characterize the steady-state equilibrium. We assume
that the shocks are all constant, ξt = ξ ,At =A,Gt =G, andμt = 1. In partic-
ular,μt = 1 is obtained by setting the tax subsidy in the steady state to τ s = 1/
(θ − 1). In this steady state, monetary policy sets the inflation rate at the tar-
get
. Using
t =
 in the non-stochastic version of (5.24), it follows that
the nominal interest rate is 1+ i=β−1
 in the steady state. Again, setting

t =
 in the non-stochastic version of (5.21), (5.22), and (5.23), it fol-
lows that F= J and that F= ξUc(Y −G)Y/(1−αβ) and J= ξ(Y/A)1+η/
(1−αβ). Therefore, the steady state of output is implicitly given by
(Y/A)η=AUc(Y −G), which coincides with the efficient steady-state level
of output (5.15).8

The second step involves taking a log-linear approximation of the equi-
librium conditions around the above-determined steady state. The aggregate
demand equation (5.24) can be written as

Ŷt = Ĝt + Et(Ŷt+1 − Ĝt+1)− σ
(
ı̂t − Et(πt+1 −π)+ Et(ξ̂ t+1 − ξ̂ t)

)
,

(5.26)

while the aggregate supply block, which consists of equations (5.21)–(5.23),
collapses to the AS equation

πt −π = κ(Ŷt − Ŷn
t )+βEt(πt+1 −π), (5.27)

with

κ ≡ 1−α
α

(1−αβ)(σ−1 + η)
(1+ θη) , (5.28)

8. Indeed, the steady-state tax subsidy is set to completely offset the monopolistic
distortions.
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where variables with hats denote log deviations of the related variables with
respect to the steady state, while ı̂t = ln[(1+ it)/(1+ i)], Ĝt = (Gt −G)/Y ,
πt ≡ ln
t , π ≡ ln
, and σ ≡ −Uc/(UccY), with Uc, and Ucc represent-
ing the first and second derivatives of the function U(·) evaluated at the
steady state.9 In a log-linear approximation, the natural and efficient levels
of output, implicitly defined by equations (5.14) and (5.15), are respectively
represented by

Ŷn
t = 1+ η

σ−1 + η Ât +
σ−1

σ−1 + η Ĝt − 1
σ−1 + ημ̂t (5.29)

and
Ŷ e
t = 1+ η

σ−1 + η Ât +
σ−1

σ−1 + η Ĝt . (5.30)

Some comments are worthmaking to describe themain features of theNK
model in its log-linear approximation. First, the AD and AS schedules rep-
resent a set of two equilibrium conditions in two unknowns, inflation and
output, given that monetary policy sets the nominal interest rate.10 In the
models of Chapters 1–4 monetary policy was neutral on output; but it is suf-
ficient to add some friction on price adjustment, as in this framework, to have
monetary policy influencing output.

Secondly, the consequence of price rigidity is reflected in the upward-
sloping AS equation, which demonstrates a positive comovement between
inflation and output. An increase in output exerts pressure on firms’ marginal
costs and, as a result, on inflation. To determine output, one must consider
how inflation and output move together within the AS equation, in conjunc-
tionwith theAD schedule and the interactionwithmonetary policy. The case
of neutrality can be obtained when all firms, in Calvo’s model, are free to set
their prices at each point in time, i.e., α= 0. In this case, κ −→ ∞, and the
AS equation becomes vertical with Ŷt = Ŷn

t at all times. With price rigidities,

9. Appendix E presents the log-linear approximation of equations (5.26) and (5.27).
10. In what follows, we consider tax policies such that constraints (5.13) and (5.25) do not

impose restrictionson the equilibrium in a local analysis.Using the terminologyof Section1.4.1
of Chapter 1, these policies are identified as (locally) passive fiscal policies.
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what matters, however, is not much the variations in output, but those with
respect to the natural rate of output, i.e., the output gap. The AS equation has
also another important characteristic, that of being forward looking, since cur-
rent inflation depends not only on the output gap but also on the discounted
expectations of the future inflation rate. Iterating equation (5.27) forward, we
can write

πt −π = κEt
∞∑
T=t
βT−t (ŶT − Ŷn

T
)
,

showing that variations of the future output gap, appropriately discounted,
also matter for the deviations of inflation with respect to the target. A positive
output gap in the future leads to pressure on current inflation above target.

Third, the AD equation also has two main characteristics: i) it displays a
relationship between output and the real interest rate; ii) it is forward look-
ing.With respect to the first characteristic, equation (5.26) shows that output
at time t is negatively related to the real interest rate, captured in a log-linear
approximation by the term ı̂t − Et(πt+1 −π), through the parameter σ , the
intertemporal elasticity of substitution. An increase in the real interest rate
lowers output because householdswould like to savemore and, therefore, cur-
rent consumption falls, driving demand, and then output, down. The higher
the elasticity of substitution in consumption, the greater are the sensitivities
of consumption and output to variations in the real interest rate. The real
rate is the key transmission channel through which monetary policy acts in
the model, and it does so in two ways: i) by maneuvering the policy rate ı̂;
ii) by influencing inflation expectations with respect to the target, the term
Et(πt+1 −π). The second characteristic of the AD equation can be seen
through the dependence of current output on its next period value. Iterating
the equation forward, we obtain

Ŷt = Ĝt + σ ξ̂ t − σEt
∞∑
T=t

(
ı̂T − (πT+1 −π))+ lim

T→∞(ŶT − ĜT − σ ξ̂T).

Output depends not only on the current real rate but also—on an equal
ground—on its expected futurepath. Samevariations in currentor future rates
have the same effects on current output.

Finally, equations (5.29) and (5.30) show, respectively, the determinants
of the natural and the efficient levels of output in a log-linear approximation.
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As already noted, markup shocks produce variations only in the natural level
of output and, therefore, they are inefficient shocks. The natural rate of out-
put falls as markup shocks increase. In contrast, productivity and public
spending shocks have a positive relationship with the two measures of out-
put. An interesting result is that a public spending shock has a multiplier
on output that is less than the unitary value, therefore crowding out con-
sumption, unless the disutility of labor is linear, i.e., η= 0. The multiplier
of a productivity shock is higher or lower than the unitary value, depend-
ing on the elasticity of substitution σ being higher or lower than the unitary
value.

5.6 References

TheNewKeynesianmodel is extensively discussed in the works ofWoodford
(2003) and Galí (2008). The original Calvo-Yun price-setting model, which
further developed Calvo’s (1983) model, can be found in Yun (1996). Some
of the early precursors to microfounded models with monopolistic competi-
tion and sticky prices include Blanchard andKiyotaki (1987), Ball andRomer
(1990), and Mankiw (1985). In a log-linear approximation, the AS equa-
tion derived from Calvo’s model can also be equivalently obtained through
amodel with quadratic costs of price adjustments, as discussed in Rotemberg
(1982). Ascari and Sbordone (2014) analyze the implications of theAS equa-
tion when there are stochastic shifts in trend inflation to which prices are not
indexed.

The Calvo-Yunmodel belongs to the class of time-dependent price adjust-
ment models such as the one in Taylor (1979). Alternative models have
been proposed, allowing prices to adjust depending on contingencies, as
seen in Mankiw (1985), which considers the cost of changing prices. Dot-
sey, King, and Wolman (1999) and Golosov and Lucas (2007) are early
examples of quantitative analyses comparing state-contingent models with
time-dependent models. Subsequent literature has further explored these
comparisons. An important insight derived from this literature for the New
Keynesian model in this chapter comes from Auclert et al. (2024), showing
that a canonical state-dependentmodel is equivalent to amixture of two time-
dependent models, and numerically this mixture is closely approximated by
the Calvo-Yun model.
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Mankiw and Reis (2002) discuss an alternative price-setting mechanism
based on the assumption of delays in the information set of price setters.

Finally, the benchmark model in this chapter has been extended in vari-
ous directions to include features such as investment, wage rigidity, andmore,
to align with empirical data. Christiano, Eichenbaum, and Evans (2005) and
Smets and Wouters (2007) provide early examples of estimated medium-
scale models that have served as the foundation for the large-scale models
developed by various central banks.



6
AnAS-ADGraphical Analysis

6.1 Introduction

This chapter analyzes the implications of the model set up in Chapter 5
through a graphical analysis and using some simplifying assumptions. We
focus on a perfect foresight economy that adjusts in two periods, t, the short
run, and t+ 1, the long run. In the long run, we assume that prices are
completely flexible and therefore output is at the natural rate, Ŷt+1 = Ŷn

t+1.
Long-run prices are anchored at pt+1 = p∗ by an appropriate fiscal and mon-
etary policy.1 To further simplify the analysis, we set the inflation target to
zero, π = 0, and the initial price level at time t− 1 to pt−1 = p∗. Under these
assumptions and in a perfect-foresight equilibrium, the AD equation (5.26)
can be written as

Ŷt = Ĝt + Ŷn
t+1 − Ĝt+1 − σ

(
ı̂t + pt − p∗ + ξ̂ t+1 − ξ̂ t

)
, (6.1)

which is a negative relationship, in the short run, between output, Ŷt , and
price level, pt , since σ is a positive parameter. Figure 6.1 plots this negatively
sloped function. The relationship is negative because, following an increase in
the current price level, given other variables, the real interest rate rises, creat-
ing incentives for consumers to postpone consumption. This leads to a cut in
current consumption and then to a fall in output.

Several factors can shift the AD equation. Starting from those of an exoge-
nous nature, short-run and long-run shocks such as Ĝt , Ĝt+1, ξ̂ t , and ξ̂ t+1
and those influencing the long-run natural level of output, Ŷn

t+1, move theAD

1. This is an important assumption in the context of this analysis, which is supported by the
results of Chapter 7, showing that under optimal policy prices revert back to their initial value
in the long run.

137
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Yt
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ˆYn
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figure 6.1. The initial equilibrium is in E, where AS and AD intersect.

equation. Recall that G is public spending and ξ is a shock that affects the
preferences of the consumer. Monetary policy also has an important role in
shifting the AD equation, acting on the policy rate ı̂t and on the future price
level p∗.

The same assumptions applied to theAS equation (5.27) imply the follow-
ing simplification:

pt − p∗ = κ

1+β (Ŷt − Ŷn
t ), (6.2)

displaying a positive relationship between the current price level and output
since κ and β are positive parameters. As output rises, marginal costs of firms
increase, putting upward pressure on the price level. Only short-run shocks
influencing the natural level output, Ŷn

t , matter as shifters of the equation.2

The AS equation is plotted in Figure 6.1, showing that it goes through point
Ŷt = Ŷn

t , pt = p∗. Figure 6.1 shows the initial equilibrium E at which AS and
AD intersect.

2. Note from equation (5.27) that monetary policy can also influence the AS equation by
moving the target price p∗ in the long run, while the price at time t− 1 remains unchanged.
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As a useful reminder for the analysis that follows, note the relationships
between short-run (long-run) natural, efficient levels of output and the prim-
itive shocks:

Ŷn
t = 1+ η

σ−1 + η Ât +
σ−1

σ−1 + η Ĝt − 1
σ−1 + ημ̂t , (6.3)

Ŷn
t+1 = 1+ η

σ−1 + η Ât+1 + σ−1

σ−1 + η Ĝt+1 − 1
σ−1 + ημ̂t+1, (6.4)

Ŷ e
t = 1+ η

σ−1 + η Ât +
σ−1

σ−1 + η Ĝt , (6.5)

Ŷ e
t+1 = 1+ η

σ−1 + η Ât+1 + σ−1

σ−1 + η Ĝt+1, (6.6)

in which A is a productivity shock, μ is a markup shock, Ye is the efficient
level of output, and η is a positive parameter, which is the inverse of the elas-
ticity of labor supply. In what follows, we are going to assume that natural
and efficient levels of output coincide in the long run, i.e., Ŷn

t+1 = Ŷ e
t+1 by set-

ting μ̂t+1 = 0, so that inefficient shocks, like markup disturbances, have only
transitory effects.

It is useful to define also the concept of frictionless real rate of interest,
which would capture in this analysis the original idea of Wicksell (1898) of
the natural rate of interest. This is given by

ret =
1
σ
(Ŷ e

t+1 − Ŷ e
t − (Ĝt+1 − Ĝt))+ ξ̂ t − ξ̂ t+1 (6.7)

or, equivalently,

ret =
1+ η
1+ ση(Ât+1 − Ât)− η

1+ ση(Ĝt+1 − Ĝt)− (ξ̂ t+1 − ξ̂ t). (6.8)

The frictionless real rate of interest is driven by the variations over time of
productivity, public spending, and preference shocks.Using it in (6.1), we can
write the AD equation as

Ŷt − Ŷ e
t = −σ (ı̂t − (p∗ − pt)− ret

)
. (6.9)

This shows that ret is the real rate in the economy that, if achieved by the policy
rate, is compatible with price stability, pt = p∗, while at the same time reach-
ing the efficient level of output in the short run. According to Knut Wicksell,
the concept of frictionless rate of interest should guide the policy rate ı̂t in
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response to the shocks.3 Central banks also consider a closely related concept,
R-star, as seen inworks suchasWilliams (2016),when setting their policy rate.
However, as this chapter and the next one will demonstrate, the Wicksellian
rate serves as a suitable guide for policy only when the shocks affecting the
economy originate from efficient sources.

6.2 Outline of the Results

This chapter shows that, when the economy is hit by efficient shocks related
to productivity and public spending, there is no trade-off between achieving
price stability and stabilizing the output gap in terms of the efficient level
of output. The direction of interest rate adjustments to attain these targets
depends on whether the shock is a temporary, a permanent, or a news shock.
The guidance for these adjustments is provided by themovements in the fric-
tionless rate of interest. However, a trade-off arises when inefficient shocks,
such as markup shocks, perturb the economy. In such cases, the friction-
less rate of interest may no longer be the primary guide for determining the
policy rate.

The chapter is divided into the following sections. Section 6.3 analyzes per-
tubations originating from productivity shocks. Section 6.4 discusses markup
disturbances, while Sections 6.5 and 6.6 discuss variations in public spending
and in the preference shock, respectively. Finally, Section 6.7 considers the
possibility that shifts in expectations on future prices perturb the economy.

6.3 Productivity Shock

Wewill study how inflation and output react to a productivity shock and their
interaction with monetary policy.

6.3.1 A Temporary Productivity Shock

First, we analyze the case in which the economy undergoes a temporary pro-
ductivity gain, meaning that productivity rises in the short run but does not

3. Note that what is literally the natural rate of interest in our model, i.e., rnt , in which the
natural level of output replaces the efficient level in the definition (6.7), would vary in response
to inefficient shocks. Thus, it does not represent the appropriate definition for capturing the
Wicksellian concept within the NK framework.
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figure 6.2. A temporary productivity shock: Ât ↑. AS shifts to AS′ and the
equilibriummoves from E to E′. If monetary policy lowers the nominal inter-
est rate, ADmoves to AD′′ and equilibrium E′′ is reached with stable prices
and zero output gap.

vary in the long run. A rise in Ât increases the short-run natural level of out-
put Ŷn

t , as shown in (6.3), which in turn influences the AS equation. Starting
from the equilibrium E, shown in Figure 6.2, the short-run natural level of
output rises to Ŷn′

t and AS shifts downward, crossing E′′ where output equals
the natural level at the initial price level. The AD equation is not affected by
movements in current productivity, and the new equilibrium is found at the
intersection, E′, of the new AS equation, AS′, with the old AD equation.

The adjustment from equilibrium E to E′ occurs as follows. A temporary
increase in productivity lowers the real marginal costs. The firms that can
adjust their prices lower them. The real interest rate falls, stimulating con-
sumption. Output increases, but not enough to match the rise in the natural
level, because of sticky prices. The economy reaches the equilibrium point
E′ with lower prices and higher output, but with a negative output gap. The
efficient level of output rises in the same proportion as the natural level.

This is the equilibriumthat canbe reachedwithout anypolicy intervention.
An interesting question is howmonetary policy should respond to the shocks
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figure 6.3. A permanent productivity shock: Ât ↑ and Ât+1 ↑. AS shifts to
AS′ and AD to AD′. The equilibriummoves from E to E′ without any monetary
policy intervention.

in order to close the output gap and/or stabilize prices if both objectives can
be reached simultaneously. In this case, monetary policy can attain both by
bringing the economy to equilibrium E′′. By lowering the nominal interest
rate, monetary policy shifts AD upward to the point at which it crosses E′′.
The curve thus shifts toAD′′. The rise in output also increases firms’marginal
costs, driving prices up. Production expands. At E′′, prices are stable at the
initial level. An accommodating monetary policy can thus achieve both the
natural and the efficient levels of output and stable prices. As will be discussed
later, this is also the optimal policy, maximizing consumers’ utility. It is worth
noting that the result of this experiment can be also read in terms of themove-
ments in the frictionless rate of interest, ret , which, according to (6.8), falls. To
achieve efficient output and price stability, the policy rate should follow the
frictionless rate of interest.

6.3.2 A Permanent Productivity Shock

Figure 6.3 analyzes the case of a permanent productivity shock, which
increases Ât and Ât+1, and therefore Ŷn

t and Ŷn
t+1, in the same proportion.
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As in the previous case, the short-run natural and efficient levels of output
increase and theAS curve shifts downward through E′. However, now theAD
equation shifts upward because the future natural level of consumption rises
along with long-run productivity. Households would like to increase current
consumption because of the desire to smooth the future increase. The AD
equation shifts exactly to intersect E′. And this is the new equilibrium.

A permanent gain in productivity does not change the frictionless real
interest rate, because both Ŷn

t and Ŷn
t+1 increase in the same proportion: this

is why the new equilibrium requires no change in monetary policy to achieve
price stability while simultaneously closing the output gap. In the next chap-
ter, we will show that this equilibrium outcome corresponds to the optimal
monetary policy.

6.3.3 Optimism or Pessimism on Future Productivity

Let us consider now the case of an expected increase in long-run productivity,
raising only Ât+1 and, therefore, Ŷn

t+1. This can be taken either as an increase
that will really occur, or just an optimistic belief about future output growth,
or a combination of the two. Conversely, a decrease in long-run productivity
can also be interpreted as a pessimistic belief concerning future growth. The
case of optimism is analyzed in Figure 6.4.

ASdoesnotmove, since there is no change in current productivity.ADdoes
shift upward, however, because households expect higher consumption in the
future and to smooth the upward shift they want to increase their consump-
tion immediately. Output expands, driving up real wages and real marginal
costs, so that firms adjust prices upward. The economy reaches the equilib-
rium point E′ with higher prices and production higher than the natural and
efficient level. What should monetary policy do to stabilize prices and close
the output gap? It should counter future developments in productivity or such
optimistic beliefs by raising the nominal interest rate so as to bringAD back to
the initial pointE. Note that, according to (6.8), the frictionless rate of interest
increases and, therefore, the policy rate should rise.

Some lessons can be drawn from these analyses. Regardless of the prop-
erties of the shock (temporary, permanent, or expected), monetary policy
can always move interest rates to stabilize prices and the output gap simul-
taneously. But the direction of the movement depends on the property of
the shock. When shocks are positive and transitory, monetary policy should
be expansionary; when permanent, it should be neutral; and with merely
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figure 6.4. An increase in long-run productivity: Ât+1 ↑. AD shifts up to AD′.
The equilibriummoves from E to E′. An increase in the nominal interest rate
can bring the equilibrium back to the starting point.

expected positive productivity shocks, it should be restrictive. The key point
is that changes in the Wicksellian interest rate should guide the policy rate in
response to productivity fluctuations, as equation (6.8) shows.

6.4 Markup Shock

When there are productivity shocks,monetary policy does not face a trade-off
between stabilizing prices and offsetting the output gap, in terms of either the
natural or the efficient level of output.4 Withmarkup shocks, things are differ-
ent. First, the efficient level of output does not move, while the natural level
does, as shown in equations (6.3)–(6.6). Second, there is a trade-off between
stabilizing prices and reaching the efficient level of output.

Let us consider then a temporary increase in the markup (see Figure 6.5),
moving up μ̂t and leading to a fall in the short-run natural level of output, Ŷn

t ,

4. An important assumption here is that of wage flexibility. Trade-offs will occur with sticky
wages, as discussed in Erceg, Henderson, and Levin (2000).



6.4. markup shock 145

Yt

pt

E

AS

AD

E ʹ

AS ʹ

Eʺ

ADʺ

AD ʹ̋

E ʹ̋

ˆ=Yn
tˆ Ye

tˆYn
t
ʹˆ

p*

figure 6.5. A temporary increase in the markup: μ̂t ↑. The natural level of
output Ŷn falls while the efficient level of output Ŷ e does not move. AS shifts
to AS′. The equilibriummoves from E to E′. By raising the nominal interest
rate, monetary policy can stabilize prices and reach equilibrium E′′. By low-
ering it, the efficient level of output can be achieved at equilibrium point E′′′.
There is a trade-off between the two objectives, stabilizing prices and reaching
the efficient level of output.

as shown in (6.3). The AS curve shifts upward following the fall in the nat-
ural level of output, but the efficient level of output is unchanged, as shown
in (6.5). Firms raise prices because of the higher markup. The real interest
rate goes up and households increase savings and postpone consumption.
Demand falls along with output. The economy reaches equilibrium E′ with a
contraction inoutput andhigher prices: a situationdubbed “stagflation.” Now,
monetary policy does face a dilemma: a choice between maintaining stable
prices and keeping the economy at the efficient level of production. To attain
the price objective, the nominal interest rate should be raised so as to fur-
ther increase the real rate and damp down economic activity. In this case, AD
shifts downward to AD′′ and the economy reaches equilibrium E′′. To obtain
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figure 6.6. A temporary increase in public spending: Ĝt ↑. The natural and
efficient level of output Ŷn

t increases. AS shifts to AS′. ADmoves to AD′ because
public spending increases output for the given consumption. The equilib-
riummoves from E to E′ with a positive output gap. By raising the nominal
interest rate, monetary policy can stabilize prices and the output gap, reaching
equilibrium E′′, with AD′ moving to AD′′.

the output objective, policymakers should cut the nominal interest rate to
stimulate economic activity and consumption. In this case, AD shifts to AD′′′
and the economy reaches equilibrium E′′′.

It is interesting to discuss the implications in the terms of the frictionless
rate of interest, which is unchanged when markup shocks hit, as shown in
(6.8). This no longer serves as guidance to the nominal interest rate, as will
be also shown in the next chapter.

6.5 Public Spending Shock

We consider a temporary increase in public spending, raising Ĝt , which affects
directly the AD equation and, through Ŷn

t , the AS equation, too. As shown in
Figure 6.6, an increase in current public spending expands aggregate demand,
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and thus current output, shifting the aggregate demand equation upward from
AD to AD′. At the same time, the natural rate of output increases, together
with the efficient level, shifting AS downward. Moreover, note that short-run
movements in public spending enlarge the output gap. Starting from no gap,
public spending creates a positive output gap. This means that AD′ and AS′
cross to the right of the new natural level of output, Ŷn′

t . Prices rise from the
initial equilibrium; the real interest rate rises, reducing consumption as equi-
libriumEbecomesE′. The economy is overheated by a positive output gap.To
close it and stabilize prices, policymakers should raise nominal interest rates
to increase the real rate, which dampens private consumption. In this case,AD
moves from AD′ to AD′′, reaching equilibrium E′′. The analysis of a public
spending shock is fully consistent with the policy rate following the increase
in the frictionless rate of interest, as equation (6.8) shows.5

6.6 Preference Shock

Preference shockshave adistinct impact on the economy since they affect only
theAD, as was the case for changes in future productivity shock. The analysis
here then parallels that case, with the appropriate qualifications. Seen from a
different perspective, equation (6.8) shows that preference shocks affect the
frictionless rate of interest and therefore, accordingly, the policy rate should
move proportionally.

A fall in ξt in the short run relative to the long run causes households to
be more patient, according to their utility (5.1), and raises their incentives to
save. In a frictionless economy, this excess saving is balanced by a reduction
in the frictionless rate of interest, which ensures that household consumption
and saving decisions remain consistent with the fact that the efficient level of
output has not changed.

The adjustment in the AS-AD model with price rigidities unfolds as fol-
lows. After a fall in ξ̂ t , the AD equation shifts downward, leading to a decline
in output and prices along the AS curve. To restore price stability and ensure
that output remains at the efficient, natural level, the monetary policymaker
should proportionally reduce the policy rate, matching the decrease in the

5.Whenη= 0,AS andAD shift proportionally to cross the newnatural level of output, clos-
ing the output gap, with stable prices (p= p∗) and without any monetary policy intervention.
This is consistent with the fact that the frictionless rate of interest in (6.8) does not move.
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frictionless real interest rate. This adjustment would shift the AD equation
upward, returning it to the initial equilibrium.

In Chapter 9, we will utilize this type of shock to model a liquidity trap.
When such a shock is sufficiently large in magnitude, it can drive the fric-
tionless rate of interest into negative territory. This situation would require an
unattainable negative nominal interest rate to restore price stability and return
output to the efficient (natural) level.

6.7 Disanchoring of Price Expectations

The framework of this chapter can allow us also to study how shifts in private
sector expectations can affect the equilibrium.To this end,wehave to relax the
assumption that expectations on the long-run price level, which are present in
both the AD and the AS equations, are exactly anchored at the long-run price
p∗. We can then write the AD and AS equations as:

Ŷt − Ŷ e
t = −σ

(
ı̂t − (Edt pt+1 − pt)− ret

)
and

pt = 1
1+β p

∗ + κ

1+β (Ŷt − Ŷn
t )+

β

1+β E
s
tpt+1.

In these equations, we distinguish between consumers’ expectations on
the long-run price (Edt pt+1), which affect demand, and those of the firms
(Estpt+1), which influence supply.

Starting from the equilibrium point E in Figure 6.1, if consumers adjust
their long-run price expectations downward, it leads to an increase in the real
interest rate,which, in turn, dampens current consumption.Consequently, the
AD curve shifts downward, resulting in reduced output and a decrease in the
price level. These shifts in expectations can potentially trigger a deflationary
spiral.

To counteract this situation and restore the economy to its initial equi-
librium, monetary policy becomes crucial. The central bank should consider
lowering the policy rate to stimulate demand and shift the AD curve back to
its original position, thereby stabilizing the economy.

When it comes to the supply side, shifts in expectations matter for the
strategic pricing decisions made by firms. These decisions take into account
future demand when setting present prices. Let us consider a scenario where
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price setters anticipate a future increase in the price level, starting from the
equilibrium point E in Figure 6.1.

In this situation, the AS curve shifts upward, leading to a rise in current
prices. This, in turn, reduces aggregate demand and contracts the economy.
It’s important to note that such shifts in expectations can potentially trigger
an inflationary spiral.

Given that the natural and efficient levels of output remain constant, the
central bank encounters a trade-off between stabilizing prices and maintain-
ing output at its original level. Stabilizing prices may result in reduced out-
put, while focusing on output stabilization can contribute to fueling higher
inflation.

This simple analysis shows the potentially destabilizing consequences of
shifts in private expectations on the long-run price level, and therefore it
underlines the importance for monetary policy to anchor those expectations
with an appropriate monetary policy strategy.

6.8 References

This chapter is based on Benigno (2015). There are other works which
have analyzed simplified versions of New Keynesian models. Romer (2000)
presents a modern view of a Keynesian non-microfounded model without
the LM equation, which typically describes money market equilibrium, and
instead represents the demand side through an aggregate demand-inflation
curve derived from the Euler equation and amonetary policy rule. Eggertsson
(2011) maintains stochastic uncertainty, plotting the dynamics of aggregate
supply and aggregate demand in an output-inflation diagram using an inter-
est rate rule, under specific assumptions about stochastic disturbances. In
contrast, the model we present here interprets the Euler equation as an AD
equation without imposing an interest rate rule.

Walsh (2002) introduces a two-equation system where the aggregate
demand equation stems from the optimal transformation between prices and
output, as desired by an optimizing central bank. This concept closely aligns
with the IT equation, which we will analyze further in the next chapter while
studying optimal monetary policy.

Finally, Carlin and Soskice (2005) present a simple three-equation non-
microfounded model that employs a modern approach to central bank oper-
ational targets and requires the display of two graphs.



7
Inflation Targeting as an

Optimal Policy

7.1 Introduction

In 1990, New Zealand became the first country to introduce inflation target-
ing as a monetary policy strategy for its central bank. The key features of an
inflation targeting regime include the announcement of a numerical inflation
target set for a well-defined price index, for which the central bank is held
accountable. Canada announced its inflation target in 1991, followed by the
United Kingdom in 1992. Subsequently, Sweden and Finland declared their
inflation targets in 1993. It wasn’t until 2012 that the United States officially
announced its 2 percent inflation rate target. In general, quantitative targets
for developed countries are between 1 to 3 percent.1

The adoption of inflation targeting in practical policymaking preceded the
availability of academic research suitable for its analysis. What is particularly
surprising is that the NK benchmark model, developed in the late 1990s and
presented inChapter 5, is based onmicrofoundations that rationalize inflation
targeting as the optimal monetary policy. This approach is found to be supe-
rior to interest rate rules or the guidance of the Wicksellian frictionless real
rate.

The microfoundations of the NK model of Chapter 5 provide a natural
criterion for evaluating optimal policy based on the maximization of con-
sumers’ utility. Since the equilibrium conditions have been approximated
up to a first-order approximation, a second-order approximation of the

1. See Bernanke and Mishkin (1997) and Svensson (2010) for a thorough analysis of
inflation targeting.
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utility is needed for a correct ranking of policies. This is consistent with
the linear-quadratic approach to optimal policy.2 Appendix F shows that the
second-order approximation of (5.1) implies that at time t0 the welfare-based
loss function LCBt0 is given by

LCBt0 = Et0
∞∑
t=t0

β t−t0
[
1
2
(
Ŷt − Ŷ e

t
)2 + 1

2
θ

κ
(πt −π)2

]
, (7.1)

in which the efficient level of output Ŷ e
t has the same definition as in (6.5),

while θ and κ are positive parameters defined in the previous chapter. The
approximation is simplified by the fact that the steady state is efficient; other-
wise, one needs to take a second-order approximation of the equilibrium
conditions for a correct linear-quadratic approximation of the optimal policy
problem.3

The objective of the policymaker involves minimization of a loss function
(7.1) that involves two target variables, output (Ŷt) and inflation (πt). The
target of output is the efficient level of output, Ŷ e

t , which is self-explanatory,
while that of inflation is the inflation target, π . The microfoundations of the
model provide the reason for why deviations of inflation from the target are
costly. This is because they create price dispersion with the consequence of a
misallocation of demand across goods, which is inefficient, considering that
the goods are produced using the same technology and should ideally have
the same price.

The loss function also provides the weight that the policymaker should
attach to the inflation objective versus the output objective. The objectives
are fully minimized when output is at the efficient level and inflation is at the
target. However, these two targets might not be reached simultaneously since
inflation and output are constrained in their movements by the AS equation
(5.27) of Chapter 5. The optimal policy should minimize (7.1) under the AS
equation (5.27), which we now rewrite as

πt −π = κ(Ŷt − Ŷn
t )+βEt(πt+1 −π), (7.2)

for positive parameters κ and β , in which Ŷn
t is the natural rate of output

defined in (6.3).

2. SeeWoodford (2002).
3. Benigno andWoodford (2005, 2012) discuss the generalization when the steady state is

not efficient.
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Following a productivity or public spending shock, the optimal policy is
to stabilize inflation at the target and at the same time close the output gap,
consistently with the graphical analysis made in Chapter 6. Note that when
inflation is at the target, output is at the natural rate in the AS equation (7.2),
which coincides with the efficient level, except when markup shocks hit the
economy. A trade-off arises only with markup shocks.

Optimalmonetarypolicy can in general be characterizedby aflexibile infla-
tion targeting policy or a price level targeting policy, accounting for deviations
from the price stability objective with corresponding variations in output
gap growth. Furthermore, optimal monetary policy under commitment is
history-dependent and implies long-run price stability, meaning that upward
deviations of prices with respect to the trend implied by the central bank’s
target should be undone gradually so that prices revert to the implied initial
trend.

7.2 Outline of the Results

In Section 7.3, we analyze optimal monetary policy when policymakers com-
mit from a “timeless perspective.” This analysis demonstrates that it can be
represented by targeting rules that rationalize a flexible inflation targeting
strategy. In this strategy, policymakers permit deviations of inflation from the
target, along with corresponding deviations of output growth from the effi-
cient trend. Notably, this strategy is equivalent to price level targeting and is
consistent with the goal of achieving long-term price stability.

Sections 7.4 and 7.5 discuss sub-optimal policies, such as those implied by
optimizing behaviorwithout commitment and interest rate rules, respectively.
These policies are compared with the optimal policy under commitment,
revealing two distinct features of the latter: the inertia in accommodating inef-
ficient shocks, which showcases the policymaker’s commitment to fulfilling
past promises, and the reversion of prices to the pre-shock trend.

Finally, Section 7.6 delves into the existing literature regarding the numer-
ical value of the inflation target π in the loss function (7.1).

7.3 Optimal Policy under Commitment

We first characterize optimal policy when the policymaker can commit, once
and for all, to a state-contingent path of inflation and output. Commitment
means that the policymaker will not change its state-contingent optimal plan
at future dates. However, commitment does not mean that the policymaker
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abides by a strict rule. Instead, the policymaker specifies a state-contingent
plan for all future periods and commits to it.

Optimal monetary policy under commitment minimizes loss function
(7.1) under the sequence ofAS constraints (7.2) for each t≥ t0. Consider the
following Lagrangian:

Lt0 = Et0

{ ∞∑
t=t0

β t−t0
[
1
2
(
Ŷt − Ŷ e

t
)2 + 1

2
θ

κ
(πt −π)2 +

+ λt
(
(πt −π)− κ(Ŷt − Ŷn

t )−β(πt+1 −π))]+
− λt0−1(πt0 −π)} ,

in which λt is the Lagrange multiplier associated with constraint (7.2) at
time t.4 Note thatAD equation (5.26) is not a constraint on the optimal policy
since the equationwill residually determine thepathof the interest rate consis-
tent with the optimal path of inflation and output gap. This is true if the opti-
mal path of the interest rate does not violate the zero lower bound. Section 9.5
of Chapter 9 characterizes optimal policy when the zero lower bound con-
straint is binding. Note that in the above Lagrangian we are analyzing a
stronger form of commitment, called commitment from a “timeless perspec-
tive,” in which even at time t0 the policymaker takes into consideration con-
straints on variables at time t0 that entered into expectations of the same
variables formed in period t0 − 1.5 This stronger form of commitment adds
the last set of state-contingent constraints on the third line of the above
Lagrangian.

The first-order conditions with respect to inflation and output are

θ(πt −π)+ κλt − κλt−1 = 0

and
(Ŷt − Ŷ e

t )− κλt = 0,

respectively, for each t≥ t0. Note that the first-order conditions have the
same form in each period, including at time t0, because of the additional
constraint represented by the last line of the Lagrangian. Otherwise, the

4.Note that inwriting the Lagrangianwe have used the law of iterated expectations, towrite
Et0Et(πt+1 −π)= Et0(πt+1 −π).

5. See Woodford (2003) for a detailed discussion of commitment from a timeless
perspective.
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first-order condition at time t0 with respect toπt0 will not display theLagrange
multiplier at time t0 − 1, i.e., λt0−1.

Commitment froma “timeless perspective” renders the optimization prob-
lem stationary and its solution time-consistent, as opposed to the time-
inconsistent solution when the additional constraint λt0−1(πt0 −π) in the
above Lagrangian is not considered.

The nature of time inconsistency in the “standard” commitment optimiza-
tion problem depends on a crucial factor: the constraint in the optimization
problem, the AS equation, includes expectations of future variables. When
we calculate the optimal policy with a commitment at time t0, we take into
account constraints that involve expectations of variables like Et(πt+1 −
π) for each t≥ t0, and we consider them in our optimal state-contingent
plan.

However, we are not bound by constraints related to expectations formed
in the past that affect our current choices. For example, we do not consider
Et0−1(πt0 −π) as a constraint to our policy since it does not appear in the set
of constraints, and in particular in the AS equation at time t0. Time inconsis-
tency arises whenwe reoptimize at any future timeT, assuming the same type
of commitment, and considering AS equations for each t≥T as constraints.
In this optimization problem at time T, the policymaker is not bound by past
promises, as constraints on ET−1(πT −π) do not apply. Therefore, it may
deviate from the plan chosen at time t0.

Looking at commitment from a “timeless perspective,” the optimiza-
tion problem accounts for a constraint related to fulfilling previous expec-
tations on the current inflation rate, represented by the state-contingent
term λt0−1(πt0 −π) in the Lagrangian. This setup ensures that the poli-
cymaker does not deviate from the plan chosen at time t0 when optimiz-
ing at a future date T. In this case, a policymaker acting with commitment
from a “timeless perspective” faces the AS equation constraints for each
t≥T and state-contingent constraints in the form of λT−1(πT −π) in the
Lagrangian.

One significant advantage of “standard” commitment, in general, is its
ability to effectively specify a state-contingent plan, which can influence pri-
vate sector expectations about future variables such as inflation in a way that
maximizes the objective function. In addition to this, commitment from a
“timeless perspective” is particularly attractive for practical policymaking. It
necessitates the fulfillment of past expectations, for which current choices are
relevant, as the policymaker commits to doing the same in the future. This
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approach enhances the credibility of the plan, as it demonstrates how the
policymaker will behave today and in the future in a consistent way.

To get further insights into the solution, the above first-order conditions
can be combined to obtain

(πt −π)+ θ−1(�Ŷt −�Ŷ e
t )= 0 (7.3)

by eliminating the Lagrange multipliers.
Equation (7.3) has important implications. Under the optimal mone-

tary policy with commitment from a “timeless perspective,” the policymaker
should follow a targeting rule, equation (7.3), which aims at stabilizing a par-
ticular combination of deviations of inflation from its target, and of output
growth from the efficient growth path. Positive deviations of inflation from
the target are allowed as long as output growth is below the efficient growth
rate.

This type of targeting rule can justify the adoption of a monetary-policy
framework that can be dubbed “flexible inflation targeting.” This is broader
than a strict inflation-targeting regime because the policymaker also considers
economic activity, specifically the growth of outputwith respect to its efficient
trend. Three essential elements of the “flexible inflation targeting” framework
are described in (7.3).

First, it involves specifying the target variables, which, in this case, include
both inflation and output growth. Second, the objectives for these target vari-
ables should be defined. In this framework, these objectives are represented
by the inflation target (π) and the efficient trend of output (�Ŷ e

t ). Finally, it
requires specifying the relative weight in the linear combination of the devia-
tions of the actual realization of the target variable from its target. This weight
is given by the structural parameter θ in (7.3).

TheNK framework provides a rationale for adopting “flexible inflation tar-
geting” as a guiding principle for effectivemonetary policymaking, in contrast
to following a determined interest rate rule or relying solely on the Wick-
sellian frictionless rate of interest as a reference for setting the policy rate.
Under an inflation-targeting regime, the policy rate is adjusted to ensure that
the objective defined in (7.3) is met at each point in time or within a cho-
sen time horizon, regardless of the economic disturbances at play. Deviations
from the targeting rule dictate how the policy rate should respond to var-
ious contingencies, considering the transmission mechanism of the policy
rate into the target variables. The targeting rule itself remains constant across
these contingencies, except that the target for output growth is time-varying.
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The targeting rule in (7.3) can also rationalize the optimality of a price level
targeting regime. In this case, the policymaker should target a reference price
p̃t , at a level p̃∗

t , where p̃t is a combination of the price level and the output
gap, as

p̃t = pt + θ−1(Ŷt − Ŷ e
t ),

and p̃∗
t is represented by

p̃∗
t = p̃∗

t−1 +π .
The price level targeting rule p̃t = p̃∗

t is equivalent to the flexible inflation-
targeting rule (7.3). The target p̃∗ is trending with the inflation target; the
reference price p̃ is not just the price level, but a combination of it and
the output gap with respect to the efficient level. Optimal policy requires the
reference price p̃t to be at the trending target. As an interesting departure from
this equivalence result, Section 9.5 of Chapter 9 shows that, when the zero
lower bound is binding, optimal policy can only be characterized by a price
level targeting rule, and no longer by a flexible inflation targeting policy.

Another interesting implication of the price level targeting rule can be
drawn by assuming that the parameter θ is equal to the unitary value. In this
case, it can be represented by a nominal GDP targeting rule: nominal GDP
(in logs), pt + yt , should target a reference value ỹt , i.e.,

pt + yt = ỹt ,

with
ỹt = ỹt−1 +π +�Ŷ e

t .

The nominal-GDP target ỹt follows a combination of the inflation target and
growth rate of the efficient level of output.

Even in this simplified version, the NK model can support policy dis-
cussions on the adoption of inflation targeting policies versus price level
targeting and nominal GDP targeting. Flexibile inflation targeting and price
level targeting are equivalent policies once target variables and targets are
appropriately defined. Nominal GDP targeting is nested under some special
parametrization.

Since AS equation (7.2) does not show any trade-off between stabilizing
inflation at the target and closing output in terms of the natural level of out-
put, complete stabilization of inflation to the target coincideswith the optimal
monetary policy following efficient shocks, such as productivity and public
spending, aswehave alreadynoted inChapter 6. Instead, for inefficient shocks
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likemarkup shocks, the above targeting rule shows how to optimally deal with
the trade-off. The monetary policymaker is willing to tolerate some inflation
above the target insofar as it is accompanied by a contraction of output growth
with respect to the efficient rate, and vice versa.

Before characterizing the optimal path of output and inflation, we analyze
the optimal stabilization problemby using the graphical analysis of Chapter 6.
Under the assumption π = 0 and (pt−1 − p∗)+ θ−1(Ŷt−1 − Ŷ e

t−1)= 0, the
above targeting rule involves a negative relationship between the price level
and the output, implicit in

(pt − p∗)+ θ−1(Ŷt − Ŷ e
t )= 0, (7.4)

that can be plotted in the same graph as AS and AD. Recall that p∗ represents
in the analysis of Chapter 6 the log of the price level both at time t− 1 and at
time t+ 1.

Let us call (7.4) the IT equation. The slope is represented by −1/θ , and
IT crosses the point (p∗, Ŷ e

t ). In particular, IT is flatter than AD whenever
θ >σ , which is the empirically relevant case.6

Returning tomarkup shocks (see Section 6.4 of Chapter 6), let us focus on
a central bank maximizing the welfare of the consumer, with a relatively flat
IT. Following a temporary increase in the markup, without monetary policy
intervention the economy reaches equilibrium E′ in Figure 7.1.

Optimalmonetarypolicy shouldplace the economyon the IT curve,which
in this case does not move since Ŷ e

t did not move, at the intersection with AS.
It should reach E′′ by raising the nominal interest rate. A central bank less
concerned about price stability, with IT steeper than AD, should lower the
nominal interest rate to achieve its own optimal allocation.

The optimal policy analysis can be repeated for productivity shocks, and
similarly for public spending shocks, in which case IT shifts to cross the opti-
mal equilibriumpoint of stable prices and the contemporaneous closure of the
output gap, as discussed in Section 6.3 of Chapter 6.

The graphical representation of the optimal policy problem shown in
Figure 7.1 offers a straightforward way to illustrate the guidance provided to
policymakers when they follow the targeting rule IT in response to economic
shocks. The targeting rule, particularly its intersection with the AS equation,
represents the point at which the policymaker should aim to stabilize the

6. Indeed, θ is related to the markup: a value of 10 gives an 11%markup; σ is the elasticity
of substitution in consumption, which is usually assumed to be close to 1.
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figure 7.1. A temporary markup shock: μ̂t ↑. AS shifts to AS′. The equilib-
riummoves from E to E′. IT equation describes the optimal combination of
prices and output according to the preferences of a welfare-maximizing
monetary policymaker. The optimal equilibrium is E′′ where IT intersects
AS′. Monetary policy should raise the nominal interest rate to move the
equilibrium from E′ to E′′.

economy. By adjusting the policy rate and thereby affecting the AD equation,
the monetary policymaker can work toward achieving the desired goal by
shifting the AD equation along the AS curve at the intersection with the IT.
The transmissionmechanism of the policy rate encompasses the effects of the
policy rate on AD and the relationship between prices and output as defined
by the AS curve, which have to be understood by the policymaker.7 This
framework is superior to the Wicksellian prescription of following the fric-
tionless rate of interest, which would imply that the policy rate should remain
invariant to markup shocks, assuming complete knowledge of that rate.

7. The simplifying assumptions needed to provide a graphical analysis do not allow us to
consider the channel through which monetary policy, by influencing inflation expectations,
can also directly shift the AS equation.
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Let us consider again the dynamicmodel to compute the optimal response
to markup shocks. Recall the AD equation (5.26) and write it as

xt = Etxt+1 − σ (ı̂t − Et(πt+1 −π)− ret
)
, (7.5)

while the aggregate supply equation (7.2) can be written as

πt −π = κxt + υt +βEt(πt+1 −π), (7.6)

where we have defined the gap between output and its frictionless level as
xt , i.e.,

xt ≡ Ŷt − Ŷ e
t .

The frictionless real interest rate is represented by

ret ≡ Et
{

1+ η
1+ ση

(
Ât+1 − Ât

)− η

1+ ση(Ĝt+1 − Ĝt)− (ξ̂ t+1 − ξ̂ t)
}
,

while the shock (υ) is a reparametrization of the markup shock

υt = κ(Ŷ e
t − Ŷn

t )=
κ

σ−1 + ημ̂t .

Consistent with the definition provided in Chapter 6, the frictionless real
interest rate represents the level that would arise in an economy with flex-
ible prices without the inefficiency brought about by markup shocks. The
frictionless real rate depends on productivity, government spending, and pref-
erence shocks. For each of these three shocks, what matters is their variation
over time. Expected growth of productivity raises the real rate, while expected
growth of public spending lowers it. Both these shocks move the natural and
efficient levels of output and therefore create shifts in the AS equation. This
is not true for preference shocks, ξ , which do not perturb the natural rate of
output but move only the frictionless real rate. An expected increase in future
ξ relative to the current level lowers the real rate.

We combine the AS equation (7.6) with the targeting rule (7.3) to obtain
a second-order stochastic difference equation in xt ,

Etxt+1 −
(
1+ 1

β
+ κθ
β

)
xt + 1

β
xt−1 = θ

β
υt , (7.7)

whose characteristic equation is represented by

P(γ )= γ 2 −
(
1+ 1

β
+ κθ

β

)
γ + 1

β
. (7.8)
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The first step is to ask under what conditions there is a unique and locally
bounded solution of the stochastic difference equation (7.7). This require-
ment is important for two purposes: first, uniqueness is a desiderata for the
policymaker, or otherwise it cannot be really claimed that there is control of
inflation or output since, withmultiplicity, there aremultiple paths associated
with the same policy; second, stability is required since we are working with
an approximation of the equilibrium conditions that is only valid for solutions
that stay close to the steady state around which the approximation is made.
The Blanchard-Kahn conditions discussed in Appendix G say that there is
a unique and bounded solution when the number of eigenvalues within the
unit circle, of the characteristic polynomial associated with the stochastic lin-
ear difference equation, is equal to the number of predetermined variables.
The second-order equation (7.7) has one predetermined variable. To obtain
a unique and stable solution,weneedone eigenvaluewithin the unit circle and
oneoutside.Note thatP(0)= 1/β > 0,P(1)= −κθ/β < 0andP(∞)= ∞.
The polynomial is positive when evaluated at zero and negative when
evaluated at 1; therefore, it should cross in between. One root is surely
within the unit circle and the two roots satisfy the following inequalities:
0<γ1< 1<β−1<γ2. Their product is represented by γ1γ2 =β−1 and
their sum is equal to the term in parenthesis on the right-hand side of equation
(7.8). The conditions for determinacy are satisfied.

Wemovenow to solve equation (7.7) for theunique andbounded solution.
Let us define the lag operator (L) with propertiesL · xt = xt−1 andL−1 · xt =
Etxt+1, or, more generally, Lk · xt = xt−k and L−k · xt = Etxt+k; we can then
write (7.7) [

L−1 −
(
1+ 1

β
+ κθ
β

)
+ 1
β
L
]
xt = θ

β
υt ,

and therefore

[
L−1 − (γ1 + γ2)+ γ1γ2L

]
xt = θγ1γ2υt

and
(1− γ1L)(L−1 − γ2)xt = θγ1γ2υt .

We can further simplify the above expression to

(1− γ1L)(1− γ−1
2 L−1)xt = −θγ1υt ,
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from which it follows that

(1− γ1L)xt = − θγ1

(1− γ−1
2 L−1)

υt

= −θγ1Et
∞∑
j=0
γ

−j
2 υt+j. (7.9)

In going from the first to the second line, we notice that

υt

1− γ−1
2 L−1 = (1+ γ−1

2 L−1 + γ−2
2 L−2 + γ−3

2 L−3 + · · · )υt

= Et
∞∑
j=0
γ

−j
2 υt+j,

in which we have used the properties of the operator L−k for k≥ 1. To
remember the above expansion, recall that for a generic real number c with
|c|< 1,

1
1− c

=
∞∑
j=0

cj.

Set c= γ−1
2 L−1 and note that γ2> 1; therefore the result follows.

Using Lxt = xt−1, we can write (7.9) as:

xt = γ1xt−1 − θγ1Et
∞∑
j=0
γ

−j
2 υt+j.

For the sakeof simplicity, let us assume thatυt is awhite noise shock; therefore
Etυt+j = 0 for each j> 0, and then

xt = γ1xt−1 − θγ1υt .
The above equation represents the dynamic solution for the output gap,
showing that it falls on impact when markup increases.

The path of inflation follows from (7.3) and is represented by

(πt −π)= −θ−1(γ1 − 1)xt−1 + γ1υt ,
having substituted the solution for the output gap. Inflation rises above target
at the time at which the markup shock hits.
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We can also use the AD equation (5.26) to derive the path of the interest
rate consistent with optimal policy,

ı̂t = ret + Et(πt+1 −π)+ σ−1Et(xt+1 − xt),

ı̂t = ret − (σ−1 − θ−1)(1− γ1)xt , (7.10)

showing that the nominal interest rate, under optimal policy, should follow in
a proportional way the frictionless real rate and react inversely to the output
gap. Note the importance of the coefficient (σ−1 − θ−1) in determining the
response of the interest rate to the markup shock consistently with the graph-
ical analysis of Figure 7.1. The figure was plotted under the assumption that
θ >σ and, consistently, equation (7.10) says that, in this case, the nominal
interest rate increases following a positive markup shock to curb the rise in
inflation, while the output gap falls.

It is important to note that (7.10) should not be interpreted as the interest
rate rule that themonetary policymaker should follow to implement the opti-
mal policy. Instead, it represents the resulting path of the policy rate once the
central bank sets it to achieve the targeting rule (7.3). Furthermore, if (7.10)
were considered as an interest rate rule, it would lead to equilibrium indeter-
minacy. Equation (7.10) also demonstrates thatmatching theWicksellian real
rate of interest with the equilibrium policy rate serves as a useful check when
policy is optimally conducted in response to efficient shocks, but not when
dealing with inefficient disturbances. This observation carries important pol-
icy implications for current monetary policy strategies in which the central
bank pays attention to a concept labelled R-star that captures the frictionless
rate of interest.

Under optimal policy with commitment, inflation and output gap show
inertial behavior, which is the way commitment to future promises is taken
into account in the formulation of the optimal policy problem. The aggre-
gate supply equation (7.6) has a term in expectations, which is related to the
next-period inflation rate, and managing those expectations is indeed critical
for achieving maximum welfare. The way commitment works is by fulfilling
past promises in a way that makes it credible that future promises will be ful-
filled as well. This is why the optimal policy shows inertial behavior. Note the
reaction of inflation. It rises on impact above target when a positive markup
shock hits, but then falls below target to meet it in the long run. From this
response, we can back up on the path of prices. Prices rise on impact by more
thanwhat would be required by the inflation target, but then their growth rate
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falls below the target rate andmeets it in the long run. The policy rate also fol-
lows, inversely, the path of the output gap, inheriting its persistent behavior.
Although the shock lasts for only one period, the interest rate remains above
the steady state for a long time and declines only gradually.

7.4 Optimal Policy under Discretion

Optimal policy without commitment, the so-called optimal policy under
discretion, implies a different path for inflation and output because of the
implications of the forward-lookingAS equation, which embeds expectations
of future endogenous variables.Without commitment, in each period the pol-
icymaker reconsiders his optimization problem, having looked at the state of
the economy. Therefore, he does not fulfill past promises and the private sec-
tor understands that he does not commit to future policies, too. To construct
this equilibrium, we have to guess the solution and optimize it. As said before,
in each period the policymakers will make the best choice, given the state of
the economy. Inflation and output will be a linear function of the state vari-
ables. Since the only state variable is themarkup shock, which is a white noise
process in our example, the guessed solution is of the form

(πt −π)=πdυt ,
xt = xdυt .

Parametersxd andπd areobtainedbyminimizing the loss function, taking into
account the constraints of the economy. Since in the guessed solution inflation
and output are a function of only the markup shocks, what is relevant in the
optimization problem is just the one-period loss function. Therefore, πd and
xd are going to be determined by minimizing the loss function

1
2
(xt)2 + 1

2
θ

κ
(πt −π)2 = 1

2
(xdυt)2 + 1

2
θ

κ
(πdυt)

2

under constraint

(πt −π)= κxt + υt +βEt(πt+1 −π),
which can be written as

πdυt = κxdυt + υt ,
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given that under the guessed solution Et(πt+1 −π)= 0. Optimal choices of
πd and xd are therefore represented by

xd = − θ

1+ θκ ,

πd = 1
1+ θκ ,

which can be combined to imply the following targeting rule:

(πt −π)+ θ−1(Ŷt − Ŷ e
t )= 0. (7.11)

Differently from commitment, the optimal policy under discretion does
not feature any inertia and also implies a different short-run response to the
shock. By comparing the inflation targeting rule under discretion, (7.11),
with that under commitment, (7.3), it can be noticed that (7.11) includes
a trade-off only between inflation and the output gap, and not with respect
to output-gap growth. The fact that the policymaker cares about the growth
rate of output, and therefore internalizes the past level of output, reflects
again the importance of fulfilling past promises under optimal policy with
commitment, which appears in a more inertial plan.

7.5 Interest Rate Rules

This section studies the implications for inflation and output when the poli-
cymaker does not necessarily follow an optimal policy, but instead follows an
interest rate rule of the form

ı̂t = ret +φπ(πt −π)+φxxt . (7.12)

The monetary policymaker reacts one-to-one to the frictionless real rate,
meaning that the policymaker canmake a perfect forecast of the rate’s drivers,
which is not as obvious as it may seem.8

The policymaker also reacts to the deviations of inflation from the target
and to the output gap with nonnegative parameters φπ , φx ≥ 0. Each param-
eter measures the sensitivity of the interest rate with respect to the target
variables. The value to assign to φπ and φx is an important choice for the

8. The reaction to the frictionless real rate is undertaken for the sake of simplicity in
order to concentrate solely on the inefficient shocks that create a trade-off between inflation
and output.
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policymaker and can distinguish one central bank from another with respect
to its preferences concerning inflation or its output objectives when it follows
an interest rate rule of the type (7.12).

Adding (7.12) to the two equations (7.5) and (7.6) gives us three equa-
tions to determine the pathof the three endogenous variables (ı̂t ,πt , xt), given
the stochastic processes driving ret and υt . Using (7.6) and (7.12) in (7.5) to
substitute for ı̂t and Et(πt+1 −π), respectively, we can compress the model
into a system of two stochastic linear difference equations:

Et
(
πt+1 −π
xt+1

)
=
[

1
β

− κ
β

σ (φπ − 1
β
) 1+ σφx + σ κ

β

](
πt −π
xt

)

+
[
− 1
β
σ
β

]
υt . (7.13)

Note again that, given the reaction of interest rates to the frictionless real rate,
inflation and the output gap are completely insulated from movements in re

and will be perturbed only by the markup shock υt .
The first step is to study the conditions for the existence of a unique and

bounded solution. The number of eigenvalues within the unit circle should
be equal to the number of predetermined variables. In (7.13) there is no
predetermined variable; therefore all eigenvalues should be outside the unit
circle.9

To compute the characteristic polynomial, consider matrix V associated
with system (7.13):

V =
[

1
β

− κ
β

σ (φπ − 1
β
) 1+ σφx + σ κ

β

]
.

The characteristic polynomial is represented by

P(γ )= γ 2 − tr[V]γ + 1
β
det[V],

where the trace and the determinant of matrix V , are respectively,

tr[V]=
(
1+ 1

β
+ σφx + σ κ

β

)
> 0,

9. An easy rule of thumb to determine the number of predetermined variables is to see
whether in the system written in a canonical form at time t, such as (7.13), there are variables
with time index t− 1.
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and
det[V]= 1

β
(1+ σφx + σκφπ)> 0.

Given that the trace and the determinant are positive, the two roots are pos-
itive, too. Note that P(0)=β−1 (1+ σφx + σκφπ)> 0, P(∞)= ∞, and
P(1)= σφx(β−1 − 1)+ σκβ−1(φπ − 1). A necessary and sufficient condi-
tion for the two roots to be out of the unit circle is P(1)> 0, requiring

σφx(β
−1 − 1)+ σκβ−1(φπ − 1)> 0. (7.14)

In the simple case in which φx = 0, the above restriction implies that φπ > 1,
which is called Taylor principle. To obtain a unique and stable solution, the
interest rate rule should react more than proportionally to the deviations of
inflation with respect to the target.

Under condition (7.14), we can now characterize the unique and stable
solution. For simplicity, let us assume again that υt follows a white-noise
process. One way to characterize the solution is to use the method of un-
determined coefficients and guess that it is linear in shock υt:

πt −π =πrυt ,
xt = xrυt ,

for some values of the parameters πr and xr to be determined.
Inserting the hypothesized solution into (7.13), we see in the first line that

πrEtυt+1 = 1
β
πrυt − κ

β
xrυt − 1

β
υt ,

and therefore we obtain the following restriction between the unknown
parameters:

πr = κxr + 1, (7.15)

since Etυt+1 = 0. From the second line of (7.13), we instead see that

xrEtυt+1 = σ
(
φπ − 1

β

)
πrυt +

(
1+ σφx + σ κ

β

)
xrυt + σ

β
υt ,

from which we obtain the following restriction:(
1
β

−φπ
)
πr =

(
σ−1 +φx + κ

β

)
xr + 1

β
. (7.16)
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Combining (7.15) and (7.16), we obtain

xr = − φπ

σ−1 +φx + κφπ ,

πr = σ−1 +φx
σ−1 +φx + κφπ .

Parameters πr and xr satisfy the following inequalities: πr ≥ 0 and xr ≤ 0.
Similarly to the analysis in Section 6.4 ofChapter 6, amarkup shock puts pres-
sure on inflation and reduces the output gap computed as deviation from the
efficient level of output. There is then a trade-off between stabilizing inflation
at the target and offsetting the fall in the output gap. By varying policy param-
eters φx and φπ appropriately, we can describe this trade-off. The larger the
reactionwith respect to inflation, themoremuted is the reaction of inflation to
the shock, and the larger that of theoutput gap.At the limit inwhichφπ → ∞,
πr = 0, and xr = −1/κ , the entire shock is absorbed by the fall in output. On
the contrary, when φx →∞, xr = 0, and πr = 1, there is full pass-through of
the markup shock on inflation.

Figure 7.2 compares the impulse responses following a positive temporary
markup shock under the three policies considered in this chapter: optimal
policy with commitment, optimal policy under discretion, and the interest
rate rule.10 The figure shows the inertial response of the macroeconomic vari-
ables under commitment even if the shock lasts only for one period. Instead,
under the twoother policies, the responseof the variables dies out as the shock
reverts to zero.

Figure 7.3 shows the path of prices under the three different policies,
emphasizing the important difference between the optimal policy under com-
mitment and the other two sub-optimal policies. Under commitment, the
leap of the price level above what would have been implied by the growth
rate of the inflation target is undone in the subsequent periods, as the price
level goes back to the trend it would have followed without the shock, which
is represented by the line p̃∗. Instead, under the interest rate policy or the
optimal policy under discretion, the price level jumps above the trend and
then grows at that point at the 2% annual rate without reconnecting to the
initial trend. Bygones are bygones. The picture is consistent with the idea

10. Figure 7.2 uses the following parametrization: β = 0.995, κ = 0.02, σ = 0.5, θ = 10,
η= 0.47, φy = 0.5, φπ = 1.5. The one-period markup shock υ is set at 0.25%. The model
is calibrated quarterly. Inflation target π is set at a 2% annual rate.
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figure 7.2. New Keynesian model: paths of output gap, inflation, and interest
rate following a positive temporary markup shock, υ , under optimal policy with
commitment, optimal policy under discretion, and the interest rate rule. Output
gap is in %, inflation and interest rate are in % and at annual rates.

that optimal policy can be described as following a price level targeting rule,
where the price level eventually returns to its pre-shock trend in the long
run. The commitment-based optimal policy carries significant implications
for maintaining price stability in the long term.

7.6 Optimal Inflation Target

This chapter has demonstrated that a flexible inflation targeting policy pro-
vides guidance for policymakers to effectively stabilize the economy under
various sources of disturbances.However, one crucial aspect of the framework
remains unexplained—the inflation target π in (7.3). In the model presented
in Chapter 5, nothing precisely determines this inflation target, except that
it represents the rate at which the economy would naturally converge in the
absence of stochastic disturbances, on which firms base their price indexing.
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figure 7.3. New Keynesian model: price paths following a positive tempo-
rary markup shock, υ , under optimal policy with commitment, optimal policy
under discretion, and the interest rate rule. The price level target p̃∗ grows at a
2% annual rate.

Furthermore, this inflation rate is the threshold above and below which any
deviations lead to price dispersion and misallocation of resources among
goods produced using the same technology. So, what should this target be?
Should it be positive, zero, or negative?

Three observations suggest that the inflation target should be a positive
value. The first observation, firmly grounded in the model presented thus far,
pertains to the presence of the zero lower bound on the nominal interest rate.
As Chapter 9 will elucidate, in the face of significant shocks to the frictionless
real interest rate that do not result in variations in the efficient level of out-
put, the zero lower bound can impede the achievement of output and inflation
stabilization at their targets. If the inflation target is set at zero, a negative fric-
tionless real interest rate alonewould necessitate pushing the nominal interest
rate below zero to stabilize output at its efficient level.However, if the inflation
target is set higher, the zero lower bound constraint binds at a more negative
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frictionless real rate. Essentially, the higher the target, the larger the shock
required to make the constraint binding. For these reasons, a positive infla-
tion target canminimize theoccurrenceof the zero lower boundand the losses
associated with it.

The secondobservation relies on the existence of downward nominal wage
rigidity, which is a well-documented fact in the literature.11 Downward wage
rigidity prevents wages from adjusting when shocks require a decrease in real
wages. If real wages remain too high, it can squeeze firms’ profits and necessi-
tate a reduction in employment, with adverse consequences for both supply
and aggregate demand. As Tobin (1972) suggested, inflation can “grease the
wheels” of the labor market in this case, allowing for a decrease in real wages
without the need for nominal wages to fall. With a positive inflation target, it
is less likely that the downward rigidity constraint will bind, resulting in fewer
employment and output costs.

The third observation pertains to the economic costs of deflation for
debtors, as they are required to pay more real resources when prices fall due
to their fixed nominal debt. When the inflation target is zero, it is likely that
shocks will push prices downward. This could trigger a deflation-debt spiral,
as first described by Fisher (1933). Debtors have to save more to pay their
debt, leading to reduced consumption and aggregate demand. This, in turn,
further contracts economic activity, reducing prices and making it more dif-
ficult for debtors to repay their debts. The costs of deflation became evident
during the Gold Standard era when inflation was, on average, close to zero.
Bernanke (1983) andBernanke and James (1991) havewarned about the dis-
inflationary pressures associated with the Gold Standard at the onset of the
Great Depression.

All of the above arguments provide a rationale to support a positive infla-
tion target, but how large positive is still left unexplained.12 Quantitative stud-
ies using amore general class ofmodels than the one presented in thisChapter
have shown that the optimal inflation rate could fall within the range tar-
geted by many central banks. Coibion, Gorodnichenko, andWieland (2012)
quantified the optimal inflation rate to be just below 2 percent when account-
ing for the costs associated with reaching the zero lower bound. In their

11. See, among others, Holden (2004) and Dickens et al. (2007).
12. Furthermore, there is also to consider that a positive inflation target acknowledges

imperfections in adjustments to the prices of existing goods for quality improvements and
to the prices of new goods not previously included in the price index.
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model, a positive inflation rate is considered costly because firms do not index
their prices to a target rate. This approach might underestimate the optimal
inflation rate.

Bilbiie, Fujiwara, and Ghironi (2014) showed that deviations from long-
run price stability are optimal in the presence of endogenous entry and
product variety, and that plausible preference specifications and parame-
ter values justify positive long-run inflation rates. Furthermore, Adam and
Weber (2019) have shown that in a framework with heterogeneous firms,
each having its own productivity trend, the optimal inflation rate is gener-
ally positive and can be estimated to fall within the range of 1 percent to
3 percent.

There are, however, further arguments to consider in order to establish
bounds on how high the inflation target could be. In an economy where
inflation is high and contracts are fully indexed to it, there are no costs.
However, this is rarely the case in practice. A high inflation rate can cre-
ate costs when interacting with tax systems in which tax brackets are not
indexed, as discussed by Feldstein (1997, 1999). Moreover, inflation might
obscure changes in relative prices rather than in the overall price level, as
well as temporary versus permanent changes in prices, making it more dif-
ficult for economic agents to plan their spending. This can also apply to
long-term investments, debt, and credit contracts that are not indexed. An
InternationalMonetary Fund (2005) study has shown that a high rate of infla-
tion can be associated with high volatility in inflation itself, leading to more
misallocation of real resources. Finally, when inflation is high and volatile,
and less predictable, economic agents begin to pay more attention to price
changes. This increased attention affects their inflation expectations, which,
in turn, becomemore volatile,making it harder formonetary policy to control
them.

All of these observations suggest that the quantitative targets currently
employed by inflation targeting central banks, typically in the range of 1 per-
cent to 3 percent, are reasonable.

7.7 References

The optimal monetary policy in the NK model, whether from commit-
ment or discretion, has been extensively discussed in works by Woodford
(2003) and Galí (2008). In earlier works, Woodford (2002) characterized a
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welfare-based linear-quadratic approach to the optimalmonetary policy prob-
lem in the benchmark NK model, assuming an efficient steady state. Clarida,
Galí, and Gertler (1999) was the first work to compare optimal policy out-
comes under commitment and discretion. Afrouzi et al. (2023) analyze the
equilibrium under absence of commitment in the nonlinear version of the
New Keynesian model.

Benigno and Woodford (2005, 2012) generalized the characterization
of the optimal policy problem under commitment using a linear-quadratic
approach, even when the steady state is inefficient. They showed that the
solution to this problem corresponds to the first-order approximation of a
Ramsey formulation of the optimal policy problem, analyzed under commit-
ment from a “timeless perspective.” An example of optimal monetary policy
analysis using a Ramsey approach to the optimal monetary policy problem in
the NK framework is found in Khan, King, andWolman (2003).

Additionally, Giannoni andWoodford (2017) demonstrated that the solu-
tion of a general linear-quadratic problem yields targeting rules that, if fol-
lowed, uniquely implement the optimal plan.

Nisticò (2007) showed that the welfare implications of using a Calvo-style
price-settingmodel are equivalent,with an appropriatemappingof the param-
eters, to using Rotemberg’s model. However, this result does not generalize to
a distorted steady state, as shown by Lombardo and Vestin (2008).

Aoki (2001) analyzed a two-sector economy, demonstrating that the infla-
tion rate to which higher weight is given in the inflation targeting policy is
that with stickier prices. Aoki (2015) extends this analysis to state-contingent
pricing models.

Svensson (2010) offers a comprehensive review of the inflation targeting
regime adopted by many central banks. He frames it as a linear-quadratic
optimal policy problem, underscoring the significance of targeting rules over
interest rate rules. For practical insights into the implementation of inflation
targeting, Bernanke andMishkin (1997) provide valuable perspectives.

The interest rate policies discussed in Section 7.5, where the policy rate
responds to inflation and the output gap, are commonly known as Taylor
rules, named after Taylor’s seminal work in 1993. Clarida, Galí, and Gertler
(2000) estimated forward-looking Taylor rules for the U.S. economy with
the aim of characterizing changes in the response to inflation during two
distinct periods: the inflation episode of the 1970s and the disinflation era
under Volcker’s chairmanship. Williams (2016) discusses the implications
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of R-star, the frictionless real rate, for the conduct and efficacy of monetary
policy.

Coibion, Gorodnichenko, andWieland (2012) evaluate quantitatively the
optimal inflation target when the zero lower bound constraint can occasion-
ally bind as well as when wages are prevented from falling because of a down-
ward rigidity constraint. KimandRuge-Murcia (2009) andBenigno andRicci
(2011) show that a positive inflation rate can alleviate the output costs of
downward rigid wages.



8
NKModel with a Banking Sector

8.1 Introduction

The standard NK model has several limitations, some of which became evi-
dent after the 2007–2008 financial crisis. Specifically, this model assumes a
single interest rate that applies to bothmoney and creditmarkets, all equalized
to the policy rate.However, the crisis revealed significant disparities in interest
rates based on different credit standards and liquidity markets. Additionally,
the standard NKmodel does not account for the banking sector, traditionally
considered a crucial element of the policy transmission mechanism. Banks
play a pivotal role by creating liquidity, which households use for transac-
tions (the liquidity channel), andproviding credit (the credit channel) to both
households and firms operating in the economy, whose activities are vital for
production.

In this chapter, we incorporate a banking model into the standard NK
model, similarly to the approach taken in Chapter 4, with a primary focus on
the liquidity channel. Chapter 10 will further explore the credit channel.

The model in this Chapter introduces two financial frictions, each empha-
sizing the unique role of specific securities. In terms of households, deposits
issued by financial intermediaries serve a transactional purpose, modeled as
utility that households gain from holding them. As a result, the deposit rate
includes a liquidity premium compared to the rate in the credit market, which
directly influences the consumption and saving choices of households. At the
intermediary level, central bank reserves provide collateral benefits for issu-
ing deposits. As a result, the interest rate on reserves also carries a liquidity
premium relative to the deposit rate.

This framework yields three key results. Firstly, it establishes a hierarchy
among risk-free interest rates, distinguished by their liquidity properties: the

174
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policy rate is the lowest, followed by the deposit rate, and then the credit mar-
ket rate. Secondly, the policy rate transmits first through the banking sector
before influencing the broader economy, in contrast to directly affecting con-
sumer behavior. Consequently, the credit market rate that directly influences
household saving decisions may not necessarily align with the policy rate, as
seen in the standard NKmodel.

The third key result is that government liquidity indirectly impacts the
credit market rate and, therefore, consumption and saving choices. This is
unlike in the standard NKmodel, where only the policy rate influences these
factors. This divergence occurs because liquidity premiums explain the dif-
ference between the credit market rate and the policy rate. Since the demand
for deposits is inversely related to the liquidity premium between the deposit
rate and the credit market rate, this premium becomes dependent on deposit
levels and, through the collateral constraint in the banking sector, is related to
overall government liquidity.

One important consequence of these findings is that the model assigns a
distinct role to central bank reserves in influencing economic activity along-
side adjustments to the policy rate. This feature has gained significance
recently, as central banks have expanded their balance sheets and have begun
reducing them. Section 9.6 of Chapter 9 uses this model to discuss the man-
agement of government liquidity during and after a liquidity trap.

8.2 Outline of the Results

Section 8.3.1 introduces the banking model and its equilibrium, demonstrat-
ing that the deposit rate is a weighted average of the credit market rate and the
policy rate, with the policy rate being the lowest among them. In Section 8.3.2,
the households’ optimization problem is studied, particularly exploring their
demand for deposits. This demand exhibits an inverse relationship with the
premium between the deposit rate and the credit market rate.

One novel finding of the equilibrium, discussed in Section 8.4, is that
the policy rate may not necessarily coincide with the rate relevant for con-
sumption and saving decisions. This wedge depends on the overall liquid
assets in the economy and therefore can be driven by the overall fiscal stance
or/and supply of central bank reserves. Notably, this channel allows govern-
ment liquidity, and central bank reserves, to exert a direct impact on the
inflation rate, in addition to the traditional policy rate. There are specific
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scenarios in which this framework collapses into the single money market
rate paradigm observed in the benchmark NK model of Chapter 5. This
convergence occurs under three conditions: i) complete satiation of liquid-
ity; ii) absence of securities that provide liquidity services; or iii) exclusion
of reserves, and government debt, from the category of securities offering
liquidity services.

In Section 8.5, we present the novel aggregate demand (AD) equation
that arises from the model’s log-linear approximation. This AD equation
differs from the one in the benchmark NK model due to the direct influ-
ence of deposits and a reduced impact of future short-term rates on current
demand. The optimal supply of liquidity and the optimal stabilization policy
are explored in Section 8.6.With lumpsum taxes available, the optimal liquid-
ity supply aims to fully satisfy the economy’s liquidity needs. This outcome
does not affect the choice of the inflation target. Consequently, the optimal
approach to stabilizing shocks can be described in amanner similar to that for
the standard NK framework.

8.3 Model

In this chapter, we present themodel in blocks, starting from the banking sec-
tor, then moving to households, firms, and, finally, the government, which
includes the treasury and the central bank. In the presentation we underline
the main changes with respect to the benchmark New Keynesian model of
Chapter 5.

8.3.1 Banking Model

At a generic time t, there is potentially an infinite number of intermediaries
that can start the intermediation activitywithout any entry cost. Each interme-
diary lives for two periods. Intermediaries entering at time t face the following
balance sheet constraint:

Xt +BFt +Bt =Dt +Nt , (8.1)

in which (X) are the holdings of central bank reserves that are remunerated
at the policy rate (iX), (BF) are treasury bills, and (B) are the holdings of
short-term private debt that carries an interest rate (i). Intermediaries can
finance their assets by issuing deposits (D) at the interest rate (iD), and by
raising equity (N). The key feature of this framework, with respect to the
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benchmark NK model, is that in equilibrium only banks hold central bank
reserves. Therefore, the transmissionmechanism of the policy rate, iX , occurs
through the banking sector.

In line withChapter 5, when presenting theNKmodel, we assume that the
treasury’s debt is fully backed by the central bank, so it inherits the properties
of being repaid with certainty, just like the central bank reserves. There-
fore, it is perfectly substitutable for the central bank reserves and carries the
same interest rate, denoted as iX . From now on, we denote Bg as the over-
all government debt, including central bank reserves and treasury debt, i.e.,
Bg =X +BF .

Intermediaries are subject to a collateral requirement of the form
Bgt ≥ ρDt ≥ 0, with 0≤ ρ ≤ 1, saying that government debt should cover at
least a fraction, when ρ is positive, of deposits. The two extremes of the inter-
val characterize two interesting cases. When ρ= 1, intermediaries need to
back all deposits with government debt, as in a narrow banking system.When
ρ= 0, there is no collateral requirement.

Intermediaries can also invest in cash, which is going to be dominated
by reserves. The economy is therefore cashless in equilibrium, but not with-
out cash as a store of value. The possibility that reserves can be transformed
into cash implies the existence of a zero lower bound on the interest rate on
reserves, iXt ≥ 0, at each point in time.

In general, note that B can be also negative, meaning—in this case—
borrowing. As will be shown later in the household problem, the following
inequality holds: it ≥ iDt . Therefore, deposits are a better way of financing
intermediaries’ assets. The reason for such inequality is that B represents a
form of private indebtedness that is risk-free but not liquid, whereas deposit
provides also liquidity services and therefore receives a liquidity premium.
However, given the demand for deposits and the supply of equity, intermedi-
aries might rely on a more costly way of financing, if needed. Note also that
i represents, as in Chapter 3, the credit market nominal interest rate, since
it is the one that directly influences the consumption and saving choice of
households, as the following analysis is going to show.

Intermediary profits,�I
t+1, at time t+ 1 are represented by

�I
t+1 = (1+ it)Bt + (1+ iXt )B

g
t − (1+ iDt )Dt . (8.2)

In this chapter, intermediaries’ profits are certain and, therefore, noncontin-
gent on the state, since all securities are free of risk. As in Section 4.3.3 of
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Chapter 4, we introduce a limited-liability constraint on intermediaries, for
their profits should be nonnegative in all contingencies. It can be repre-
sented by

�I
min = (1+ it)Bt + (1+ iXt )B

g
t − (1+ iDt )Dt ≥ 0, (8.3)

which is independent of the state.
Intermediaries maximize expected rents, which are equal to the expected

discounted value of profits minus the value of equity,

Rt = Et
{
R̃t,t+1�

I
t+1
}−Nt (8.4)

= Et
{
R̃t,t+1

[
(1+ it)Bt + (1+ iXt )B

g
t − (1+ iDt )Dt

]}−Nt .

In thefirst lineof (8.4),wehavediscountedprofitswith the stochastic nominal
discount factor R̃t,t+1, which is the same as that for the consumers, since they
own intermediaries. In the second line we have substituted, in the equation,
profits�I

t+1 using equation (8.2).
Intermediaries choose Bt , B

g
t , Dt , andNt , with B

g
t ,Dt ,Nt ≥ 0 to maximize

(8.4) under the budget constraint (8.1), the limited liability constraint (8.3),
and the collateral constraint, Bgt ≥ ρDt .

To solve the above-defined linear programming problem, first substitute
the balance-sheet constraint (8.1) for Bt in (8.4) to obtain

Rt =
[
(1+ iXt )
(1+ it)

− 1
]
Bgt −

[
(1+ iDt )
(1+ it)

− 1
]
Dt . (8.5)

In deriving equation (8.5), we have used Et
{
R̃t,t+1(1+ it)

}= 1, anticipating
a result of the household problem.

The rent function (8.5) should be maximized under the limited liability
constraint (8.3) and the collateral constraint. The first result is that raising
equity is not costly, which implies that the limited liability constraint is not
binding, for equity can be raised to satisfy it.

We nowuse (8.5) togetherwithBgt ≥ ρDt to draw implications for the sup-
ply of deposits. Consider first the case in which there are excess reserves, i.e.,
Bgt >ρDt , meaning that banks are holding reserves in excess with respect to
the required collateral constraint. It should follow in (8.5) that the market
and the policy rates are equalized, i.e., it = iXt ; otherwise rents will be posi-
tive.Using, again, the zero-rent condition applied to (8.5) implies that also the
deposit ratewill befixedat the rateon reserves; therefore iDt = iXt = it . Thefirst
interesting result is that when Bgt >ρDt , all risk-free rates are equalized.
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Consider now the case of a binding collateral constraint,Bgt = ρDt .We can
substitute it in (8.5) in place of Bgt to obtain that

(1+ iDt )= ρ(1+ iXt )+ (1− ρ)(1+ it) (8.6)

when rents are zero. The interest rate on deposits is a weighted average of the
interest rate on reserves and that on illiquidbonds.Consider two special cases:
i) ρ= 1; ii) ρ= 0.

The first case ρ= 1 characterizes a narrow-banking regime in which all
deposits are backed by reserves. Using (8.6), it follows that the deposit rate
coincides with the policy rate, iDt = iXt , but in general it > iDt = iXt . At the other
extreme, when ρ= 0 and government debt no longer provide nonpecuniary
benefits, it follows that iDt = it whereas it should necessarily be the case that
it = iXt when reserves are positively supplied by the central bank. Therefore,
when ρ= 0, all risk-free interest rates are equalized, it = iXt = iDt .

To summarize the findings thus far, the standard NK model discussed
in Chapter 5, where there exists only one interest rate (as the policy rate
coincides with the credit market rate), is a subset of the model when
reserves/government debt are in excess, meaning Bgt >ρDt , or when they do
not offer nonpecuniary benefits, that is, when ρ= 0.

To conclude the characterization of the banking problem, the demand for
equity, as discussed, is such as to make the limited liability constraint not
binding. Therefore, using (8.1) in (8.3), we obtain the following inequality:

Nt ≥ iDt − it
1+ it

Dt + it − iXt
1+ it

Bgt ,

Nt ≥ 0,

inwhichwe have used (8.6) inmoving from the first to the second line. Equity
can also be zero in this simple model, since there is no risk in the assets held
by intermediaries, unlike in Chapter 4.

8.3.2 Households

Consider a representative consumer maximizing the following intertemporal
utility:

Et0

{ ∞∑
t=t0

β t−t0ξt

[
U (Ct)+V

(
Dt

Pt

)
−
∫ 1

0

(Lt(j))1+η

1+ η dj
]}

. (8.7)
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Et0 is the conditional-expectation operator at time t0; β with 0<β < 1 is the
utility discount factor; ξ is a preference shock;U(·) is a concave, differentiable
function of C, the aggregate consumption good. As in the NK model, C is a
Dixit-Stiglitz aggregator of a continuum of measure one of goods produced
in the economy. V(·) is a concave, differentiable function ofD, deposits from
which the households get nonpecuniary benefits (liquidity services); it dis-
plays a satiation point d̄> 0, such that its first derivative satisfiesVd(·)= 0 for
all Dt/Pt ≥ d̄, (P) is the consumption-based price index; (L(j)) is the sup-
ply of labor of variety j; and η≥ 0 is the inverse of the Frisch elasticity of
labor supply. The only difference with respect to the utility function of the
benchmarkNKmodel inChapter 5 is that households also receive utility from
deposits. This is similar towhatwas seen inChapter 3, where, in a central bank
digital currency framework, households hold deposits directly at the central
bank, which provides liquidity services. In this chapter, liquidity services are
offered by securities issued by intermediaries, potentially backed by central
bank reserves.

The household is subject to the following flow budget constraint:

PtCt +Dt + (1+ it−1)Bt−1 +Nt +Tt ≤ (1+ iDt−1)Dt−1 +Bt +

+
∫ 1

0
Wt(j)Lt(j)dj+�I

t +�t .

Households can save in deposits (D) that pay an interest rate iD and can bor-
row or lend through private risk-free bonds (B), which pay an interest rate
i.1 We might allow households to also hold treasury debt and central bank
reserves.However, given that the only securities used for transaction purposes
are deposits, these alternative assets would be dominated in return and thus
not held.

Households canalsofinance intermediarieswith equity (N); (T) are lump-
sum taxes levied by the government. On the right-hand side of the budget
constraint, it receives payment for work at the nominal wage (W(j)) for
variety j, and nominal profits from firms (�) and intermediaries (�I). The
consumption/saving choices are subject to an appropriate borrowing limit.

1. The debt B of households is specular to the assets B held by intermediaries in (8.1). A
positive value of B denotes debt. Note that, differently from Chapter 1, bonds are issued not at
discount but at the unitary value.
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The following asset-pricing condition characterizes the choicewith respect
to the illiquid bonds:

Et
{
R̃t,t+1

}= 1
1+ it

. (8.8)

The expected nominal value of the stochastic discount factor is equal to the
price of the illiquid bonds—the inverse of the gross nominal interest rate. As
noted,we label this interest rate, i, as thenominal interest rate in the creditmar-
ket, since it is the one that directly affects the consumption and saving choices.
The nominal stochastic discount factor is represented by

R̃t,t+1 =β ξt+1Uc(Ct+1)

ξtUc(Ct)

Pt
Pt+1

,

in which Uc(·) is the first derivative of the function U(·) with respect to its
argument. The optimal choice with respect to depositsDt implies that

1= �t + (1+ iDt )Et
{
R̃t,t+1

}
, (8.9)

in which �t , with �t ≥ 0, is the liquidity premium represented by

�t =
Vd
(
Dt
Pt

)
Uc(Ct)

.

Combine (8.8) and (8.9) to obtain

(1+ iDt )= (1− �t)(1+ it),

saying that the interest rate on deposits is lower than, or almost equal to, the
rate on illiquid bonds.2 Only when the economy is satiated with liquidity,
�t = 0, do the two rates coincide. The optimal supply of equity, N, implies
that its value is equal to the discounted value of intermediary profits:

Nt = Et
{
R̃t,t+1�

I
t+1
}
.

Finally, the intertemporal budget constraint of the consumerholdswith equal-
ity at all times.

8.3.3 Firms

The firm problem is unchanged with respect to Section 5.5 of Chapter 5.
Firms, of a unitary mass on the segment [0, 1], use labor to produce goods

2. It is required that 0≤ �t < 1.
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(Y(j)) according to the technology Yt(j)=AtLt(j), in which At is labor
productivity, facing a demand function of the formYt(j)= (Pt(j)/Pt)−θYt , in
which Pt(j) is the price of good j and θ is the elasticity of substitution among
the variety of goods produced, with θ > 1. In this chapter, we abstract from
government purchases. Prices are sticky following the Calvo model, in which
a fraction, 1−α, is allowed to change its prices, maximizing the expected
present discounted value of its profits. Firms that do not adjust prices index
them to the target 
. As shown in Section 5.5 of Chapter 5, the described
framework delivers anAS equation characterized by equations (5.21), (5.22),
and (5.23), in which the only difference is thatGt = 0.

8.3.4 Government

The government is composed of the treasury and the central bank, which are
consolidated together. Their flow budget constraint is

Bgt = (1+ iXt−1)B
g
t−1 + τ st PtYt −Tt , (8.10)

showing that the government canpay the overall debt and the subsidy to firms’
revenues, τ sPY , via taxes,T, andnewborrowing.Asmentioned,we are assum-
ing that the central bank backs the treasury. Therefore the overall government
debt is not subject to a solvency condition. See the discussion in Section 1.3.2
of Chapter 1.

8.4 Equilibrium

We will now characterize the equilibrium of the model. Asset-market equi-
librium requires that all government bonds Bg be held by the intermediaries;
their depositsD are held by the households, while B issued by the households
is an asset for the intermediaries. Equilibrium in the goods markets implies
Yt =Ct for each t≥ t0.

Recall the relationship between the deposit rate, the policy rate, and the
credit market nominal interest rate:

(1+ iDt )= ρ(1+ iXt )+ (1− ρ)(1+ it), (8.11)

for each t≥ t0, with it ≥ iXt ≥ 0.
On the other hand, the household’s demand for securities implies that the

spread between the deposit rate and the market nominal rate satisfies

(1+ iDt )
(1+ it)

=
⎛
⎝1−

Vd
(
Dt
Pt

)
Uc(Yt)

⎞
⎠ , (8.12)
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with
1

1+ it
= Et

{
β
ξt+1Uc(Yt+1)

ξtUc(Yt)
Pt
Pt+1

}
. (8.13)

The three equations above represent the AD block of the model, holding for
each t≥ t0. Note the difference with respect to the benchmark NK model
of Chapter 5. The two models share the Euler equation (8.13), but here the
relevant rate is the creditmarket nominal interest rate, i, which does not neces-
sarily coincidewith the policy rate. The transmissionmechanismofmonetary
policy is nowenrichedbymultiplemoneymarket rates and the roleof liquidity
in these markets.

The AS block of the model remains as in Chapter 5, which is here restated
in the following three equilibrium conditions holding for each t≥ t0:

⎛
⎜⎝1−α

(

t



)θ−1

1−α

⎞
⎟⎠

1+θη
θ−1

= Ft
Jt
, (8.14)

in which Ft and Jt are represented by

Ft = ξtUc(Yt)
Yt
μt

+αβEt
{(

t+1




)θ−1
Ft+1

}
, (8.15)

Jt = ξt
(
Yt
At

)1+η
+αβEt

{(

t+1




)θ(1+η)
Jt+1

}
, (8.16)

whereμt is the markup disturbance.3

The government flow budget constraint is:

Bgt = (1+ iXt−1)B
g
t−1 + τ st PtYt −Tt . (8.17)

The last equation relevant for the determination of equilibrium is the follow-
ing intertemporal resource constraint:

(1+ iXt−1)B
g
t−1

Pt
= Et

{ ∞∑
T=t
βT−t ξTUc(YT)

ξtUc(Yt)

[
TT

PT
− τ sTYT + iT − iXT

1+ iT
BgT
PT

]}
,

(8.18)

3. Recall that the markup is represented by μt = θ/[(θ − 1)(1+ τ st )], and its variations
depend on variations of the tax/subsidy τ st , which we maintain as exogenously given.
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holding for each t≥ t0. Equilibrium condition (8.18) holds as the mirror
image of the intertemporal budget constraint of the private sector, taking into
account equilibrium in the goods and asset markets. Note the difference with
respect to the intertemporal constraint (5.25) for the “seigniorage” revenues
that the government extracts from the households by issuing liabilities at a
lower cost with respect to the market nominal interest rate. Finally, recall the
collateral constraint

Bgt ≥ ρDt . (8.19)

The equilibrium is a set of stochastic processes {Pt , it , iDt , iXt , Yt , Ft , Jt , Dt ,
Tt , B

g
t }∞t=t0 that satisfy equations (8.11)–(8.17), (8.19) for each t≥ t0, and

(8.18), considering the inequality constraint, it ≥ iXt ≥ 0 and the definition

t ≡ Pt/Pt−1 and given exogenous stochastic processes,

{
ξt ,At , τ st

}∞
t=t0

, and
the appropriate initial conditions. There are two degrees of freedom left to
specify themonetary/fiscal policy regime. In what follows we assume that the
central bank sets the interest rate on reserves

{
iXt
}∞
t=t0

, and jointly the cen-
tral bank and the treasury set the path of the overall government liabilities,{
Bgt
}∞
t=t0

, which include the central bank reserves.
The key difference with respect to the equilibrium of the benchmark NK

model discussed in Section 5.5.1 of Chapter 5 is that now the overall level
of government debt matters directly in affecting aggregate demand through
equations (8.12) and (8.19). The NK model is nested when liquidity is fully
satiated, i.e., Vd(·)= 0.

The model is also equivalent in a perfect foresight setting to that devel-
oped in Section 3.5 of Chapter 3, when ρ= 1, since a narrow-banking regime
corresponds to a model in which government debt provides liquidity ser-
vices directly to households. The case in which ρ < 1, in its perfect foresight,
would not change the conclusion of that chapter. Furthermore, it is worth
noting that we could have also modeled an environment in which the cen-
tral bank does not back the treasury’s liabilities. This approach would have
allowed us tomimic the analysis presented in Section 3.3 of Chapter 3. In this
case, central bank reserves would be the only securities to directly influence
aggregate demand through (8.12).

8.5 Log-linear Approximation

In this section, we discuss the log-linear approximation of the model previ-
ously presented, comparing it with the benchmark NK model. We consider
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a steady state in which shocks are all constant, ξt = ξ , At =A, and μt = 1. In
particular, μt = 1 is obtained by setting the tax subsidy in the steady state at
τ s = 1/(θ − 1). In this steady state, (gross) inflation is at the target
. Setting

t =
 in the non-stochastic version of (8.14), (8.15), and (8.16), it follows
that F= J and that F= ξUc(Y)Y/(1−αβ) and J= ξ(Y/A)1+η/(1−αβ).
Therefore, the steady state of output is implicitly given by (Y/A)η=AY ·Uc,
which coincides with the efficient level of output, in line with the discussion
in Chapter 5.

Using 
t =
 in the non-stochastic version of (8.13), it follows that
the market nominal interest rate is 1+ i=β−1
 in the steady state. We
assume that monetary and fiscal policies are such that, in this steady state,
the real value of government debt implies that the overall real deposits
are below the satiation level, i.e., D/P< d̄, and therefore Bg = ρD. Given a
constant interest rate on reserves, iX , anddefiningν as the ratio of themarginal
utility of liquidity versus that of consumption evaluated at the steady state,
i.e., ν=Vd/Uc, we can obtain using equations (8.11)–(8.13) that the spreads
between the money-market rates and the policy rate are given by

1+ i
1+ iX

= ρ

ρ− ν
and

1+ iD

1+ iX
= ρ(1− ν)

ρ− ν ,

showing that i≥ iD ≥ iX .4 The benchmark NK model is nested when ν= 0,
implying equalization between both money market rates and the policy rate.
Note, instead, that under narrow banking (ρ= 1), the deposit rate coincides
with the policy rate, iD = iX , while i can be higher.

We take a log-linear approximation of the equilibrium conditions around
the abovedefined steady state.5 We start fromtheAS equation,which is exactly
the same as the New Keynesian AS equation,

πt −π = κ(Ŷt − Ŷn
t )+βEt(πt+1 −π), (8.20)

for a positive parameter κ defined in (5.28); πt ≡ ln Pt/Pt−1 and π ≡ ln
.
Inflation deviations from the target depend positively on the output gap

4. Note that it should necessarily be the case that ν <ρ.
5. Details of the derivations are in Appendix I.
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Ŷt − Ŷn
t and on the one-period ahead inflation expectations.6 We maintain

the same notation and parameters’ definition as in Chapter 5, with the natural
level of output now represented by

Ŷn
t = 1+ η

σ−1 + η Ât −
1

σ−1 + ημ̂t ,

in which σ = −UccY/Uc and the derivatives of the function U(·) are evalu-
ated at the steady state.

The aggregate demand equation, instead, differs from that of the stan-
dardNewKeynesianmodel. Although in bothmodels the consumption Euler
equation links output to the real rate, here, as noted, the relevant nominal rate
is the creditmarket nominal rate, i, and not the policy rate (see equation 8.13).
In a log-linear approximation, we obtain

Ŷt = EtŶt+1 − σ(ı̂t − Et(πt+1 −π)+ Et�ξ̂ t+1), (8.21)

in which�ξ̂ t+1 = ξ̂ t+1 − ξ̂ t and ı̂t = ln(1+ it)/(1+ i).
The banking model determines the relationship between money-market

rates and the policy rate,

ı̂t = ı̂Xt + 1− ν
ρ− ν (ı̂t − ı̂

D
t ), (8.22)

as a first-order approximation to equation (8.11), in which ı̂Xt = ln(1+ iXt )
/(1+ iX) and ı̂Dt = ln(1+ iDt )/(1+ iD).

Equilibrium in the depositmarket—see equation (8.12)—implies that the
real value of deposit, d with d=D/P, is positively related with output and
negatively with respect to the liquidity premium through the relationship

d̂t = dyŶt − di(ı̂t − ı̂Dt ), (8.23)

in which the elasticity of the demand of liquidity with respect to output is
given by dy = σd/σ , and that with respect to the money market spread is
di = σd(1− ν)/ν; σd is the intertemporal elasticity of substitution in the real
value of liquidity, defined as σd = −Vd/(Vddd), in which Vd and Vdd are the
first and second derivatives of the function V(·) evaluated at the steady state.

Some interesting cases are nested in the above framework. Consider first
the one in which there is full satiation of liquidity, which is captured by

6. A variable with a hat, unless otherwise noted, defines the log deviation of the variable
with respect to the steady state.
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the parameter ν going to zero. The interest rate on deposits and that on
reserves and themarket nominal rate are all equalized in and out of the steady
state. The AD equation collapses to that of the benchmark New Keynesian
model,

Ŷt = EtŶt+1 − σ(ı̂Xt − Et(πt+1 −π)+ Et�ξ̂ t+1), (8.24)

in which the policy rate directly affects the real rate relevant for the consump-
tion/saving choices. In the more general case, we can combine (8.22) and
(8.23) into (8.21) to obtain

Ŷt = νρEtŶt+1 − σνρ(ı̂Xt − Et(πt+1 −π)+ Et�ξ̂ t+1)+ d−1
y (1− νρ)d̂t .

(8.25)

There are two important novel features shown by the AD equation in this
framework with respect to the NK model (see equation 5.26): first, there is
a role for liquidity in affecting the aggregate demand equation; second, the
coefficient νρ ≡ (1− ρ−1ν) in front of the expected level of output is positive
and less than the unitary value, which has implications for the effectiveness of
future rates in influencing current output. To gauge the differencewith respect
to the standard AD equation, solve equation (8.25) forward:

Ŷt =−νρσEt
∞∑
T=t
νT−t
ρ (ı̂XT − (πT+1 −π)+�ξ̂T+1)

+ d−1
y (1− νρ)Et

∞∑
T=t
νT−t
ρ d̂T . (8.26)

Not only does the current real rate have less impact on output for given
intertemporal elasticity of substitution in consumption σ ; movements in the
expected future rates also influence current output less and with a decay-
ing weight. A similar argument applies to the effectiveness of the supply of
deposits in moving current demand. Note that a rise in the supply of liquidity
has an expansionary effect on output.

Figure 8.1 shows the impulse responses of the output gap, inflation, inter-
est rate on reserves, and real deposit to a shock to the policy rate, which is
modelled to follow the policy rule

ı̂Xt =φπ(πt −π)+φyŶt + et ,

with
et = ρeet−1 + ε1,t ,
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figure 8.1. New Keynesian model with a banking sector: paths of output
gap, inflation, interest rate on reserves, and real liquidity (deposit) following
a shock to the interest rate on reserves using an interest rate rule for differ-
ent steady-state spread between the credit market nominal interest rate and
the deposit rate (parameter ν). Output gap is in %, inflation and interest rate
on reserves are in % and at annual rates, interest rate is in deviation from the
steady-state value, and real liquidity is in percentage deviations with respect
to the steady state.

in which ε1,t is the white noise shock perturbing the model economy and
0≤ ρe ≤ 1; φπ and φy are nonnegative parameters. In Figure 8.1, impulse
responses are plotted for three values of the parameter ν, namely {0, 0.0015,
0.0030}, corresponding to spreads between i and iD of zero, sixty, one hun-
dred and twenty basis points at annual rates.7 When ν is equal to zero, the
benchmarkNKmodel is nested. Starting from this case, a positive interest rate

7. The model is calibrated quarterly. The following parametrization, as in Benigno and
Benigno (2022), is used: β = 0.995, κ = 0.02, σ = 0.5, σd = 0.1367, ρ= 0.21, θ = 10,
η= 0.47, φy = 0.5, φπ = 1.5, ρe = ρb = 0.9. The one-period shock on the nominal interest
rate ε1 is set at 1% at annual rates; the one-period shock to nominal liquidity ε2 is set at 10%,
in deviation with respect to the steady state. Inflation target π is set at a 2% annual rate.
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figure 8.2. New Keynesian model with a banking sector: paths of output gap,
inflation, interest rate on reserves, and real liquidity (deposit) following a shock
to nominal liquidity, for different steady-state spreads between the credit market
nominal interest rate and the deposit rate (parameter ν). Output gap is in %,
inflation and interest rate on reserves are in % and at annual rates, interest rate
is in deviation from the steady-state value, and real liquidity is in percentage
deviations with respect to the steady state.

shock has a contractionary effect, lowering the output gap and inflation with
respect to the target. Liquidity does not matter in this case. However, since
nominal liquidity stays constant and inflation falls below the target, real liquid-
ity rises in deviations from the steady state. When ν > 0, liquidity influences
aggregate demand, as shown in equation (8.26). The increase in real liquid-
ity mitigates the output-gap fall, which is not quantitatively significant in the
figure, and that of inflation with respect to the target. Since inflation is higher
when ν > 0, real liquidity evaluated in deviations with respect to the steady
state increases less than in the case in which ν= 0.

Figure 8.2, using the same calibration of Figure 8.1, shows, instead, the
impulse responses following a shock to the overall liquidity supplied by the
government, assuming the following process for nominal government debt,



190 nk model with a banking sector

Bg , in deviations from the steady state:

B̂gt = ρbB̂gt−1 + ε2,t ,
in which ε2,t is a white noise shock and 0≤ ρb ≤ 1.When ν= 0, liquidity has
no effect on output gap and inflation. With a positive ν, liquidity pushes up
output gap through the aggregate demand equation and, therefore, inflation.

The analysis above highlights a crucial way in which monetary and fiscal
policies can affect the economy, distinct from the usual practice of adjust-
ing interest rates. In this context, government debt and central bank reserves
influence economic activity, complementing conventional policies.

Expanding government liquidity can boost overall demand and economic
activity. This effect occurs because government liquidity impacts the AD
equation. As government liquidity rises, deposits increase, which, in turn,
encourages greater consumption rather than saving. People tend to spend
more, leading to higher aggregate demand. This increase in economic activity,
in turn, affects inflation through the AS equation (8.20).

8.6 Optimal Policy

We discuss in this section the optimal policy along the lines of the discussion
in Section 7.6 of Chapter 7 and the optimal stabilization policy.

The noteworthy finding is that the analysis presented in Section 7.6
remains largely consistent with some important qualifications. When consid-
ering optimal policy, it should now include the optimization of the liquidity
policy alongside the selection of the optimal inflation target. This should be
done with the overarching goal of maximizing household utility, as outlined
in equation (8.7). The key departure from the standard NKmodel lies in the
fact that, in this context, households derive utility from the real value of their
deposit holdings.

When it comes to liquidity management, the optimal liquidity policy is to
satiate the economy with liquidity, therefore achieving Vd(·)= 0, provided
there are no bounds on real lumpsum taxes. In fact, the total real amount
of government liquidity in the economy is constrained by the intertemporal
resource constraint, as indicated in equation (8.18), and thus by the real value
of taxes.

This recommendation aligns with the concept known as the Friedman
(1960) rule. According to this rule, it is desirable to eliminate the gap between
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money-market interest rates and the policy rate, effectively setting it to zero;
see equation (8.12). Importantly, reducing this interest rate wedge does not
impose any restrictionson the inflation target that the central bank canchoose.
This is because the central bank sets policy in terms of the interest rate on
reserves.

As a result, the same issue of indeterminacy regarding the optimal infla-
tion target discussed in Section 7.6 of Chapter 7 arises in this context. The
arguments presented there in favor of having a positive inflation target remain
relevant here as well.

It is important to discuss the case in which taxes are distortionary. In this
scenario, the policymaker, by a second-best argument, does not aim to achieve
full satiation of liquidity because doing so would require imposing exces-
sive distortions in taxation.8 However, this does not alter the fact that the
optimal inflation target remains indeterminate under optimal policy (from
a “timeless perspective”). The arguments presented earlier continue to hold,
with the caveat that when arguing against an excessively high inflation rate, it
should be taken into consideration that the costs of such a high rate should
be, at least in part, endogenously connected to the distortionary nature of
taxation.

In the context of optimal stabilization policy, we examine the prob-
lem when lumpsum taxes are available, employing a similar linear-quadratic
approach as the one discussed in Chapter 7.9 For the sake of simplifying the
derivation of the loss function, we assume that τ st is adjusted, in the steady
state, to completely offset the monopolistic distortions.

Concerning liquidity, we assume that in the steady state the economy is
close to the first-best satiation level, i.e., Vd is nonzero but of a small order.
This corresponds to an economy in which the parameter ν is of a small order.
We also assume that as dt approaches from below the satiation level d̄, the
limiting value of Vdd(·) from below is negative. The latter assumption cor-
responds to the existence of a well-defined interest rate semi-elasticity of
liquidity demand for values of dt below the satiation level.10 In the limit in
which Vd becomes small, the demand for liquidity will still be of the same
form as (8.23), with parameters dy = 0 and di = −Uc/(Vddd).

8. This result is in line with Calvo (1978) andWoodford (1990).
9. In Section 9.6 of Chapter 9 the management of liquidity is analyzed during periods of

zero nominal interest rates when taxes are distortionary.
10. SeeWoodford (2003, Ch. 6, p. 422) for an analysis in which cash provides utility.
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Appendix I shows that under these assumptions the second-order approx-
imation of the utility of the consumers implies the following loss function:

Et0

{+∞∑
t=t0

β t−t0
[
1
2
(Ŷt − Ŷ e

t )+
1
2
�d

(
d̂t − d∗)2 + 1

2
θ

κ
(πt −π)2

]}
,

(8.27)
for some positive parameter �d defined in the appendix. The policymaker
should weigh deviations of output, real liquidity, and inflation from their
respective targets.11 Given the separability of utility, nothing changes with
respect to Chapter 5 for what concerns the output and inflation targets. There
is an additional term, though, represented by the deviation of real liquidity, d̂t ,
with respect to the target d∗. The target d∗ captures the liquidity distortions
in the steady state, since liquidity is not fully satiated; d∗ is such that d∗ = νdi
showing that it is of the sameorder asν. In thefirst best, liquidity should satiate
the economy and therefore d̂t = d∗.

The minimization of the loss function is subject to the AS equation

πt −π = κ(Ŷt − Ŷ e
t )+ υt +βEt(πt+1 −π), (8.28)

in which υt = (κ/(σ−1 + η))μ̂t and

Ŷ e
t = 1+ η

σ−1 + η Ât .

The minimization problem is subject also to the AD equation. When ν is of
a small order, the equilibrium in the market of liquidity is still of the same
form as in (8.23), with dy = 0 and di = −Uc/(Vddd). The functional form of
(8.21) is also unchanged while (8.22) holds, imposing that ν is equal to zero
in a first-order approximation. In the limit ν→ 0, the AD equation (8.25)
becomes12

Ŷt = EtŶt+1 − σ(ı̂Xt − Et(πt+1 −π)+ Et�ξ̂ t+1)+ ρ−1d−1
i σ d̂t . (8.29)

When evaluating the optimal stabilization policy in this context, results
do not change with respect to Chapter 7. Optimal monetary policy under

11. The loss function considers deviations of dt , which are bounded above by d̄.
12. Note that d−1

y ρ−1ν=−ρ−1σνVddd/Vd. Since ν=Vd/Uc as ν→ 0, it follows that
d−1
y ρ−1ν converges to −ρ−1σVddd/Uc, which is equivalent to ρ−1d−1

i σ , given the defini-
tion of di in the limit as ν goes to zero.
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commitment can still be represented by the same inflation targeting policy,

(πt −π)+ θ−1(�Ŷt −�Ŷ e
t )= 0.

Combining the above targeting rule with (8.28) implies the same optimal
response to shocks as in Section 7.3 of Chapter 7. The reason for this result is
that, in this optimal stabilization problem, liquidity is another instrument of
policy andwould be optimally set to achieve full satiation; therefore d̂t = d∗ at
all times.The steady-state spreadbetween themoneymarket rates and thepol-
icy rate is closed at any point in time, and the two rates coincide following the
movements implied by the AD equation (8.29), given the optimal response
of output and inflation. Absent markup shocks, the first best can be achieved,
and therefore the central bank can reach all three objectives in (8.27). With
markup shocks, a trade-off arises between stabilizing inflation and output at
their targets, but it still remainsoptimal to satiate liquidity andclose allmoney-
market rates. In general, liquidity would play a role when sub-optimal policies
are in place, as shown in Figure 8.2.

The findings in this section somehowminimize the “relevance” of the fric-
tions we have introduced in this chapter, which set the model apart from the
standardNKmodel. These frictions give certain securities special advantages,
such as facilitating transactions or serving as collateral. As a result, this chap-
ter has shown that an additional policy tool emerges—the management of
government liquidity.

A benevolent policymaker may seek to employ this tool to alleviate the
frictions introduced in a manner that ensures an ample supply of these spe-
cial securities, in line with the discussion in this section, which suggests that
the policymaker strives to operate within the confines of the benchmark NK
model, where such frictions do not exist.

Chapter 9 introduces an additional friction, stemming from the distortive
nature of taxation. This friction places constraints on the optimal provision of
liquidity and alters the nature of the optimal policy for economic stabilization,
deviating from the results of this section.

8.7 References

Canzoneri et al. (2008), Goodfriend (2005), andGoodfriend andMcCallum
(2007) are early models that incorporated a banking sector into the New
Keynesian framework to study the role of liquidity policy. More recently,
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studies incorporating a banking sector have investigated the transmission
mechanismof the policy rate, specifically the interest rate on reserves, through
the banking sector. These studies have also emphasized the liquidity channel
of monetary policy.

In particular, Diba and Loisel (2021, 2022) and Piazzesi, Rogers, and
Schneider (2021), in line with the early work of Canzoneri et al. (2008),
have developed models that highlight the distinction between the policy rate
and the market interest rate, which directly affects consumption and saving
choices.13 The spread between these two rates uncovers the liquidity channel
of monetary policy, through which central banks directly operate by setting
the quantity of reserves.

InDiba andLoisel (2021, 2022), intermediaries demand reserves to reduce
the costs associated with supplying loans, which are sought by firms due to
working capital constraints. Reserves directly factor into the aggregate sup-
ply equation. This chapter builds upon themodeling framework proposed by
Piazzesi, Rogers, and Schneider (2021) and Benigno and Benigno (2022),
in which the liquidity channel operates directly through aggregate demand.
Piazzesi, Rogers, and Schneider (2021) also extend their banking model to
analyze monetary policy operations through a corridor versus a floor system.
They demonstrate that equilibrium can be determined even if the policy rate
does not follow a Taylor rule. Arce et al. (2020) focus on the relationship
between the size of the balance sheet and the interbank rate.

Bigio and Sannikov (2021) integrate monetary policy analysis through a
corridor systemvia a bankingmodel that incorporates both a liquidity channel
and a credit channel.

When it comes to determining the optimal supply of liquidity, early stud-
ies by Calvo (1978) and Woodford (1990) explored monetary economies
in which government liabilities that offer liquidity services, such as money,
do not bear interest rates, and taxes are distortionary. Calvo and Woodford
showed that, in this context, it is optimal to supply money below the satia-
tion level, in contrast to the Friedman rule, which would typically arise with
lumpsum taxes.

Benigno and Benigno (2022) expanded upon these findings, generalizing
them to a monetary economy with sticky prices where liquidity is provided
by interest-bearing government liabilities, and where the policymaker com-
mits from a “timeless perspective.” Sims (2022) presented similar results in a

13. See also Benigno and Nisticò (2017).
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non-stationary solution to a Ramsey problem, albeit with flexible prices. Sims
(2022) also discussed that the satiation of liquidity might be optimal when
the government possesses sufficient asset holdings, even if they are of an illiq-
uid nature, to offset the debt supplied. Angeletos, Collard, and Dellas (2023)
characterized similar results in a context where debt is real, and provided a
foundation for the liquidity services offered by government debt, rather than
apply the ad hoc assumptions made in this chapter.





Introduction

economic crises are recurrent phenomena. Their history dates back to
33 A.D., when one of the first economic and financial crises took place in the
Roman Empire. The crisis originated from the sudden decision to enforce an
old law requiring cash to back real estate loans exactly at a time when cash
was scarce. This led to an attempt to liquidate investments, mostly in land,
which was followed by a fall in land prices, ruining people in debt. Emperor
Tiberius resolved the crisis by providing 100 million sesterces as three-year,
interest-free loans to everyone in trouble (seeThorntonandThornton, 1990).

Although financial crises occasionally repeat, they always present novel
characteristics, due to the source of the shock, the actors involved, the mech-
anism, or the policy intervention. They are unique events simply because his-
tory does not exactly repeat itself and the economic system is in a continuous
metamorphosis.

Economists, policymakers, and economic agents in general have the ten-
dency to forget about how prone the economic system can be to crises,
especially deep ones. The recent experience of the Great Moderation—the
period between 1987 and 2007 in which volatility in business-cycle fluctu-
ations for advanced economies was reduced—misled us to believe that not
only were economic depressions far away but that the duration and severity
of cyclical recessions could also be contained. Robert E. Lucas, in the intro-
duction to his presidential address to the American Economic Association
(2002), said: “Macroeconomics was born as a distinct field in the 1940s, as
a part of the intellectual response to the Great Depression. The term then
referred to the body of knowledge and expertise that we hoped would pre-
vent the recurrence of that economic disaster. My thesis in this lecture is that
macroeconomics in this original sense has succeeded: Its central problem of
depression prevention has been solved, for all practical purposes, and has in

199
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fact been solved for many decades.” Even in the wake of the 2007–2008 finan-
cial crisis, policymakers in theU.S. overestimated the resilience of the financial
system to the growing crisis in a tiny fraction of the mortgage market, that of
subprime borrowers.

The 2007–2008 financial crisis, and the ensuingGreat Contraction, as well
as the COVID-19 pandemic with the consequent collapse of the world econ-
omy, have surely shown that macroeconomics has not solved the occurrence
of depression-like events, nor prevented them.Whatbrings relief is that policy,
monetary and fiscal, to some extent has been able to dampen the depth and
duration of the economic contractions, turning depression-prone events into
great contractions. At least, macroeconomics has learned from the mistakes
of the Great Depression—themain one being the belief that monetary policy
was ineffective, as indicated by various aphorisms circulating at the time: “You
can lead a horse to water but you can’t make him drink” and “Monetary policy
is like a string: you can pull on it but you can’t push on it.”

To resurrect monetary policy, Milton Friedman in 1970 said: “It turns out,
as I shall point out more fully below, that on re-examination, the depression
is a tragic testament to the effectiveness of monetary policy, not a demonstra-
tion of its impotence. But what mattered for the world of ideas was not what
was true but what was believed to be true. And it was believed at the time
that monetary policy had been tried and had been found wanting” (Fried-
man, 1970b, p. 4). Friedman’s view was a defense of the quantity theory of
money, which assigns money the primary role of controlling nominal spend-
ing. The caveat, and the warning, is that, as we explained, money is not an
object or a noun, but rather a property that some securities have. The range
of securities that qualifies for the money attribute changes over time due to
the evolution of financial markets and payment systems; therefore, the pol-
icymaker, to be able to control nominal spending through “money,” should
not only be aware of such changes but also be able to control the relevant
“money” aggregates. The other aspect of this awareness is the understand-
ing that money-like private securities can be the cause of a drop in nominal
spending when their moneyness deteriorates. From time to time, when finan-
cial crises occur, this observation revives the debate on who should be the
supplier of broadly defined money aggregates and how their safety should be
guaranteed.

One thing is sure and not subject to change in a fiduciary currency system:
the special role of the central bank in supplying securities with the highest
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degree of moneyness in the system. As Bernanke (2002) noted in one of
his speeches on deflation: “the U.S. government has a technology, called a
printing press (or, today, its electronic equivalent), that allows it to produce
as many U.S. dollars as it wishes at essentially no cost. By increasing the
number of U.S. dollars in circulation, or even by credibly threatening to do
so, the U.S. government can also reduce the value of a dollar in terms of
goods and services, which is equivalent to raising the prices in dollars of those
goods and services.We conclude that, under a paper-currency system, a deter-
mined government can always generate higher spending and hence positive
inflation.”

In more practical terms, since the 2007–2008 financial crisis central banks
around the world have increased their ammunition beyond all expectations,
while losing their standard policy tool—the short-term rate. Instruments have
ranged from purchases of the treasury debt at various maturities to purchases
of risky private assets to emergency lending programs, and so forth. Central
banks have enlarged in a substantial way the supply of high-powered money,
providing the best substitute in some cases or the best backing in others for
money-like private claims. All these policies have been able to prevent the
shocks from translating into a substantial fall in the nominal spending of the
economy. The reason is that they are policies that can reflate the economy and
that, if appropriately tailored, can maintain a trajectory of an appropriately
definedprice target, on apath compatiblewith themost adequate stabilization
of the economy around output and inflation targets.

This part is divided into three chapters. Chapter 9 discusses the conditions
under which an economy can fall into a liquidity trap through the lens of the
New Keynesian model of Part II. It then discusses policy interventions of the
types undertaken or discussed in the last fifteen years: from forward guidance
to unconventional policies to the more unorthodox helicopter money. Chap-
ter 10exploresmoredeeply the sourcesof shocks that canplunge the economy
into a liquidity trap, examining debt-deleveraging dynamics and turbulences
in the banking sector, which limit lending to the economy.Chapter 11 extends
money properties to a broader range of private assets that have money-like
properties during booms but that create liquidity crises during downturns
since they are not appropriately backedby good investments. It studies uncon-
ventional monetary policy, deposit insurance, and financial regulation. It also
revisits the debate on public versus private provision of liquidity, which was
described in Chapter 4.



9
Liquidity Trap

9.1 Introduction

Hicks (1937) describesGeneral Theory as the “economics of depression,” the
reason being that Keynes said something about an increase in investment not
raising the nominal interest rate. In the traditional Keynesian world, the LM
equation, which describes the equilibrium in the money market, is a positive
relationship between nominal interest rates and sales, given money supply.
However, the curve is nearly flat on the left and nearly vertical on the right.
In particular, it is horizontal on the left because there is a minimum below
which the nominal interest is unlikely to go. For low income, movements in
the IS curve, which represents the equilibrium in the goods market, increase
employment without affecting the interest rate. On the other hand, a mone-
tary expansion cannot further reduce the nominal interest rate. The economy
is in a trap: whatever liquidity the authorities inject is absorbed by agents
without affecting the nominal interest rate and hence the income.1

Inmodern central banking, themonetary policy instrument is the nominal
interest rate, and money is endogenous given the policy rate. There is still a
limit to lowering the interest rate when money can circulate in physical form.
A liquidity trap describes a condition in which the economy is in a slump due
to a shortage of aggregate demand even if the nominal interest rate is zero, at
which point the monetary policymaker loses its standard policy instrument.

Figure 9.1 shows the stay at the zero lower bound for the Euro area, Japan,
the United Kingdom, and the United States during the last three decades.
Japan first experienced low interest rates as a response to the economic

1. Eggertsson and Petracchi (2021) revisit these arguments throughmicrofoundedmodels,
asserting that the effectiveness of money expansion depends on whether it signals a change in
regime.
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figure 9.1. Policy rate: Euro Area, Japan, U.K., U.S. Period: January 1995 to
October 2023. Euro Area since January 1999. Source: Refinitiv Eikon.

stagnation caused by the asset price bubble’s collapse in late 1991. Since 1995,
the policy rate has been set below 1% and during the last six years at minus
ten basis points. Following the 2007–2008 financial crisis, the United States
entered a period of quasi zero policy rate in December 2008 for seven years,
while the Euro area entered one in 2014. The figure also shows the liftoff of
rates, except for Japan, started in 2022 to counter the surge in inflation, a topic
that will be discussed in Chapter 12.

To see how the zero lower bound coupled with a demand shock can create
a shortage of aggregate demand, let us consider the AD equation of the NK
model in its nonlinear Euler-equation version, equation (5.9), under perfect
foresight,

Uc(Ct)=β(1+ it)
Pt
Pt+1

ξt+1

ξt
Uc(Ct+1), (9.1)

in which C is consumption, i the nominal interest rate, P the price level, ξ is a
preference shock, β is the discount factor of the household, and Uc(·) is the
first derivative of the utilityU(·)with respect to consumption.
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Let time t0 denote the short run and t0 + 1 the long run. Short and long
runs are different for two reasons: i) prices are rigid in the short run and flexi-
ble in the long run; ii) the preference shock is high in the long run, let’s say at
ξt0+1 = ξ̄ , and low in the short run, at ξt0 , with ξt0 < ξ̄ . Recall from the utility
function (5.1) that the preference shock ξt0+1 is a multiplicative shock to the
utility flow, and that a higher ξt0+1 implies a higher discount factor between
t0 and t0 + 1. Agents become more patient since they care more about future
utility. This creates a reason in the short run to save more and postpone con-
sumption to the long run. Prices are rigid in the short run at Pt0 = P̄ and
flexible in the long run at a level determined by monetary and fiscal policies,
let’s say, Pt0+1 = P∗. In this long run, the goodsmarket clears because of flexi-
ble prices and therefore consumption is equal to the natural rate of output. Let
us set it to a constant Yn

t+1 = Y ; therefore Ct0+1 = Y . Using this information
in the above Euler equation at time t0, we obtain

Uc(Ct0)=β(1+ it0)
P̄
P∗
ξ̄

ξt0
Uc(Y). (9.2)

Short-run consumption depends negatively on the nominal interest rate,
because Uc(·) decreases in its argument. Lower nominal rates can boost
consumption.

We assume isoelastic utility of the formU(C)=C1−σ−1
/(1− σ−1), with

σ > 0, to obtain in logs an equation similar to (6.9) of Chapter 6:

ct0 = y− σ(it0 − (p∗ − p̄)− ret0), (9.3)

where a lowercase letter represents the logarithm of the corresponding upper-
case letter, while it0 ≈ ln(1+ it0) and the frictionless real rate is defined by

ret0 = − lnβ + ln ξt0 − ln ξ̄ .

Note that the frictionless rate, as in (6.7), should also depend on the growth
rate of output, but we are assuming, for simplicity, that output is constant. A
low realization of ξt0 with respect to ξ̄ implies a fall in the frictionless real rate.

Let us assume that the shock to preference is large enough to bring the
frictionless real rate to a negative large value so that:

ret0 + (p∗ − p̄)< 0. (9.4)

Under these conditions, the economy is in a slump with a shortage of aggre-
gate demand, ct0 < y, as can be seen from (9.3). Demand can be stimulated by
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figure 9.2. The economy starts from equilibrium E and is hit by a demand
shock, which shifts AD down to AD′, and moves the equilibrium to E′. If the
central bank lowers the nominal interest rate, it can push at most AD′ up to
AD

′
0, reaching equilibrium E′′.

lowering the nominal interest rate down to the zero floor. Even at this point,
short-run consumption remains below potential and therefore the economy
finds itself in a liquidity trap.

We can illustrate this situation by referring again to our AS-AD graphical
representation, but in a diagram with consumption on the x-axis. In Figure
9.2 the starting equilibrium is E, in which AS and AD cross at price p̄ and at
consumption equal to the constant output, y in logs. The AS equation is ver-
tical. The interest rate is assumed to be positive, and inflation, zero; therefore
p̄= p∗. The figure displays also the schedule AD0 which corresponds to AD
when the nominal interest rate is set to zero.

When a demand shock of the type described above hits the economy, low-
ering the frictionless rate by a substantial fall of ξt0 below ξ̄ , consumers are
willing to savemore and this depresses short-run consumption. TheAD equa-
tion shifts intoAD′, togetherwithAD0 shifting intoAD′

0.Theeconomymoves
to equilibriumE′, where consumption falls belowoutput, since prices are fully
rigid.Monetary policy can react to the shock by lowering the nominal interest
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rate, pushing the AD′ equation up to AD′
0. However, even at a zero nominal

interest rate the economy is still in a slump stuck at E′′ on AD′
0.

Three factors are key to creating the conditions for a liquidity trap: a neg-
ative demand shock, price rigidities, and the zero lower bound. Without one
of these elements, there is no liquidity trap. Indeed, with flexible prices, the
goodsmarket clears even in the short run, and ct0 = y. Using interest rates that
can go below the zero lower bound, the central bank could in principle expand
consumption to fill the shortage of demand.

To illustrate a way out of the liquidity trap, we should note that it implies a
condition in which the frictionless real rate ret0 is too low because of the path
of the preference shock, as in the previous discussion, while the actual real
rate rt0 is too high because the nominal rate cannot fall below the zero floor.
Note that the real rate in (9.3) is given by rt0 = it0 − (p∗ − p). A real rate that is
too high, with rt0 > ret0 , creates excess saving in the economy, which depresses
consumption, aggregate demand, and output.

Figure 9.2 shows that the central bank can run out of ammunition with
respect to conventional policy. As in the Keynesian model, the liquidity trap
is a state of depression. In equilibrium E′′ of Figure 9.2, the real interest rate is
too high and a lower real rate cannot be achieved only by lowering the nom-
inal interest rate. Given that rt0 = it0 − (p∗ − p), a lower real rate can also be
achieved by raising expectations of future inflation, thereby increasing p∗. The
objective of this chapter is to discuss the types of policy that the central bank
can deploy to reflate the economy and exit the liquidity trap.

9.2 Outline of the Results

The upcoming sections explore the “unconventional” tools designed to raise
inflation expectations, lower the real interest rate, and stimulate short-term
aggregate demand.

In Sections 9.3 and 9.4, we explore helicopter money and unconven-
tional balance-sheet policies, respectively. A prominent mechanism through
which both approaches operate involves transferring resources to the pri-
vate sector, bolstering its wealth, increasing consumption, and reigniting eco-
nomic activity. Helicopter money can be executed through collaboration
between the central bank and the treasury or solely by the central bank. In the
former case, the treasury provides a transfer to the private sector, funded by
debt purchased by the central bank through the issuance of reserves. In the lat-
ter scenario, the central bank reduces its net worth by augmenting remittances
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or writing off specific (private) assets from its balance sheet. Unconventional
monetary policy, via asset purchase programs, is effective when the central
bank absorbs some losses that would otherwise be shouldered by the private
sector, thereby creating an implicit transfer.2

Section 9.5 examines forward guidance, which involves explicit guidance
on future policy rate trajectories. The primary finding is that keeping interest
rates at the zero lower bound for an extended period beyond the duration of
a shock can boost inflation expectations and reduce both current and future
real interest rates.

In Section 9.6, we investigate the management of central bank reserves
during a liquidity trap, either in conjunction with or as a substitute for for-
ward guidance. This analysis is particularly relevant when distortionary taxes
suggest that satiating liquidity in the economy is not optimal. Our key insight
is that reserves should be gradually accumulated during the zero lower bound
period, reaching their peak just before the policy rate liftoff. Withdrawal and
normalization of reserves should align with the normalization of the policy
rate.

Section 9.7 outlines additional channels throughwhich asset purchase pro-
grams can be effective, such as by serving as lenders of last resort. In this
capacity, the central bank can offer liquidity against illiquid assets or collateral
under specific conditions, which can help alleviate credit market conditions.

9.3 Helicopter Money

The term “helicopter money” refers to the concept introduced by Milton
Friedman (1969) to illustrate the effects ofmonetary policy on inflation using
the following analogy: “Let us suppose that one day, a helicopter flies over
a community and drops an additional $1,000 in bills from the sky, which,
of course, is hastily collected by the community members. Further, let us
assume that everyone is convinced that this is a unique event that will never
be repeated.”

Friedman’s helicopter experiment is useful for understanding the role of
central banks in defeating deflations. They are just monetary phenomena. In
Chapter 1,weunderlined thepower of central banks given their ability to print

2. Section 10.5 of Chapter 10 and Section 11.7 of Chapter 11 discuss other cases of the rele-
vance of asset purchase programs, namely via credit easing or via the backing that they provide
to support the supply of government liquidity.
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default-free securities without facing any solvency constraint. Since a defla-
tion is a condition in which the price of currency is too high—the price level
too low—it is sufficient to print those special central bank liabilities and leave
them on the ground, so that people will hastily collect and spend them to
reflate the economy. This helicopter drop, however, should be understood to
be a gift, never to be taken away in the future in some form or another.

Helicopter money is the natural follow-up of Section 9.1’s analysis, since
the way out of the liquidity trap described there is that of raising long-
run prices to boost current consumption. A popular implementation of
Friedman’s proposal is having the government carry out a transfer to citi-
zens financed by issuing debt, which is in turn purchased by the central bank
through additional supply of money or reserves. The transfer raises agents’
wealth, stimulating consumption and aggregate demand.

Although central banks are reluctant to acknowledge the deployment of
helicoper money, episodes of coordination betweenmonetary and fiscal poli-
cies have been frequent following the 2007–2008 financial crisis and the
COVID-19 pandemic.

In February 2009, the U.S. government launched the American Recovery
and Reinvestment Act, a $787 billion plan including tax cuts and unemploy-
ment benefits. At the March 2009 meeting, the Federal Open Market Com-
mittee (FOMC) started a plan of purchasing $300 billion long-termTreasury
debt togetherwith government-guaranteedmortgage-backed securities, a pol-
icy dubbed Quantitative Easing 1 (QE1). On November 2010, it expanded
the purchases of Treasury debt by an amount of $600 billion under QE2.

During the pandemic crisis, the Federal Reserve had accumulated around
$3 trillion of Treasury securities, while the government implemented five
stimulus and relief packages in the period March 2020–March 2021 of the
amounts, respectively, of $8.3 billion, $3.5 billion, $2.3 trillion, $900 billion,
and$1.9 trillion.Measures included, amongothers, direct cash transfers to cit-
izens, tax credits, and increased unemployment benefits. In themeantime, the
Federal Reserve had deployedmany programs to lend directly or indirectly to
small and medium-sized business.

In Europe, the European Central Bank activated a Pandemic Emer-
gency Purchase Programme (PEPP) ofe1.8 trillion by purchasing sovereign
debt of the euro-area national treasuries.3 For the first time, the European
Commission relaxed the 3.0% deficit rule, allowing member countries to

3. The ECB had already started its QE program in 2015, but without a coordinated fiscal
policy expansion.
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figure 9.3. Federal Reserve’s holdings of U.S. federal debt (left panel);
U.S. federal debt (right panel), $ billions. Period: March 2007–June 2023.
Source: Board of Governors of the Federal Reserve System (U.S.).

run substantial deficits. A pan-European fiscal stimulus of e800 billion was
implemented.

Figure 9.3 presents two plots: the left panel illustrates the government debt
held by the Federal Reserve starting from 2007, while the right panel displays
the overall federal debt. The figure shows the increase in the debt held by the
Federal Reserve under its asset purchase programs. There is a notable large
jump in federal debt following the pandemic crisis and the corresponding
increase in the Fed’s holdings.

We investigate the effectiveness of a money-financed fiscal transfer, and of
equivalent policies, using the simple model of Chapter 2, which is also useful
for nesting the analysis of Section 9.1. We refer the reader to Chapter 2 for a
full presentation of the model. Here, we underline the changes and address
the analysis directly using the equilibrium conditions. The only change with
respect to Chapter 2 is in the preferences

∞∑
t=t0

β t−t0ξt

[
U(Ct)+V

(
Mt

Pt

)]
,
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which now include preference shock (ξ), and where β , with 0<β < 1, is the
subjective discount factor in preferences, while U(·) is a concave, differenti-
able utility function in its argument C, the consumption good; V(·) is also a
concave, differentiable function, of realmoney balances (M/P), and has a sati-
ation point at m̄> 0, i.e., Vm(Mt/Pt)= 0 for Mt/Pt ≥ m̄, in which Vm(·) is
the first derivative of V(·)with respect to its argument; (P) is the price of the
consumption good (C); and (M) is central bank money, cash and banknotes.

The departure from the model of Chapter 2 is minor, assuming further-
more that ξt = ξ̄ for each t≥ t0 + 1 while ξt0 ≤ ξ̄ . As in Section 9.1, prices at
time t0, the short run, are fixed at P̄, while they are fully flexible at any point
in time after t0, defined as the long run. This implies that Ct = Y for each
t≥ t0 + 1 since we continue to assume that endowment is constant.

The Euler equation (9.1) applies here, and can be written under the above
assumptions as

Uc(Ct0)=β(1+ it0)
P̄

Pt0+1

ξ̄

ξt0
Uc(Y), (9.5)

in which Uc(·) is the first derivative of the function U(·) with respect to its
argument.Theequilibrium inmoneymarket at time t0 implies that realmoney
balances satisfy

Mt0
P̄

≥ L(Ct0 , it0)

for a functional form L(·, ·), discussed in Section 2.3 of Chapter 2. In the case
of the interest rate at the zero lower bound, the above equation can hold with
strict inequality.

The key insight, which is the unknown element in equation (9.5), is that
the price level at time t0 + 1, Pt0+1, is exactly determined by the same equilib-
rium conditions described in Section 2.3.3 of Chapter 2.We restate themhere
since they will be critical for understanding price determination. The Fisher
equation relates the nominal interest rate to the real rate, given by 1/β , and
the inflation rate,

1+ it = 1
β

Pt+1

Pt
. (9.6)

The equilibrium in the money market requires real money balances to satisfy
the following relationship:

Mt

Pt
≥ L(Y , it). (9.7)

Equation (9.7) holds with equality whenever it > 0.
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Finally, the intertemporal budget constraint of the consumer implies the
following equilibrium conditions:

∞∑
t=t0+1

β t−t0−1
(
Tt

Pt
+ it

1+ it
Mt

Pt

)
= Bt0 +Xt0 +Mt0

Pt0+1
, (9.8)

in which (T) are the treasury’s lumpsum taxes and (B), (X), and (M) are gov-
ernment liabilities with respect to the private sector given by treasury’s bonds,
central bank reserves, and cash, respectively. The characterization of the equi-
librium is completed by the budget constraints of both the central bank and
the treasury. The budget constraint of the central bank is represented by

BCt −Xt

1+ it
−Mt =BCt−1 −Xt−1 −Mt−1 −TC

t , (9.9)

in which (BC) are the central bank’s holdings of short-term default-free assets
issued by the private sector or the treasury and (TC) are the remittances to the
treasury, if positive. The budget constraint of the treasury is given by

BFt
1+ it

=BFt−1 −Tt −TC
t , (9.10)

where (BF) is treasury debt, and, in equilibrium,

BFt =Bt +BCt . (9.11)

Moreover, the trajectory of taxes is constrained by the following solvency
condition:

BFt0
Pt0+1

=
∞∑

t=t0+1
β t−t0−1

(
Tt

Pt
+ TC

t
Pt

)
. (9.12)

The long-run equilibrium,which begins at time t0 + 1, is a set of sequences{
Pt , it ,Xt ,Mt ,BCt ,T

C
t ,BFt ,Tt ,Bt

}∞
t=t0+1 with

{
Pt , it ,Xt ,Mt ,BCt

}∞
t=t0+1 non-

negative that satisfies conditions (9.6), (9.7), (9.9), (9.10), and (9.11),
holding at each t≥ t0 + 1, and condition (9.8) given the values inher-
ited from period t0: BCt0 ,B

F
t0 ,Xt0 ,Mt0 . Moreover, the sequence of taxes

{Tt}∞t=t0+1 is restricted to satisfying (9.12), given the equilibrium sequences{
Pt ,TC

t
}∞
t=t0+1 and the inherited valueB

F
t0 .

4 There are fourdegrees of freedom
to specify government policy, which we will discuss in the next sections.

4. The infinite sums in (9.8) and (9.12) should be also finite.



212 l iquid it y trap

9.3.1 Helicopter Money Coordinated by Monetary and Fiscal Policy

This section studies an experiment of helicopter money through the col-
laboration between monetary and fiscal policies. The key element of this
collaboration is the implicit or explicit backing of treasury debt by the cen-
tral bank, which relaxes the constraint (9.12). Tomake the analysis simple, we
assumea constant interest rate policy for each t≥ t0 + 1 that targets a constant
rate of inflation
>β , such that

1+ it = 

β
.

Substituting it in (9.6), we obtain that

Pt+1

Pt
=


for each t≥ t0 + 1: inflation is constant after t0 + 1 and at the level 
 tar-
geted by the central bank. Given Pt0+1, the above equation determines the
full sequence of prices for t≥ t0 + 2.

Using the interest rate policy in the money market equilibrium (9.7), we
obtain that

Mt

Pt
= L

(
Y ,



β
− 1
)

for any t≥ t0 + 1. Given Pt0+1, it determines the full sequence of moneyMt
for t≥ t0 + 1.

What is left to determine is the price at time Pt0+1. To this end, we rewrite
(9.8), assuming a constant real tax policy Tt/Pt = (1−β)τ given a positive
parameter τ , to obtain

Bt0 +Xt0 +Mt0
Pt0+1

= τ +S(
, Y),

in which we have defined the present discounted value of real seigniorage as

S(
, Y)≡ 
−β

(1−β)L

(
Y ,



β
− 1
)
.

The price level at time t0 + 1 is then determined by

Pt0+1 = Bt0 +Xt0 +Mt0
τ +S(
, Y)

, (9.13)

showing that it is proportional to the outstanding government liabilities.
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We discuss the options that the government has for reflating the economy
by raising Pt0+1 and, through (9.5), short-run consumption Ct0 .

In the traditional account of the so-called “helicopter money,” the govern-
ment (treasury or central bank) permanently increases the long-run nominal
liabilities—namely, Bt0 , Xt0 , orMt0—in order to finance a tax cut in the short
run. Since the short-run nominal interest rate is zero, which liability to raise is
irrelevant, as can be seen from the government budget at time t0,

Bt0 +Xt0 +Mt0 =Bt0−1 +Xt0−1 +Mt0−1 −Tt0 , (9.14)

which is obtained by consolidating (9.9) and (9.10) and setting it0 = 0. The
key feature is that all the government’s liabilities have the special properties of
the central bank:Bt0 ,Xt0 , andMt0 are always paid in full since they are guaran-
teed by the “printing press” of the central bank without any need to raise taxes
or seigniorage revenues. And, indeed, taxes and seigniorage should not move
(at least not proportionally) with an increase in government debt to produce
an effect on long-run prices, as equation (9.13) clearly shows.

Moreover, equation (9.14) clarifies that the increase in government liabil-
ities outstanding at t0 + 1 can be generated by a tax cut at t0, and therefore by
a larger current deficit. This larger deficit can equivalently be financed issu-
ing treasury debt, which can be held by either the private sector or the central
bank. In the former case, Bt0 increase for given Xt0 , while in the latter case,
the opposite occurs, as the central bank raises its liabilities to absorb the new
issuance of treasury debt, leaving unchanged the stock of debt held by the pri-
vate sector, Bt0 . In the latter case, it does not really matter whether the central
bank permanently holds the treasury’s debt or writes it off.

In general, a policy where the central bank conducts large-scale asset pur-
chases of government debt, increasing its reserves at time t0, produces equiv-
alent effects, regardless of whether the purchase program includes long- or
short-term debt.5 What matters is the transfer made to the private sector.

For all these policy options to succeed, equation (9.13) underscores that
it is important that the denominator not change (at least not proportion-
ally): the treasury should therefore commit to never undoing the short-run
tax relief. Friedman’s helicopter-money experiment requires that the drop of
special central bank liabilities, or backed ones, be permanent, or recognized as
such.

5. The model can be generalized to include long-term debt and prove the result.
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The mechanism by which the increase in government liabilities raises the
long-term price level can be understood as stimulating consumption due
to positive wealth effects on households. However, since output remains
unchanged, the increase in aggregate demand in the long run will lead to the
desired increase in the long-term price level, Pt0+1.

9.3.2 Helicopter Money by Central Bank Only

This section considers the case in which the central bank does not back the
treasury’s liabilities, as in Section 1.4.2 of Chapter 1, showing that there are
still ways of implement helicopter money through actions of the central bank
only.

When taxes are restricted to satisfying condition (9.12) to maintain sol-
vency of treasury debt, the equilibrium condition (9.8), using (9.12), can be
equivalently written as

Xt0 +Mt0 −BCt0
Pt0+1

=
∞∑

t=t0+1
β t−t0−1

(
it

1+ it
Mt

Pt
− TC

t
Pt

)
. (9.15)

Wemaintain our assumption of a fixed interest rate policy, targeting the infla-
tion rate at 
. Additionally, we specify a constant central bank remittance
policy in nominal terms: {TC

t =TC}+∞
t=t0+1, with TC ≥ 0.6 Inserting it into

(9.15) and using previous results, we can write

Xt0 +Mt0 + T C −BCt0
Pt0+1

=S(
, Y),

where
T C ≡ 



−βT
C. (9.16)

The long-run price level Pt0+1 is then determined by

Pt0+1 = Xt0 +Mt0 + T C −BCt0
S(
, Y)

= T C −NC
t0

S(
, Y)
, (9.17)

where the central bank’s net worth (NC) is equal to

NC
t0 =BCt0 −Xt0 −Mt0 ,

6. See Benigno and Nisticò (2022) for a discussion of the case of a real remittances policy.
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having imposed that at time t0 the nominal interest rate is at the zero lower
bound. Since S(
, Y)> 0, the numerator in equation (9.17) should be pos-
itive, to support a positive price level Pt0+1 at equilibrium.7 The remittances
policy, therefore, should be set so as to ensure T C>NC

t0 regardless of the net
financial position of the central bank.8

Having determined the price level, similarly to the way in Section 2.4 of
Chapter 2, we can now study how the central bank can raise its level at time
t0 + 1 to stimulate the economy. Note that the law of motion of net worth is
given by

NC
t0 =NC

t0−1 −TC
t0 , (9.18)

since the central bank’s profits are zero at time t0 because it0 = 0.
To raise the price level at time t0 + 1, the central bank could act on the

numerator of (9.17), by cutting its net worth, ceteris paribus. This can be
accomplished by increasing short-run transfers to the treasury, as shown by
(9.18), which implies on the one hand an increase in the monetary base and,
on the other hand, lower current taxes for the private sector, and is therefore
equivalent to the traditional narrative of helicoptermoney. An alternative, but
equivalent, way of cutting nominal net worth would be for the central bank to
write off some of the assets in its portfolio held from period t0 − 1. In particu-
lar, by writing off private securities from its balance sheet, the central bank can
trigger a positive and reflationary wealth effect directly on the private sector,
without any involvement from the treasury.

9.4 Unconventional Monetary Policy

The 2007–2008 financial crisis and the COVID-19 pandemic saw unprece-
dented interventions by central banks around the world that in various waves
purchased private and government securities with long-term maturities and
non-negligible credit risk. This category of interventions is considered uncon-
ventional monetary policy because it involves an atypical composition of the
central bank’s asset holdings. It differs from the conventional approach, which
typically involves central banks holding only treasury bills. Indeed, before

7. Equation (9.17) can still be consistent with the nonmonetary equilibrium unless condi-
tion (2.24) is imposed. Alternatively, to have a unique equilibrium, an appropriatemanaging of
a real asset like gold should be assumed, as in Section 1.5 of Chapter 1.

8. If net worthNC
t0 is negative, T

C can also be equal to zero.
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the 2007–2008 financial crisis, central banks held, besides foreign reserves
and gold, only short-term treasury bills. Additionally, these interventions are
unconventional because they are used to compensate for the absence of the
conventional policy instrument, the policy rate, when it is constrained to the
zero lower bound.

These asset purchase programs, dubbed QE, had two effects on central
bank balance sheets. First, as already mentioned, they changed the compo-
sition of the asset holdings. Second, the expansion in the asset position was
financed by increasing the central bank’s reserves to unprecedented amounts.

Figure 9.4 shows, in the left-hand side panel, the increase in the assets held
by the Federal Reserve in the aftermath of the 2007–2008 financial crisis and
their subsequent doubling following the coronavirus pandemic. The largest
component of assets is represented by purchases of long-term securities, while
liquidity-assistance programs were very sizeable during the financial crisis.9

The central panel of the figure displays the corresponding increase in the
Federal Reserve’s liabilities, primarily stemming from the growth in deposits
held by depositary institutions at the Federal Reserve. What is particularly
noteworthy, as shown in the chart on the right-hand side of the figure, is
the significant surge in money aggregates, M1 and M2, in response to the
pandemic crisis.

The mechanisms through which QE works remain, however, controver-
sial. Bernanke (2022, pp. 141–143) considers the contrast within the FOMC
between two prominent views.10 At the time of starting the programs, some
participants saw the main benefits from the expansion of the central bank’s
reserves, which would induce banks to lend them out, putting extra liquidity
in circulation and therefore stimulating aggregate demand.On theother hand,
most FOMCmembers viewed themainmechanism asworking via a portfolio
rebalancing channel. The greater demand for the purchased securities would
lower their yields. Investorswould then reallocate their portfolio to other asset
markets, lowering their yields, too.

9. All liquidity facilities include: Term Auction Facility; primary credit; secondary credit;
seasonal credit; Primary Dealer Credit Facility; Asset-Backed Commercial Paper Money Mar-
ket Mutual Fund Liquidity Facility; Term Asset-Backed Securities Loan Facility; Commercial
PaperFundingFacility;MoneyMarketMutual FundLiquidityFacility; and central bank liquid-
ity swaps. Support to specific institutions includes: Maiden Lane LLC; Maiden Lane II LLC;
Maiden Lane III LLC; and AIG.

10. Bernanke (2022, p. 144) labelled this policy “credit easing,” but the “name never caught
on. QE it would be.”
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This section examines the portfolio-rebalancing channel via a friction-
less financial-market model in which securities have only pecuniary values.
In this environment, unconventional asset-purchase programs are effective
only insofar as they produce wealth effects on the private sector, similarly to
helicopter money. The key feature of their effectiveness is the central bank’s
bearing some losses that were before in the hands of the private sector, relying
therefore on appropriate transfers and the central bank’s remittance policies.
Asset purchase programs are irrelevant if losses or gains on the asset pur-
chased by the central bank are transferred back to the private sector, therefore
providing no foundations for the portfolio-rebalancing mechanism.

Section 9.6 studies the theoretical grounds of the other view within the
FOMC, namely, the reserve channel activated by the expansion of the cen-
tral bank’s reserves. In the context of the model analyzed in that section,
reserves provide some nonpecuniary benefits because they can relax a col-
lateral/regulatory constraint. Under these conditions, an increase in reserves
lowers money market rates and can influence aggregate demand, stimulat-
ing the economy. The increase of M1 and M2 shown in Figure 9.4 could be
exemplificative of this channel.

Finally, Section 9.7 draws further conclusions on the effectiveness of asset
purchase programs, anticipating results discussed in Sections 10.5 and 11.7 of
Chapters 10 and 11, respectively. In creditmarkets, the central bank, in its role
as lender of last resort, can step in by purchasing securities under stress, there-
fore reducing spreads in credit markets and providing backstop liquidity to
avoid fire-sale cascades. Moreover, in the event of a liquidity crunch, the cen-
tral bank and the treasury can overcome the shortage of private “safe assets”
in the economy by increasing the government supply through central bank
reserves and treasury debt.Moreover, the central bank’s purchases of risky pri-
vate securities, under certain conditions, can be a less costly way to provide
liquidity to the economy.

9.4.1 Irrelevance of Unconventional Open Market Operations

This section provides one simple example of the irrelevance of open-market
operations and then discusses the generality of the results. What is key in the
exercise that follows is determiningwhether unconventional policy represents
an additional tool with respect to conventional policy.

The framework is the same as in Section 9.3, except that it considers a
stochastic economy because of random variations in the preference shock, ξ ,
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and output, Y . There is also long-term debt in the economy, which can be
issued by the private sector and/or by the treasury. We now denote with BS
and BL the short-term and long-term assets in the hands of the private sector,
whereBS replacesB in thenotationof Section9.3.The equilibriumconditions
for the two bond markets are:

BFS,t =BS,t +BCS,t ,

BFL,t =BL,t +BCL,t ,

in which BFS and BFL represent the short-term and long-term debt issued by
the treasury, while BCS and BCL denote the respective central bank holdings of
these debts.We denote withQL

t the price of the long-term debt at time t. The
security available has decaying coupons: by lending QL

t units of currency at
time t, geometrically decaying coupons are delivered equal to 1, δ, δ2, δ3, . . .
in the following periods.11 An implication of the stochastic environment is
that the return, iLt , on long-term bonds between period t− 1 and t, given
by iLt = (1+ δQL

t )/Q
L
t−1 − 1, is not necessarily equal to that on short-term

bonds on the same horizon, i.e., iLt �= it−1.
The equilibrium is characterized by the same conditions as in Section 9.3,

with the appropriate qualifications, including an asset-pricing condition for
the return on long-term bonds.

In this section we study the case in which the central bank does not back
the treasury. Similar arguments can be made to the case of backing.

The following is our experiment. We start with a specification of policy
where the central bankholds a certainportfolio of bonds, givenby the stochas-

tic sequences
{
B̃CL,t , B̃

C
S,t

}∞
t=t0

, and analyze the equilibrium. We then have the

central bank change its portfolio by purchasing more long-term bonds but
leave all other specifications of policy unchanged. Is the resulting equilibrium
the same or different? In the first case, we obtain a result of irrelevance of open
market operations; in the second case, we obtain a relevance result.

Let us assume that the central bank sets the interest rate to a constant
it = i= 1/β − 1 at all times and specify the exogenous purchase of long- and
short-term bonds, B̃CL,t and B̃

C
S,t . Given the specification of the asset holdings{

B̃CL,t , B̃
C
S,t

}∞
t=t0

, there is still one additional degree of freedom to specify pol-

icy, which can be the remittances policy, which turns out to be the relevant

11. See the analysis of Woodford (1998).
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feature for characterizing an irrelevance or relevance result. The following
remittances policy is first assumed:

TC
t
Pt

= (1−β)τC + it−1Mt−1 + (iLt − it−1)QL
t−1B̃

C
L,t−1

Pt
, (9.19)

in which the central bank follows a real remittances policy captured by
the parameter τC, and rebates the seigniorage revenues obtained by issuing
money and by holding long-term assets.

The relevant equilibrium condition to determine prices is the stochastic
version of equation (9.15), which can be appropriately written as

Xt−1 +Mt−1 − B̃CS,t−1 − (1+ iLt )Q
L
t−1B̃

C
L,t−1

Pt

= Et
∞∑
T=t

Rt,T
(

iT
1+ iT

MT

PT
− TC

T
PT

)
, (9.20)

accounting for the central bank holdings of long-term debt and in which
the real stochastic discount factor is represented by Rt,T =βT−tξTUc(YT)/
ξtUc(Yt).

To simplify the analysis we assume that ξtUc(Yt) is a martingale, i.e.,
EtξTUc(YT)= ξtUc(YT) for each T> t. We can then use this assumption
together with (9.19) and (9.20) to obtain

NC
t−1(1+ it−1)

Pt
= τC,

and, therefore, using 1+ it = 1/β ,

NC
t−1
Pt

=βτC. (9.21)

To obtain this result, we have used the definition of central bank net worth,

NC
t =QL

t B̃
C
L,t +

B̃CS,t −Xt

1+ it
−Mt . (9.22)

Equilibriumcondition (9.21)determines theprice level at any time t, showing
that it is not contingent on the state. Using the stochastic version of the Euler
equation (9.5),

ξtUc(Yt)=β(1+ it)Et
{

Pt
Pt+1

ξt+1Uc(Yt+1)

}
,
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themartingale property of ξtUc(Yt), and the interest rate policy, it follows that
the price level is always constant, let’s say, fixed at a generic level P∗. For this
to be an equilibrium, the level of the net worth should be constant, too, which
can be verified by the following steps, starting from its law of motion:

NC
t =NC

t−1 +�C
t −TC

t

= (1+ it−1)NC
t−1 + it−1Mt−1 + (iLt − it−1)QL

t−1B̃
C
L,t−1 −TC

t , (9.23)

having substituted into the expressionof the first line the central bank’s profits,
given by the formula

�C
t = it−1

1+ it−1
(B̃CS,t−1 −Xt−1)+ iLt Q

L
t−1B̃

C
L,t−1

= it−1(NC
t−1 +Mt−1)+ (iLt − it−1)QL

t−1B̃
C
L,t−1, (9.24)

in which, in the second line, we have used the definition of net worth given
by (9.22). Using (9.19) to substitute for TC

t in the second line of (9.23), we
obtain

NC
t = (1+ it−1)NC

t−1 − (1−β)PtτC
or

NC
t =NC

t−1 + Pt

[
it−1

NC
t−1
Pt

− (1−β)τC
]
.

By examining the above equation, it follows thatNC
t =NC

t−1, since the term in
square brackets is zero considering (9.21) and, therefore, net worth is always
constant at the initial level NC

t0−1. After our having determined prices at all
times, Pt = P∗, (9.7) determines the path of money for each t≥ t0. We have
therefore characterized the whole equilibrium, starting from a specification
of policy with a certain balance-sheet policy

{
B̃CS,t , B̃

C
L,t

}
, which can allow for

zero holding of long-term bonds, B̃CL,t = 0. Note, however, that equilibrium
prices, interest rates, and money will not change under an alternative specifi-
cation of balance-sheet policies, let’s say

{
B̄CS,t , B̄

C
L,t

}
, with B̄CL,t > 0. Prices are

always fixed at P∗ since in (9.21) NC
t =NC

t0−1 at each date t≥ t0 and at each
contingency at time t. Most importantly the equilibrium allocation does not
depend on whether or not the central bank holds long-term securities. The
only variable that is affected, eventually, is the central bank reserves.

This result does not depend on the simplified policies assumed, but on one
important feature of the transfer policy (9.19) that provides for the transfer of
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gains or losses out of the central bank’s balance sheet.12 Whether the central
bank holds a riskless portfolio of securities or instead purchases risky assets
does not really affect the equilibrium level of prices. How is it possible?

For the central bank’s long-term asset purchases to have an effect, there
should be some change in total (financial and human) wealth of households
to induce them to vary their consumption choices. The consequent change
in aggregate demand, given an exogenous stream of output, would then result
in a variation of equilibrium prices. This is indeed the same mechanism for
which helicopter money was effective, as shown in Section 9.3. However, rule
(9.19)makes sure that there is no such change in the households’ total wealth.
There are only offsetting adjustments of human and financial wealth. Indeed,
if the central bank purchases some risky securities that were previously held
by the private sector, that risk does not stay with the central bank because the
rule (9.19) ensures that the central bank transfers fewer resources to the trea-
sury, or receives a transfer in the event the risk materializes as negative profits.
Meanwhile, under the solvency constraint (9.12), the treasury obtains these
resources from the private sector through higher lumpsum taxes. In the end,
the materialization of risk goes back to the private sector, whose total wealth
does not change when evaluated at the initial equilibrium prices. Therefore,
equilibrium prices do not need to change.

The role of reserves is indeed critical for the validity of this result. To
see this, let us consider that a constant nominal net worth, as implied by
remittance rule (9.19), requires that, in equilibrium,

QL
t B

C
L,t +

BCS,t
1+ it

− Xt

1+ it
−Mt =NC

t0−1.

This equation shows that alternative compositions of the central bank’s assets,
BCS,t and BCL,t , can be accommodated by variations in central bank reserves,
Xt , without any change in equilibrium prices,QL

t , interest rate, it , and money
supply,Mt .

The result of this section is quite striking, as it suggests that the massive
purchases carried out by central banks in recent decades could be ineffective if
not accompanied by an appropriate transfer policy. In the next section, build-
ing on this framework, wewill discuss cases of relevance. Before doing that, let

12. Benigno and Nisticò (2020) have shown this result in a more general environment and
for a more general remittances policy. See also Wallace (1981) and Eggertsson and Woodford
(2003).
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us draw another important conclusion to better understand the effectiveness
of unconventional policies on an empirical basis. In the examples provided
in this section, we varied the combination of assets held by the central bank,
while keeping all other elementsof thepolicy specification constant.However,
if the specificationof future interest rates varies contextuallywith thepurchase
of long-term securities, a different equilibrium allocation could be achieved.
This change occurs not because of the asset purchase program, but, rather,
because of the change in conventional policy through the specification of
interest rates. This observation suggests that openmarket operations could, in
practice, work if they are interpreted as a way to signal changes in future rates,
enhancing the forward guidance, which will be discussed in Section 9.5.13

9.4.2 Relevance of Unconventional Open Market Operations

This section discusses cases of the relevance of asset purchase programs.
The first result builds on the previous section. In that context, to break
irrelevance, one needs to specify a different remittances policy for which
some gains or losses of the asset purchase programs remain in the central
bank’s balance sheet. One simple case is the constant real remittances policy
TC
t /Pt = (1−β)τC, with τC> 0. In this case, equilibrium condition (9.20)

implies

L(Y ,β−1 − 1)+ NC
t−1 +�C

t

Pt
= τC, (9.25)

in which we have also substituted in the interest rate policy and the equilib-
rium in the money market. To further simplify the expression, without losing
generality, we have assumed that Yt is constant at Y and Etξt+1 = ξt . Given
the constant real remittances policy, alternative combinations of short-term
versus long-term securities in the central bank’s balance sheet affect the price
level differently. If we startwith an equilibrium inwhich the central bankholds
only risk-free short-term bonds, then profits, represented by (9.24), do not
vary with the excess return on long-term bonds, since BCL,t = 0. Consider now
either an expansion of the central bank’s balance sheet with purchases of long-
term bonds financed by issuing reserves or a substitution between short- and
long-term securities, leaving unchanged the size of the central bank’s balance

13. Bernanke (2022, p. 144)mentions that in the early Japanese experience,QEworked as a
forward guidance tool. Bhattarai, Eggertsson, and Gafarov (2023) provide a theoretical analysis
of the signaling channel.
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sheet. Profits will now depend on the excess return on long-term bonds. If the
return falls, then the central bank will make losses. With lower profits—a fall
of �C

t in (9.25)—the price level should also fall in equilibrium. Therefore,
unconventional monetary policy can have effects on prices for a “constant”
conventional policy and a remittances policy.

The above analysis suggests some more interesting results in the event
losses on the central bank balance sheet are large. If we suppose they are,
bringing the left-hand side of (9.25) to negative numbers, there cannot be an
equilibrium with the interest rate pegged at 1/β . What is possible, instead,
is that the central bank changes its future interest rate policy to be consistent
with a different inflation rate (in the example, inflationwas at zero) and higher
seigniorage revenues. If we consider a policy in which the central bank targets
thenominal interest rate at i=
/β − 1, thenwe canwrite (9.20)or (9.25) as


−β

(1−β)L

(
Y ,



β
− 1
)

+ NC
t−1 +�C

t

Pt
= τC,

showing that a large loss, a quite negative�C
t , can be absorbed by an increase

in
 for an equilibriumwith a positive Pt to arise. Therefore, the central bank
can cover its losses by permanently increasing inflation and seigniorage.14 If
all these forces are strong, then prices can be pushed up even at time t. In this
way, unconventional policy can help to reflate the economy, as required in a
liquidity trap.

In general, a central bank’s remittances policy is more complex than the
constant remittances policy analyzed here. The U.S. Federal Reserve, for
example, rebates profits to the Treasury during normal times, while it stops
making remittances in the event of losses until the point in which they are
completely recovered. If we assume a target level for nominal net worth rep-
resented by N̄C, the remittance’s rule can be written as TC

t =max(�C
t , 0) if

NC
t−1 ≥ N̄C> 0; otherwise, TC

t = 0. Benigno and Nisticò (2020) show that
results of relevance of open market operations can arise also in this case if
losses are large enough.

To summarize the results in Sections 9.3 and 9.4, it is important to remark
that the effectiveness of helicopter money and unconventional monetary pol-
icydependsonwhether they are able to generatewealth effects onhouseholds.
In the helicopter money experiment, the government implements a certain

14. It is assumed that we are on the increasing side of the seigniorage-revenue function with
respect to inflation, so that an increase in inflation raises seigniorage.
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transfer to households, which is not undone in the future. With unconven-
tional monetary policy, given certain transfer rules, the asset purchases by the
central bank also imply a transfer of wealth to the private sector.

9.5 Forward Guidance

One limitation of our analysis so far is the perfect alignment between the
timing of an exogenous shock hitting the economy and the duration of the
zero lower bound policy, as in the example of Section 9.1. This alignment has
somewhat reduced the significance of properly setting the interest rate policy,
evenwhen the central bank’s short-term nominal interest rate adjustments are
restricted.

In policy formulation, it is not just the current interest rate thatmatters; the
central bank should also specify future interest rates, offering guidance on its
future policy direction. This is known as forward guidance. As previously dis-
cussed in Section 1.4 of Chapter 1, this type of policy is not unconventional.
To determine the equilibrium allocation of output and inflation, the mone-
tary policymakermust define not only the interest rate at the current time but
also those at all future times and under different scenarios. This comprehen-
sive specification of interest rates is crucial for uniquely determining current
output and inflation. Both the AD and the AS equations are influenced by
expectations of future output and inflation, so the central bank’s influence on
these expectations plays a pivotal role in shaping current output and inflation.

While guidance on future interest rates should naturally be a part of
conventional monetary policy, it has gained increased attention in recent
years due to the experience of zero interest rate policies in many advanced
economies, as shown in Figure 9.1. The inability to further lower short-term
interest rates has placed greater importance on the appropriate setting of
future rates, emphasizing the concept of forward guidance. In a liquidity trap,
forward guidance possesses unique features that distinguish it from practices
during normal conditions. One interesting aspect is the specification of the
potential duration for which interest rates remain at zero, which can be con-
ditional on achieving specific inflation targets over certain time horizons. In
this way, forward guidance becomes a valuable tool for stimulating economic
growth.

The dynamic New Keynesian model is suitable for studying some of the
peculiar features of forward guidance in a liquidity trap because the duration
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of the zero interest rate does not necessarily coincide with the duration of the
negative demand shock and, therefore, can be an important variable for the
policymaker. One direction to explore is that of understanding how optimal
policy in Section 7.3 of Chapter 7 changes in the liquidity trap and study-
ing whether this policy can be rephrased in terms of an appropriate forward
guidance on the paths of interest rates and inflation.

In Section 7.3, the AD equation (7.5) was not a constraint on the prob-
lem since it was implicitly assumed that the interest rate could freely adjust
given the optimal paths of the other variables involved in the equation, such
as inflation and output. The interest rate path under optimal policy followed

ı̂t = ret − (σ−1 − θ−1)(1− γ1)xt;

therefore, it was mirroringmovements of the frictionless real interest rate (re)
and, inversely, the output gap (x); σ , θ are parameters and γ1 is a function
of parameters, with the same interpretations as in Section 7.3 of Chapter 7.
Shocks were implicitly assumed not to be large enough to push the nominal
interest rate below the zero floor. For large negative shocks to re, however, the
constraint can become binding. In this case, the AD equation (7.5) and the
zero lower bound itself have to be considered restrictions to the optimal policy
problem.Toaccount for this, consider the followingLagrangian to replace that
of Section 7.3 of Chapter 7:

Lt0 = Et0

{ ∞∑
t=t0

β t−t0
[
1
2
(
Ŷt − Ŷ e

t
)2 + 1

2
θ

κ
(πt −π)2 +

+ϕt
(
(Ŷt − Ŷ e

t )− (Ŷt+1 − Ŷ e
t+1)+ σ

(
ı̂t − (πt+1 −π)− ret

))+
+ λt

(
(πt −π)− κ(Ŷt − Ŷ e

t )− υt −β(πt+1 −π))]+
−ϕt0−1β

−1(Ŷt0 − Ŷ e
t )−ϕt0−1β

−1σ(πt0 −π)− λt0(πt0 −π)} ,
in which notations and variables follow those of Section 7.3.

The first-order conditions with respect to inflation and output are,
respectively:

θ(πt −π)−β−1σκϕt−1 + κλt − κλt−1 = 0, (9.26)

(Ŷt − Ŷ e
t )+ϕt −β−1ϕt−1 − κλt = 0, (9.27)
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where ϕt is the Lagrange multiplier attached to the AD constraint (7.5), with
ϕt ≥ 0, and λt the Lagrange multiplier attached to the AS constraint (7.6).15

The Kuhn-Tucker condition associated with the nonnegative constraint on
the nominal interest rate is it ·ϕt ≥ 0.16 Whenϕt = 0,we can retrieve the same
first-order conditions as those of Section 7.3 of Chapter 7.

First-order conditions (9.26) and (9.27) can be used to eliminate all the
Lagrange multipliers and synthesize optimal policy through the use of a price
level targeting rule. The central bank should set the interest rate in a way that
an appropriate “price” p̃t , defined as p̃t = pt + θ−1(Ŷt − Ŷ e

t ) as in Section 7.3
of Chapter 7, is set equal to a target p̄∗

t when it is feasible; otherwise the in-
terest rate is set to zero. The target p̄∗

t is updated following the law of motion,

p̄∗
t+1 =π + p̄∗

t +β−1(1+ κσ)(p̄∗
t − p̃t)−β−1(p̄∗

t−1 − p̃t−1).

It is adjusted upward during the periods in which it is not achieved (p̄∗
t > p̃t)

and the zero lower bound is tight.17 Indeed, the increase in the target during
the liquidity trap works to push up inflation expectations. In contrast, when
the zero lower bound is no longer binding, the price target decreases at that
moment. This is captured by the last term on the right-hand side of the above
equation. Meanwhile, under normal conditions of a positive nominal interest
rate, p̃t = p̄∗

t and p̄
∗
t grow at the rate π , as in Section 7.3 of Chapter 7.

It is interesting to compare the outcome of the above policy with one in
which the central bank never adjusts the target price level. In this case, the
target price level follows p̃∗

t+1 =π + p̃∗
t , as in Section 7.3 of Chapter 7, and

p̃t = p̃∗
t whenever it is feasible; otherwise the interest rate is set to zero. This

policy would be optimal without the zero lower bound, but it turns out to be
suboptimal when the zero lower bound is binding since it does not allow the
central bank to catch up to the lost trajectory in the price level.

Figure 9.5 compares the optimal policy to the, now, suboptimal policy. The
economy is hit by a negative shock to the natural rate of interest, which brings
it to −4%, at an annual rate, for twelve quarters. Given that the steady-state
policy rate is set at 4%, accounting for a 2% inflation target, the shock to the

15.TheLagrangianhasbeenaugmentedwith appropriate constraints at time t0 that allowus
to characterize the optimal policywith commitment from a “timeless perspective,” as in Section
7.3 of Chapter 7.

16. Note that it ≈ ı̂t + ln(1+ i)≥ 0, where i is the steady-state interest rate.
17. The price target p̄∗t is obtained by eliminating Lagrange multiplier λt from equations

(9.26) and (9.27) and defining p̄∗t ≡ϕt + p̃t .
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figure 9.5. Responses of output gap, inflation and interest rate to a negative
shock to the natural rate of interest with a duration of twelve quarters. Com-
parison between optimal policy and the suboptimal policy p̃t = p̃∗

t (whenever
feasible) or it = 0 otherwise. Variables are in %. Interest rates and inflation at
annual rates.

natural rate of interest could be fully accommodated only if the policy rate
could fall to −2%. The zero lower bound prevents this fall and creates an
interesting trade-off between stabilizing output and inflation. Under the sub-
optimal policy, the nominal interest rate stays at the zero lower bound for the
same duration as that of the negative shock, and the economy experiences a
significant contraction, a fall in the output gap, and deflation.18 Optimal pol-
icy, instead,mitigates the contraction and the fall in inflation. The interest rate
is kept at the zero lower bound for longer than twelve quarters, up to fifteen
quarters. This observation suggests a way to communicate forward guidance as
a commitment to keeping short-term rates at zero for longer than the duration
of the shock. This type of communication has been used by several central
banks during the last few decades. In August 2003, facing a deflation scare,

18. Parameters are calibrated as in Figure 7.2.
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the Federal Reserve stated that “policy accommodation can be maintained
for a considerable period.” In the aftermath of the 2007–2008 financial crisis,
when the policy rate reached the zero floor, the wording was changed from
“for some time” to an “extended period of time.” In August 2011, the FOMC
introduced a specific date making forward guidance time-contingent, stating
that conditions would likely warrant keeping the federal funds rate target near
zero at least through mid-2013. The date in the guidance was pushed out
twice in 2012, first to late 2014 and then to mid-2015. At the end of 2012,
forward guidance became state-contingent on economic objectives related to
unemployment and inflation.19

Another important element of the optimal policy of Figure 9.5 is that infla-
tion is kept above target starting after five quarters and beyond the duration
of the negative shock. This is consistent with the need to reduce the real inter-
est rate, as discussed in Section 9.1. Therefore, another way to communicate
forward guidance is to promise higher inflation than the target, even after the
negative shock is over.

Figure 9.6 shows another dimension of forward guidance through price-
level targeting rule p̃t = pt + θ−1(Ŷt − Ŷ e

t ) under the optimal policy and the
suboptimal one. In the latter case, p̃t decreases significantly during the initial
stay at the zero lower bound and then increases at the rate of 2% annually, as
required by target p̃∗

t . Note, however, that the path implied by the target is
completely missed: bygones are bygones. Under optimal policy p̃t does not
fall but grows at a slower pace at the beginning of the trap and then catches up
to its target, p̄∗

t , after the liftoff from zero interest rate policies. Note that under
optimal policy, p̃t increases, at some point, even at a faster rate than 2%, as it
is shown in the graph.

It is crucial to recognize that the implications of this straightforward NK
model have also lent support to recent reviews of monetary policy strategies
carried out by both the Federal Reserve, in 2020, and the European Cen-
tral Bank, in 2021. These reviews introduce a novel element: the possibility
of inflation surpassing the target after periods of zero interest rate policies.
The Federal Reserve has adopted an average inflation targeting approach of
2%, which means that periods of inflation persistently below 2% should be
followed by periods of inflation above the target. Meanwhile, the European

19. The FOMC announced that no increase in the federal funds rate target should be antic-
ipated so long as unemployment remained above 6-1/2 percent and inflation and inflation
expectations remained stable and near target.
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figure 9.6. Plot of p̃t = pt + θ−1(Ŷt − Ŷ e
t ) under optimal policy and under

the sub-optimal policy p̃t = p̃∗
t (whenever feasible) or it = 0 otherwise. The

price level targets p̃∗
t (sub-optimal) and p̄∗

t (optimal) are also plotted.

Central Bank has emphasized the symmetry of its quantitative inflation tar-
get of 2%, replacing the previous notion of staying “below (even if close to)
2%.” Despite the symmetric reference to 2%, the ECB’s new strategy recog-
nizes the significant asymmetry that comes into play when an economy is
“operating near the lower bound on nominal interest rates.” In such a sce-
nario, it becomes plausible to design a monetary policy stance that allows for
“a temporary period during which inflation moderately exceeds the target,”
implying a period in which the inflation rate exceeds 2% even in the medium
term.

9.6 Managing the Central Bank’s Reserves

Whereas much has been written on the guidance of interest rates during a
liquidity trap (see Section 9.5), not much has been said about the path and
timingof asset purchases.Theepisodeof the “taper tantrum” in June2013well
describes the uncertainty in the market perception of the timing of reduction
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in asset purchases, dubbed “tapering,” and in general of the withdrawal of the
stimulus in combination with the liftoff of the policy rate.20

Concerning the working of QE, this section investigates the theoretical
relevance of the alternative hypothesis to the portfolio-rebalancing theory,
namely the central bank reserves channel. According to the monetarist view,
an increase in reserves would trigger the creation of liquidity via financial
intermediaries and stimulate aggregate demand. Although the term “quanti-
tative easing” has been applied to almost all types of asset purchase programs
deployedby central banks around theworld during the last twodecades, it was
meant at the time of its first implementation, in Japan in 2001, to capture the
easing of central bank reserves.

The NK model of Chapter 8 is suitable for studying the relevance of
the easing or tightening of reserves, for it characterizes a banking channel
throughwhich reserves provide nonpecuniary benefits to intermediaries with
regard to some collateral/regulatory constraints. This section investigates the
implications of that model.

Following the analysis in Section 9.5, we can first consider the zero lower
bound constraint applied to the optimal policy problem presented in Section
8.6 of Chapter 8. The striking result is that the optimal liquidity policy is
unchanged with respect to the result in Section 8.6, i.e., it is set to the point
of satiating the liquidity needs of the economy. Therefore, all the other impli-
cations of optimal policy are also unchanged with respect to the analysis of
Section 9.5.21 Once the economy is at the satiation level, further increases of
central bank reserves are irrelevant. Clearly, reserves and tax policy, the drivers
of d, become relevant when satiation is not reached.

The role and dynamics of liquidity become more significant when it is
costly to vary it, such as in a context in which lumpsum taxes are not avail-
able. We reconsider themodel of Chapter 8 under this assumption, where the
only available tax is the distortionary tax on firms’ revenues. The overall sup-
ply of government liquidity, Bgt−1, is now directly related to the distortionary

20. “Taper tantrum” refers to the 2013 collective reactionary panic that triggered a spike in
U.S. Treasury yields, in response to the Federal Reserve’s announcement that it would begin to
scale back or “taper” its quantitative easing (QE) program.

21. When liquidity and goods complement each other in utility, there is some departure at
the exit of the liquidity trap, since variations in liquidity have direct effect on themarginal utility
of consumption.
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tax through the intertemporal resource constraint of the economy:

(1+ iXt−1)B
g
t−1

Pt
= Et

{ ∞∑
T=t

Rt,T

[
τTYT −TrT + iT − iXT

1+ iT
BgT
PT

]}
, (9.28)

in which Rt,T is the stochastic discount factor for real income, iX is the pol-
icy rate, P is the price level, i is the market nominal interest rate, Y is output,
and Tr is a nonnegative transfer. This equation replaces (8.18) of Chapter 8,
where τ is a distortionary tax on firms’ revenues, which is the opposite of the
subsidy τ s previously used.

Supplying liquidity, in this case, can lead to taxation-related distortions
that have the potential to impact overall welfare. As previously discussed in
Section 8.6 of Chapter 8, the optimal supply of liquidity is deemed to be
below the satiation level. This is because increasing it beyond this pointwould
necessitate significant distortions in taxation. In the following discussion, we
analyze the optimal government stabilization problem, employing a linear-
quadratic approach with approximations centered around the optimal steady
state. In this state, inflation is at the target level, and liquidity remains below
the satiation threshold.

The quadratic welfare-based loss function takes the form

LCBt0 = Et0
∞∑
t=t0

β t−t0
{
1
2
�xx2t + 1

2
�π(πt −π)2 + 1

2
�dd̂2t

}
(9.29)

for positive parameters�x,�π , and�d.22 Thepolicymaker should care about
the deviation of the output gap, x, inflation, π , and real liquidity (deposit), d,
from their steady state values. The only stochastic disturbances considered in
the following analysis are the preference shock ξ and the exogenous transfer
Tr.23

The optimal policy problem is subject to a modified AS equation with
respect to (8.20) in Section 8.5 of Chapter 8:

(πt −π)= κ[x+ψτ (τ̃ t − τ̃ ∗
t )]+βEt(πt+1 −π),

22. See Benigno and Benigno (2022).
23. Variations in the exogenously given transfer Tr are necessary for characterizing an equi-

librium in which all targets in the loss function are achieved absent the zero lower bound
constraint.
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which accounts for the time-varying effects of the distortionary tax on firms’
revenue, for a positive parameterψτ . The variable τ̃ t is defined as τ̃ t = τt − τ ,
in which τ is the steady state value of the tax rate, whereas τ̃ ∗

t represents a
combination of the shocks such that when τ̃ t achieves that value, output and
inflation can be stabilized at their respective targets.

The AD equation (8.25) simplifies to

xt = νρEtxt+1 − σνρ(ı̂Xt − Et(πt+1 −π)− ret )+ d−1
y (1− νρ)d̂t , (9.30)

for an appropriately defined (constrained) efficient real rate of interest, ret ,
which is a function of the shocks; νρ , σ , and dy are positive parameters.

An additional constraint of the optimal policy problem is the first-order
approximation of (9.28), which can be written as

d̂t−1 − (πt −π)− σ−1xt + (ı̂Xt−1 − ret−1)

= −ft + Et
∞∑
T=t
βT−t[bxxT + bτ (τ̃T − τ̃ ∗

T)+ bdd̂T], (9.31)

in which bx, bτ and bd are combinations of the primitive parameters of the
model; the variable f , as in Eggertsson and Woodford (2004), captures the
“fiscal stress,” which measures the extent to which full stabilization of output,
inflation, and liquidity at their targets implied by the loss function (9.29) is
not compatible with the intertemporal budget constraint of the government.
When ft = 0 at all times, it is feasible to reach all three targets provided the
movements in the efficient real rate of interest, re, do not imply violation of
the zero lower bound for the nominal interest rate.24 Indeed, when all tar-
gets in (9.29) are achieved, ı̂Xt = ret at all times. In contrast, when the efficient
real rate of interest, re, falls substantially, there could be violation of the zero
lower bound for the policy rate, iX; therefore a trade-off emerges between the
stabilizing of the relevant variables.

The analysis considers, therefore, how policy should be set when the only
constraint on the full stabilization of the relevant variables in (9.29) is given
by the existence of the zero lower bound on the policy rate.25

24. In this reasoning, we are considering zero values for the initial conditions d̂t0−1,
ı̂Xt0−1,r

e
t0−1. We could also allow for different initial conditions requiring, in this case, ft0 to

adjust appropriately.
25. Note that when the optimal supply of liquidity is close to eliminating the distortions in

themoneymarket, i.e., ν→ 0, the problemcollapses to exactly that analyzed byEggertsson and
Woodford (2004) in the standard New Keynesian model with distortionary taxes. Indeed, the
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We assume a shock that brings the efficient real rate of interest, re, from the
steady-state level of 2% to−4% at annual rates for twelve quarters.26

Figure 9.7 compares the optimal policy with sub-optimal policies in which
(i) the central bank sets inflation at the target, i.e., πt =π , whenever it is
feasible, and otherwise sets the policy rate to zero and (ii) the fiscal authority
keeps the tax gap τ̃ t − τ̃ ∗

t at a level that it expects to maintain indefinitely
without violating the intertemporal government budget constraint; that is, an
expected path of the tax gap such that Et(τ̃T − τ̃ ∗

T)= τ̃ t − τ̃ ∗
t for all T≥ t is

consistent with (9.31).
The second comparison is with the “constant liquidity policy.” In the latter,

fiscal policy moves the tax gap to fully stabilize liquidity at the steady state
while the monetary authority minimizes loss function (9.29) under the same
constraintsasinthegeneraloptimalpolicyproblem,butconsideringasgiventhe
path of the fiscal variables τ̃ − τ̃ ∗ and the fact that the intertemporal solvency
of the government is ensured by the tax policy. This better characterizes how
optimal policy would cope with the shock when liquidity is not used.

The figure shows the costs of the sub-optimal policy with respect to the
optimal one in terms of contraction in the output gap and inflation below the
target. The liftoff of the policy rate from the zero lower bound occurs exactly
at the time at which the shock vanishes. Optimal policy, instead, succeeds in
stabilizing inflation while keeping moderate variations in the output gap.

Wediscuss three important features of theoptimal policy and themanaging
of liquidity during zero lower bound episodes.

First, in line with the analysis in Section 9.5, optimal policy requires a stay
at the zero lower bound longer with respect to the duration of the shock.
In the figure, the interest rate remains at the zero lower bound for one addi-
tional quarter. Note that the liquidity channel in the AD equation implies
a shorter stay at the zero lower bound than under a “constant liquidity pol-
icy,” in which, to compensate for the lack of this instrument, the interest rate

AD equation boils down to the standard one, in which liquidity does not affect, directly, aggre-
gate demand. The AS equation is already the same as in their framework, as are the parameters
�x and�π in loss function (9.29).Withν→ 0,�d goes instead to zero asdoesbd in constraint
(9.31); bx and bτ also approach the same values as in Eggertsson andWoodford (2004).

26. The model is calibrated quarterly. The following parametrization is used:
β = 0.995, κ = 0.02, σ = 0.5, σd = 0.1367, ν= 0, 01, θ = 10, η= 0.47, ψτ = 0.5068,
�x = 114.9313,�π = 1117.64,�d = 0.8750, bx = 0.1367, bτ = 0.0050, bd =−0.313. Infla-
tion target π is set at a 2% annual rate; ν is set at 0.01 to imply a 4% spread at annual rates in
money markets, similar to the values observed at the onset of the 2007–2008 financial crisis.
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figure 9.7. Responses of output gap, inflation, interest rate on reserves, real
liquidity (deposit), and tax rate to a negative shock to the natural rate of interest
with a duration of twelve quarters. Comparison between optimal policy and
sub-optimal rules. Variables are in %. Interest rates and inflation at annual rates.
Real liquidity is in % deviations from the steady state. Tax rate is in percentage
points and in deviations from the steady-state value.

stays one quarter longer at the zero lower bound. With respect to the for-
ward guidance studied in the previous section, a model in which government
liquidity influences directly aggregate demand implies an early liftoff of the
policy rate.

The second feature of optimal policy is the path followed by liquid-
ity, which increases at the beginning of the trap. Then, liquidity gradually
peaks and remains elevated at the time at which the shock vanishes. The
majority of the withdrawal occurs precisely at the liftoff of rates, followed
by a gradual reduction. As shown in the figure, optimal policy requires a
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reversal of liquidity to the steady-state values, unlike what happens under the
sub-optimal policy in which liquidity persistently remains high.27 Moreover,
the increase of liquidity during the trap is not much more than under sub-
optimal policies, because of the success of the optimal policy in stabilizing
inflation and output. Indeed, the fall in the output gap under the sub-optimal
rules produces lower revenues from taxes, which lead to a large accumulation
of public liabilities. With respect to QE, the framework implies that it should
be used during a liquidity trap, but then withdrawn as conditions normalize,
and the central bank’s balance sheet returns to initial conditions.

The third result is the use of the tax policy that should be lowered at the
beginning and at the end of the trap: at the beginning to raise the supply of
government liquidity, at the end to mute the overshooting of inflation with
respect to the target through the AS equation.28

9.7 Other Channels for Unconventional
Monetary Policies

The responses of central banks to the 2007–2008 financial crisis and the
COVID-19 pandemic extended beyond their traditional macroeconomic sta-
bilization role,whichprimarily involvedusing rate cuts and innovativepolicies
to reduce long-term interest rates. These two significant crises revived the
more traditional role of central banks as lenders of last resort. Interestingly, the
Federal Reserve was originally established for precisely this role. In Decem-
ber 1913, after years of bank crises and runs, President Woodrow Wilson
signed the Federal Reserve Act into law, granting the Federal Reserve the
authority to conduct monetary policy for the nation and maintain the sta-
bility of the financial system, including containing systemic risk in financial
markets.

Bagehot (1873) effectively outlines how central banks should address
financial panics. The central bank should provide unlimited lending at a
penalty rate relative to the risk-free rate to any entity in the economy. Loans

27. In contrast to Eggertsson andWoodford (2004), public liabilities do return to the initial
steady state in this framework, because there is an optimal steady-state value of liquidity.

28. The initial tax rate reduction during the zero lower bound episode contrasts with the
finding of Eggertsson and Woodford (2004), in which the tax rate rises, but where liquidity
does not have a stabilizing role in the economy. It would re-emerge in this context also for low
values of ν.
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should be granted in exchange for collateral, which should be evaluated as
“good” under normal conditions. A crucial aspect of this proposal is the
valuationof collateral undernormal conditions rather thanunder stress, as this
can be used to differentiate between solvency and insolvency when providing
assistance.29

Through these interventions, the central bank can prevent the illiquidity
issues of financial intermediaries from resulting in their bankruptcy. The cen-
tral bank, as the issuer of currency and risk-free liabilities, plays a crucial role
in averting systemic financial crises.

Central banks have long had the discount window as a lender-of-last-resort
tool. However, the complexity of financial crises has necessitated the use of
additional instruments. Over time, central banks have become the “buyers of
last resort” (Bernanke, 2022, p. 136).

During severe financial stress, intermediaries may witness a deterioration
in the quality and value of their assets, leading to stricter margin requirements
on their funding. This raises funding costs and could result in asset liqui-
dation. In cases of systemic risk, this could trigger fire sales across multiple
intermediaries, further deteriorating asset quality and exacerbating funding
problems. Central banks can step in by purchasing the assets of intermediaries
or supplying them with low-rate liquidity, reducing collateral requirements,
and accepting assets under stress as collateral. Section 10.5 of Chapter 10
theoretically explains how these policies can mitigate the adverse effects of a
financial crisis on aggregate demand.

One complexity of the 2007–2008 financial crisis was its connection to the
shadow banking system, which was not eligible for direct lending from the
Federal Reserve. One of the initial measures taken was to lend outside the tra-
ditional banking systemby invoking Section 13(3) of theFederal ReserveAct,
which allows such lendingunder extraordinary circumstances. Eventually, this
provision was extended to lend to nonfinancial borrowers as well. The Com-
mercial Paper Funding Facility aimed to provide loans to corporations, while
the TermAsset-Backed Securities Loan Facility (TALF) lent to investors pur-
chasing credit securities. The Fed also launched the Money Market Mutual
Fund Liquidity Facility (MMLF), which lent to banks against collateral they
purchased from prime money market funds that invest in Treasury securities
and short-term corporate commercial paper.

29. A collateral evaluated under stress conditions would reflect an unnecessarily low quality
due to panic.
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All of the aforementioned programs, once again invoking Section 13(3),
were reactivated during the coronavirus pandemic. In addition to these,
numerous other programs were initiated to provide direct assistance to small
businesses, households, and local and state governments. Among these, the
Main Street Lending Program, introduced in April 2020, aimed to support
small andmedium-sizedbusinesses.ThePaycheckProtectionProgram(PPP)
played a vital role in helping businesses maintain their workforce during the
lockdowns. The central bank’s interventions were instrumental in prevent-
ing foreclosures and bankruptcies. This time, the impact began with the real
economy (Main Street) and extended to the financial economy (Wall Street).
Indeed, the economic repercussions of the pandemic shock initially affected
MainStreet, asmanybusinesses struggled to cover their fixed costs andpayroll
expenses due to the lockdowns.

Figure 9.4, in the left-hand side panel, shows the size of these programs
in relationship with the overall asset purchase programs, pointing out their
importance during the financial crisis and the pandemic.

Figure 9.8 provides evidence of the surge in credit spreads during the
financial crisis and the pandemic, at both short and long maturities, and the
effectiveness of the government programs in reducing them.

Chapter 11will explore another scenario where unconventional openmar-
ket operations can be effective—when the economy faces a liquidity crunch
and a shortage of “safe assets.” These are private or government debts that
offer liquidity services, serving as collateral or easily exchangeable assets. The
2007–2008financial crisis revealed the existence of a class ofmoney-like secu-
rities within the shadow banking system. These securities, initially perceived
as safe, lost not only their value but also their ability to provide liquidity
services during the crisis, impacting the real economy.

Chapter 11 suggests how a liquidity crunch can have real economic conse-
quences, leading to a contraction of economic activity. The central bank can
address this issue by providing high-quality assets, as its reserves are inher-
ently risk-free. An expansion of reserves can naturally counter the shortage of
“safe assets” during a liquidity crisis.

In response to the financial crisis, as previously discussed, the U.S. gov-
ernment increased both the direct supply of public liquidity and its support
for the liquidity provided by private intermediaries. Thesemeasures included
the Federal Reserve’s asset purchase programs, raising the deposit insurance
limit, and theTemporary LiquidityGuarantee Programoffered by the Federal
Deposit Insurance Corporation (FDIC).
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figure 9.8. Credit Spreads. Short-term spread: differential between 3-month
commercial paper interest rate and 3-month Treasury interest rate. Long-term
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of the Federal Reserve System (U.S.) and Ice Data Indices, LLC; ICE BofA BBB
US Corporate Index Effective Yield retrieved from FRED, Federal Reserve Bank of
St. Louis.
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10
Deleveraging andCredit Crunch

10.1 Introduction

The analysis in Chapter 9 left unanswered the question of what triggers the
shock that can push the economy into a liquidity trap. The driver was indeed
of apure exogenous source related to a shift in the intertemporal preferencesof
households, implying more patience and incentive to save. After the financial
crisis, economic literature began to model in greater detail how the economy
finds itself at the zero bound. This literature primarily focuses on two narra-
tives.One powerful narrative suggests that the source of the shock is a delever-
aging cycle on the household side (for theoretical contributions inspired by
the crisis, see, for example, Eggertsson and Krugman, 2012, while Mian and
Sufi, 2011, provide extensive empirical evidence for this mechanism).

Another powerful narrative traces the origin of the crisis to turbulence
in the banking sector (see, for instance, Curdia and Woodford, 2010, 2011;
Gertler and Karadi, 2011; and Gertler and Kiyotaki, 2010).

Let us start by exploring the narrative of household debt deleveraging. It
begins with a phase of excessive optimism about debt, during which debtors
borrow and spend aggressively by accumulating debt, a process referred to as
leveraging. Since one person’s debt represents another’s asset, creditors must
be encouraged to spend less, often through adjustments in real interest rates.
Then comes the “Minskymoment,” as described by Eggertsson andKrugman
in 2012. This is the point where people realize that things have gone too far.
They come to understand that the newly issued debt may not be sustainable,
and the economy transitions from a period of leveraging to deleveraging. In
other words, overextended agents must now repay their debt.

The challenge lies in the asymmetry of this process. The central bank may
not be able to significantly reduce interest rates to induce enough spending

242
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among those who are not heavily indebted due to the zero bound. Hence,
one way to explain a decline in the natural rate of interest is to suggest that
debtors are trying to deleverage rapidly, requiring the real interest rate to fall
to negative levels to encourage savers to spend enough to sustain full employ-
ment. A negative natural rate of interest canmake the zero lower bound on the
nominal interest rate binding.

Now, let us shift our focus to the banking turbulence narrative. In this sce-
nario, a crisis unfolds in the interbank market, leading to increased funding
costs for banks. Such a crisis may result from a shock to the banks’ capital
or the need to reduce leverage ratios. During stressful periods, banks’ capital
constraints tighten, making them less willing to lend, which, in turn, trig-
gers an economic downturn. Interestingly, themechanism throughwhich this
impacts the macroeconomy shares significant similarities with the household
debt-deleveraging story.

This chapter demonstrates that both narratives are consistent with the
same movements in spreads in the credit market, particularly between lend-
ing and borrowing rates. Whether it is debt deleveraging or a credit crunch,
both scenarios lead to an increase in the spread and a fall in the natural,
frictionless real rate of interest. By incorporating these insights into a multi-
agentNewKeynesianmodel, interesting implications emerge—spreads in the
creditmarket serve as sources ofmovements in the natural real rate of interest,
the one that is compatible with stabilization of output at potential and infla-
tion at the target. An increase in the spread lowers this real rate of interest and
requires the policy rate to fall for stabilization purposes, facing the zero lower
bound limit.

The main implication is that decisions about the policy rate should con-
sider changes in credit market conditions as reflected in credit spreads. A
second important aspect highlighted here is that the spread itself is endoge-
nous, influenced bymacroeconomic and financial conditions, aswell as policy
variables. Financial conditions encompass considerations related to the bal-
ance sheets of intermediaries and borrowers. For the former, this involves
factors like frictions in raising equity to absorb potential losses, while for the
latter it relates to their ability to repay debt, which depends on their current
and future income as well as the prevailing credit conditions.

The central bank, through adjustments to the policy rate, can impact the
macroeconomic and financial conditions that drive the spread, ultimately
affecting the spread itself. However, it can go even further by implement-
ing unconventional credit easing policies, similar to those employed during
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the 2007–2008 financial crisis. These policies act on the balance sheets of
intermediaries and borrowers, improving the determinants of the spread and
leading to its reduction. Such policies becomeparticularly necessarywhen the
central bank reaches the zero lower bound on the policy rate. In general, both
conventional andunconventional policies canhelpmitigate the increase in the
spread, thus reducing themagnitude of the initial disturbance that pushed the
economy into a liquidity trap. Consequently, the natural rate of interest falls
to a lesser extent. Improving conditions in credit markets not only have finan-
cial consequences but also enhance the stabilization of inflation and output
following severe financial conditions.

Considering all these factors suggests the importance of financial condi-
tions within the standardmonetary policy framework of an inflation targeting
central bank.

This chapter complements Chapter 8 by emphasizing the transmission of
monetary policy through a credit channel, in addition to the liquidity chan-
nel emphasized there. It also highlights the complexity of the various interest
rates toward which monetary policy aims to operate in its macroeconomic
stabilization efforts, both in credit and money markets. This is in contrast
to the unrealistic assumption of a single interest rate in the benchmark New
Keynesian framework of Chapter 5.

10.2 Outline of the Results

This chapter introduces the heterogeneus-agent model in the New Keyne-
sian framework by modelling two types of agents, savers and borrowers.
Sections 10.3 and 10.4 show that a forced reduction in debt or in loans can
be the source of shock that brings the natural real interest rate to negative
territory. More generally, movements in the natural rate of interest can be
driven by spreads in credit market rates, which depend among other fac-
tors on macroeconomic conditions and monetary policy, as Section 10.5 will
show. The endogeneity of the natural, frictionless rate of interest to policy
gives room to monetary policy in taming the duration of liquidity traps also
through the use of unconventional credit-easing policies. A heterogenous-
agent model implies a welfare-based objective function that accounts also for
variations in consumption across agents, which is why the monetary policy-
maker should also care about the distributional consequences of shocks and
policy.
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10.3 Debt Deleveraging

This chapter refers to Eggertsson and Krugman (2012) in analyzing debt
deleveraging, using first a very simplified endowment economy and then
adding nominal rigidities and the endogenous output.

Consider an economy inhabited by two agents, each of which obtains a
constant endowment 1/2 · Y and has preferences represented by

Et0
∞∑
t=t0

(β j)t−t0 logCj
t , (10.1)

for each j= s, b, in which s denotes savers and b denotes borrowers, with
savers being more patient than borrowers, that is, β s>βb. The flow budget
constraint of each agent j is of the form

Bjt = (1+ rt−1)B
j
t−1 −Cj

t +
1
2
Y , (10.2)

in which Bjt denotes real assets and rt−1 is the real interest rate set in period
t− 1. The debt outstanding at time t, a negative Bj, together with its interest
payment, is bounded by a threshold Bhigh, and therefore

−(1+ rt−1)B
j
t−1 ≤Bhigh ≤ 1

2
β

1−β Y .

The overall debt outstanding at time t, represented by−(1+ rt−1)B
j
t−1, can-

not exceed threshold Bhigh. Moreover, the term after the second inequality
represents the natural debt limit, i.e., the maximum amount of debt that the
agent can repay with certainty (see Chapter 1). Note that we are setting
β s =β .

The first-order condition for the optimal consumption plan implies the
Euler equation

1

Cj
t
≥β j(1+ rt)Et

{
1

Cj
t+1

}
, (10.3)

which holds with inequality in the event the borrowing limit is binding at
time t.

Let us consider a steady state of themodel. Since borrowers aremore impa-
tient than savers, they would like to borrow more and, therefore, they will hit
the borrowing constraint in the steady state. The Euler equation (10.3) is not
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binding for borrowers but only for savers, from which we see that the steady
state real interest rate is represented by 1+ r= 1/β .

Since borrowers are at their borrowing limit, their steady state consump-
tion is represented by

Cb = 1
2
Y − r

1+ r
Bhigh,

while that of the savers is specularly represented by

Cs = 1
2
Y + r

1+ r
Bhigh.

We now consider the following experiment. The economy is in the above
steady state. At time t a deleveraging shock occurs that forces debtors to repay
their debt. Bhigh goes to a lower threshold Blow, with Bhigh>Blow.

At time t+ 1, the economy reaches the new steady state, and consumption
of borrowers and savers is now

Cb
t+1 = 1

2
Y − (1−β)Blow,

Cs
t+1 = 1

2
Y + (1−β)Blow.

Note that in the short run, i.e., at time t, consumption of the borrowers can be
obtained by flow budget constraint (10.2), and therefore

Cb
t = 1

2
Y + Blow

1+ rt
−Bhigh.

We can obtain consumption of savers using short-run goods market equilib-
rium Cb

t +Cs
t = Y , and therefore

Cs
t =

1
2
Y +Bhigh − Blow

1+ rt
.

Inserting the short- and long-run consumption of savers into the Euler equa-
tion (10.3) between t and t+ 1, we can solve for the short-run real rate

1+ rt = 1
β

1
2Y +Blow
1
2Y +Bhigh

<
1
β
,

which falls below the initial value, and under a sufficiently high deleveraging
shock, i.e., βBhigh −Blow> Y(1−β)/2β , goes below zero.
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An economy under debt deleveraging requires a very low real interest rate.
The reasoning is that, to deleverage, borrowers are saving to pay off their debt,
and this reduces their consumption. In order formarkets to clear at full capac-
ity, savers should make up the lower consumption of borrowers. To induce
savers to consume more, the real rate should go down. This real rate, in our
model, is the frictionless one. When there are nominal rigidities, the market
real rate can be different from the one that clears the market. It can be too
high. Deleveraging can then be a source of shock that brings the economy to
the zero lower bound and creates a slump when there are nominal rigidities,
as discussed in Chapter 9.

The model can further be expanded by including endogenous output and
stickyprices, as in thebenchmarkNKmodel, andcanbeanalyzedalso through
an AS-AD graphical formulation. Let us now consider that the mass of savers
is χ while that of borrowers is 1−χ . Intertemporal utility is represented by

Et0
∞∑
t=t0

(β j)t−t0(U(Cj
t)−H(Ljt)) (10.4)

for j= b, s, with b again denoting the borrowers and s the savers; U(·) is the
usual concave function of consumption C, and H(·) is a convex function of
labor L.

The flow budget constraint is of the form

Bjt = (1+ it−1)B
j
t−1 − PtC

j
t +Wj

tL
j
t +�t −Tj

t , (10.5)

in which now Bjt denotes nominal assets held by consumer of type j.
Wages,Wj, and labor,Lj, arenowspecific to the typeof agent. Firms’ profits,

�t , are distributed in equal shares among agents; Tj
t are lumpsum taxes, Pt is

the price of goods, and it is the risk-free nominal interest rate. As in the simple
model outlined above, there is a limit on the amount of real debt that can be
borrowed, which can be interpreted as the threshold under which debt can be
considered safe:

− (1+ rt)
Bjt
Pt

≤ B̄. (10.6)

This borrowing limit applies in each period, and rt is the real interest rate.
As before, we assume a deleveraging experiment through a reduction of the
threshold B̄ from Bhigh to Blow.

Households choose consumption and labor to maximize utility (10.4)
under flow budget constraint (10.5), taking into account debt limit (10.6).
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We now derive the AD equation. Consider the Euler equation of savers
under perfect foresight,

exp(−zCs
t)=β(1+ it)

Pt
Pt+1

exp(−zCs
t+1);

taking the logs,

Cs
t =Cs

t+1 − σ̃ [ln(1+ it)−πt+1 − β̃], (10.7)

where πt+1 = ln Pt+1/Pt , β̃ = − lnβ , and σ̃ ≡ 1/z. Notice that Cs
t is in

level because we assume exponential utility in consumption, i.e., u(Cj)=
1− exp(−zCj) for some positive parameter z. Using the aggregate resource
constraints Yt =χCs

t + (1−χ)Cb
t in (10.7), the AD equation follows as

Yt = Yt+1 −χσ̃ [ln(1+ it)−πt+1 − β̃]+ (1−χ)(Cb
t −Cb

t+1),

which can also be written as

Ŷt = Ŷt+1 −χσ [ı̂t − (πt+1 −π)]+ (1−χ)
(
Cb
t −Cb

t+1
Y

)
, (10.8)

showing that the difference between short- and long-run consumptions of
the borrowers acts as a shifter in the AD schedule.1 In particular, if deleverag-
ing sharply reduces short-run consumption for the borrowers, this decreases
aggregate demand. To complete the characterization of the AD equation, we
need to solve for the consumption of the borrowers. We use flow budget
constraint (10.5) and make the following assumptions: borrowers are always
constrained by their debt limit, Bhigh at time t− 1 and Blow after and includ-
ing time t; and the real interest rate is at the steady state r after and including
time t+ 1. Given these two assumptions and using (10.5), we obtain that
consumptions at times t and t+ 1 are respectively represented by

Cb
t = − (1+ it−1)

(1+ rt−1)

Pt
Pt−1

Bhigh + Blow

1+ rt
+ Yt −Tb

t

and

Cb
t+1 = − (1+ it)

(1+ rt)
Pt+1

Pt
Blow + Blow

1+ r
+ Yt+1 −Tb

t+1,

1. Again, variables with a hat are log-deviations with respect to the steady state, whereas
ı̂t = ln(1+ it)/ ln(1+ i). Moreover, note that ln(1+ i)= β̃ +π , where i andπ are the steady
states of interest rate and inflation. Finally, σ ≡ σ̃ /Y = 1/zY .
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where we have anticipated a result that we are going to explain later, i.e.,
Wj

tL
j
t +�t = PtYt at any point in time. We can approximate the above two

equations around the initial debt position and substitute them in (10.8) to
derive the short-run AD equation in its final form:

Ŷt = EtŶt+1 −ϕr[ı̂t − (pt+1 − pt −π)]+ (1−χ)
χ

[b̂t + b(pt − p∗)]

− (1−χ)
χ

(T̂b
t − EtT̂b

t+1), (10.9)

where the parameter ϕr is nonnegative and defined as ϕr ≡ [σχ + (1−χ)
bβ]/χ . We have used the following definitions: b≡Bhigh/Y , T̂b

t = (Tb
t −

Tb)/Y , and b̂t = (Blow −Bhigh)/Y , where Y is the steady-state level of output
and pt is the log of the price level at time t, with πt ≡ pt − pt−1.

In general, there are two new channels pushing the slope of the AD equa-
tion in different directions with respect to the negative one in Chapter 6.
On the one hand, an increase in the current price level, with everything else
being equal, raises the current real rate, lowering the amount of debt that
borrowers can borrow in the short run, and therefore lowering their short-
runconsumptionanddecreasing aggregatedemand.Through thismechanism
the AD equation becomes flatter. This channel is reflected by the parame-
ter ϕr on the first line of (10.9), which is now higher than σ because of this
additional channel. On the other hand, an increase in the current price level
reduces the real value of the current debt and therefore raises the short-run
consumption of the borrowers and expands aggregate demand. This is due
to the Fisher effect (Fisher, 1933) throughwhich prices affect the real value of
nominal debt. This channel is reflected by the positive parameter (1−χ)b/χ
on the first line of (10.9). This second channel prevails over the first, since the
combined effect (1−χ)b(1−β)/χ is positive. Therefore, for a given σ , the
presence of debt-constrained agents makes AD steeper than in the previous
model. Interestingly, the curve can now slope upward conditional on long-run
inflation policies, as we will soon see.

Turning now to theAS equation, let us consider the labor supply of house-
holds at the point atwhich themarginal rate of substitution between labor and
consumption is equal to the real wage for each type of agent:

Hl(L
j
t)

Uc(C
j
t)

= Wj
t

Pt
. (10.10)
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First, it is key to observe that the natural rate of output coincides with
(5.29) in a log-linear approximation. To this end, consider that there is a
continuum of firms, of measure one, producing the differentiated goods with
production functionY =AL, wherenowL is the aggregatorof the two typesof
labor, L= (Ls)χ (Lb)1−χ , and A is labor productivity. Given this technology,
labor compensation for each type of worker is equal to total compensation
WjLj =WL, where the aggregate wage index is appropriately represented by
W = (Ws)χ (Wb)1−χ , as Benigno, Eggertsson, and Romei (2020) show. Let
us assume the isoelastic disutility of working,H(Lj)= (Lj)1+η/(1+ η). Tak-
ing a weighted average of (10.10), for j= s, b, with weights χ and 1−χ
respectively, it follows that

Lηt
exp[−z(χCs

t + (1−χ)Cb
t )]

= Wt

Pt
, (10.11)

using the assumption of exponential utility with respect to consumption.
Equation (10.11) represents an aggregate labor-supply equation. It can be fur-
ther simplified by using the production function,Yt =AtLt , and the aggregate
resource constraint, Yt =χCs

t + (1−χ)Cb
t , to obtain

(Yt/At)η

exp[−zYt] = Wt

Pt
. (10.12)

In the flexible-price allocation, prices are set as a markup (μ) over marginal
costs Pt =μtWt/At , and therefore the natural level of output is implicitly
defined by

(Yn
t /At)η

exp[−zYn
t ]

= At
μt

,

which in a log-linear approximation coincides with (5.29), having set public
expenditure to zero,Gt = 0.

Given this result, the AS equation is going to be of the same form as in
(5.27). To simplify the analysis, we make assumptions about the economy
being in a stationary equilibrium in the long run. Assume that πT =π for
each T≥ t+ 1, which through the AS equation implies that output will be at
the natural rate for each T≥ t+ 1. Under these assumptions, the time-t AD
equation can be written as

Ŷt = Ŷn
t+1 −ϕr ı̂t − 1−χ

χ
(T̂b

t − T̂b
t+1)+

1−χ
χ

[b̂t + b(pt − p∗)],
which againdescribes a relationshipbetween current output andprices,where
now the slope can change in an interesting way because of the presence of
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figure 10.1. Deleveraging shock: the ADmoves to AD′ and equilibrium
from E to E′. Lowering the nominal interest rate can bring AD′ to AD′

0 and
equilibrium to E′′.

debt-constrained agents. Given that inflation is anchored at the target after
and including period t+ 1, the slope becomes positive.

Here, lower prices unambiguously increase the real value of debt, reduc-
ing the consumption of the borrowers and therefore aggregate demand and
output.

In Figure 10.1, we plot the AD equation in its new upward-sloping version
togetherwith theAS equation.2 Several interesting implications can be drawn.
Deleveraging, interpreted as a reduction in the amount of debt that can be
considered safe, acts as a left-shifter of the AD equation, as is shown in (10.9)
by a negative b̂. This is depicted in the figure with the shift in theAD equation
that takes the economy from equilibrium E to E′, where it experiences a fall in
prices and output.

2. The AS equation is assumed to be flatter than the AD equation for the stability of the
equilibrium.



252 deleveraging and credit crunch

Yt

pt

E

AS

AD

E ʹ

AD ʹ

ASʹ

Eʺ

ˆYn
tˆ

p*

figure 10.2. Paradox of “toil”: the deleveraging shock shifts AD upward into
AD′, the equilibriummoves from E to E′. A downward shift of AS into AS′
aggravates the situation and equilibriummove to E′′.

Themagnitude of the shock can be such as to throw the economy into a liq-
uidity trap, where lowering interest rates to zero does not return the economy
to the initial equilibrium, as discussed in Section 9.1 of Chapter 9. At most,
conventional monetary policy can push the economy up to equilibrium E′′.

Eggertsson and Krugman (2012) identify in this the Keynesian paradox of
thrift, for which a higher savings rate for borrowers, which is used to pay off
debt, decreases aggregate demand and output and in the end results in lower
savings. There is another paradox of “toil,” since a downward movement of
the AS equation, which in normal conditions would be expansionary, is here
contractionary, as shown in Figure 10.2.

This shift can be driven by a temporary increase in productivity or a fall
in the markup. After the contraction in aggregate demand, if the AS equation
shifts down to AS′, then the economy experiences a further contraction.

Finally, there is also the paradox of “flexibility,” in which more price flex-
ibility, a steeper AS equation, leads to a larger contraction in output when
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deleveragingoccurs. Indeed, the larger fall inpricesdepressesdemandbecause
it inflates the stock of debt to be repaid.

More insights can also be drawn on how to escape from the liquidity
trap. The solution provided in the previous section—raising the future price
level—applies here in a reinforced way since the parameter ϕr in (10.9) is
larger than before. By increasing the future price level, the real rate falls and
savers increase their consumption. At the same time, the fall in the real rate
provides a relief for borrowers in the short run, pushing up their consumption.
Policies that increase the long-run output level are also expansionary, shifting
the AD equation to the right.

10.4 The Credit Crunch

This section discusses the alternative narrative of the aftermath of the 2007–
2008 financial crisis, concentrating on turbulences in the banking sector. The
crisis originated in the financial sector because of an increase in the riskiness of
home borrowers, which resulted in a deterioration of the quality of mortgage-
backed securities held by financial intermediaries and sparked doubts on their
solvency. In turn, these doubts raised the costs of funding intermediaries in
both interbank and bond markets. This shock triggered the need for banks
to raise more equity or to lower their leverage. The banks’ capital constraint
tightened during this period of stress, making banks less willing to lend, and
thus triggering a downturn.

The mechanism at work here starts from a shock on the banking sec-
tor, which triggers a reduction in lending to the economy. To address this
mechanism, we can use the simplified framework presented in Section 10.3.

There are still two agents, borrowers and savers, with preferences (10.1)
and budget constraint (10.2). The limit on debt is now amended with an
upper bound also on the lending side,

Lhigh ≥ (1+ rt−1)B
j
t−1 ≥ −Bhigh ≥ −1

2
β

1−β Y ,

representing a limit on the maximum amount that lenders are willing to
supply, in which now Bjt denote real assets held by consumer of type j. Let
us start from a steady state of the economy, in which this lending limit is not
binding, i.e., Lhigh>Bhigh. Given the different discount factor in preferences,
borrowers are at their borrowing limit. As discussedbefore, in this steady state,
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the real interest rate, let’s say the savings real rate rs, is determined by the Euler
equation of savers and represented by

1+ rs = 1
β
.

It is useful for the analysis that follows to distinguish between the saver’s and
the borrower’s real rates. Although borrowers are not in the Euler equation,
we can still use it to characterize a shadow borrowing rate. We insert steady-
state consumption of borrowers into (10.3) to obtain the shadow borrowing
rate

1+ rb = 1
βb
> 1+ rs,

which is then higher than the savings rate. In the initial steady state, there is a
spread between borrowing and savings rates, which is justified by the different
levels of their patience.

Let us assume that due to turbulence in the banking sector, there is a
shock at time t driving down the maximum amount of lending from Lhigh to
Llow, with Llow<Bhigh. At time t+ 1, the economy reaches the new steady
state. Since now savers are constrained by the maximum amount of lend-
ing, given that Llow<Bhigh, this level also determines debt in the economy.
Consumption of borrowers and savers, in the long run, is represented by

Cb
t+1 = 1

2
Y − (1−βb)Llow,

Cs
t+1 = 1

2
Y + (1−βb)Llow.

Note that the relevant discount factor to price the real rate in the long run is
the discount factor of borrowers, since savers are constrained.3

In the short run, i.e., at time t, consumption of savers can be obtained by
flow budget constraint (10.2) using their starting asset position Bhigh and the
long-run position Llow,

Cs
t =

1
2
Y − Llow

1+ rbt
+Bhigh,

3. Note that the Euler equation (10.3) of savers now holds with a reverse inequality sign,
i.e.,≤ instead of ≥. When the constraint on lending is binding, it holds with a strict inequality
sign<.
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while we obtain consumption of borrowers through the short-run equilib-
rium in the goods market, Cb

t +Cs
t = Y , and therefore

Cb
t = 1

2
Y + Llow

1+ rbt
−Bhigh.

Note that the “market” real rate, in the short run, is that of the borrowers, since
theirEuler equation is binding. Inserting the short- and long-runconsumption
of borrowers into theEuler equation (10.3)with equality, between t and t+ 1,
we can solve for this short-run real rate:

1+ rbt = 1
βb

1
2Y − Llow
1
2Y −Bhigh

>
1
βb

.

Since Llow<Bhigh, the short-run real rate rises above the initial level. A nega-
tive shock on lending leads to an increase in the rate faced by borrowers.

It is interesting to evaluate the “shadow” savings rate, the one implied by
the Euler equation of savers. By inserting the consumption of savers at times t
and t+ 1 into (10.3), we obtain

1+ rst =
1
β s

1
2Y + Llow
1
2Y +Bhigh

+ 1
1
2Y +Bhigh

(
1+ rst
1+ rbt

− β
b

β s

)
Llow. (10.13)

Note that the right-hand side of the above equation is an increasing function
of (1+ rst) and is positive when evaluated at r

s
t = −1 and less than 1/β s when

evaluated at (1+ rst)= (β s)−1. It follows that the time-t “shadow” savings rate
is below 1/β s, and therefore it has fallen below the initial steady state level.

Indeed, while the borrowing rate increases above the initial value 1/βb, the
spread between borrowing and savings rates widens because of the contrac-
tion in lending, and therefore the second addendum on the right-hand side
of (10.13) becomes negative, consistently with a low savings rate. Savers need
to cut their lending to borrowers. They have to save less and consume more.
For this to be an equilibrium with a constant aggregate endowment, borrow-
ers should borrow less and consume less. The real rate faced by borrowers
should then rise to discourage their borrowing. The key point is to under-
stand that the same exactmovements in savings and borrowing rates occurred
under the deleveraging shock in Section 10.3. In that case, too, the “shadow”
real rate on borrowingwas increasingwhile themarket real rate on savingswas
falling.
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Lending or deleveraging shocks are isomorphic. Although the two shocks
originate from different mechanisms, they both imply the same widening of
the spread between borrowing and lending rates, with the borrowing rate
increasing and the savings rate falling. In the case of a large shock, the savings
real rate can go below zero and the economy can enter a liquidity trap.

The above stylized model can also be used to discuss some other possible
sources of variation in the spread between the rate faced by borrowers and
that at which savers are willing to lend. As we have seen, a different rate of
time preference between borrowers and savers can itself justify a spread and a
variation in the borrowing or lending capacity. Variation in income can also
be important for explaining the spread. Suppose that there is a temporary
increase in Y affecting both agents equally. If the constraint on borrowers is
tight, they will consume all the additional income, whereas savers will like
to save more. Since borrowers cannot exceed their borrowing limit, the real
rate faced by savers should fall to stimulate their consumption and discourage
saving. The shadow borrowing rate will also fall in the same proportion and
the spread will remain unchanged. Different is the case in which the variation
of income is unequal or when there are zero-sum transfers between the two
agents. The spread can change in this case. Suppose that income temporarily
rises for borrowers and falls for savers. Borrowers are going to fully consume
their income while savers are going to borrow and reduce their asset hold-
ings. To achieve a goods market equilibrium, the savings rate should rise to
discourage savers from borrowing. Note also that the borrowing rate falls and
therefore the spread decreases.

10.5 A General Framework

Theabove analysis has shown that in aheterogenous-agentmodel there canbe
different interest rates related to borrowing or lending positions in the credit
market, which are affected by factors in financial markets or, in general, by
macroeconomic variables. In practice, savers and borrowers do not interact
directly in creditmarkets. Instead, financial intermediaries channel funds from
savers to borrowers and the spreadbetween the lending anddeposit ratesmea-
sures themarginal profitability of their activity. Before providingmore details
on this intermediation activity, let us consider a two-agent model in which
preferences are still given by (10.4). Savers and borrowers are now no longer
constrainedbydebtor asset limits and therefore the stochasticEuler equations
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hold with equality,

exp(−zCs
t)=β s(1+ ist)Et

{
Pt
Pt+1

exp(−zCs
t+1)

}
, (10.14)

exp(−zCb
t )=βb(1+ ibt )Et

{
Pt
Pt+1

(1−ωt+1) exp(−zCb
t+1)

}
, (10.15)

in which we have assumed exponential utility of consumption; different rates
of time preference, βb and β s; and different nominal interest rates between
savers and borrowers, ist and ibt . The exponential utility is still a convenient
assumption for aggregation purposes. The important difference with respect
to the previous analysis is that the debt of the borrower is subject to a ran-
dom rate of default, ωt+1 ∈ [ωmin,ωmax], with 0<ωmin<ωmax< 1, which
is therefore incorporated into the Euler equation. Taking a log-linear approx-
imation of the above equations, we obtain two linear Euler equations of the
form

Cs
t = EtCs

t+1 − 1
z
(ı̂st − Et(πt+1 −π)),

Cb
t = EtCb

t+1 − 1
z
(ı̂bt − Etω̂t+1 − Et(πt+1 −π)),

where all variables have been previously defined, and now Etω̂t+1 represents
the expected variations of the default rate from a steady-state level. These two
equations can now be easily aggregated, noting that Yt =χCs

t + (1−χ)Cb
t ,

where the mass of savers is again χ , while that of borrowers is 1−χ . An
aggregate Euler equation follows:

Ŷt = EtŶt+1 − σ(ı̂st − Et(πt+1 −π)+ (1−χ)(ı̂bt − Etω̂t+1 − ı̂st )),
(10.16)

where σ has the same definition as in Section 10.3, σ = 1/(zY). This aggre-
gate demand equation (10.16) is now isomorphic to the AD equation (5.26)
of the benchmark New Keynesian model in Chapter 5, having set Gt = 0.
The isomorphism follows by noting that the interest rate ı̂t should coin-
cide with ı̂st and that the variation in the exogenous preference shock should
be set at Etξt+1 − ξt = (1−χ)(ı̂bt − Etω̂t+1 − ı̂st ), providing an alternative
interpretation of the source of shock that can bring the economy to the zero
lower bound. An increase in the spread in credit markets, with everything
else being equal, lowers aggregate demand and output. The relevant spread
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is that between the borrowing and savings rates when taking into account the
compensation for the expected default.

We can equivalently write the AD equation as

Ŷt − Ŷ e
t = Et(Ŷt+1 − Ŷ e

t+1)− σ(ı̂st − Et(πt+1 −π)− ret ), (10.17)

which is the same AD equation (7.5) of Chapter 7, using the same definition
of efficient level of output, Ŷ e

t . The relevant nominal interest rate is the savings
rate,which is tied to thepolicy rate, and the frictionless real rate is nowgivenby

ret ≡ Et
{

1+ η
1+ ση

(
Ât+1 − Ât

)− (1−χ)(ı̂bt − Etω̂t+1 − ı̂st )
}
, (10.18)

including the credit spread. An increase in the credit spread leads to a decrease
in the frictionless real rate. The fact that financial conditions are included in
the determinants of the frictionless rate is an interesting result, in line with
recent developments in central banking that aim to define the concept of
R-double-star as guidance for monetary policy to account for financial con-
ditions, as seen in Akinci et al. (2020), as opposed to the more popular R-star
discussed in Chapter 6.

Another significant innovation in this framework is that the frictionless
rate, re, might not be entirely exogenous. In general, the credit spread may
depend on other features of the model, which we will now outline. Its endo-
geneity has important implications for the effects of policy on inflation and
output, as monetary policy can now influence re through the credit spreads,
thereby affecting inflation and output.

For now, we will leave the sources of variation in spread unexplained and
move to the AS equation. Under the assumption of exponential utility and
using a Cobb-Douglas aggregator of the two types of labor in the production
function, as in Section 10.3, the AS equation is exactly of the same form as
(5.27) or (7.6):

πt −π = κ(Ŷt − Ŷ e
t )+ υt +βEt(πt+1 −π), (10.19)

where κ and υt have the same definitions given earlier.
Consider the modelling of financial intermediation. Assume that finan-

cial intermediaries live in two periods, in an overlapping way, and focus on a
generic intermediary living at time t and t+ 1. At time t, its budget constraint
is represented by

Zt =Dt +Nt(1− ς(Zt)), (10.20)
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in which Zt is the amount lent to the economy and Dt is its borrowing in
the form of risk-free deposits; Nt is equity and ς(Zt) is an extra cost per
unit of equity that may depend on the loans supplied. The function ς(·) is
non-decreasing in Zt .

At time t+ 1, intermediaries’ nominal profits are represented by

�I
t+1 = (1+ ibt )(1−ωt+1)Zt − (1+ ist)Dt . (10.21)

Lending is remunerated at rate ibt , set at time t, and is subject to a ran-
dom default rate ωt+1, consistently with the random default rate faced by
borrowers. Deposits are remunerated at savings rate ist . Intermediaries are sub-
ject to a limited liability constraint, i.e.,�I

t+1 ≥ 0 in all contingencies at time
t+ 1. This constraint implies that

(1+ ibt )(1−ωmax)Zt ≥ (1+ ist)Dt . (10.22)

Using budget constraint (10.20) to substitute for Dt , we can write the
limited liability constraint as

[(1+ ibt )(1−ωmax)− (1+ ist)]Zt ≥ −(1+ ist)Nt(1− ς(Zt)),
which can be written as a lower bound for equity:

Nt ≥ 1
(1− ς(Zt))

[
1− (1+ ibt )

(1+ ist)
(1−ωmax)

]
Zt . (10.23)

Intermediaries are owned by savers and maximize rents given by the
expected discounted value of profits minus the value of equity, i.e., Rt = Et{
R̃st,t+1�

I
t+1
}−Nt . The nominal discount factor of savers is represented by

R̃st,t+1 =β s exp(−zCs
t+1)

Pt+1

Pt
exp(−zCs

t)
.

Using (10.21), we can write rents as

Rt = 1+ ibt
1+ ist

(1− Ẽtωt+1)Zt −Dt −Nt , (10.24)

where we have used the Euler equation of savers (10.14) and defined the
expected default rate with respect to the neutral probability distribution as

Ẽtωt+1 ≡ (1+ ist)Et
{
Rst,t+1ωt+1

}
, (10.25)



260 deleveraging and credit crunch

which is evaluated by using the nominal discount factor of savers. We can use
budget constraint (10.20) to substitute forDt in (10.24) to write:

Rt =
(
1+ ibt
1+ ist

(1− Ẽtωt+1)− 1

)
Zt − ς(Zt)Nt .

Using limited liability constraint (10.23) with equality in the above condition
to substitute forNt , we can write it as

Rt =Zt

[(
1+ ibt
1+ ist

(1− Ẽtωt+1)− 1

)

− ς(Zt)
(1− ς(Zt))

(
1− (1+ ibt )

(1+ ist)
(1−ωmax)

)]
. (10.26)

Competition in the markets of intermediaries reduces all rents to zero; there-
fore the spread between lending and deposit rates is determined by

1+ ibt
1+ ist

= 1
(1− ς(Zt))(1− Ẽtωt+1)+ ς(Zt)(1−ωmax)

, (10.27)

which, inserted into (10.23), can be used to obtain the equity-to-loan ratio as

Nt

Zt
= 1+ ibt

1+ ist
(ωmax − Ẽtωt+1).

The equity-to-loan ratio is increasing in the spread and in the difference
between themaximumand average loss on loans. Indeed, intermediaries need
to raise equity to cover loan losses in the worst-case scenario.

Consider spread function (10.27). Note that if ς(·)= 0, then the spread
between the borrowing and savings rates reflects just the expected default rate,
and therefore, in a log-linear approximation, it is not a source of perturbation
of AD equation (10.16). In general, we can write the spread function as

(1+ ibt )
(1+ ist)

= s(Zt ,ωmax, Ẽtωt+1),

in which the function s(·) is nondecreasing in the loans volume through the
properties of the function ς(Zt).

This stylized model is consistent with the more general idea that an
increase in the volume of intermediation (higher loans) requires a higher
spread to cover the possible losses. Moreover, the maximum default rate,
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ωmax, which we have kept as exogenous, can instead depend on macroeco-
nomic conditions, such as the current or future income of borrowers, or more
broadly canbe related to the valueof the collateral that borrowers pledgewhen
financing their expenditures. Under favorable conditions, ωmax can decrease,
lowering the spread. This threshold can also depend on the policy rate set by
the central bank and therefore decrease with it. All of these considerations
point to the complex interaction between credit spreads, policy, and macroe-
conomic variables, as well as the need for a more detailed description of the
determinants of spreads. Models such as Benigno, Eggertsson, and Romei
(2020) and Curdia and Woodford (2010, 2011) provide examples in which
the spread function depends on the aggregate level of debt in the economy,
and this dynamic can be influenced by monetary policy through adjustments
to the nominal interest rate.

Here we will discuss, in more general terms, the implications for policy
of the endogeneity of the spread function, starting with forward guidance. In
Section 9.5 of Chapter 9, we emphasized the importance of providing appro-
priate guidance regarding future short-term interest rates to navigate out of
the liquidity trap in the event of a negative shock to the frictionless real rate,
denoted as re. However, the situation can differ when the disturbance causing
the reduction in the frictionless rate of interest, re, and pushing the economy
into the zero lower bound, is an increase in credit spreads in financial markets,
as indicated in equation (10.18), rather than an exogenous shock.

Credit spreads are influenced by macroeconomic conditions and by pol-
icy measures. The interaction between the endogeneity of the spread and the
policy response can create scenarios where the exit from zero lower bound
policies occurs earlier than when the initial shock is purely exogenous. This is
because the policy response aims to decrease the spread and, as a result, the
source of the disturbance that pushed the economy into the zero lower bound.

Think about the deleveraging story. When borrowers start to save in order
to pay off debt, those savings become much more difficult if the borrowers’
incomes fall or if interest payments on their debt increase. Policies that miti-
gate or offset these effects can improve the deleveraging process and shorten
it. In a similar way, if the banking sector is forced to reduce leverage because
of an increase in the riskiness of its assets, policies that reduce default prob-
abilities can lower the magnitude of the initial disturbance and dampen its
propagation.These effects, in turn, all shorten the stay at the zero lowerbound.

Another implication for forward guidance in a framework where the credit
spread is endogenous is through the sensitivity of output to variations in the
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current and future short-term interest rates. As (10.16) shows, the sensitivity
of output to the policy rate ı̂st is unchanged with respect to the benchmark
NK model when the credit spread is exogenous, being still characterized by
the parameter σ , but it could be lower when the spread is endogenous.4

Another dimension of difference with respect to the analysis of Chapter 7
lies in the evaluation of optimal policy. A heterogenous-agentmodel uncovers
an additional objective that the policymaker should follow, if maximizing the
welfare of the consumers. In a model similar to that of Section 10.3, a second-
order approximation of welfare around the efficient steady state delivers the
following quadratic loss function:

LCBt0 = 1
2
Et

{ ∞∑
t=t0

β t−t0
[
(Ŷt − Ŷ e

t )
2 +χ(1−χ)�c(Ĉb

t − Ĉs
t)
2

+�π(πt −π)2
]}

, (10.28)

for positive parameters �c and �π .5 The additional term in the loss func-
tion, compared to equation (7.1) in Section 7.1 of Chapter 7, captures the
deviations of consumption of borrowers and savers from their respective effi-
cient steady state. What matters is the difference between borrowers’ and
savers’ consumption, which can be interpreted as a measure of departure
from risk sharing in the economy. There is then an additional objective of a
welfare-maximizing policy on top of output gap and inflation that accounts
for the distributional consequences of stabilization policies. Even in the case
of an exogenous credit spread, optimal policy should change to consider
this objective, and in general the optimal policy with commitment from a
“timeless perspective” will not be characterized by the simple targeting rule
(7.3) in Section 7.3 of Chapter 7, but will also consider financial conditions,
as discussed in Curdia and Woodford (2016). Furthermore, in the case of
the debt-deleveraging or the banking-turbulence story, accounting for the

4. The interesting conclusion is that a model with heterogeneous agents is not, by itself,
sufficient to alter the implications of forward guidance; it requires the endogeneity of the spread.
Moreover, it is not even necessary, as demonstrated in Section 9.6 of Chapter 9, where it was
shown that the prescriptions of forward guidance can differ from those of the benchmark NK
model when reserves provide liquidity services in a representative-agent model.

5. In the derivation of (10.28), it is assumed that βb →βs =β , as discussed in Benigno,
Eggertsson, and Romei (2020).
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distributional consequences of stabilization policies induces a more expan-
sionary policy in order to mitigate the fall in borrowers’ consumption with
respect to that of savers.6

The analysis in this chapter can also provide support for the discussion of
unconventional monetary policy (see the discussion in Section 9.7 of Chap-
ter 9). In particular, it provides support for credit-easing policies—that is,
the central bank’s purchases of private risky assets that do not necessarily
increase its balance sheet and/or its liabilities. According to the analysis in
this chapter, these policies can be effective if they help mitigate the surge in
the credit spread during a financial crisis, thereby alleviating the decline in the
frictionless real rate.

Under financial stress, interlinkages within financial markets can increase
systemic risk, triggering fire sales and putting financial intermediaries at risk
of insolvency. The central bank can step in by purchasing impaired assets in
the hands of intermediaries, or by supplying them with liquidity at low rates,
lowering collateral requirements and also accepting assets under stress. As
discussed in Section 9.7 of Chapter 9, these lender-of-last-resort measures
have been implemented in several ways during the financial and pandemic
crises. This chapter suggests that this lender-of-last-resort role under a sys-
temic crisis also has implications for macroeconomic stabilization. Indeed,
through these policies, the central bank can counteract the widening of credit
spreads, thereby dampening the effects of the financial crisis on inflation and
output. Credit-easing policies can therefore be useful for achieving output
and inflation objectives and mitigating the severance and duration of the
liquidity trap.

10.6 References

The analysis of deleveraging and its connection with the fall in the fric-
tionless real rate of Section 10.3 is based on Eggertsson and Krugman
(2012) and its graphical representation is basedonBenigno (2015).Guerrieri
and Lorenzoni (2017) analyzed a heterogeneous-agent model with idiosyn-
cratic uncertainty, demonstrating that debt deleveraging exerts an additional
depressing effect on the frictionless real rate due to precautionary saving
motives. Section 10.4, on the parallel between credit crunch and debt delever-
aging, draws from Tsinikos (2018).

6. See Benigno, Eggertsson, and Romei (2020).
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The importance of the credit channel in the transmission mechanism of
monetary policy was first discussed by Bernanke and Blinder (1988), in addi-
tion to the liquidity channel studied in Chapter 9. Bernanke, Gertler, and
Gilchrist (1999) emphasized the quantitative importance of the credit chan-
nel for the business cycle, and its propagation through a “financial accelerator”
mechanism.

In the wake of the 2007–2008 financial crisis, numerous studies incorpo-
rated credit market frictions into the standard NKmodel. These frictions aim
to account for the spreads between the loan rate and deposit rate, as well as
the unconventional interventions undertaken by central banks worldwide, as
discussed by Woodford (2010). Curdia and Woodford (2010, 2011, 2016)
introduced a two-agent model with intermediation frictions between saved
and borrowed funds, highlighting the significance of credit market spreads in
determining output and inflation.

Gertler and Kyotaki (2010) and Gertler and Karadi (2011) expanded the
“financial accelerator” framework originally proposed by Bernanke, Gertler,
and Gilchrist (1999) by considering defaults on the part of intermediaries,
who face constraints on their ability to attract deposits. These studies pro-
vided model to analyze the role of uncoventional monetary policies in condi-
tions of financial distress. Gerali et al. (2010) also explored a banking model
within a New Keynesian framework, estimating the role of credit factors in
business-cycle fluctuations and emphasizing the stickiness in the adjustment
of deposit and loan rates in response to changes in the policy rate, similarly to
Teranishi (2015). Bianchi and Bigio (2022) developed a tractable model of
the interbank market to examine the credit channel and the transmission of
monetary policy to lending rates.

Recent literature has delved into the significance of using multi-agent
models to provide a more comprehensive understanding of the transmission
mechanism of monetary policy. Bilbiie (2008) presents an early example of
a two-agent model, wherein one agent does not participate in financial mar-
kets. Eggertsson and Krugman (2012) investigate a two-agent model with no
restrictions on asset market participation, where one agent, the borrower, is
more impatient than the other, the saver. In a similar vein, Benigno, Eggerts-
son, and Romei (2020) explore the dynamic adjustments to a deleveraging
shock, the endogeneity of the frictionless real rate, and optimal monetary
policy within the same framework.

Curdia andWoodford (2010, 2011, 2016) categorize agents into two types
based on their impatience and allow for random transitions between these
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types during their lifetime. Piergallini (2006) andNisticò (2012, 2016) incor-
porate household heterogeneity by integrating Blanchard’s (1985) perpetual
youth model into a New Keynesian framework.

McKay, Nakamura, and Steinsson (2016) and Kaplan, Moll, and Violante
(2018) embed the New Keynesian model with heterogeneous agents facing
idiosyncratic risks, exploring how this alters the transmission mechanism of
monetary policy.Debortoli andGalí (2017) andBilbiie (2019)provide analy-
ses demonstrating how two-agentmodels can capture features similar to those
of heterogeneous-agent models while maintaining analytical tractability.

Bilbiie (2008, 2019), Curdia and Woodford (2016), Nisticò (2016),
Benigno, Eggertsson, and Romei (2020), present examples of analyses of
optimal monetary policy that utilize a linear-quadratic approach, yielding
objective functions for policymakers, as illustrated in (10.28), that take into
account the distributional costs of stabilization policies. Woodford (2010)
addresses the importance of considering financial stability in the monetary
policy framework.

In addition, Dávila and Schaab (2023) provide a general approach for ana-
lyzing optimal monetary policy under both discretion and commitment from
a “timeless perspective” within a New Keynesian model featuring heteroge-
neous households.



11
Shortage of “Safe Assets”

11.1 Introduction

“Safe assets” are financial securities that retain their value in terms of the
currency over time and possess liquidity properties, as they are used for
both transactions and collateral. These liquidity characteristics are reflected
in a premium, resulting in these securities carrying lower interest rates. This
allows the issuer to secure financing onmore favorable terms compared to the
broader market.

“Safe assets” can be produced either publicly or privately. The natural
producer is the central bank, which, in a “paper” currency system, creates
the currency through its liabilities. These liabilities are inherently safe, used
for transactions and collateral services. Notably, high-powered money, which
comprises the central bank’s liabilities, has been limited in supply, unable to
fulfill all of the liquidity needs of the economy, and particularly on a global
scale for reserve currencies like the dollar.

The lack of supply of “safe assets” is reflected in the liquidity premiums
they carry, which incentivizes their creation from alternative sources. Another
candidate for the supply of “safe assets” is the sovereign debt; however, this
does not apply to every sovereign debt, and it took centuries for a market of
sovereign safe debt to develop, as discussed in Gorton (2017).

Hamilton (1947) delves into the origins of sovereign debt in France and
England, tracing it back to the thirteenth century in the former case and the
seventeenth century in the latter. However, the history is one of repeated
defaults before the development of an institutional framework that made the
promises to repay credible. Sovereign debt requires the capability to impose
sufficient taxes to be deemed safe.

266
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The nuanced relationship between the central bank and the treasury can
create implicit conditions under which treasury debt is backed by the cen-
tral bank’s currency issuance. Nevertheless, considering the government as a
whole, encompassing both the central bank and treasury, the general equi-
librium of our model implies that the overall government liabilities should
be matched by an appropriate level of taxes levied or by private assets held
by the central bank. The safe or risky nature of the private debt held by the
government determines the extent to which a reduction in the tax burden is
possible.

Historically, the overall supply of government liquid securities has been
limited, notably in the run-up to the 2007–2008 financial crisis, incentiviz-
ing the creation of safe securities by the private sector. The ability of financial
intermediaries to create safe securities relies on the assets in which they invest
and the equity they raise to absorb losses on their investments. Chapter 4 has
shown that, in a frictionless and competitive financial market, intermediaries
can create safe securities to exploit market rents to the point of completely
abating those rents and satiating the economy with all its liquidity needs.

However, the 2007–2008 financial crisis highlighted the existence of
money-like securities that provided liquidity services, including several types
of liabilities from the so-called shadow banking system. These securities were
not completely safe due to a lack of appropriate backing on intermediaries’
balance sheets. At the height of the crisis, these securities lost not only their
value but also their ability to provide liquidity services, leading to a shortage
of “safe assets.”

The crisis did not remain confined to the financial sector, but had repercus-
sions on the real economy. Indeed, “disequilibria” in the goods market are the
mirror image of “disequilibria” in the assetmarkets. An excess supply of goods
corresponds to a shortage of “safe assets” in financial markets, which can lead
to a fall in prices and/or a recession.

This chapter introduces a friction in the private intermediation process, in
which it is costly to find safe investments to back the provided liquidity. To off-
set these costs, intermediaries should relyon the liquiditypremiumtoproduce
safe assets. Critically, this premium depends on the supply of government liq-
uidity. If that supply is high, the premium is low, and this can completely crowd
out the production of “safe assets.” However, in these circumstances, a mar-
ket for creating risky debt securities exists, which can be defaulted on under
certain conditions.
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The problem arises when these securities are also used for liquidity pur-
poses, essentially becoming “pseudo safe assets.” They behave like safe assets
under favorable contingencies but turn out to be different under adverse con-
tingencies due to their poor backing. Investors can hold these assets either
because they lack enough information to distinguish them from truly “safe
assets” or because they can distinguish them but consider the probability of
an adverse event to be negligible.

While the supply of purely private “safe assets” can be limited, the sup-
ply of risky “pseudo safe assets” can be abundant, even sufficient to satiate
all liquidity needs when the economy is running under favorable contingen-
cies. This time things seem different! However, as adverse events materialize
and the “pseudo safe assets” lose their backing, they default and cease to pro-
vide liquidity services. The economy then experiences a shortage of “safe
assets,” resulting in rising premiums and costs, including reduced economic
activity.

This environment supports prescriptions for monetary policy interven-
tion,which canbe summarized as theobjectiveofmaintainingnominal spend-
ing or some broader form of monetary aggregates on the same trajectory it
had before the crisis. This prescription can be viewed in line with Friedman
and Schwartz (1963) finding that every economic depression is accounted
for by a contraction in money. Maintaining a target on nominal spending,
rather than on money aggregates, relieves the monetary policymaker of the
responsibility of identifying precisely all sources of money or quasi-money
securities.

In response to events like those during the 2007–2008 financial crisis, the
U.S. government took various measures. These interventions included the
asset purchase programs of the Federal Reserve that expanded the supply
of central bank reserves, an increase in the deposit insurance limit, and the
Temporary Liquidity Guarantee Program offered by the Federal Deposit
Insurance Corporation (FDIC). Additionally, after the crisis, regulations on
financial intermediaries weremademore stringent, with the objective of mak-
ing private intermediaries’ debt safer and reducing the likelihood and scale of
future crises.

The framework presented in this chapter provides a unifying analysis of the
interaction between private and public liquidity, along with three key policies
implemented in response to the 2007–2008 financial crisis: the central bank’s
asset purchases and expansion of public liquidity provision, government guar-
antees of private money, and regulation of financial intermediaries.



11.3. model 269

11.2 Outline of the Results

In accordancewithChapter 4, Section11.4 demonstrates that the government
can achieve efficient liquidity supply and control the price level when there
are no limitations on lumpsum taxes. Similarly, Section 11.5 illustrates that, in
the absence of inefficiencies (such as monitoring costs) in the production of
privately created “safe assets,” there is no liquidity crisis, and the economy is
always satiated with liquidity. In this allocation, the government can control
the price level at the same values as it would if it had full control over liquidity.
Private supply of liquidity, as discussed inChapter 4, does not pose a challenge
to the central bank in controlling the price level.

Section 11.6 shows that with monitoring costs, there is an overall shortage
of private “safe assets,” and intermediaries also have incentives to create risky
debt, on which, however, they default during adverse times, leading to a liq-
uidity crisis. The central bank can still stabilize the price level in this context,
but it may need to lower the interest rate on reserves.

Section 11.7 analyzes the government intervention to eliminate the possi-
bility of a liquidity crisis, even when there are limits on the taxes that can be
levied. It is possible to achieve efficient liquidity satiation and reduce the tax
burden, but only in favorable states of the economy, by investing in risky pri-
vate debt.However, the supply of safe private debtwill be completely crowded
out. The same allocation can be implemented with deposit insurance. Regu-
lation of intermediaries to restrict their asset holdings to riskless investments,
on the other hand, leads to suboptimal allocation.

11.3 Model

The model is similar to that in Chapter 4, with some modifications and sim-
plifications. First, there are only two periods, t and t+ 1. The economy still
features three sets of actors: households, financial intermediaries, and the gov-
ernment. Aggregate risk is introduced by assuming that there are two states of
nature at t+ 1, high and low. The high state is denoted by h and occurs with
probability 1− κ, with 0<κ< 1. The low state is denoted by l and occurs
with probability κ. There are two investment opportunities for intermedi-
aries: a safe technology and a risky technology. The key dynamic is that the
realization of the low state triggers defaults in the intermediaries that invested
in the risky technology, which in turn gives rise to a liquidity crunch.
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At time t, households can invest their wealth in three types of securities:
safe, riskless private debt issued by intermediaries that invest in safe projects;
risky private debt issued by intermediaries that invest in risky projects; and
government debt. Riskless debt is backedby safe investments and thus is never
defaulted on. Risky debt is instead backed by risky investments that com-
pletely lose their value in the low state, in which the debt is fully defaulted
on. Government debt is always repaid and therefore always safe.

At t+ 1, liquidity benefits, via utility, are provided by the debt securities
purchased at t. Unlike themodel inChapter 4, here all debt can provide liquid-
ity services, and it provides themat time t+ 1 rather than immediately, at time
t.1 However, since risky securities are fully defaulted on in the low state, they
do not provide any liquidity services in that state. Therefore, this assumption
is key to modelling a liquidity crisis that occurs when the economy switches
to the low state.

11.3.1 Consumers

Households have the following preference throughout the two periods:

Ct +β(1− κ)

[
V
(
Bt + St +Dt

Ph

)
+Ch

]
+βκ

[
V
(
Bt + St
Pl

)
+Cl

]
,

(11.1)
where Ct denotes consumption at t; Ch and Cl denote consumption in states
h and l at time t+ 1, respectively; β , with 0<β < 1, is the discount factor
between times t and t+ 1; and functionV(·) is concave, and differentiable, in
its argument, with a satiation point at q̄> 0, withVq(·)= 0 for its argument at
or above the threshold q̄, in which Vq(·) is the first-derivative of the function
V(·). The securities that provide liquidity services, proxied by function V(·),
are: government bonds, B; safe private securities, S; risky private securitiesD.
Government debt and private safe securities are risk-free and thus always pay
one unit in both the high and the low states. Risky private debt, however, has
a payoff of 1 in state h and 0 in state l because it is fully defaulted on in state l.
For this reason, it does not provide liquidity services in state l; P is the price
level of the consumption good.

As in Chapter 4, utility V(·) represents the special properties that some
debt securities have in the modern financial system because of the liquidity

1. The different timing is required since the payoff of the securities is due in period t+ 1,
which is particularly relevant for the defaulted securities.
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services they provide. These securities have been broadly labeled “safe assets,”
andChapter 4 hasmodeled themas riskless.However, as discussed byGorton
(2017), historical evidence shows that debt securities that provide liquidity
services are not necessarily risk-free. In some countries, such as the U.S. and
theU.K., these risky and liquid securities have been issued by private interme-
diaries, whereas government debt has been essentially risk-free. Throughout
the history of financial systems, these private debt securities have taken the
form of goldsmith notes, bills of exchange, banknotes, demand deposits, cer-
tificates of deposit, commercial paper, moneymarketmutual fund shares, and
securitized AAA debt.

At time t, households face the following budget constraint:

QB
t Bt +QS

tSt +QD
t Dt + PtCt ≤ PtYt +Bt−1. (11.2)

They begin time t with an endowment Yt of goods and with government
bonds Bt−1. Households can use the resources on the right-hand side of
(11.2) to consumeCt or to invest in a portfolio of securities that includes gov-
ernment bonds Bt traded at price QB

t , safe private securities St issued by the
intermediaries at price QS

t , and risky private securities Dt issued by interme-
diaries at priceQD

t . Debt is modelled as zero-coupon securities with the face
(contractual) value of 1.2

Consumption of goodsCh andCl in period t+ 1 is subject to the following
budget constraints:

PhCh ≤ PhYh +Bt + St +Dt +�A
h −Th, (11.3)

PlCl ≤ PlYl +Bt + St +�A
l −Tl, (11.4)

in whichTh andTl are state-contingent lumpsum taxes and�A
h ,�

A
l are state-

contingent intermediaries’ aggregate profits. In writing the constraint in state
l, as has been the case for the utility (11.1), we have already imposed that debt
of typeDwill experience complete default in this contingency. It is important
to note that this outcome is a result of the equilibrium, not amere assumption.

Consumption and portfolio choices follow from the maximization of
(11.1) under constraints (11.2), (11.3), and (11.4). The linearity of utility

2. As in Chapter 1, and for tractability, we consider debt securities issued at discount and
we express the discount in terms of the price of the security rather than the inverse of the gross
interest rate.
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with respect to consumption simplifies the analysis since it implies, as in
Chapter 4, that the real interest rate is always tied to 1/β .

The demand for government debt and intermediaries’ debt is affected
by the liquidity value provided by these assets, represented by the random
variable �:

QB
t =β

[
(1− κ)

Pt
Ph
(1+ �h)+ κ

Pt
Pl
(1+ �l)

]
, (11.5)

QS
t ≥β

[
(1− κ)

Pt
Ph
(1+ �h)+ κ

Pt
Pl
(1+ �l)

]
, (11.6)

QD
t ≥β

[
Pt
Ph
(1− κ)(1+ �h)

]
, (11.7)

in which
�h =Vq

(
Bt + St +Dt

Ph

)
and

�l =Vq
(
Bt + St
Pl

)
.

With the equality sign in (11.5), we are already anticipating the equilibrium
result that government bonds, when in positive supply, will always be used
for liquidity purposes, while private bonds might not be used. In such cases,
(11.6) or (11.7) holds, or both hold, with an equality sign.

Private debt Dt provides liquidity services only in state h when it is not
defaulted on. An implication of (11.6) and (11.7) is thatQS

t ≥QD
t . Crucially,

liquidity services provide benefits not only for households but also for the
issuer of the debt security because they lower borrowing costs.

11.3.2 Financial Intermediaries

At time t, there are two types of capital: safe capital KS
t and risky capital KD

t .
The two types of capital have the same average productivity at t+ 1, but
safe capital requires an extra investment ι for each unit of capital at t. The
cost ι can be interpreted as a monitoring cost to control the safety of capi-
tal. At t+ 1, each unit of safe capital KS

t produces 1/β unit of output in both
state h and state l. By contrast, each unit of risky capital KD

t produces Ah/β
unit of output in state h and zero units in state l. The assumption of equal
average productivity of the two types of capital at t= 1 can be formalized as
(1− κ)Ah = 1.
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There is an infinite number of small financial intermediaries that can
choose the type of capital (safe capital, KS

t , or risky capital, KD
t ) in which to

invest and therefore the type of debt security to supply, safe or risky. Since
intermediaries are small and thus marginal with respect to the supply of each
market, they take prices QS

t and QD
t as a given. Each intermediary can sup-

ply only one type of security, although a given security can be supplied by an
infinite number of intermediaries.

Intermediaries have limited liability at time t+ 1 and cannot raise equity,
unlike in the analysis of Chapter 4. As a result, they default on their own debt
if the payoff of capital is not sufficient to cover the debt obligations.

Let us start the analysis with intermediaries issuing safe debt St . At time t,
they invest in riskless capital KS

t subject to budget constraint

(1+ ι)PtKS
t =QS

tSt . (11.8)

As previously discussed, we interpret ι as a cost of monitoring the safe cap-
ital. At time t+ 1, their real profits are state-contingent, depending on the
realization of the price level:

�S
h = KS

t
β

− St
Ph

(11.9)

�S
l = KS

t
β

− St
Pl
. (11.10)

Note that the limited liability constraint requires that

min
{
�S

h ,�
S
l
}≥ 0. (11.11)

Taking KS
t from budget constraint (11.8) and inserting it into (11.10), the

optimal supply of safe debt is nonnegative insofar as

QS
t ≥β

Pt
min {Ph, Pl}(1+ ι), (11.12)

and it is zero otherwise.
Intermediaries issuing risky securities Dt invest in the risky capital at t

subject to budget constraint

PtKD
t =QD

t Dt . (11.13)
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At t+ 1, profits in state h are represented by

�D
h = Ah

β
KD
t − Dt

Ph
, (11.14)

whereas profits in state l are zero because the payoff of risky capital is zero
anddebt is fully defaultedon, following the limited liability assumption.Using
(11.13) to substitute for KD

t in (11.14) and (1− κ)Ah = 1,�D
h ≥ 0 implies

that the supply of risky debt is nonnegative insofar as

QD
t ≥β Pt

Ph
(1− κ) (11.15)

and is zero otherwise.3

Intermediaries are free to choose which security market to enter, and they
make this decision according to the maximum profits that they can obtain.
That is, they enter the market of safe securities if the expected profits in that
market are higher than those of risky securities, and vice versa.

11.3.3 Government

In the baseline analysis, we consider the simple case inwhich the balance sheet
of the government is composed of only liabilities, that is, zero-coupon bonds.
These bonds can be interpreted as treasury debt or central bank reserves and
they are risk-free because they define the unit of account of the monetary sys-
tem, as extensively discussed inChapter 1. Therefore, they can always provide
liquidity services. The budget constraint at time t is

QB
t Bt =Bt−1 −Tt , (11.16)

while at time t+ 1 taxes should pay back debt, namely, Th and Tl in the high
and low states of t+ 1. Therefore:

Th =Tl =Bt . (11.17)

We assume the following policies for the government, consistently with
the analysis of Chapter 4. The central bank is setting the interest rate on

3. Note that intermediaries investing in KS can also manufacture risky securities because
of state-contingent variation in the price level, but we consider them theoretically, since, in the
equilibrium analyzed, Ph = Pl.
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reserves iX and, for the sake of simplicity, at the rate 1+ iXt = 1/β . There-
fore,QB

t =β . The treasury follows constant real tax policy at time t and t+ 1,
specified as

Tt

Pt
= (1−β)b (11.18)

and
Th

Ph
= Tl

Pl
= b, (11.19)

for some b> 0.
The first implication of the tax policies (11.19), when inserted into the

budget constraints (11.17), is that the price level is constant at time t+ 1
across contingencies, i.e., Ph = Pl = P∗, in which P∗ =Bt/b. Given Bt , the
price level is determined at time t+ 1.

Moreover, we can use the tax policy (11.18) in budget constraint at time t
(11.16) to get

Bt−1 −βBt
Pt

= (1−β)b, (11.20)

noting that it imposes one restriction on Bt and Pt , but is not enough to
determine uniquely Pt andBt , and therefore P∗. The additional restriction for
price determinationwill be obtained through the equilibrium in themarket of
liquidity.

Section 11.7 expands the analysis by allowing the government to issue
more debt at t to purchase privately issued securities, possibly through the
central bank, and toguarantee thedebt issuedbyprivate intermediaries.More-
over, Section 11.7 imposes some restrictions on the government’s ability to
increase taxes Th and Tl.

11.4 Equilibrium with the Government Satiating Liquidity

We begin with the simple case in which the government’s supply of liquid-
ity is ample enough to satisfy the needs of the economy, rendering the supply
of private liquidity irrelevant. This situation is feasible within the framework
described so far if the tax policy is sufficiently high, which means that b≥ q̄.
With full liquidity satiation, Vq(·)= 0, and consequently, �h = �l = 0. Incor-
porating this into equation (11.5), we get Pt = P∗, given the interest rate
policy pursued by the central bank, which setsQB

t =β .
By using Pt = P∗ =Bt/b in (11.20), we find that Bt =Bt−1, and therefore

P∗ is determined by P∗ =Bt−1/b.
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The price level remains constant, and the economy is fully supplied with
government liquidity. Private liquidity becomes irrelevant for the equilibrium.
However, it’s worth noting that intermediaries will not produce any safe assets
in this context when ι > 0. This is because there is no liquidity premium at
full satiation, a situation that doesn’t allow them to offset the monitoring cost
ι involved in producing safe securities. Only defaulted private securities will
be created.

The result reiterates Milton Friedman’s proposal (1960), but it is worth
emphasizing that it relies on two critical assumptions. First, the government is
benevolent. Second, the government does not face any limit on raising taxes.
Nonetheless, evenwith a limit on taxes, Section 11.7.1 shows that other policy
interventionsallowthegovernment toavoidorat leastmitigate liquidity crises.

Interestingly, Section 11.7.1 demonstrates that the same equilibrium price
level and liquidity satiation canbe achievedwith a lower level of taxation in the
high stateh if the central bankholds risky private securities in its portfolio.The
payoff of these securities in the good state enables a reduction in the taxation
burden required to produce government liquidity. However, this approach
doesn’t provide a solution in the bad state, when private debt defaults and
taxation must remain high.

In the following sections,we limit the supplyof government liquidity below
the satiation level, therefore assuming that b< q̄.

11.5 Equilibrium with No Frictions in the Supply
of Private Safe Assets

This section solves for the equilibrium in the benchmark scenario in which
there are no monitoring costs for investing in risk-free projects, that is,
ι= 0. Themain result is that the same allocation of prices and liquidity of the
previous section can be also achieved through private liquidity.Moreover, the
economy is immune to any possible liquidity crunch since liquidity is always
at the first best q̄ in all contingencies. The results of this section revisit those
in Chapter 4 with a slightly modified model.

To solve for the equilibrium, we first note that free entry reduces all profits
to zero and implies that the supply of safe and risky debt is nonnegative at their
respective prices:

QS
t =β

Pt
P∗ , (11.21)
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QD
t =β Pt

P∗ (1− κ), (11.22)

which are obtained by imposing an equality sign into (11.12) and (11.15)
because of free competition in the liquidity markets.

When ι= 0, the economy achieves the first best because the supply of “safe
assets” is sufficiently large. Combining (11.6) and (11.21), we obtain

�h = �l =Vq
(
Bt + St
P∗

)
= 0.

When Bt/P∗ = b< q̄, the safe private money issued by intermediaries is cru-
cial for complementing the supply of public liquidity and achieving the first
best. Suppose by contradiction that there is no supply of safe debt. Instead,
assume that intermediaries only provide risky assets. As a result, in the low
state, risky securities default, and thus consumption can be financed with
public liquidity only; therefore

�l =Vq (b)> 0, (11.23)

and thus there is a shortage of liquidity in that state. By contrast, equilibrium
in the market of risky securities, which requires both (11.7) and (11.22) to
hold, implies that�h = 0. That is, the supply of risky securities is large enough
to satiate liquidity needs in the high state, and thus there is no shortage of
liquidity in that state.

Nowconsider a generic intermediary decidingwhich security to issue. Sup-
pose that the intermediary chooses to issue safe debt, which never defaults.
Consumers attach a high value to safe securities because the liquidity pre-
mium in the low state is positive; this high value is reflected in the price
QS

t =β(1+ κ�l)Pt/P∗ that they are willing to pay. The highQS
t implies that

the intermediary can borrow at a lower cost and, thus, its profits are positive in
both states:�S

h =�S
l = κ�lSt/P∗> 0. Thus, issuing safe securities S is prof-

itable. This result contradicts the initial conjecture that an equilibrium exists
when safe debt is not supplied by any intermediary.

To sum up, intermediaries supply safe private securities up to the point at
which the liquidity premium is driven to zero in all states, �h = �l = 0. That
is, free entry into the market ensures that all rents are eliminated. The supply
of safe securities is enough to complement the amount of public liquidity and
reach the first best, q̄.Moreover, the supply of risky securities canbepositive in
equilibrium, and their price is basically represented by the present discounted
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value of their expected payoffs. However, the supply of these assets is irrele-
vant for welfare. Note that, given thatQB

t =QS
t =βPt/P∗ in equilibrium and

that the central bank sets QB
t =β , the price level is constant at P∗ and, using

(11.20), Bt =Bt−1. Therefore, P∗ is determined by P∗ =Bt−1/b.
The equilibrium with free competition for private securities reaches the

same allocation as in Section 11.4, even if the supply of government liquidity
is negligible.

11.6 Equilibrium with Frictions in the Supply
of Private Safe Assets

This section analyzes the general model, in which intermediaries face a pos-
itive monitoring cost when investing in risk-free projects, ι > 0. The main
result is that there is a shortage of privately issued “safe assets,” with full satia-
tion of liquidity only in the good state of nature due to an abundant supply of
risky debt. The economy is then prone to a liquidity crunch when it is hit by
an unfavorable shock.

The first step in characterizing equilibrium is to note that when ι > 0, there
must be a positive supply of risky debt securities, that is,D> 0. If an equilib-
rium exists in which intermediaries are active and issue debt, three scenarios
are possible: all intermediaries issue safe debt, all intermediaries issue risky
debt, or some intermediaries issue safe debt and some issue risky debt. Note,
however, that the scenario in which all intermediaries issue only safe debt S is
not an equilibrium.We show this by contraction.

Suppose that all intermediaries issue safe debt in equilibrium. In this case,
equating demand (11.6) and supply (11.21), it follows that �h = �l = ι > 0.
To offset the monitoring cost, the liquidity premium on safe debt must be
positive; if the liquidity premium were zero, intermediaries would make neg-
ative profits because of the cost ι. Note that a positive liquidity premium is
associated with a level of liquidity that is below the first best in some states.
Furthermore, the fact that there are only safe securities that are equally liq-
uid in both states implies that the overall liquidity is equalized across states.
Therefore, qh = ql< q̄, in which q denotes the overall private and public real
liquidity supplied at time t+ 1; in particular, qh< q̄ and the liquidity pre-
mium in state h is positive: �h> 0.We can now identify a profitable deviation
that leads us to conclude that the scenario with only safe debt cannot be an
equilibrium. Given �h> 0, households are willing to pay a liquidity premium
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on a security that provides more liquidity in the high state. Now consider
an intermediary that issues risky debt Dt . This intermediary earns positive
profits in the high state (and zero profits in the low state) because risky secu-
rities include a liquidity premium. Therefore �D

h = �hDt/P∗> 0, and it is
profitable to issue risky debt.

More generally, the previous analysis can be extended to show that any sce-
nario in which �h> 0 cannot be an equilibrium because there would exist
profitable deviations to increase the supply of risky securities. Thus, �h = 0.
Therefore, liquidity is at the efficient level in state h, qh = q̄.

We have established that risky debt will be supplied. Will private safe debt
be supplied as well? The answer is affirmative only if intermediaries can issue
them at a premium to offset the monitoring cost. Whether the premium on
safe intermediaries’ debt is large or not depends in turn on the amount of pub-
lic liquidity. A large supply of public liquidity implies a low liquidity premium
on safe debt (recall that public liquidity is risk-free); thus, issuing safe debt
is not profitable for intermediaries. That is, a sufficiently high level of public
debt crowds out the production of privately issued safe money by influencing
the liquidity premium on default-free obligations. By contrast, a low supply
of public liquidity creates a profitable opportunity for intermediaries to issue
some safe debt.

Indeed, supply (11.21) requires the price to be QS
t =β (1+ ι) Pt/P∗.

However, investor will not hold safe private debt if the price is too high, and
higher than Q̃ S

t =β (1+ κ�l) Pt/P∗. A low value of the liquidity premium in
state lmakes it harder to supply safe securities.Note that in absence of safe pri-
vate debt, the premium is governed by the supply of public debt. Therefore,
if Vq(b) is smaller than ι/κ, private safe debt will not be supplied because
QS

t > Q̃ S
t .

It follows that the liquidity premium in state l is determined by

�l =min
{ ι

κ

,Vq(b)
}
, (11.24)

and therefore the overall real supply of public and private liquidity is given by

ql =max
{
V−1
q

( ι
κ

)
, b
}
< q̄.

In equilibrium, the supply of safe private securities is represented by

S= P∗ max
(
V−1
q

( ι
κ

)
− b, 0

)
, (11.25)
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and therefore that of risky debt is given by

D≥ P∗(q̄− b)− S> 0, (11.26)

at pricesQD = (1− κ) Pt/P∗.
We need to determine the price level at time t and t+ 1. Since QB

t =
β (1+ κ�l) Pt/P∗ andQB

t =β , it follows that

Pt = P∗

(1+ κ�l)
< P∗.

We can further use the above result and P∗ =Bt/b in (11.20) to obtain
Bt
Bt−1

= 1+ κ�l

1+βκ�l
,

showing that Bt >Bt−1. This implies that

Pt = 1
1+βκ�l

Bt−1

b
, P∗ = 1+ κ�l

1+βκ�l

Bt−1

b
.

The government, given the tax and interest rate policy, now issues more
debt, simply because it can borrow at lower cost than the market rate. This
result can be understood by investigating the intertemporal resource con-
straint of the economy, which in line with equation (4.12) of Chapter 4 is
given by

Bt−1

Pt
= Tt

Pt
+ (QB

t −Qf
t)
Bt
Pt

+β
(

κ

Th

Ph
+ (1− κ)

Tl

Pl

)
, (11.27)

in which we have defined with Qf
t the price at time t of a security that is

risk-free but not liquid, with Qf
t =βPt/P∗. This price is lower than QB

t ,
which shows in the above equation extra “revenues” to back the price level.
Maintaining fixed the tax policy, these extra revenues lower the price level at
time t.

The result that the price level depends on �l can be seen as a challenge for
monetary policy, since relevant variables in the creation of safe securities like ι
can influence the price level, and their movements, too. However, this result is
a particular feature of the tax policy used rather than a general result. Full gov-
ernment control of the price level can be restored by changing the tax policy
at time t+ 1 to

Th

Ph
= Tl

Pl
= b− (QB

t −Qf
t)
Bt
Pt
,
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in place of (11.19) while maintaining (11.18). Inserting these policies into
(11.27) reveals that the price level at time t will be exactly at the same level,
P∗, as in the allocation with no monitoring cost. Prices at time t+ 1 will be
also at P∗, changing the interest rate policy to 1+ iXt =β−1 (1+ κ�l)

−1.
This, in turn, sets thepriceof governmentbonds toQB

t =β (1+ κ�l), which,
combined with equation (11.5), i.e., QB

t =β (1+ κ�l) Pt/Pt+1, implies a
constant price level. In this equilibrium, Bt <Bt−1 to be consistent with the
lower taxes levied at time t+ 1.

That the interest rate policy can still control the inflation rate at a desired
target, even when liquidity is not fully satiated, is not a surprising result and is
consistent with the analysis in Chapter 3, as demonstrated in equation (3.24).
The only difference with respect to the previous analysis is that, in this case,
liquidity is also supplied by the private sector, and the central bank should take
this into account when setting the interest rate. The interest rate on reserves,
to keep prices stable, should be inversely related to the liquidity premium
in the low state, �l, which, in the case of private supply of safe securities,
is proportional to the cost of monitoring ι. Sudden variations in the cost of
monitoring, increasing it, require a lower interest rate, which could be con-
strained in its movements by the zero lower bound. There is to note, however,
that �l is bounded above by the supply of government liquidity. A relatively
higher supply limits the extent to which the policy rate should be corrected
downward.

However, the key result of this section is that the frictions in the supply of
safe securities rationalize an equilibrium in which liquidity is at the first-best
level q̄ in the high state, while it is at a lower level, qt < q̄, in the low state due to
a shortage of “safe assets.” Therefore, the framework can characterize a liquid-
ity crunch when the economy transitions from the high to the low state. This
materializes in a real cost for the economy because it reduces the real value
of the securities that provide transaction/collateral services. In a more gen-
eral framework, this liquidity crunch could lead to a contraction in economic
activity, as shown in Benigno and Nisticò (2017). In the next section, we will
study the government policies that can prevent this crisis.

11.7 Government Intervention

The possibility of a liquidity crisis that arises in the laissez-faire equilibrium
when ι > 0 creates an opportunity for government intervention. The amount
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of liquidity is large enough only in the high state, whereas the economy
experiences a liquidity crunch in the low state.

This section studies general government policies related to debt issuance,
the active management of the central bank’s balance sheet, and the regulation
of financial intermediaries.

Section 11.4 has considered a large supply of public liquidity backed by
higher taxes at all times. This intervention entirely crowds out the produc-
tion of safe private debt but nonetheless achieves the first best. There are
two policies that implement the first best even if the government faces a limit
on average taxation: asset purchases by the central bank and actuarially fair
deposit insurance. These policies exploit the backing provided by intermedi-
aries in good times and, thus, require government backing only in bad times.
Crucially, asset purchases and deposit insurance are equivalent, in the spirit of
Wallace (1981). The taxes required under the two policies are identical in all
contingencies because the consolidated balance sheets of the government and
private intermediaries (i.e., of the agents that supply liquidity) are identical
under the two policies.

This section also studies regulation that forces all intermediaries to invest
in safe projects. This policy reduces welfare because issuing risky securities
backed by investments in risky projects allows intermediaries to economize
on monitoring costs.

11.7.1 Government Policy with a Limit on Taxes

This section analyzes the supplyof public liquiditywhen thegovernment faces
a limit on the average real taxes that it can collect at t+ 1, when average taxes
are (1− κ)Th/Ph + κTl/Pl. To keep the analysis simple and without losing
generality, let us assume that the limit on average taxes is

(1− κ)
Th

Ph
+ κ

Tl

Pl
≤ b< q̄. (11.28)

Notwithstanding the limit in (11.28), an appropriate policy of asset purchases
allows the economy to achieve the first best, qh = ql = q̄. Under the asset
purchase policy, the government supplies a large amount of public money,
and purchases private intermediaries’ risky debt through the central bank.
The risky debt held by the central bank pays a return in the high state,
allowing the government to reduce taxes in that contingency. Instead, in the
low state, the private risky securities are defaulted on, and thus government
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debt requires backing through taxes. This policy is related to Friedman’s sec-
ond proposal (1960), which suggests backing the supply of interest-bearing
reserves (in ourmodel,B) with the portfolio of assets held by the central bank
(in our model, private intermediaries’ risky debt).

At time t, the central bank purchases quantity DC
t of risky securities and

finances these purchases by increasing the outstanding debt from the initial
level of Bt to B̄. Thus, the government’s budget constraint at time t is

QB
t Bt −QD

t D
C
t =Bt−1 −Tt , (11.29)

and therefore can be written as

QB
t B̄−QD

t D
C
t

Pt
= Bt−1

Pt
− (1−β)b, (11.30)

in which we have left unchanged the real tax policy at time t as Tt/Pt =
(1−β)b and used Bt = B̄. At time t+ 1, the government repays its debt B̄
with the proceeds earned by holding assetsDC

t , if not in default, and taxes:

B̄=Th +DC
t (11.31)

and
B̄=Tl (11.32)

in the high and low states, respectively.
To achieve the first best, the governmentmust issue an amount of real debt

equal to B̄/Ph = q̄, B̄/Pl = q̄. Since there is a bound on overall taxes, to pay
back the debt in state l the government should raise real taxes in themaximum
amount,Tl/Pl = q̄which togetherwith (11.32)determinesPl = B̄/q̄, given B̄,
which is still an unknown.

In state h taxes are set using the bound of limit (11.28); therefore

Th

Ph
= b− κq̄

1− κ

< q̄.

We can use this result in (11.31) to obtain

B̄
Ph

= DC

Ph
+ b− κq̄

1− κ

, (11.33)

which, for a given B̄−DC, determines the price level Ph at

Ph = 1− κ

b− κq̄
(B̄−DC).
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To implement the efficient allocation, prices should be equalized across states,
which requires asset purchases of the amount

DC = q̄− b
1− κ

B̄
q
.

These purchases implement the first best allocation also in state h, with
B̄/Pl = q̄. By purchasing private assets, the government can indeed reduce
the tax burden in state h. Note that if b<κq̄, DC

t /Ph> q̄, and Th< 0, the
government is even able to make a positive transfer to the private sector.

In this allocation, liquiditypremiumsare zero.Considering that�l = �h = 0
and QB

t =β in (11.5), we obtain that Pt = Ph = Pl = P∗∗. Using all these
results in (11.30) together with the equilibrium price for the risky securities
QD =β(1− κ), we obtain

B̄= q̄
b
Bt−1,

showing that nominal government debt should increase in this equilibrium
financing the purchase of risky assets.4

The above analysis has implications for the relevance of unconventional
monetary policy in line with the discussion in Section 9.4 of Chapter 9.
Section 11.4 showed that, irrespective of the composition of its assets, the
central bank can expand the supply of its reserves to avoid a liquidity crisis
if there is no limit on taxes. This section has instead shown that it can also
economize on taxes by purchasing risky private assets to back the supply of
liquidity. This result suggests that, even in normal times, central banks should
continue holding private securities for the purpose of fulfilling the economy’s
liquidity needs and reducing the tax burden, at least in good times.This view is
in contrast with the conventional one that prescribes the central banks to hold
just treasury bills, an approach in which no reduction in the tax burden would
be possible. In any case, to avoid a liquidity crisis, the government should be
able to raise taxes in state l. If this is not possible, a liquidity crisis is unavoid-
able. To reduce the tax burden in state l, safe private debt should be available
to back government liquidity. But this is the problem: the private sector is
unable to manufacture enough “safe assets,” and public liquidity could have
a crowding-out effect on private liquidity when the latter is costly to create.

4. Since B̄>Bt−1, P∗∗ is higher than P∗ of Sections 11.4 and 11.5.
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We discuss an alternative government policy, equivalent to the asset pur-
chase program, that allows the economy to achieve the first best even if the
government is subject to the limit on taxes in equation (11.28). This pol-
icy can be labelled as deposit insurance, even though it can be interpreted,
more generally, as any program that guarantees the liabilities of financial
intermediaries.

Let us consider a deposit insurance scheme that is actuarially fair. The
government charges intermediaries a fee for the insurance and, on average,
the policy does not provide any subsidy to intermediaries. Under a deposit
insurance, intermediaries’ debt is safe from the households’ viewpoint and
it therefore always provides liquidity services, even though intermediaries
invest in risky projects. In the low state at t+ 1, when the payoff of interme-
diaries’ investments is zero, the government provides the insurance payment
through a transfer to intermediaries, which in turn is used to repay the debt
to households in full. In the high state at t+ 1, when intermediaries’ projects
produce a positive output, the government charges intermediaries with a
proportional fee.

The equilibrium under deposit insurance can be characterized as an equiv-
alence proposition, in the spirit of Wallace (1981). If an equilibrium exists
under the asset purchase policy, the same consumption allocation and prices
can be sustained under a policy of deposit insurance with the same taxes. The
logic of the proof is based on the fact that the consolidated balance sheets of
the government and private intermediaries—that is, of the agents that supply
liquidity in the economy—are the same under both policies.

Under amore stringent limit on taxes in low states, government policies do
not implement the first best, but the equivalence between asset purchases and
deposit insurance extends also to this case.5

In practice, there is usually a limit on deposit insurance. Nonetheless,
during the acute phase of the 2008 crisis, the deposit insurance limit was
increased in several countries, and other forms of government guarantees
were introduced. In theU.S., the insurance limit was increased from $100,000
to $250,000. Moreover, the Federal Deposit Insurance Corporation (FDIC)
set up the Temporary Liquidity Guarantee Program, with the objective of
bringing stability to financial markets and the banking industry. The program
provided a full guarantee of non-interest-bearing transaction accounts and of
the senior unsecured debt issued by a participating entity for about a year.

5. See Benigno and Robatto (2019).
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Taken together, these twomeasures dramatically increased the fraction of the
liabilities of U.S. financial institutions that were guaranteed by the govern-
ment. Similar policies were adopted in other countries, including some cases
in which the coverage was unlimited, such as in Germany.

Note, finally, that this discussion provides a role for deposit insurance that
is different from, although complementary to, the standard role related to
bank runs. Following Diamond and Dybvig (1983), bank run literature high-
lights the importance of deposit insurance as a tool to eliminate bad equilibria
driven by panic. In this chapter, crises are driven by fundamental shocks, and
deposit insurance plays a key role in reducing the negative impact of such
shocks.

11.7.2 Regulation of Intermediaries’ Investments

Another policy used in the aftermath of the financial crisis is the regulation of
financial intermediaries. This can be implemented in this chapter’s model by
forcing private intermediaries to invest only in riskless projects,KS. As a result,
all intermediaries issue “safe assets” without the need for the government to
provide deposit insurance.

Restricting intermediaries’ investments is fundamentally different from the
policies studied in Sections 11.4 and 11.7.1. Government provision of liquid-
ity anddeposit insurance requires adequate fiscal backing in the low state, even
if the government buys assets through the central bank’s balance sheet. These
policies primarily work by complementing the insufficient private backing
of liquidity with public backing. By contrast, the regulation of intermedi-
aries directly affects the private backing of securities issued by intermediaries
without requiring any fiscal capacity.

However, regulating intermediaries reduces welfare with respect to laissez-
faire.6 In the unregulated equilibrium, some intermediaries invest in risky
technology to economize on the monitoring cost, and thus they issue risky
debt that defaults in the low state. Consequently, forcing all intermediaries to
invest in safe projects eliminates liquidity crises but results in intermediaries
wasting a large amount of resources to pay the monitoring costs. Therefore,
welfare is lower in comparison to the laissez-faire equilibrium.

6. For a formal proof, note that the laissez-faire equilibrium is constrained-efficient. See
Benigno and Robatto (2019).
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11.7.3 General Discussion

Wediscuss the results of this chapter under two headings: control of the price
level and supply of liquidity.

control of the price level

A key result implied by the analysis in this chapter, regarding the potential
challenges arising from the expansion of the money supply to financial inter-
mediaries and securities that may not always be safe under all circumstances,
is that it does not necessarily lead to indeterminacy in the price level. This
holds true when the price level is controlled in accordance with the principles
outlined in Chapters 1 and 2.

The results further confirm the findings of Chapter 4 that a frictionless
private money market can achieve full liquidity satiation without introducing
instability in the control of the price level.However,when there are frictions in
the private liquiditymarket, the path of prices could be influenced by the sup-
plyof private liquidity and its determinants.Nonetheless, even in this scenario,
the interest rate on reserves should be appropriately adjusted to maintain the
desired price level, with the sole constraint being the zero lower bound. This
constraint can be mitigated by increasing the supply of government liquidity
in adverse states of nature, which can crowd out the supply of completely safe
private assets.

However, interest rate policy alone cannot prevent the contraction of real
liquidity and the resulting real consequences that impact the economy when
it enters unfavorable states of nature, leading to defaults on private risky debt.
In a more general model in which the fall in real liquidity endogenously
influences production, the stabilization problem of the price level becomes
more complex and intertwined with the liquidity crisis. However, it will
not change the result that the policy rate should be lowered in a liquidity
crisis.

supply of liquidity

The results of this chapter can be used to discuss more broadly the policy
implications of the model presented above in comparison with some clas-
sic views on the role of private and public liquidity, namely, the free-banking
theory, supported also by Hayek (1976); the narrow banking theory of
Friedman (1960); and the “real bills” doctrine. It also provides some
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comparison with regulation of financial intermediaries based on Basel III,
introduced in 2010.

The results of themodel with costless monitoring (ι= 0) and no limits on
taxes are in line with the views of both Hayek (1976) and Friedman (1960),
as well as with the discussion in Section 4.4 of Chapter 4. However, the results
of the full model with costly monitoring (ι > 0) and limits on taxes suggest
that optimal policies represent a mix of the two views.

In Hayek (1976), the process of competition leads the private sector to
supply a sufficiently large quantity of the best available type of liquid assets,
namely, “safe assets.” The competitivemarket structure in this chapter’smodel
is indeed in the spirit of Hayek’s theory (1976, p. 43), when ι= 0. Interme-
diaries find it worthwhile to supply safe debt because the premium paid by
households reduces the intermediaries’ financing costs. As a result, the house-
holds’ interest is perfectly alignedwith that of financial intermediaries. Indeed,
the premium on “safe assets,” which reflects a lack of liquidity from society’s
point of view, creates incentives for profit-maximizing intermediaries to sup-
ply safe securities. Free entry then ensures that there are enough safe securities
so that liquidity is fully satiated.

Friedman’s proposal (1960) can also achieve the first best. According to
this view, the government should have monopoly power in the supply of liq-
uidity. This objective can be reached also under a narrowbanking system; that
is, intermediaries are forced to satisfy a 100% reserve requirement. In the con-
text of this chapter’s model, intermediaries would buy government safe debt
B instead of capital. If this were the case, private intermediaries would not cre-
ate any liquidity because their debt would be backed by liquid government
reserves insteadof illiquid capital. As a result, the overall supply of liquid assets
in the economy would be determined solely by the amount of government
debt. Note that the government has to back its debt and interest payments,
which is achieved through the collection of taxes. Nevertheless, a benevolent
government that implements a narrow banking system and faces no limit on
taxes can achieve the first best by supplying government debt in the amount
b≥ q̄ and by raising enough taxes.

In the more general model with monitoring costs (ι > 0) and limits on
taxes (b< q̄), neither the private sector nor the government alone can sati-
ate the demand for liquidity. The mechanism of private money creation in
a market with frictions leads to an equilibrium that does not implement the
first best and can even generate a liquidity crisis because private intermediaries
are incentivized to create risky debt. Friedman’s proposal (1960) of a narrow
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banking system does not implement the first best either, if there are costs or
limits on taxes in bad states, and therefore cannot help to avert a liquidity crisis
and a drop in real liquidity.

In general, however, in terms of both conventional and unconventional
instruments, when a crisis of the type described here develops, originating
from the poor quality of certain assets, monetary policy should be set to keep
the economy on the same trajectory it had before with respect to nominal
spending. This can be accomplished by lowering the policy rate, which also
pushes down all money market interest rates, and maintaining liquidity as
high as possible under adverse conditions, by supplementing the deteriorated
assets with high-quality central bank (government) securities.

Finally, Section 11.7.2 warns us about the possible negative consequences
of policies that force intermediaries to invest in safer but less productive
assets. Historically, these policies can be traced back to the prescription of the
“real bills” doctrine, which requires intermediaries to hold essentially risk-free
assets (Sargent, 2011). These policies can reduce or help prevent the occur-
rence of liquidity crises because real liquidity would be limited both in the
good and the bad states. Interestingly, this chapter’s framework shows that
their impact on welfare could be negative with respect to laissez-faire.

11.8 References

The analysis in this chapter is based on Benigno and Robatto (2019). Gorton
(2017) describes the historical evolution of the monetary system, emphasiz-
ing the creation of private “safe assets” during periods of government debt
shortage, and the subsequent financial crises associated with the poor quality
of these “safe assets” produced by the financial sector.

Benigno andNisticò (2017) analyze themacroeconomic consequence of a
shock to the liquidity properties of some private securities, showing that it can
create a fall in economic activity and a deflation in amodel with price rigidity.
They also discuss the kind of policies that the central bank can undertake to
mitigate the impact of the shock, such as lowering the interest rate on reserves
and providing ample public liquidity to replace the privately produced liquid-
ity. Targeting nominal spending during a liquidity crisis due to shortage of safe
securities approximates well the optimal policy.

Gorton and Ordonez (2022) also differentiate between “safe assets” sup-
pliedpublicly, such as government bonds, and those suppliedprivately, such as
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asset-backed securities. In their analysis, private assets are not perfect substi-
tutes for public safe assets because they comewith heterogeneous and volatile
qualities. The extent to which private assets can substitute for public assets
depends on their informational content. When there is no information avail-
able, they canbe consideredperfect substitutes for public assets, although they
are fundamentally different. However, as more information about their con-
tent becomes available, their substitutability decreases, potentially leading to
a shortage of “safe assets” and triggering financial crises. It is worth noting that
information is endogenous in their context and can be influenced by the sup-
ply of government debt, which, in turn, can crowd out the supply of private
safe securities. Azzimonti and Yared (2019) also show, in a different context,
that an increase in the supply of public debt reduces the production of private
safe securities.

Magill, Quinzii, and Rochet (2020) emphasize the increasing production
of private securities due to the low supply of public liquidity. Regulation of the
banking sector leads to a lower supply of private safe assets, justifying both the
central bank’s policy of paying interest on reserves and the purchase of risky
assets to replace the reduced supply of private safe debt.

Stein (2012) discusses the role of financial stability policy when unregu-
latedbanks create toomuch short-termdebt that they havedifficulty honoring
in a financial crisis without selling assets at fire-sale prices. The possibility
of such fire sales may give rise to a negative externality, which can be cor-
rected by conventional open-market operations undertaken by the central
bank. Greenwood, Hanson, and Stein (2016) argue that the central bank
should use its balance sheet to help reduce the financial instability of the sys-
tem, as underlined in Stein (2012). It should maintain a large balance sheet
even out of zero lower bound policies to provide an ample supply of govern-
ment liquidity. In doing so, it can crowd out private sector supply of liquidity
without compromising the attainment of its inflation target, as in the analysis
of Section 11.4.



Introduction

“. . . not all economistsever agreeonanything” (SamuelsonandSolow,
1960, p. 178). Defining inflation is easier than understanding its causes. It
refers to the variation of awell-defined price level over a certain horizon. Since
the price level is the inverse of the value of a currency, inflation implies that the
currency is losing value. Determining what constitutes high or low inflation is
already quite debatable.Cagan (1956) definedhyperinflations as periodswith
a monthly inflation consistently above 50 percent, while Fisher, Sahay, and
Vegh (2002) classify high-inflation episodes as those when the twelve-month
inflation rate rises above 100 percent. The causes of inflation are even more
debatable, and have been at the root of controversies in macroeconomics.

The introductory Figure 1.1 of this book provides a striking illustration
of the worsening of the purchasing power of a dollar in the last 250 years,
more so after any linkage, direct or indirect, with tangible assets like gold
was relinquished. This could point to the problems in the governing of an
intrinsically worthless paper currency. The picture does not do much justice,
however, to the early inflationary episodes, given that the escalation of prices
afterWorldWar II obscures the increases anddecreases in prices that occurred
before, although clearly less importantly and surely not persistently. The strik-
ing difference is, however, between the price anchoring delivered in general by
commodity money and the unsatisfactory performance of pure paper money.

It should be generally logically inconceivable that a metallic monetary
system experiences inflation unless there are significant discoveries of new
sources of metals. However, the power of money and attempts at its manip-
ulation have a long tradition in history. In a conversation with Thomas
Sargent and Robert Townsend in 1985, the economic historian Carlo Cipolla
invoked the remarkable inflation during the Roman Empire starting at the
end of the second century. One possible explanation, he suggested, was the

293
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growing expenditure of the administration due to the expansion of the army,
bureaucracy, and the welfare state.

It appears that initially there was a stock of metal from which the govern-
mentmintedmore coinswith the appropriatemetal, leading to a rise in prices.
Subsequently, deception played a role, with the production of coins contain-
ing less metal or even coins that were coated in copper and washed in good
silver to give the appearance of silver coins.

The medieval period was also characterized by frequent debasement of
coins, which could involve reducing either the fineness or the weight or a
combination of both. It could also occur that, for the same weight and fine-
ness, the nominal value was increased. Cipolla explained that changing the
weight was considered a “clean” way to debase coins, as opposed to changing
the fineness. During that time, Florence had a reputation for never changing
the fineness of its coins, and debasement never occurred for financing needs,
but rather to maintain a certain supply of currency. Interestingly, there were
macroeconomic reasons for this increase in supply, to avoid deflations or the
influx of a foreign currency. History has repeated itself several times for what
are now called international reserve currencies, as the florin was in its time.
In the past century, under Gold Standard regimes, the British pound and the
U.S. dollar were subject to deflationary pressures that were resolved with their
devaluations with respect to the gold parity.

Disanchoring currency from direct intrinsic metallic content or convert-
ibility with specie, as seen with fiat money, clearly removes any constraints
on government manipulation of the currency. The ease of financing needs
through a costless printing press makes it tempting option for any govern-
ment. Hyperinflations are indeed a modern phenomenon, according to the
definition given by Cagan (1956), with only a few episodes before the twen-
tieth century, the most notable being during the French Revolution.

Milton Friedman (1970b) once asserted, “Inflation is always and every-
where a monetary phenomenon in the sense that it is and can be produced
only by amore rapid increase in the quantity ofmoney than in output” (Fried-
man 1970b, p. 24).1 This statement aligns with the analysis in Chapter 1,
where we established that monetary policy holds the capability to control the
price level in a paper currency system. Consequently, it bears responsibility
if prices increase rapidly. Hyperinflation evidence supports unprecedented

1. See also Friedman (1963).



introduction 295

money growth rates associated with a skyrocketing increase in prices. How-
ever, in line with the discussion inChapter 1, most, if not all, of these episodes
are associated with the subtle linkages between monetary and fiscal policies,
which become explicit in the monetary financing of the treasury’s deficit.
Chapter 13 investigates the theoretical drivers of hyperinflations based on the
connection between monetary and fiscal policies and weaknesses in the real
backing of the currency.

While hyperinflations exhibit distinct features, as will be explored in
Chapter 13, with one notable characteristic being the apparent irrelevance of
movements in real activity in comparison to themagnitude of price increases,
the causes of inflation in low-inflation environments have sparked major con-
troversies. One principal debate revolves around whether inflation is posi-
tively related to economic activity, implying a trade-off between inflation and
the unemployment rate. This relationship was first documented in the evi-
dence provided by Phillips (1958), and has since been referred to as the
Phillips curve.

The source of the controversy lies in the fundamental questions of whether
monetary policy exerts a lasting impact on the real economy and, if so, the
duration of such effects. Interpreting the Phillips curve from a policy per-
spective implies that it is perpetually feasible to leverage monetary policy
to enhance the unemployment rate, albeit necessitating a more substantial
increase in inflation at low unemployment rates compared to high rates.

Figure 12.1 shows in the top panel theU.S. inflation rate over the past sixty-
five years, focusing on the core Consumer Price Index (CPI excluding food
and energy items). Additionally, it incorporates the 14-month CPI inflation
expectations gathered by the Livingston Survey. The lower panel of the figure
illustrates theU.S. unemployment rate, featuring a horizontal line drawn at the
3.7percent unemployment rate, selectedby inspection as a reasonable approx-
imation of a “minimum” unemployment rate. The figure reveals periods dur-
ing which the unemployment rate fell below this threshold, occurring notably
in the late 1960s, sporadically in 2019, and more recently since early 2022.

An intriguing observation emerges from the late 1960s, coincidingwith the
VietnamWar, and the recent 2022 data, where periods of low unemployment
are associatedwith inflationary surges.While thismight suggest evidence sup-
porting a steep trade-off between inflation and unemployment, the narrative
is challenged by the events of the 1970s. In that decade, a surge in inflation,
alongside periods of price control, coincidedwith a rise in the unemployment
rate.
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Two other relevant facts deserving attention occured during that period.
The world economy suffered a significant increase in oil prices, indicated in
the figure by the shaded areas with hatching. This type of shock reignites the
longstanding debate between cost-push theories and demand-pull theories of
inflation, which were blurred under the Phillips curve.2 The second notable
aspect of the 1970s is the simultaneous rise in inflation expectations alongside
peaking inflation. This contrasts sharply with the subdued and controlled
expectations of the first part of the 1960s.

This evidence supported theoretical developments early on proposed by
Phelps (1967) and Friedman (1968), fundamentally altering the understand-
ing of any trade-off between inflation and unemployment to be a short-run
phenomenon. Moreover, it introduced the concept of the natural rate of
unemployment, independent ofmonetary factors, aroundwhich the trade-off
gravitates. The trade-off inherent in the Phillips curve re-emerged promi-
nently during the Volcker disinflation, when inflation dropped from its peak
above12percent to almost 3percent, accompaniedby a rise inunemployment
from 7 percent to nearly 11 percent. Notably, this period also led to a decline
in inflation expectations.

The recent history of inflation and unemployment in the United States
tells a remarkable story of achieving a low rate of price increase close to the
2 percent target, a quantitative objective adopted by several central banks and
by the Federal Reserve in January 2012. Impressively, the core inflation rate
averaged around this target during the first two decades of this century. This
stability persisted despite a 145% rise in oil prices from February 2007 to
June 2008, followed by a subsequent reversal, and the unprecedented fall of
oil prices to zero during the COVID-19 pandemic.

The apparent contradiction lies in the fact that inflation remained sta-
ble despite the rise in unemployment to peak levels following the 2007–
2008 financial crisis and the dramatic increase during the COVID-19 period.
Researchers have coined these episodes as “missing disinflation,” raising ques-
tions about the existence of a Phillips curve or suggesting that it must be very
flat. However, post-COVID, inflation spiked after monetary and fiscal poli-
cies engaged in unprecedented expansionary stimuli, coinciding with another
energy/oil price shock and supply-constrained capacity.

2. Refer to Samuelson and Solow (1960) for a discussion of the historical content of these
theories.
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Figure 12.1 illustrates this period with a shaded area, marking times in
which the unemployment rate fell around the hypothetical 3.7 threshold,
reminiscent of the 1960s.

Chapter 12 will serve as a guide for the reader to interpret Figure 12.1,
exploring different versions of the Phillips curve. It will commence with
the original formulation, and progress through the evolution of the con-
cept, including the natural rate of unemployment and short-run trade-off
theories. Recent developments, as derived in Chapter 5 with the New Key-
nesian Phillips curve, will be integrated into this comprehensive exploration.

These theories will be complemented by delving into Keynes’s perspective
on unemployment, emphasizing the resistance of workers to wage reductions
and his vision of maximum output during wartime. This perspective suggests
a Phillips curve that is predominantly flat, except when maximum capacity is
reached, at which point it becomes vertical. This supports the notion that the
natural rate of unemployment is not a symmetric concept but is positioned
at low values of unemployment, as suggested by the 3.7 percent threshold in
Figure 12.1.



12
The Inflation-Unemployment

Trade-Off

12.1 Introduction

Themost controversial theme inmonetary economics concerns the existence
and shape of a trade-off between inflation and unemployment and is asso-
ciated with Alban Phillips and his famous Phillips curve. In 1958, Phillips
presented scatter diagrams depicting the rate of change of wages and the per-
centage of unemployment in the U.K. for the period 1861–1957. To begin
with, he showed that during the period 1861–1913, there was a tight negative
relationship between the percentage change in wages and the unemployment
rate. This relationship, shown in the left-panel of Figure 12.2, was also non-
linear, as wages rose faster when the unemployment rate was reduced from
already low levels, compared to when it was elevated. The fit he found for the
period 1861–1913 also captured other periods, including themost recent one
in his analysis, from 1948–1957.

AsTobin (1972, p. 9) aptly stated, thePhillips curve is “an empirical finding
in search of theory, like Pirandello characters in search of an author.” Phillips
himself offered an explanation for his findings, suggesting that when there
are few unemployed individuals, employers compete by bidding wage rates
higher to attract the most suitable workforce from other firms. In contrast,
when unemployment is high, “workers are reluctant to offer their services at
less than the prevailing rates.”

This hypothesis reflects Keynes’s challenge to the orthodox view of the
Great Depression, which saw the observed stickiness of wages as evidence of
voluntary unemployment. Keynes argued for an involuntary interpretation of
unemployment because workers were willing to accept higher employment

299
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figure 12.2. Phillips Curve (1861–1913, United Kingdom):Wage rate growth
(Source: Brown and Hopkins, 1950) vs. unemployment rate (Source: Fein-
stein, 1972, adjusted by Board of Trade). Left panel: Phillips’s (1958) curve.
Right panel: L-curve delimited by wage rate growth at 0% and unemployment
rate at 1.6%.

at a lower real wage when it resulted from an increase in prices, rather than
froma cut inwages.Keynes viewedmoneywage rates as “administeredprices,”
meaning they were not set and reset in daily auctions but were posted and
fixed for finite periods of time (Tobin, 1972, p. 3). Workers were primarily
concerned about their relative wage, leading them to consider quitting a job if
their nominal wage fell relative to wages in other firms, but not if the real wage
fell uniformly across the economy.

The Phillips curve leads to significant conclusions, and Phillips did not shy
away from them. Assuming a 2 percent annual increase in productivity, he
observed that “it seems from the relation fitted to the data that if aggregate
demand were kept at a value which would maintain a stable level of prod-
uct prices the associated level of unemployment would be a little under 2.5
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percent” (Phillips 1958, p. 299), with Samuelson and Solow (1960) reaching
similar conclusions for the U.S.

The critical message from a literal reading of Phillips’s analysis is that
there is no concept of a full employment level or capacity in the economy.
Instead, there is a trade-off along which one must choose between inflation
and the unemployment rate. This idea was immediately denied by many
economists who, in the tradition of classical analysis, could not conceive of
any permanent influence of wage or price inflation on the unemployment
rate.

The reactions of Friedman (1968) and Phelps (1967) were to confine the
trade-off to the short run, augmenting the Phillips curve with expectations
of inflation. This allowed for the possibility of surprise inflation temporar-
ily affecting unemployment. Friedman (1968) theorized, in line with classical
analysis, the concept of the natural rate of unemployment as a result of equi-
librium in the labor market. This rate is invariant to demand factors and
monetary policy. According to this theory, the economy gravitates around the
natural rate of unemployment. The concept of gravitation provides the idea
of some symmetry between ups and downs.

The original Phillips curve also blurred the distinction between demand
and supply factors, although Phillips himself acknowledged in his article the
presence of cost-push shock drivers of inflation under some episodes in the
U.K. sample. Oil and energy shocks abruptly affected the world economy in
the 1970s, causing major shifts in the curve and obscuring it.

In the 1990s, New Keynesian economics revived the Phillips curve by
embedding it in micro-founded models of price-setting behavior subject to
price frictions, as demonstrated in Chapter 5. This evolution, in compari-
son to the version augmented with expectations, exhibits more persistence
of output deviation following monetary shocks. This persistence results from
a staggered price mechanism, where price setters must account for expecta-
tions of future demand and, consequently, the future inflation rate, in their
decision-making. These developments align the implications of the model
with empirical evidence, demonstratingmore long-lasting effects ofmonetary
policy on economic activity.

The major controversy surrounding the Phillips curve—whether it is evi-
dence of a short-term or a more medium-term phenomenon—has, however,
shifted the focus away fromKeynes’s primary criticism of the classical analysis
of full employment. Keynes did not reject the concept of full employment;
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rather, he transformed it into that of maximum aggregate supply, as dis-
cussed in Tobin (1972, p. 1). Keynes’s perspective aligns with the L function
plotted in the right-hand side panel of Figure 12.2, in which the vertical part
of the L function indicates a maximum capacity supply in the economy and,
consequently, a minimum unemployment rate at which any excess demand
would result in price and wage inflation.

Keynes’s script, How to Pay for the War, published in 1940, describes a
price and inflation spiral when the “size of the cake is fixed.” In this context,
there is a concept of the natural rate of unemployment, positioned asymmet-
rically like the vertical part of the L function in the right-hand side panel
of Figure 12.2, applicable during extraordinary times. During normal times,
the economy experiences conditions of involuntary unemployment, where
aggregate demand has the leverage to expand the economy without causing
significant inflation.

This asymmetric view of the economy surprisingly aligns with Milton
Friedman’s plucking model. In 1964, Friedman envisions output as occasion-
ally surpassing the ceiling of maximum feasible output, only to be “plucked”
down by a cyclical contraction. The difference between Keynes and Fried-
man lies in the frequency at which maximum output is reached—very rarely
under Keynesianism—and in the policies deemed effective for pulling the
economy out of a contraction: monetary policy by Friedman and fiscal policy
by Keynes.

12.2 Outline of the Results

Section12.3 initiates the analysis bydiscussing andderiving the concept of the
natural rate of unemployment, demonstrating its independence from mone-
tary policy. Section 12.4 incorporates the assumption of downward nominal
wage rigidity to characterize unemployment from a Keynesian perspective.
The results are consistent with a natural rate of unemployment only when
the labor market is particularly tight; otherwise, unemployment can be crit-
ically determined by aggregate demand. Section 12.5 presents a model with
information frictions characterized by delays in information, representing a
short-run Phillips curvewith implications similar to those discussed by Fried-
man (1968). Section 12.6 contrasts the previous analysis with the persistence
effects of monetary policy shocks resulting from the New Keynesian Phillips
curve derived in Chapter 5. Section 12.7 merges a labor market characterized
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by downward nominal wage rigidities into the New Keynesian framework,
providing an L-shaped New Keynesian Phillips curve.

12.3 Natural Rate of Unemployment

To understand the inflation/unemployment trade-off, it is useful to start with
the concept of the natural rate of unemployment, employing a setting similar
to that used in presenting theNewKeynesian benchmarkmodel inChapter 5,
with a modelling of the labor market similar to that of Galí (2009).

Consider an economy populated by a large number of identical house-
holds. Each household has a continuum of members represented by the unit
square and indexed by a pair (i, z)∈ [0, 1] × [0, 1]. The first index indicates
the type of labor, or age. The second index represents the disutility fromwork,
which is given by zη in the case themember of the household works, and zero
otherwise; η is a parameter with η≥ 0. The household’s per-period utility is
given by

Ut = lnCt −
∫ 1

0

(∫ Lt(i)

0
zηdz

)
di

= lnCt −
∫ 1

0

(Lt(i))1+η

1+ η di,

in which Ct is a consumption bundle and Lt(i) is the fraction of members
of type i who are employed at time t, with Lt(i)∈ [0, 1]. Each household
maximizes the following intertemporal utility:

Et0

{ ∞∑
t=t0

β t−t0
[
lnCt −

∫ 1

0

(Lt(i))1+η

1+ η di
]}

, (12.1)

inwhichEt0 {·} is the expectation operator at time t0;β is the rate of time pref-
erences, with 0<β < 1; andC is a Dixit-Stiglitz aggregator of a continuumof
consumption goods produced in the economy

Ct =
[∫ 1

0
Ct(j)

θ−1
θ dj
] θ
θ−1

,

where θ > 1 is the elasticity of substitution across the goods, (C(j)), with
j∈ [0, 1]. For the sake of simplicity, special functional forms have been
assumed.
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At each point in time, households optimize with respect to their consump-
tion and saving choices. In their saving plans, as in Chapter 5, they have access
to an ample spectrum of assets to trade in, for we assume that financial mar-
kets are complete. Households are subject to a flow budget constraint of the
form

Bt + PtCt =Wt +
∫ 1

0
Wt(i)Lt(i)di+�t +�w

t −Tt , (12.2)

given that Bt is the value of a portfolio with next-period state-contingent
payoff Wt+1 such that

Bt = Et(R̃t,t+1Wt+1),

in which R̃t,t+1 is the stochastic nominal discount factor defined in Chapter
5. The right-hand side of (12.2) represents the resources that a household has
at time t: namely, the payoff of the portfolio held since time t− 1, i.e., Wt;
labor incomeWt(i)Lt(i) for each cohort of workers of type i, in which (W(i))
is the nominal wage specific to the type ofwork done by cohort i; firms’ profits
(�), less taxes (T); and (�w), profits of the workers’ unions. The resources
at time t are spent in purchasing consumption goods Ct , at the price Pt , and
the portfolio of value Bt . The household’s problem is subject to a standard
intertemporal budget constraint, as in Section 5.3 of Chapter 5.

The following set of first-order conditions characterizes the optimal con-
sumption and saving choices at each point in time t:

1
PtCt

= β

R̃t,t+1

1
Pt+1Ct+1

.

Looking forward from time t, there is a set of first-order conditions (Euler
equations) equal to the number of states of nature at time t+ 1. The intertem-
poral budget constraint of the consumers holds with equality.

The household does not directly determine the fraction of members
employed for each type of labor; instead, this responsibility falls to a union.
Shifting focus to the problem of determining the employment rate, we start
with the firms’ problem. The economy is populated by a continuum of mea-
sure oneof firms.The structuremirrors that of Section5.3.2 inChapter 5,with
the only difference being the generalization of the framework to a decreasing
return technology: Yt(j)=At(Lt(j))αL . Here, At represents a technological
factor, αL is a parameter with 0<αL ≤ 1, and Lt(j) is an aggregate index of



12.3. natural rate of unemployment 305

the various types i of labor, which is given by

Lt(j)=
(∫ 1

0
(Lt(i))

θw−1
θw di

) θw
θw−1

,

in which θw is a parameter, with θw> 1. Each firm now employs workers
from all types i. Given the nominal wage Wt(i) for type i, we can define an
appropriate aggregate wage indexW as

Wt =
(∫ 1

0
(Wt(i))1−θwdi

) 1
1−θw

,

and write firm’s profits�t(j) as

�t(j)= (1− τt)Pt(j)Yt(j)−WtLt(j),

considering firm’s demand

Yt(j)=
(
Pt(j)
Pt

)−θ
Yt ,

with θ > 1, and in which τt is a tax on the firm’s revenue and P(j) is the price
set by firm j. We are abstracting from public expenditure.

As in Section 5.3 of Chapter 5, the optimal choice of the price Pt(j), which
maximizes profits given demand and technology, implies that prices are a
mark-up over their marginal costs:

Pt(j)=μt
Wt

At
(Lt(j))1−αL ,

in which themarkupμt is given byμt ≡ θ/[(θ − 1)(1− τt)αL]. All firms set
the samepricePt(j)= Pt for each j. ThereforeLt(j)= Lt.. The above equation
then delivers the following demand of aggregate labor

Lt =
(
μt

At
Wt

Pt

) 1
αL−1

, (12.3)

which is decreasing in the real wage. Note that given the aggregatorsWt and
Lt , the demand for labor for cohort i is given by

Lt(i)=
(
Wt(i)
Wt

)−θw
Lt . (12.4)
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Unions manage the supply of labor, exercising monopoly power over the
labor supply for each type of worker, considering demand (12.4). The union
responsible of workers of type imaximizes the following objective:

�w
t = λtWt(i)Lt(i)− Lt(i)1+η

1+ η , (12.5)

in which the wage billWt(i)Lt(i) is converted in units of utility through the
marginal utility of nominal income λt = 1/(PtCt). They evaluate the cost of
supplying workers considering the household’s disutility. The objective in
(12.5) is maximized by choosing the wage rate Wt(i) considering demand
(12.4). The first-order condition of the optimization problem is

Wt(i)
Pt

=μwCtLt(i)η ,

which implies a symmetric choice for all unions such that Wt(i)=Wt and
Lt(i)= Lt . Note the definition of labor-market markup,μw ≡ θw/(θw − 1).

Accordingly, we can write the above equation as

Lt =
(

1
μw

Wt

PtCt

) 1
η

, (12.6)

describing labor supply as increasing in the real wage and decreasing with
respect to aggregate consumption.

Labor demand (12.3) and supply (12.6), as hypothesized by Friedman in
several of his works, are critically a function of the real wage. Equilibrium
employment is determined at the intersection of these two schedules:

Lnt =
(

1
μw

1
μt

) 1
1+η

.

The natural rate of employment, Lnt , is inversely related to the markup in the
goods and labor markets. Critically, it is not influenced by demand factors or
the inflation rate.

The framework presented is also suitable to determine and evaluate the
unemployment rate, following the insight of Galí (2009). An individual
worker of type i, given its utility function andmarket wages and prices, would
be willing to work at time t if and only if

Wt(i)
Pt

≥Ctzη.
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figure 12.3. Equilibrium employment in a diagram with nominal wage (W)
on the y-axis and employment (L) on the x-axis. LD = labor demand; LS = labor
supply; Ln = natural rate of employment. Left-panel: Labor market with flexible
wages. An increase in the price level moves LS and LD upward to LS′ and LD′,
and equilibriummoves from E to E′ with employment at the natural rate and an
increase in the wage rate. Right panel: Downward wage constraint atW . Labor
supply is flat atW and then follows the positively sloped schedule when wages
are higher thanW . Equilibrium is at Ewith employment below the natural rate.
An increase in the price level shifts LD and LS to LD′ and LS′, with equilibrium
moving to E′ with higher employment.

The concept of labor-force participation, Ls(i), can be introduced by consid-
ering the “marginal” worker willing to supply labor at the market conditions,
and therefore

Wt(i)
Pt

=Ct(Ls(i))η.

SinceWt(i)=Wt , then Ls(i)= Ls, and we can write

Lst =
(

Wt

PtCt

) 1
η

. (12.7)

Comparing with (12.6), we obtain that the (natural) rate of unemployment
(un) is given by

un ≡ 1− Lnt
Lst

= 1−
(

1
μw

) 1
η

, (12.8)

and affected just by the monopolistic distortions in the labor market. While
one can introduce time-varying factors, such as a tax on wage bills, to incor-
porate temporal variations in the natural rate of unemployment, the central
point remains unchanged: following Friedman’s hypothesis, a natural rate of
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unemployment exists that is independent of wage or price inflation. The cru-
cial mechanism for this neutrality lies in the dynamics of labor supply and
demand.When you depict labor supply and demand on a diagramwith nomi-
nal wages on the y-axis and employment on the x-axis, as in Figure 12.3, an
increase in the price level would shift both the labor supply and the labor
demand schedules upward, resulting in a proportional increase in the wage
rate without impacting employment. Therefore, the conceptual idea of a
trade-off between wage or price inflation and unemployment is flawed from
a classical perspective.

12.4 Keynesian Unemployment

As explained by Samuelson and Solow (1960), Keynes’s General Theory is
characterized as “a systematic model that utilizes downward inflexibility of
wages and prices to convert any reduction in money spending into a real
reduction in output and employment, rather than a balanced reduction in all
prices and factor costs.” Interestingly, though not contradictorily, Keynes also
developed a theory of “demanders” inflation, similar to the neoclassical one,
to account for the inflationary surge during the World War II period. This
occurred when “government plus investors plus consumers want in real terms
. . .more than . . . available producible output,” and “in peace time . . . the size
of the cake depends on the amount of work done. But in war time the size of
the cake is fixed” (Keynes, 1940, p. 4). Even more interestingly, he describes
an inflationary price-wage spiral. “Wages and other costs will chase prices
upwards, but nevertheless prices will always . . . keep 20 per cent ahead. How-
ever much wages are increased, the act of spending these wages will always
push prices this much in advance” (Keynes, 1940, p. 66–67). Keynes envi-
sioned an economy running at a “fixed amount of output” during wartime but
allowing for fluctuations in employment during peacetime.

To model a Keynesian economy, we can hypothesize that nominal wages
arenot allowed to fall belowa lowerboundW due toworkers’ unwillingness to
work at a rate belowW . This lower bound is applicable during “normal” times.
The original Keynesian norm aims to preventwages fromdeclining compared
to the previous period, but for simplicity, we abstract from dynamics without
losing much generality.1

1.Theassumption that the lowerboundonwages is a constant greatly simplifies the analysis,
transforming it into a static optimization problem. Otherwise, introducing a constraint such
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Unions will then maximize (12.5) under labor demand (12.4). The opti-
mal wage choice is to set wages such that

Wt(i)=max
(
W ,μwCtLt(i)η

)
,

which again implies a symmetric choice across different cohorts so that
Wt(i)=W and Lt(i)= L for each i. The supply schedule resulting from this
modified problem exhibits interesting features. It remains flat when the wage
is at the lower boundW in a weak labor market. However, as the labor mar-
ket heats up, workers become more willing to provide additional labor, but
they demand higher wages. Equilibrium employment and unemployment
nowdependon the state of the economy and, critically, on the level of nominal
spending.

Figure 12.3, in the right panel, shows this labor supply in a diagram with
nominalwageson the y-axis andemploymenton the x-axis, showing that labor
supply is elastic at the wage rateW and increasing when themarket wage rises
aboveW .

Labor demand (12.3) still applies to this context and canbe rewritten using
Yt =AtL

αL
t as

Lt = 1
Wt

Ỹt
μt

,

in which we have defined nominal spending as Ỹt = PtYt .
Consider first the conditions under which the level of nominal spend-

ing is low. In this case, the downward rigidity constraint bindsWt =W , and
employment is then determined at

Lt = 1
W

Ỹt
μt

.

This economic state is characterized by low employment, but economic pol-
icy, in general, has the potential to boost employment through appropriate
measures that increasenominal spending.Figure12.3 illustrates labordemand
for a relatively low level of nominal spending, showing that the equilibrium
employment rate is below the natural rate. A right shift of labor demand
induced by higher nominal spending has now a positive effect on the employ-
ment level.

as Wt ≥Wt−1 would render the optimization problem of the unions dynamic, as shown by
Benigno and Ricci (2011).
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The model’s results can also be expressed in terms of the unemployment
rate, using the previous definition. Labor force at the wage rateW is given by

Lst =
(
W
Ỹt

) 1
η

,

according to (12.7), using PtCt = PtYt = Ỹt . Unemployment rate is then
given by

ut = 1− 1
μt

(
Ỹt
W

)1+ 1
η

,

showing that it is decreasing in nominal spending and increasing in firms’
mark-ups.

Transitioning to a state where employment is high and the labor market is
tight due towages being higher than the normW , we revert to the neoclassical
equilibrium, with employment determined by

Lnt =
(

1
μwμt

) 1
1+η

and unemployment at (12.8).
We can characterize the level of nominal spending, defined as Ỹ∗

t , that
triggers the economy from one state to the other: it is given by

Ỹ∗
t =W

(
1
μwut

) 1
1+η
μt .

For values of nominal spending below this threshold, the economy is in the
“depressed” state, with the downward rigidity binding and unemployment
below the natural rate. For higher values of nominal spending, the economy is
at full capacity.

While this framework effectively captures the Keynesian perspective on
unemployment determination, relying on the assumption of nominal rigidi-
ties, it also offers broader policy implications. Keynes asserted that demand
policy stemming from fiscal measures could enhance real allocation and
reduce unemployment, but he believedmonetary policy to be entirely ineffec-
tive. He considered a demand for money, known as the liquidity-preference
function, which, in conditions of underemployment, would passively adjust
to any change in the money supply, rendering monetary policy entirely inef-
fective. Furthermore, he posited that underemployment conditions would be
prevalent most of the time.
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However, the analysis in this section also aligns with a crucial role formon-
etary policy in controlling nominal spending. This perspective resonates with
the views of Friedman and Schwartz in 1963, indicating that depressions are
often associatedwith a decline in themoney stock, especially when correlated
with nominal spending. The proposed approach advocates for the stabiliza-
tion of the money stock, emphasizing its importance in stabilizing nominal
spending and attaining the natural rate of output.

Interestingly, the conjecture that the model economy is asymmetric with
respect to the natural rate of unemployment or potential output is also shared
by Friedman’s “pluckingmodel.” In Friedman (1964, 1993), “output is viewed
as bumping above the ceiling of maximum feasible output except that every
now and then it is plucked down by a cyclical contraction.” (Friedman, 1964,
p. 17). And he adds: “Given institutional rigidities in prices, the contraction
takes in considerable measure the form of a decline in output. . . . the size
of the decline in output can vary widely. When subsequent recovery sets in,
it tends to return output to the ceiling; it cannot go beyond.” (Friedman,
1964, p. 17). Dupraz, Nakamura, and Steinsson (2019) have indeed recast
Friedman’s “plucking model” of the business cycle within a labor-market
model characterized by downward wage rigidity to characterize the asymmet-
ric behavior of the unemployment rate in the U.S. economy. Along this line of
reasoning, the difference between Keynes’s and Friedman’s views of the cycle
is in how frequently the ceiling is reached, very rarely inKeynesian economics.

The next section will delve into another aspect of Friedman’s perspective,
where he argues for temporary deviations of unemployment with respect to
the natural rate, attributing them to informational rigidities. This view offers
an interpretation of a more symmetric cycle, with the concept of the natural
rate residing somewhere in the middle.

12.5 Short-Run Non-neutralities

It is quite common in the history of economic thought, even from classical
economists, to deviate from the notion that the economy is always at the natu-
ral rate.Wepreviously discussed, in the introduction toPart II, the perspective
ofDavidHume, the father of thequantity theory,whohypothesizedperiodsof
vibrant economic activity following an expansion in the supply of gold before
prices would fully adjust. A notable exception to even short-run neutralities is
found in the research agenda of real business cycle theories, which relegates
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monetary policy to unimportant for the real economy even at the short-run
frequency.

Following Phillips’s findings, scholars did not dismiss the relationship he
discovered between inflation and unemployment; instead, they interpreted
any trade-off as a short-run phenomenon occurring around the natural rate
of unemployment. The key departure from the ideal neoclassical world, how-
ever,wasnot the assumptionofwageor price rigidity but the acknowledgment
of information frictions leading to relative price distortions and influencing
the effects of inflationoneconomic activity.The assumed short lengthof these
frictions justified only short-run non-neutrality.

To this end, we present a simplified version of a model with informational
frictions, which can also be interpreted as a model of wage rigidity. We con-
sider the framework detailed in Section 12.3 and the optimization problem
facedbyunions.Assume thepresenceof informational frictions,whereunions
do not have updated information on the state of the economy. A simpleway to
model this is to assume that wage setting and labor choices aremade based on
the information available from the previous period. This convenient assump-
tion aligns the analysis with a scenario in which wages are set one period
in advance, albeit in a forward-looking way, resembling a form of nominal
rigidity.

The optimal choice of the wage rate, maximizing (12.5) with previous
period information, implies, in a symmetric equilibrium, that

Wt =μwEt−1
{
PtYtL

η
t
}
,

using Yt =Ct . Labor demand is unchanged and given by:

Lt = 1
μt

PtYt
Wt

. (12.9)

We can derive a first-order approximation of the above two equations around
a non-stochastic steady state to obtain

Ŵt = Et−1
{
P̂t + ηL̂t + Ŷt

}
(12.10)

and
L̂t = P̂t + Ŷt − Ŵt − μ̂t , (12.11)

in which a variable with a hat denotes log-deviations with respect to the
steady state. We can further take the expectation at time t− 1 of (12.11) and
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combine it with (12.10), substituting for Ŵt to obtain

Et−1L̂t = −Et−1
{
μ̂t
}

1+ η ,

and therefore the expected employment level settles at the expected value of
its natural rate, i.e., Et−1L̂t = Et−1L̂nt .

We can further combine (12.10) and (12.11), using the above result, to
obtain

L̂t − Et−1L̂nt = (P̂t + Ŷt)− Et−1(P̂t + Ŷt)− (μ̂t − Et−1μ̂t),

showing that unexpected variations in nominal spending, on the right-hand
side, correlate positively with changes in the employment level relative to the
expected natural rate, on the left-hand side of the equation. It is crucial to
note that upward and downward unexpected variations exhibit symmetric
effects. From the above equation, using L̂t =α−1

L (Ŷt − Ât), we can derive a
representation in terms of a more canonical Phillips curve, augmented with
expectations, as

πt = Et−1πt + k(Ŷt − Ŷn
t )+ υt , (12.12)

in which πt is the inflation rate given by πt = P̂t − P̂t−1 = pt − pt−1; k≡
(1−αL)/αL and

υt = η+αL
1+ η (μ̂t − Et−1μ̂t)− (Ât − Et−1Ât);

while the natural rate of output is given by

Ŷn
t ≡ Ât − αL

1+ ημ̂t .

In the equation (12.12), unexpected variations in the inflation rate positively
correlate with deviations of output from the expected natural rate; υt acts as a
supply shifter of the curve, driven by unexpected movements in productivity
and in the markup.

We can also express the Phillips curve as a relationship between inflation
and unemployment. Note, first, that we can combine (12.7) and (12.9) to
obtain the ratio of employment with respect to labor force, given by

Lt
Lst

=μ
1
η

t L
1+ 1

η

t .
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Using thedefinitionof theunemployment rateut = 1− Lt/Lst and the approx-
imation ut ≈ − ln Lt/Lst , which is accurate for small values of u, we can obtain
the unemployment rate as

ut = −1
η
lnμt −

(
1+ 1

η

)
ln Lt

or, expressing it in deviations from the steady state,

ut − un = −
(
1+ 1

η

)
(L̂t − L̂nt ).

Therefore, we can write (12.12) in the following form:

πt = Et−1πt − ku(ut − un)+ υt , (12.13)

in which ku = [(1−αL)η]/(1+ η).
The two versions of the Phillips curve augmented with expectations

described in this section, (12.12) and (12.13), differ in the measure of
economic slack, respectively, output gap and unemployment. Nonetheless,
they share common theoretical underpinnings with relevant policy impli-
cations and contribute to the understanding of the evidence on the infla-
tion/unemployment trade-off.

The first important feature is that the length of short-run neutrality is just
one period, aligning with Friedman’s reasoning that you can’t fool all the
people all of the time; the Phillips curve can only be transitory. Concern-
ing the duration of this transitory period, Friedman in 1968 also envisioned
a relatively long adjustment, considering the fact that adaptive expectations
take time to incorporate new information. Friedman (1970a) further adds:
“I believe, that full adjustment to monetary disturbances takes very long time
and affects many economic magnitudes” (Friedman 1970a, p. 235). With
rational expectations, as discussed in the example above and consistently with
Lucas (1972, 1973), the transitory path can only last one period.

The second important feature, consistent again with Friedman (1968), is
that only unexpected variations in the inflation rate can cause improvements
in economic activity. To substantially stimulate the economy, monetary pol-
icy has to engineer an accelerating inflation rate, given the catch-up of private
sector expectations.

The third feature is symmetry, treating expansions and contractions of
output in the same way with respect to the natural rate, creating specular
inflationary or disinflationary effects.
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It is not clear in this theory what determines the equilibrium inflation rate.
It could be the inflation target of the central bank, if any. Unemployment or
output is at its natural rate when expectations of inflation are aligned with
current inflation, notnecessarily at the target inflation the central bank follows.

The analyses ofFriedman(1968) andPhelps (1967)were timely inprovid-
ing an interpretationof the events of the 1970s, specifically theGreat Inflation.
This period saw the breakdown of the U.S. Phillips curve, as recognized by
Samuelson and Solow (1960), into an undecipherable pattern.

As depicted in Figure 12.1, inflation began to rise around 1965 in the after-
math of the Kennedy-Johnson tax cut and initial preparations for the Vietnam
War. Unemployment was exceptionally low at that time, reaching historically
low values below 4 percent. Inflation increased from 2 percent to 6 percent by
the end of 1969.

Under William Martin’s chairmanship of the Federal Reserve, the federal
funds rate climbed from 4 percent at the beginning of 1965 to 9 percent by
the end of 1969. This led to a contraction in economic activity, causing the
unemployment rate to rise to 6 percent at the end of 1970.

Notably, the figure illustrates a gradual upward movement of inflation
expectations that began oscillating around values close to 4 percent at the
beginning of 1970.

Arthur Burns, who assumed the chairmanship of the Federal Reserve in
1970, initiated a reduction in interest rates, bringing them down to 3 percent
by the end of 1970.Meanwhile, the Nixon administration sought to stimulate
the economy through a tax cut, attempting to address the inflation issue by
implementing price and wage controls. These controls were put into effect in
August 1971 and concluded through different phases in April 1974.

Despite these efforts, the inflation problempersisted, and the first oil shock
of 1973 further aggravated both inflation and inflation expectations. Rather
than decreasing, the unemployment rate rose, leading the economy into a
period of stagflation—a combination of a high inflation rate and high unem-
ployment. This phenomenon was unprecedented and not anticipated under
the Phillips curve. Friedman was correct in arguing that it would fall apart,
resulting in more inflation with the same unemployment and output.

The Phillips curve in equation (12.13) supports this view by indicating
that as inflation expectations rise, inflation should also increase for the same
unemployment rate. Inflation expectations remained elevated, reaching 9 per-
cent as the second oil shock hit the economy in 1979. Moreover, equation
(12.13) highlights the role of supply shocks in driving inflation up at the same
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unemployment rate, potentially exacerbating the trade-off. While Phillips
(1958) did not disregard cost-push shocks in his analysis, before the 1970s
they played a minor role.

The schedule (12.13) can also help us understand the successful period of
disinflation named after Volcker, who assumed the chairmanship of the Fed-
eral Reserve in 1979. While the monetary policy strategy of Burns was char-
acterized by a kind of stop-and-go approach—accommodatingwhen inflation
was under control and tightening when it was increasing—Volcker took deci-
sive action to reduce inflation. He adopted control of money aggregates and
allowed interest rates to adjust, reaching values as high as 22 percent. As a
result, inflation dropped from 13 percent in 1979 to 4 percent in 1982, with
inflation expectations decreasing proportionally.2

This successful disinflation, as explained in (12.13), can be attributed in
part to the substantial rise in unemployment, reaching almost 11 percent at
the end of 1982. This not only aligns with the relationship between inflation
andunemployment in (12.13), but also reflects how theFed signaled its deter-
mination to bring down inflation, thereby improving credibility and lowering
inflation expectations.

12.6 Persistent Monetary Non-neutralities

Thenew specificationof thePhillips curve that emerged in the 1970s does jus-
tice to inflation expectations and confines the original Phillips curve trade-off
to the short run, centering the relationship symmetrically around the con-
cept of the natural rate of output or unemployment. Assuming the central
bank controls nominal spending, a one-time increase in nominal spending
would have only a one-period impact on real economic activity under rational
expectations. To produce longer-lasting effects, adaptive expectations would
be required.

The contentious debate surrounding the duration of the effects of mon-
etary policy on economic activity has garnered new perspectives through
empirical evidence that better identifies monetary policy shocks. This evi-
dence suggests prolonged effects on economic activity, indicating a hump-
shaped function as a more accurate descriptor of the observed pattern. This
function reveals an initial lag or delay, followed by a peak approximately eight

2. Goodfriend and King (2005) emphasize the significance of the unemployment cost for
the imperfect credibility of the disinflation plan.



12.6. per s i stent monetary non-neutral it ie s 317

quarters after the shock. The effects on economic activity gradually diminish,
reaching long-run neutrality.

Inspired by these analyses, the New Keynesian literature that developed in
the 1990s providedmodels for the longer effects ofmonetary policy shocks on
economic activity. These models rely first on the assumption of price rigidi-
ties and staggered price mechanisms, enabling them to better fit the empirical
evidence.

Chapter 5 has presented the benchmark New Keynesian model, showing
one key tenet of the analysis in theAS equation, the so-called NewKeynesian
Phillips curve, represented here as:

πt −π = κ(Ŷt − Ŷn
t )+βEt(πt+1 −π). (12.14)

The equation demonstrates a connection between inflation in deviation from
the target (π) and the output gap, representing deviations of output from its
natural rate (Ŷn). This relationship closely resembles the second addendum
of the neoclassical curve, as shown in (12.12). However, a key difference lies
in the additional term on the right-hand side of (12.14). This term captures
expectations about future inflation deviations from the target, in contrast to
the past-period expectations of current inflation presented in (12.12).

The reason for this significant difference, as discussed inChapter 5, is in the
forward-looking behavior of price setters under Calvo’s price-setting model.
When price setters are allowed to change their prices, they anticipate that the
price set today will remain in place in the future with some probability. As
a result, they must assess the future demand for their goods and economic
conditions by forming expectations about the general price index and its rate
of change.

There is another shared characteristic between the two AS equations,
grounded in the central concept of the natural rate of output.When the actual
output aligns with the natural rate not only in the current period but also in
all future periods, inflation remains on target. Conversely, if inflation hits the
target consistently over time, then output is operating at the natural rate. It is
important to note, however, that achieving inflation at the target at any given
point in time requires all current and future output gaps to be zero.

In contrast to the Phillips curve in (12.12), the closure of the output gap
first brings inflation to the target, and subsequently, expectations align. This
differs from the scenario where inflation merely equals the previous period’s
inflation expectations, leaving the inflation rate undetermined. Friedman was
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arguing that expected inflation was the determinant of actual inflation in his
version of the Phillips curve.

Thenew formof thePhillips curve has important implications for thedura-
tion of the non-neutrality of monetary policy. Consider a process for the log
nominal spending, ỹ, of the form

ỹt =π + ỹt−1 + εt , (12.15)

consistent with an inflation target π and in which ε is a white noise process.
Note that ỹt = pt + yt , in which p and y are the logs of prices and output. We
can write the New Keynesian Phillips curve (12.14)

pt − pt−1 −π = κ(ỹt − pt)+βEt(pt+1 − pt −π),
abstracting from shocks to the natural rate of output.

Wehave obtained a second-order stochastic difference equation in p. Using
the lag operator L introduced in Chapter 7, we can write it as[

L−1 −
(
1+ 1

β
+ κ

β

)
+ 1
β
L
]
pt = −κ

β
ỹt − 1−β

β
π ,

and therefore[
L−1 − (γ1 + γ2)+ γ1γ2L

]
pt = −γ1γ2κ ỹt − γ1γ2(1−β)π ,

in which the eigenvalues γ1 and γ2, with 0<γ1< 1<γ2, associated with the
characteristic polynomial of the second-order stochastic difference equation
satisfy:

γ1 + γ2 = 1+ 1
β

+ κ

β
, (12.16)

γ1γ2 = 1
β
. (12.17)

We can then write the previous equation as

(1− γ1L)(1− γ−1
2 L−1)pt = γ1κ ỹt + γ1(1−β)π ,

which can be solved, using similar steps to those in Section 7.3 of Chapter 7,
to obtain

pt = γ1pt−1 + κ

β(γ2 − 1)
ỹt +

(
κ

β(γ2 − 1)2
+ 1−β
β(γ2 − 1)

)
π .
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The above equation can be further simplified using (12.16) and (12.17) to
obtain

pt = γ1(π + pt−1)+ (1− γ1)ỹt (12.18)

=π + γ1pt−1 + (1− γ1)(ỹt−1 + εt),

in which we have further used (12.15) to get to the second line.
Equation (12.18) is key to understanding the propagation of a nominal

spending shock. A one-time impulse to nominal spending, let’s say an increase
in εt , has an impact effect on pt equal to (1− γ1), but then it keeps propagat-
ing into future prices decaying at the rate γ1. The effect on pt+j is given by
the factor (1− γ j+1

1 ), which converges to the unitary value in the long run.
Considering that output is given by yt = ỹt − pt , its impulse response is spec-
ular with respect to that of price, with the largest impact, γ1, at the time of the
shock, and then decaying to zero at the rate γ1. The key parameter to evalu-
ate the magnitude and persistence of the real effects is γ1, which is inversely
related to the slope of the NK Phillips curve. The flatter the curve, the more
persistent is the shock.

The analysis alignswith the concept of persistentmonetary non-neutrality,
indicating enduring real effects from changes in nominal spending. However,
the impulse response does not exhibit the expected hump-shaped pattern. To
address this, one might reconsider the example using an autoregressive pro-
cess of order 1 for nominal spending growth, as outlined byWoodford (2003,
Ch. 3).Woodford also discusses how the degree of strategic complementarity
in price setting can positively influence the persistence of a monetary shock,
enhancing the empirical fit of the NK Phillips curve.

TheNKPhillips curve can also be represented by replacing the output gap
with the employment gap, defined as the deviation of the employment level
from its natural rate. It is important to note that, in this framework, the unem-
ployment rate, as defined in previous sections, remains at the natural rate at
all times due to fully flexible wages. Introducing wage rigidities would also
lead to deviations of unemployment from the natural rate, as shown in Galí
(2009).

Taking a broader perspective, this version of the Phillips curve is also suited
to describing the qualitative pattern of inflation and economic activity dur-
ing the 1970s. It assigns a significant role to inflation expectations and supply
shocks, which are embedded in the variations affecting the natural rate of
output in (12.14).
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12.7 An L-Shaped New Keynesian Phillips Curve

Any type of Phillips curve is subject to challenges and can be easily disproved
by the data. The reason is that it is difficult to identify a supply schedule from
inflation and economic activity data that accurately reflects the “equilibrium”
movements of a complex economic system, especially with demand and sup-
ply shifting driven by several perturbations, and monetary and fiscal policies
interacting with them.3

The events of the 2007–2008 financial crisis and theCOVID-19 pandemic
provide examples of the relationship between inflation and economic activity
that warrant further consideration when explained by the NK Phillips curve.
Just before the financial crisis, the world economy experienced a significant
surge in oil prices, as highlighted in the hatched shaded area in Figure 12.1.
Surprisingly, this surge did not translate into an increase in inflation, thanks to
anchored inflation expectations, and the spike in oil prices soon reverted.

Subsequently, thefinancial crisiswitnessedaprofounddecline in economic
activity, with unemployment rising from 4.5 percent to 10 percent in just
two years, reaching its peak in October 2009 at levels comparable to those of
the Volcker disinflation period. However, unlike that previous episode, this
contraction in economic activity did not bring about any significant disinfla-
tionary pressures.4 Core inflation remained at a low 0.6 percent at the same
time unemployment peaked, as shown in Figure 12.1.

The intriguing evidence, labeled the “missing disinflation,” prompted
researchers to question the validity of a traditional Phillips curve. A com-
pelling explanation that supports the continued relevance of the curve posits
that it has significantly flattened, accommodating themodest downward shifts
in inflation following severe contractions. Hazell et al. (2022) estimated a
slope for the curve, suggesting that a 1 percent increase in the unemployment
rate resulted in only a 0.34-point decrease in inflation.

Similarly, the sharp increase in the unemployment rate during theCOVID-
19 pandemic, surpassing 13 percent, did not align with a significant decline in
core inflation. Core inflation reached its lowest point at 1.17 in June 2020 on
an annual basis, providing another instance of a “missing disinflation.”

3. Refer to the analysis of McLeay and Tenreyro (2019) for the issues associated with
identification strategies of the Phillips curve.

4. To identify correctly the sacrifice ratio during the Volcker disinflation is, however, critical
to account for the fall in inflation expectations.
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The puzzle arises when considering that the explanation for the missing
disinflation does not seem to account for the post-COVID-19 inflationary
surge, starting in March 2021, when inflation exceeded the 2-percent target
and soared to 6.5 percent a year later. One potential factor was the unprece-
dented monetary and fiscal accommodation implemented to counteract the
pandemic shock, as detailed in Section 9.7 of Chapter 9. However, at first
glance, the scale of the expansion does not appear incomparable to the sever-
ity of the contraction during the financial crisis. Given the historical prece-
dent of a missing disinflation during that time, one might have expected a
corresponding absence of an inflationary surge.

The challenge intensifies when considering that the economy faced nega-
tive supply shocks stemming from energy and oil price increases, as well as
supply shortages due to the pandemic’s resource misallocation and height-
ened demand for specific goods. Surprisingly, themagnitudes of these shocks,
measuredbyvariousmetrics, didnot surpass those seenduring theoil shockof
the 1970s or those of the substantial fluctuations in oil prices during the finan-
cial crisis. Additionally, inflation expectations remained relatively anchored in
the 2020s, as illustrated in Figure 12.1.

Benigno and Eggertsson (2023, 2024) provide an explanation for this
puzzling evidence by incorporating theKeynesian unemployment theory into
the New-Keynesian Phillips curve. In essence, the fiscal and monetary stim-
uli positioned the economy at the kink point of the L curve, as depicted in
Figure 12.4 in the second row’s right-hand side panel. At this juncture, and
under the conditions of a heated labormarket discussed inSection12.4,where
the unemployment rate has reached the natural level, any further increase in
demand becomes inherently inflationary.Moreover, they demonstrate that on
the vertical segment of the curve, supply shocks havemorepronounced effects
on inflation, compared to when the labor market is weak.

Figures 12.1 and 12.4 strongly indicate the exceptional nature of episodes
over the last 65 years when the natural rate of unemployment is reached.
Observationally, this threshold is hypothesized to be at 3.7%.Only during the
Vietnam War and after the COVID-19 pandemic was this level reached and
slightly surpassed with lower figures. These instances correlate with inflation
escalating on the vertical segment of the L-shaped Phillips curve.

Remarkably, the period from1970 to 1987, as previously discussed, is char-
acterized by a high inflation rate, but unemployment remains far from the nat-
ural rate.The scatter plots in the 1970–1987 sample provide explanations sup-
ported by supply shocks and the disanchoring of inflation expectations. In the
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figure 12.4. United States scatter plots of core CPI inflation rate vs. unem-
ployment rate at a semi-annual frequency for different samples, together with
L-curve delimited by inflation rate at 2% and unemployment rate at 3.7%.
Source: U.S. Bureau of Labor Statistics.

last panel on the second row, points within the circle correspond to observa-
tions linked to the missing disinflation discussed earlier. However, aside from
these points, all inflation and unemployment data align along the 2-percent
inflation line, except for those related to the inflationary surge in the 2020s.

To elaborate on this explanation, consider a labor-market model in which
workers set wages according

Wt =

⎧⎪⎨
⎪⎩

Wt−1(

e
t)
δπ if ut > un

Wflex
t =μwPtYtL

η
t if ut = un

.

The first line considers a slack labor market, when the unemployment rate is
above the natural rate. Wages follow the Keynesian norm, according to which
they are not falling below the previous period’s rate, and they also adjust to
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expectations of inflation, 
e
t , through a parameter δπ ≥ 0. The case δπ = 0

characterizes complete downward nominal wage rigidity. The second line
captures conditions of a tight labor market, when unemployment is at the
natural rate. Wages react to economic conditions as in the flex-wage model
of Section 12.3.5

Considering log-deviations of the above equations with respect to the
steady state, we obtain

ŵt =
⎧⎨
⎩

ŵt−1 − (πt −π)+ δπEt(πt+1 −π) if ut > un

Ŷt + ηL̂t if ut = un
, (12.19)

expressing the equations in terms of real wages, ŵt .
Considering now the NK Phillips curve derived in Chapter 5 and main-

taining the assumption of decreasing return to labor, it can be also expressed
in terms of real marginal costs and, in a log-linear approximation, is repre-
sented by:

πt −π = km(μ̂t + ŵt + (1−αL)L̂t − Ât)+βEt(πt+1 −π),
for some parameter km> 0, or, equivalently, by

πt −π = km(μ̂t + ŵt + L̂t − Ŷt)+βEt(πt+1 −π), (12.20)

using the production function Ŷt = Ât +αLL̂t .
Let us focus first on the conditions in which the labor market is tight and

wages are characterized by the second line in (12.19). Then substituting this
expression into (12.20) for ŵt , we obtain

πt −π = km[(1+ η)L̂t + μ̂t]+βEt(πt+1 −π). (12.21)

Similarly, when the labor market is loose, using the first line of (12.19), we
obtain

πt −π = k̃m[ŵt−1 + (1−αL)L̂t + μ̂t − Ât]+ k̃πEt(πt+1 −π), (12.22)

in which k̃m = km/(1+ km) and k̃π = (β + kmδπ)/(1+ km).
The comparison between (12.21) and (12.22) carries interesting implica-

tions. Firstly, the slope of the curve concerning employment and, similarly, the

5. As discussed in Section 12.4, we can also express the wage equations by using the trig-
gering unemployment rate, the point at which the flexible wage rate exceeds the norm. This
adjustment does not alter the qualitative results that will be obtained.
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curve expressed in terms of output indicate a flatter curve under loose labor
market conditions (where k̃m< km) than under tight conditions. Secondly,
and similarly, the response to the markup shock, which in a more general
model is isomorphic to an energy price or an oil price shock, is also lower
under a loose labormarket than under a tight one. The third implication is the
incorporation of past real wages into (12.22), creating a much more sluggish
behavior of inflation than under a tight labor market. Finally, k̃π can be larger
or smaller thanβ , depending critically on the degree of wage indexation, with
δπ being larger or smaller.6

Drawing implications for the unemployment rate is straightforward under
conditions of a tight labormarket, wherewages are perfectly flexible, and thus,
unemployment is at the natural rate. However, this does not align with condi-
tions where output or employment is at its natural rate. As shown in equation
(12.21), inflationwill be determined by demand and supply shocks on a steep
short-run Phillips curve.

In contrast, when the labor market is not tight, we can also express the
short-run Phillips curve in terms of the unemployment rate. To this end, con-
sider that in a log-linear approximation, labor-force participation (12.7) is
given by:

L̂st =
1
η
(ŵt − Ŷt). (12.23)

We can use (12.23) in (12.20), to obtain

L̂st =
1
η
( t − μ̂t − L̂t),

having defined

 t ≡ πt −π −βEt(πt+1 −π)
km

.

Using the above equations, it follows that the unemployment gap is given by

ut − un = L̂st − L̂t = 1
η
 t − 1

η
μ̂t −

(
1+ 1

η

)
L̂t ,

6.Note also that equation (12.22) is influencedby theproductivity shock.Whenboth equa-
tions are expressed in terms of output, they will each display this term, albeit with different
coefficients.
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through which we can express employment as a function of the unemploy-
ment gap

L̂t = − η

1+ η(ut − un)+ 1
1+ η( t − μ̂t).

We can substitute the above expression in (12.22) for L̂t to obtain:

πt −π = k̃u(ŵt−1 − γu(ut − un)+ γμμ̂t − Ât)+ k̃′πEt(πt+1 −π),
(12.24)

which applies when ut > un for positive parameters k̃u, k̃′π and γu, γμ.
It is key to note that the following inequalities hold: k̃u< k̃ and γu< 1,

implying a relatively flat slope of the inflation/unemployment trade-off.7 As
long as unemployment is above the natural rate, variations in the unemploy-
ment rate could have a smaller impact on inflation. Once the unemployment
rate reaches the natural rate, any relationship between inflation and unem-
ployment ceases to exist, as inflation becomes driven by excess output or
employment above its natural rate.

Within the framework of the Keynesian unemployment theory, this con-
figuration would be consistent with economies frequently operating below
their potential. This perspective finds visual support in Figures 12.1 and 12.4,
indicating that the U.S. economy rarely reached conditions of very low unem-
ployment rates and tight labor markets, except under specific circumstances.
In these instances, inflation tends to rise rapidly as the economy approaches
full employment.

However, as already discussed, it is noteworthy that inflation also surged
in the 1970s. According to this theory, the driving forces behind the inflation
during that period occurred under a loose labormarket, influenced by adverse
supply shocks combinedwith disanchored inflation expectations. Note that if
wagesmore closely follow inflation expectations, i.e., a higher value of δπ , then
this implies a larger k̃′π in (12.24) and, therefore, a greater impact of inflation
expectations on inflation.

In contrast, the inflationary surge in the 2020s occurred under condi-
tions of a very tight labor market, where demand stimuli and supply shocks
interacted with a steeper aggregate-supply equation. Episodes of tight labor
markets are extraordinary in the last century, primarily associated with peri-
ods of wars, such as World Wars I and II, the Korean War, and the Vietnam

7.Note that k̃u = km(1+ η)/[(1+ km)(1+ η)+ (1−αL)] and is lower than k̃m provided
αL< 1. Moreover, γu = (1−αL)/(1+ η).
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War, or catastrophes, such as the recent COVID-19 pandemic. Benigno and
Eggertsson (2023) similarly describe conditions of a tight labor market asso-
ciated with a vacancy-to-unemployed ratio consistently exceeding the unitary
value, which characterizes such episodes.

A reading of events through a steep Phillips curve rather than a flat one
has different policy implications, given the same other drivers of the curve.
Regarding the increase in unemployment necessary to tame inflation, it is
smaller in the first case and larger in the second.

12.8 References

The seminal analysis of the Phillips curve is found in the work of Phillips
(1958). Since then, the curve has attracted considerable attention from
researchers, sparking important debates and controversies. Samuelson and
Solow (1960) were the first to label the Phillips curve and analyze a similar
scatter plot for the U.S. economy. They also suggested that it is the kind of
relationship that depends heavily on “remembered experience,” emphasizing
the importance of incorporating past observations on inflation into the actual
relationship.

Phelps (1967) formulated a Phillips curve that incorporated the expected
rate of inflation, questioning the validity of any curve lacking this element.
He also defined the equilibrium utilization ratio as the point when the actual
rate of inflation equals its expected value. In his 1968 presidential address to
the American Economic Association, Friedman introduced the concept of
the natural rate of unemployment, viewing it as independent of money wages
and arising from equilibrium in the labormarket. He further explored the real
effects of an unexpected increase in the rate of money growth.

Expanding on Phelps’s economic hypothesis (1970), which envisions
goods being produced on different “islands” that capture the barriers to infor-
mation faced by producers, Lucas (1972, 1973) introduced Phillips curves
that depict a short-run relationship between inflation and economic activ-
ity. His model is grounded in agents’ imperfect information, where they are
unable to distinguish between changes in relative prices and those in the
general price index. Subsequently, Woodford (2001a) further elaborated on
the concept of information frictions inspired by Phelps’s parable, introducing
imperfect knowledge of others’ expectations. In this context, non-neutrality
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extends beyond the short run and aligns with the effects of monetary policy
shocks, as identified in structural VAR analysis.

The conclusive section of Chapter 5 has already outlined some of the rel-
evant references with respect to the New Keynesian Phillips curve. De Vroey
(2016) provides a thoroughperspective on the evolution of thePhillips curve.

The labor-market model presented in this chapter is quite stylized and
draws from the analysis of Galí (2009). Extensive literature has incorpo-
rated models with more detailed frictions in the labor market, following
the approach of Mortensen and Pissarides (1994), into the New Keynesian
framework. Notable examples in this vast literature, such as Blanchard and
Galí (2010), Gertler and Trigari (2009), and Michaillat (2014), have formu-
lated Phillips curves in terms of the unemployment rate. A recent alternative
approach has been taken by Benigno and Eggertsson (2023), who express
the New Keynesian Phillips curve as a relationship between inflation and
the vacancy-to-unemployed ratio. Erceg, Henderson, and Levin (2000) have
introduced symmetric wage rigidities in theNewKeynesianmodel, analyzing
optimal monetary policy in that context.

Tobin (1972) underscored the relevance of downward nominal wage
rigidities in explaining the relationship found by Phillips. Extensive empir-
ical literature, including studies by Barattieri, Basu, and Gottschalk (2014)
and Dickens et al. (2007), has supported this evidence. Models rationaliz-
ing nonlinear Phillips curves based on the downward nominal wage rigidity
constraint have been put forth by Benigno and Ricci (2011) and Eggerts-
son, Mehrotra, and Robbins (2019). Benigno and Eggertsson (2023, 2024)
incorporated a downward rigidity constraint into a New Keynesian Phillips
curve for price inflation. This addition introduces nonlinearity into the
curve, offering an explanation for various phenomena associated with the
co-movements between inflation and labor-market tightness in theU.S. econ-
omy. Dupraz, Nakamura, and Steinsson (2019) developed a microfounded
“plucking model” of the business cycle, relying on downward nominal wage
rigidity. Harding, Lindé, and Trabandt (2023) characterized a nonlinear
Phillips curve due to a quasi-kinked demand schedule for goods produced by
firms.

Empirical studies on the Phillips curve are extensive and varied. Some
recent works, including those by Ball, Leigh, and Mishra (2022), Barnichon
andShapiro (2022),Gordon (1977, 2013),Hazzell et al. (2022), andMcLeay
and Tenreyro (2019), employ various identification strategies.
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Coibion and Gorodnichenko (2015) and Coibion, Gorodnichenko, and
Kamdar (2018) argue that the use of survey data on inflation expectations
can address the puzzling shortcoming of the New Keynesian Phillips curve
under rational expectations, such as the 2008–2009 “missing disinflation.”
Bernanke and Blanchard (2023) andGagliardone andGertler (2023) explain
the 2020s inflationary surge emphasizing the importance of supply shocks,
whereasComin, Johnson, and Jones (2023)highlight the relevanceof capacity
constraints.



13
Hyperinflation

13.1 Introduction

Hyperinflations are a modern phenomenon. Cagan (1956) defined them
as periods with a monthly inflation consistently above 50 percent. History
accounts for really few episodes before the twentieth century. The first that
would qualify according to Cagan’s definition occured during the French
Revolution, in which, between 1795 and 1796, there were five months of
monthly inflation above 50 percent (see Capie, 1991). Cagan (1956) stud-
ied seven of the eight episodes between 1920 and 1946. Fisher, Sahay, and
Vegh (2002) classify fifteen other episodes during 1956–1996. Since then,
Zimbabwe and Venezuela have also experienced hyperinflations. The high-
est rate of inflation was recorded in Hungary after World War II with a
42,000,000,000,000,000 percent inflation in the month of July 1946. Dur-
ing that episode, the price index rose from 1 to 3.8× 1027, while during the
French Revolution it rose from 1 to “only” 18.

High-inflation episodes look tiny with respect to hyperinflations, but
should not at all be disregarded. For the period 1960–1996, Fisher, Sahay, and
Vegh (2002) found 45 episodes involving 25 countries with twelve-month
inflation rates above 100 percent. There are 212 episodes with annualized
inflation of 25 percent involving 92 of the 133 countries in their analysis.

The fact that high inflations andhyperinflations are recent phenomena sug-
gests that the advent of paper currency could have played a role in their causes.
Part I of this book has emphasized that in a paper currency system the cur-
rency is defined as a unit of the central bank’s liabilities, which empowers the
central bank with the authority to print bills at will. However, it is exactly
this freedom that might result in a high-inflation episode. High-inflation rates
have to be associated, in one way or another, with an increase of central bank’s

329
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liabilities or other liabilities, such as thoseof the treasury, backedby the central
bank. “Earlier extreme inflations were rare because of the prevalence of com-
modity monies and convertibility. Only inconvertible paper currencies can
be expanded rapidly without limit to generate hyperinflation” (Cagan, 1989a,
p. 179).

Inflation and money growth are found to be highly correlated in hyperin-
flations and high-inflation episodes, supporting Milton Friedman’s view that
“inflation is always and everywhere amonetary phenomenon” (see Friedman,
1963, 1970b). Hyperinflations are the appropriate laboratory for studying
this connection, since, as argued by Cagan (1956), one can abstract from the
movements in output, for they are so small with respect to the movements in
prices. In hyperinflations, prices run even faster than money supply, so that
real money balances fall, showing a link between real money balances and the
expected inflation rate, as in the famous money demand equation in Cagan
(1956).

Figure 13.1 shows data from the Zimbabwe hyperinflation of 2007–2008,
in which the monthly inflation rate was consistently above 50%. The correla-
tion between money growth and inflation is evident.

Blaming monetary policy does not end the analysis of the causes of high-
inflation episodes. In many cases, the rampant growth of money supply is the
result of a coordinated effort between monetary and fiscal policies. Hyper-
inflation episodes, dating back to the first during the French Revolution, are
often driven by the government’s need to finance wartime or postwar expen-
ditures. Printing bills to cover these expenses is not only an easy solution but,
in certain circumstances, may be the only viable option.

In some other cases, the link between monetary and fiscal policies are
blurred and subtler, for there is no direct monetary financing of the deficit,
but a guarantee on the treasury’s debt could be understood to be in place.
Fiscal policy then becomes important for backing the value of the currency,
as Section 1.4 of Chapter 1 has shown, with the drawback that if the policy is
deemed insufficient for this backing, high inflation and hyperinflation could
then be triggered. The treasury does not even have to run a deficit for this
to happen; all that is needed is insufficient fiscal capacity. Hyperinflation can
then be fueled by monetary policy counteracting inflation with ever higher
interest rates. Loyo (1999) argues that Brazil’s experience in the late 1970s can
be narrated along these lines, not finding justification in any direct seigniorage
target.
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figure 13.1. Zimbabwe hyperinflation. Period: January 2001–October 2008.
Source: Reserve Bank of Zimbabwe.

The preceding discussion suggests that the causes of inflation can often be
traced to the explicit or implicit interconnections betweenmonetary andfiscal
policies.While itmight be tempting to assume that severing these connections
would completely eliminate inflation, this is not the case.

As highlighted in Section 1.4.2 of Chapter 1, supporting the value of a cur-
rency requires more than just policy disconnection. The central bank should
have a form of backing. In the absence of backing from the treasury through
taxes, the alternative is to rely on the assets held in the central bank’s portfolio.
Investing in default-free securities can help maintain the currency’s value.

However, when conditions arise where the central bank’s liabilities exceed
its assets, often due to portfolio losses, it can lead to inflation and, in extreme
cases, hyperinflation.

Stella (2008) conducted cross-country comparisons that provide com-
pelling evidence of a negative correlation between the financial strength of
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central banks and inflation rates. Additionally, his research sheds light on
intriguing cases where relatively high inflation was associated with central
banks having negative net worth. For instance, in 1997, Hungary faced a high
inflation rate of 23 percent, which significantly decreased to 11 percent fol-
lowing the recapitalization of the central bank. A similar situation occurred
in Jamaica after a recapitalization effort in 1995. On the other hand, the
Central Bank of Peru has achieved single-digit inflation rates since it bolstered
its financial position by turning profits into a positive value in 1996.1

In many of these cases, central bank losses can be attributed to non-
performing loans provided to the banking sector with relative ease. History
seems to repeat itself in this regard.

A noteworthy historical example is narrated by Quinn and Roberds
(2014), who describe the challenges faced by the Central Bank of Amster-
dam during the time when the Dutch florin was the dominant currency in
Europe, throughout much of the seventeenth and eighteenth centuries. This
dominance was lost due to substantial losses on loans extended to the Dutch
East India Company, which left the central bank in an insolvent state.

The models presented in this book serve as a valuable laboratory for the
study of inflation and hyperinflation episodes. This chapter’s analysis is orga-
nized into three distinct blocks, each addressing a distinct underlying cause of
inflation.

In the first framework, the connection between the central bank and the
treasury is explicit, with the central bank resorting to money printing to
finance the treasury’s persistent deficit.

In the second framework, the link between the central bank and the trea-
sury is more subtle, not directly tied to deficit financing but involving implicit
backing of the treasury’s liabilities. This scenario aligns with what has been
termed “unpleasant monetaristic arithmetic,” where the resource constraints
shared by the central bank and the treasury can impose limits on monetary
policy, potentially leading to inflationary equilibria.

1. A notable exception is the Central Bank of Chile—see Stella (2005)—which has been
running a negative net worth since 1997 without any consequences for the achievement of
low inflation rates. It is worth mentioning that during these periods the Chilean Treasury has
often run fiscal surpluses that have reduced the outstanding Treasury debt to the point that it
reached only 4 percent of GDP in 2007. This could suggest that the strong fiscal capacity has
compensated for the poor backing provided by the central bank’s assets, from the perspective
of a consolidated intertemporal resource constraint.
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The third framework considers a complete disconnection between the
treasury and the central bank. Nevertheless, even in this scenario, episodes of
inflation can be triggered by a lack of sufficient backing for the central bank’s
liabilities, stemming from balance sheet losses due to easy financing extended
to the banking or private sector.

13.2 Outline of Results

Financing the treasury’s deficit throughmoneyprinting places significant con-
straints on the nature ofmonetary policy that the central bank can implement,
as will be detailed in Section 13.3. In such scenarios, seigniorage revenues are
essential for funding the deficit.

Under these circumstances, hyperinflationary equilibriamay emerge, char-
acterized by connections between real money balances, inflation, and money
growth, as observed in the data.

In the absence of direct treasury financing but with the central bank pro-
viding backing to treasury debt, hyperinflation and high-inflation episodes
may not appear significantly different, often triggered by an insufficient fiscal
capacity. This situation can also give rise to the possibility of multiple equi-
libria. Section 13.4 discusses these cases under the heading of “unpleasant
monetaristic arithmetic.”

Finally, when the central bank is completely independent of the treasury,
maintaining a positive net worth for the central bank can serve as a safe-
guard against undesired inflationdynamics.Conversely, the potential for infla-
tion arises when the central bank incurs substantial balance sheet losses, as
demonstrated in Section 13.5.

13.3 Deficit Financing and Inflation

One of the most popular narratives of hyperinflation or high-inflation
episodes is rooted in the central bank’s financing of treasury deficit. Treasuries
can finance deficits by borrowing onmarkets and/or raising taxes. It can hap-
pen that under certain circumstancesmarket access is precluded and taxes are
difficult to raise. The central bank’s financing through seigniorage could rep-
resent an “easy” way to provide resources, which then becomes the precise
reason that inflation gets ignited.

Amodel suitable for characterizing the implications of money-financing of
deficit is that of Chapter 2, in which the central bank issues reserves and cash.
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Let’s outline the main equilibrium conditions of the model. Consider, first,
the Fisher equation,

1+ it = 1
β

Pt+1

Pt
, (13.1)

relating the nominal interest rate, i, to the real rate, 1/β , and the inflation rate,
Pt+1/Pt , in which P is again the price level. We still maintain the assumption
that output is constant, which in high-inflation episodeswould have variations
that will look insignificant with respect to those of prices. As Cagan (1956)
argued, “relations betweenmonetary factors can be studied, therefore, inwhat
almost amounts to isolation from the real sector of the economy.”

Consider the equilibrium in the money market, which links real money
balances to interest rates through the equation

Mt

Pt
= L(it), (13.2)

whichomits thedependenceof output for the same reasonsunderlined above;
M is money and L(·) is a nondecreasing function of its argument. Combin-
ing (13.1) and (13.2), we obtain a classical relationship, consistent with the
analysis in Cagan (1956),

Mt

Pt
= L̃

(
Pt
Pt+1

)
, (13.3)

for some function L̃ (·), in which real money balances are inversely related to
the gross future inflation rate.

To complete the set of equilibriumconditions, we consider the flowbudget
constraint of the treasury and the central bank, which are, respectively,

BFt
1+ it

=BFt−1 +Dt −TC
t (13.4)

and
BCt −Xt

1+ it
−Mt =BCt−1 −Xt−1 −Mt−1 −TC

t , (13.5)

with BF denoting, as in previous chapters, treasury debt; Dt representing
the overall treasury primary deficit, when positive, and surplus, when nega-
tive;TC, the remittances received from the central bank; X, the central bank’s
reserves; and BC, holdings of short-term assets.
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The model is closed by the intertemporal resource constraint,

∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt
− Dt

Pt

)
= Bt0−1 +Xt0−1 +Mt0−1

Pt0
, (13.6)

which, following the discussion of equation (2.18) in Section 2.3.3 of Chap-
ter 2, is the mirror image of the intertemporal budget constraint of the
consumers, using goods and asset market equilibrium.

To characterize inflations driven by money-financed fiscal deficits, we dis-
tinguish two cases that have different implications and depend onwhether the
deficit to be financed is specified in nominal rather than in real terms.We start
with the latter, which is often the one analyzed in the literature.

13.3.1 Money-Financed Real Fiscal Deficit

We assume that the treasury runs a fiscal deficit in real terms, modelled by
setting an exogenous positive sequence {dt}∞t=t0 , with dt ≡Dt/Pt .

With regard to the path of the real deficits during hyperinflations, empiri-
cal analysis show that fiscal revenuesmay fall due to the lags in collecting taxes
(Keynes-Tanzi effect). For a given path of real government expenditures, a fall
in fiscal revenues leads to an increase of the deficit evaluated in real terms.
On the contrary, if spending is fixed in nominal terms, it falls once evaluated
in real terms during episodes of high inflation (Patinkin effect). In this case,
were taxes indexed, deficits could fall rather than increase.2

We assume that all treasury debt is held by the central bank, therefore
BFt =BCt andBt = 0.Given the sequence {dt}∞t=t0 , we assume that each-period
deficit and thematuring debt are financed by the new debt held by the central
bank plus the remittances received from the central bank, according to:

Ptdt +BCt−1 = BCt
1+ it

+TC
t .

Substituing in the right-hand side of the above expression the flow budget
constraint of the central bank, equation (13.5) with Xt = 0 at all times, we
obtain

dt = Mt −Mt−1

Pt
. (13.7)

2. See Cardoso (1998). During periods of high inflation, the government could delay the
payment of salaries and purchases, which leads to a fall of real expenditure.
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The deficit is financed, in the end, by an increase in the money stock.3

In this section, we assume that monetary policy is set in terms of money
supply, but the key aspect is that themonetary-fiscal interconnection imposes
restrictions on the type of monetary policy that can be set. Consider a con-
stant growth rate ofmoney such thatMt = (1+ϑ)Mt−1 withϑ ≥ 0. The first
restriction imposed by (13.7) is that ϑ should be strictly positive. Additional
restrictions follow.

First, use equation (13.3) under a simplifying functional form for L̃(·)
such that

Mt

Pt
= (
t+1)

−λπ (13.8)

for a positive parameter λπ , with 
t+1 ≡ Pt+1/Pt . The chosen functional
form is consistent with the estimates of Cagan (1956), showing a negative
relationship between the log of real money balances and expected inflation.4

UsingMt = (1+ϑ)Mt−1, we can write (13.8) as

mt =
(

mt

mt+1
(1+ϑ)

)−λπ
,

withmt ≡Mt/Pt , which implies:

mt+1 =m
1+ 1

λπ
t (1+ϑ). (13.9)

The above is a nonlinear difference equation in real money balances that
is plotted in Figure 13.2, showing a stationary solution in which mt =m=
(1+ϑ)−λπ . In this solution, real money balances are constant and prices
grow at the same rate as money supply. However, on the left, there are also
solutions inwhich realmoney balances fall over time and inflation keeps rising
above the money growth rate. In such solutions, interest rates are increasing,
making it more costly to hold real money balances.

Equation (13.7) is key in determining which type of solution prevails as
an equilibrium. In line with the literature (see Bruno and Fischer, 1990), we
assume that the real deficit is constant at dt =d. Using this assumption, the
definition of real money balances, and the fact thatMt−1 = (1+ ϑ)−1Mt , we

3. The assumption Xt = 0 is done to make the analysis comparable with the assumptions
made in the literature; see Bruno and Fisher (1990).

4. Benati et al. (2021) support, instead, a relationship between log real money balances and
the log of the inflation rate, which has different implications for the equilibrium inflation rate
and seigniorage dynamics.
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mtm

mt +1

m
E

figure 13.2. Plot of difference equation (13.9). Point E is the stationary
solution. On the left, hyperinflationary paths with falling real money balances.

can write (13.7) as

d= ϑ

1+ϑmt ,

which implies that in equilibrium real money balances should also be con-
stant, mt =m, given the constant deficit and the constant growth rate of
money supply.

This framework cannot account for the fall in real money balances often
observed in hyperinflation episodes. To this end, we should allow for time-
varying deficit and money growth rate in particular combinations. The only
equilibrium, using (13.9), is therefore mt =m= (1+ϑ)−λπ , which, substi-
tuted in the above equation, imposes further restriction on ϑ , represented by

d=ϑ(1+ϑ)−λπ−1. (13.10)

Note, first, that the right-hand side of the above equation is zero when ϑ = 0
and when ϑ goes to infinity. Therefore, it is a hump-shaped function of ϑ .
Moreover, it is maximized at ϑ = 1/λπ , taking the value of dmax = λλππ
(1+ λπ)−(1+λπ ). Note that according toCagan’s estimates,λπ is around 4.68
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on monthly data; therefore the maximum ϑ could be as high as 20 percent at
monthly rates. Whenever d exceeds dmax, there is no equilibrium. For values
of d below dmax, there are two values of ϑ that can finance the same deficit
and be compatible with equilibrium, ϑH and ϑL, with ϑH>ϑL> 0.

This result should be interpreted not as saying that there aremultiple equi-
libria, but, rather, that givend there are only twopossible values for the growth
rate of money consistent with equilibrium.5 Since ϑ is a monetary-policy
choice, once the central bank selects which amongϑH andϑL to follow, there
is only one equilibrium.Moreover, considering that inflation is determined by
money growth,
= 1+ϑ , the choice of ϑ implies whether the equilibrium
is with a relatively high or low inflation rate. But, again, there are no multiple
equilibria here and the central bank, though constrained by fiscal policy, may
choose the low inflation equilibrium.

The above analysis says something about the causes of inflation, although
it cannot account for the dynamic adjustment of inflation and real money
balances observed during hyperinflation episodes. The model is consistent
with the observation that money supply grows and that inflation is positively
correlated with this growth. Some critical questions arise on the causality
nexus.

Are inflation and hyperinflation monetary phenomena? Does this imply a
causal relationship from money to inflation? The answer is twofold. On the
one hand, the cause of inflation is in the irresponsible fiscal policy that runs
permanent deficits without any attempt of a correction. On the other hand,
monetary policy is completely subordinated to fiscal policy because of deficit
financing, which is a choice rather than a restriction on the governing of its
money supply. The cause of inflation is in the interconnection between mon-
etary and fiscal authorities. Were the central bank completely independent of
the treasury, it could have set a different monetary policy and let the treasury
correct its deficit or left it to the only other possibility, which is default on its
obligations. Inflation, in the above examples, is then caused by money supply
financing of the fiscal deficit.

13.3.2 Money-Financed Nominal Fiscal Deficit

We consider a variation of the above framework in which the treasury’s deficit
is specified in nominal terms, a positive sequence {Dt}∞t=t0 , which is financed

5. Multiple equilibria arise if central bank policy is explicated in terms of transfers to the
treasury rather than in terms of money supply; see Gersbach (1999).
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through the remittances received from the central bank and/or issuing bonds
held only by the central bank. In this case,

Dt +BCt−1 = BCt
1+ it

+TC
t ,

which, using the flow budget constraint of the central bank assuming Xt = 0,
implies that the time-variation of money supply is directly determined by the
nominal fiscal deficit as

Mt =Dt +Mt−1.

To keep things simple, we assume thatDt/Mt−1 =ϑ for a positive constant
ϑ . Therefore,Mt = (1+ϑ)Mt−1. Note thatϑ is now determined in a unique
way by the fiscal policy, differently from the previous section.

We can still combine the money supply rule with the equilibrium in the
moneymarket (13.8) to obtain the samenonlinear difference equation (13.9)
in real money balances,

mt+1 =m
1+ 1

λπ
t (1+ϑ),

which is plotted in Figure 13.2.
There are twonovel results with respect to the previous section. First, there

is always an equilibrium for a positive ϑ , which is determined by the direct
financing of the nominal deficit. Second, for a givenϑ , there aremultiple equi-
libria. There is a stationary equilibrium with constant real money balances,
mt =m= (1+ϑ)−λπ , in which case prices grow at the same rate as money
supply. Treasury deficit and seigniorage are constant in real terms. Differently
from the previous section, there are, however, also hyperinflationary equilib-
ria displaying features consistent with empirical evidence, such as real money
balances falling over time, pushed by an inflation rate higher than the growth
rate of money.6 In such equilibria, interest rates keep increasing, therebymak-
ing it more costly to hold real money balances. Real deficits also decrease over
time, following the path of real money balances, since

dt = ϑ

1+ϑmt .

6. Note, moreover, that (13.9) also has solutions in which real money balances grow over
time. These solutions are not equilibria since they would violate the transversality condition of
households. Indeed, with increasing real money balances, nominal interest rates would fall to
zero and prices would decrease at the rate β so that limt→→∞ β t−t0Mt−1/Pt > 0.
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13.3.3 . . . with Interest Rate Policies

The previous analysis assumed a monetary policy set in terms of money
supply. Things are not much different when it specifies the interest rate on
reserves, following more modern central banking practices. The key feature,
which unites both cases, is that fiscal policy commands monetary policy.

Consider central bank flowbudget constraint (13.5) andnote, as in Section
2.3 of Chapter 2, that given the net worth definition,

NC
t ≡ BCt −Xt

1+ it
−Mt ,

constraint (13.5) can be written as

NC
t =NC

t−1 +�C
t −TC

t ,

with the central bank’s profits represented by

�C
t = it−1(NC

t−1 +Mt−1).

Assume zero initial net worth, NC
t0−1 = 0, and that the central bank’s profits

are rebated to the treasury, i.e., TC
t =�C

t ; therefore the net worth is always
zero. Assets and liabilities exactly match as

BCt
1+ it

= Xt

1+ it
+Mt , (13.11)

and remittances are represented by TC
t = it−1Mt−1.

Consider now the treasury and assume, as before, that a constant real deficit
d is financed through the remittances received from the central bank and by
issuing debt held only by the central bank. Therefore:

Ptd+BCt−1 = BCt
1+ it

+TC
t .

Using (13.11) and the remittances policy, we can write the above equation as

Ptd+Xt−1 +Mt−1 = Xt

1+ it
+Mt , (13.12)

showing that, in the end, the deficit is fully financed by the central bank’s
liabilities, which is high-powered money.
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Another way to write (13.12) considering (13.6) is

bgt0−1


t0
+d= (1−β)

∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt

)
, (13.13)

in which we have defined bgt0−1 ≡ (1−β)(Xt0−1 +Mt0−1)/Pt0−1. The cen-
tral bank’s outstanding real liabilities plus the treasury’s deficits should be
equal in equilibrium to the current and future seigniorage revenues. Equilib-
rium condition (13.13) then becomes a constraint on monetary policy, for
it imposes restrictions on
t0 and on current and future interest rate policies.
Considernowaconstant interest ratepolicy it = i for each t≥ t0.Using (13.1),
inflation is found to be constant at 
=β(1+ i) for each t> t0. Using the
latter result together with (13.8) in (13.13), we obtain

bgt0−1


t0
=
(

−β



)

−λπ −d. (13.14)

The first equilibrium restriction is that the right-hand side should be positive
given that bgt0−1> 0, which imposes constraints on the interest rate policy
and the future inflation rate. Note that the first term on the right-hand side
is hump-shaped with respect to 
, zero when 
=β and when 
→ ∞,
and reaches a maximum at
=β(1+ λ−1

π ). Using again the estimates of λπ
provided by Cagan (1956), this maximum corresponds approximately to a
20 percent monthly inflation rate.

The implication of equation (13.14) is that the central bank is forced to set
an appropriate i so that the right-hand side of (13.14) is positive: seigniorage
revenues should compensate at least for the deficit. Given the chosen policy,
inflation at time t0, 
t0 , adjusts to equilibrate the equation. The more the
seigniorage revenues extracted, the lower the inflation at time t0. Under cer-
tain conditions, there are also equilibria in which inflation is always constant
at the same level and, in this case, there can be two values that solve equa-
tion (13.14). This, again, is not a result of multiplicity of equilibria. It only
means that there are two values for the nominal interest rate, so that there is
an equilibrium with constant inflation.

Whether the central bank formulates its policy based on money supply or
on interest rates does not significantly alter the outcome. The crucial factor
limiting monetary policy is the subordination to fiscal policy.
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All three models in this section share a common cause of inflation: the
connection between deficits and seigniorage. These models are consistent
with the observed correlation between money supply growth and inflation
in empirical data. In cases of hyperinflation, they also demonstrate the phe-
nomenon of falling real money balances and increasing nominal interest rates.

13.4 Some Unpleasant Monetarist Arithmetic

The previous section showed that the central bank’s control of inflation
dependson thewayfiscal andmonetary policies are coordinated. Inparticular,
coordinationwas very explicit because the central bankwas completely subor-
dinated to financing the treasury’s deficit. The connection betweenmonetary
and fiscal policy could be subtler and less direct, as in Section 1.4 ofChapter 1,
where there is an implicit central bank backing of the treasury’s liabilities. If it
is understood that the treasury’s liabilities have the same default-free prop-
erties as the central bank’s liabilities, then there is no limit to the treasury’s
borrowing, except that it is inflationary. This implicit backing could be made
more explicit by having the central bank purchase the treasury debt at some
point in time.7 Even when the backing is not so explicit but understood to be
inplace, sooner or later the inflationary consequences of deficits or insufficient
fiscal capacity will manifest themselves.What is more striking is that once the
central bank’s implicit guarantee is in place, there is no hope that it can set an
independentmonetary policy and control the inflation rate, even if there is no
direct deficit financing.

To support this view, wemodel the treasury to run a constant real deficit of
type dt =d, which, used in equilibrium condition (13.6), implies

(1−β)
∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt

)
−d= (1−β)Bt0−1 +Xt0−1 +Mt0−1

Pt0
,

and therefore, using (13.1), that

(1−β)
∞∑
t=t0

β t−t0
(
Mt −Mt−1

Pt

)
−d= bGt0−1


t0
, (13.15)

7. Treasury debt can be purchased by issuing reserves and not necessarily by increasing
money supply.
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in which we have defined the overall government real liabilities with respect
to the private sector, net of money holdings, as bGt0−1 ≡ (1−β)(Bt0−1 +
Xt0−1)/Pt0−1.8

Equation (13.15) is an equilibrium condition, not a solvency constraint—
since the treasury’s and the central bank’s liabilities are default-free—for the
implicit backing of the central bank, as discussed in Section 1.4.1 ofChapter 1.
However, equation (13.15) imposes restrictions on policies and on equilib-
rium inflation. The treasury runs its fiscal policy, which constrains in any case
monetary policy, although there is no direct financing of the deficit.

The first result, in linewith the analysis of the previous section, is that there
is no equilibrium in which money supply remains constant at all times, con-
sidering bGt0−1> 0 andd> 0. At somepoint in time, sooner or later,monetary
policy is forced to increase the money supply. Let us consider first an equilib-
rium in which the growth rate of money is constant, i.e.,Mt = (1+ϑ)Mt−1
for some ϑ and for each t≥ t0. We can write (13.15) as

ϑ(1−β)
(1+ϑ)

( ∞∑
t=t0

β t−t0mt

)
=d+ bGt0−1


t0
. (13.16)

Note, moreover, that we again obtain from (13.8) that

mt+1 =m
1+ 1

λπ
t (1+ϑ) (13.17)

for each t≥ t0, which, as before, admits a stationary solution, mt =m=
(1+ϑ)−λπ , and other solutions in which real money balances decrease over
time, with mt <m. First, we discuss under which conditions the stationary
solution is an equilibrium. Substitutemt =m= (1+ϑ)−λπ for each t≥ t0 in
(13.16) to obtain

bGt0−1


t0
+d=ϑ(1+ϑ)−(λπ+1). (13.18)

Equation (13.18) could be seen as a generalization of (13.10), but it is not.
There, the central bank was directly financing the treasury’s real deficit. Here,
it is only implicitly backing the treasury’s debt, though similar restrictions arise
on its policy.

To see these restrictions, first consider that if mt0 = (1+ϑ)−λπ , and by
identity mt0 =mt0−1(1+ϑ)/
t0 , it follows that
t0 = (1+ϑ)λπ+1mt0−1,

8. In writing equation (13.15) from the previous one, we are assuming that
limt→→∞ β t−t0Mt−1/Pt = 0, which is the case on non-deflationary equilibria.
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which, used in the above equation, implies

ϑ =d(1+ϑ)(λπ+1)+ bGt0−1

mt0−1
. (13.19)

The right-hand side of (13.19) is positivewhenϑ = 0 and is a strictly concave
function ofϑ . Therefore, equation (13.19) admits two solutions, for relatively
low values ofd and bGt0−1, withd> 0 and bGt0−1> 0. Let’s define the solutions
as ϑH and ϑL, with ϑH>ϑL> 0. Corresponding to these two values, two
respective inflation rates are associated, since, in equilibrium,
= (1+ϑ).
For relatively high deficit d and government liabilities bGt0−1, there is no equi-
librium. Similarly to Section 13.3.1, fiscal policy is leading and forces the
“equilibrium” monetary policy, which is the result of the arithmetic of the
intertemporal resource constraints of the economy.9

A first important difference with respect to the analysis in Section 13.3.1 is
that it is not just the deficit that matters but also the outstanding government
liabilities. Even ifd< 0, there could be a positive inflation for a relatively high
bGt0−1/mt0−1.This happenswhenever−d< bGt0−1/mt0−1, i.e., thefiscal capac-
ity is not sufficient to back the overall government liabilities. Indeed, when
−d= bGt0−1/mt0−1, there can be an equilibrium with zero money growth.

The second important difference is that there are also equilibria with
hyperinflation, for the same and other values of ϑ . Note that solutions of
(13.17) with falling real money balances are such that mt <(1+ϑ)−λπ for
each t≥ t0. Provided the left-hand side of (13.16) is positive, these infla-
tionary paths can be equilibria for an initial inflation rate 
t0 that jumps
above (1+ϑ)λπ+1mt0−1 and puts in equilibrium (13.16). Although mone-
tary policy is not directly financing the treasury, there is no hope of containing
inflation once it is understood that the central bank guarantees the treasury
debt.

In this environment, we can run another experiment in the spirit of Sargent
andWallace (1981), postulating a case in which the central bank tries to resist
any inflationary pressure by tightening money, with the result that sooner or
later it has to succumb. This experiment underlines the fact that forces linking
monetary and fiscal policies can be hidden and implicit.

Consider a monetary policy in which the central bank keeps money con-
stant until time T, i.e.,Mt =Mt0−1 for each t0 ≤ t≤T, and lets it grow at the

9. There is no issue, again, ofmultiple equilibria, because the central bank can have freedom
in choosing between ϑH and ϑL.
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constant rate ϑ ′, i.e.,Mt+1 = (1+ϑ ′)Mt for each t≥T.10 Correspondingly,
we look for an equilibrium inwhich realmoney balances remain constant after
and including periodT; thereforemt =mT = (1+ϑ ′)−λπ for t≥T. Instead,
for t0 ≤ t<T, the path for real money balances is represented by

mt+1 =m
1+ 1

λπ
t , (13.20)

since ϑ = 0 in (13.17). Equation (13.20) can be solved backward from time
T to obtain all the path of real money balances until time t0. Since mT < 1,
equation (13.20) implies that mt0 >mT , but still mt0 < 1. Real money bal-
ances fall over time until timeT to reachmT , even ifmoney supply is constant,
because inflation is positive during this period. Moreover, using these results
in (13.15), we obtain

βT+1−t0 ϑ
′(1+ϑ ′)−(λπ+1)

1−β −d= bGt0−1



′
t0

. (13.21)

The comparison between equations (13.18) and (13.21) is informative on
how the effects of tight money today are either to increase seigniorage in the
future and/or inflation today. Sooner or later tight money leads to inflation.11

Monetary policy has to surrender to an irresponsible fiscal policy, though in
the end this irresponsability reflects the implicit backing of monetary policy.

13.4.1 Tight Money Paradox

Monetary policy can try to fight inflation with the unfavorable outcome that
it can create more of it. We present here another paradox of tight money, with
monetary policy now setting an interest rate policy that reacts aggressively to
inflation (see Loyo, 1999). A hyperinflation dynamic can arise in a vicious cir-
cle of ever higher interest rates and higher inflation. This escalation can be
triggered either by an inadequate fiscal capacity or by self-fulfilling expecta-
tions, but in the background there are still the subtler links betweenmonetary
and fiscal policies.

Consider a central bank that follows an interest rate policy of the type
1+ it =
φπt /β , with φπ > 1. A reaction to a zero inflation target is implicit
in this policy, i.e.,
t = 1. If inflation rises above the target, the interest rate

10. Note that a policy of constant money supply is not feasible at all.
11.We are implicitly assuming that for seigniorage we are on the left-hand side of the Laffer

curve, and therefore ϑ ′>ϑ .
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increases more than proportionally, given that φπ is above the unitary value.
Using the interest rate policy in (13.1), we obtain


t+1 =
φπt (13.22)

for each t≥ t0, which is consistent with an increasing inflation path when

t0 > 1, and with constant prices whenever 
t0 = 1. To determine which
path is going to prevail in equilibrium, it is again important to understand how
the inflation rate is determined at time t0. The key equation is (13.6):

(1−β)
∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt

)
+ τ = bgt0−1


t0
, (13.23)

in which we have now defined bgt0−1 ≡ (1−β)(Bt0−1 +Xt0−1 +Mt0−1)/

Pt0−1, and set a policy of fiscal surplus such that −Dt/Pt = τ , with τ > 0.
Using the Fisher’s equation (13.1) and (13.8), we can further write it as

(1−β)
∞∑
t=t0

β t−t0
(
1−β
−1

t+1
)



−λπ
t+1 + τ = bgt0−1


t0
,

and therefore

(1−β)
∞∑
t=t0

β t−t0
(
1−β
−φ(t−t0)+1

π
t0

)



−λπφ(t−t0)+1
π

t0 + τ = bgt0−1


t0
,

(13.24)
using
t+1 =
φπt recursively until time t0.

Hyperinflation can arise under certain conditions. The first case is when
the fiscal capacity τ is not enough to support an initial price level consistent
with price stability. For this to be the case, τ should be such that τ < bgt0−1 −
(1−β). The inequality excludes that 
t0 = 1 is a solution of (13.24), and,
instead, implies that the only equilibrium is with
t0 > 1. Therefore, through
(13.22) there is an escalating inflation path. To get the result, it is not even
necessary that fiscal policy run a permanent deficit provided bgt0−1>(1−β),
which allows τ to be even positive. The insufficient fiscal capacity ismeasured
by the present-discounted value of surpluses that are not enough to back the
outstanding liabilities; therefore, via an intertemporal mismatch.12

12. Since we have normalized output to the unitary value, real debt over output should be
above the unitary value in order for bgt0−1>(1−β) given the definition bgt0−1. Recall indeed
that bgt0−1 ≡ (1−β)(Bt0−1 +Xt0−1 +Mt0−1)/Pt0−1. Note, however, that debt is a stock
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The hyperinflation dynamic that follows is a joint fiscal and monetary
responsibility for the following reasons. First, it is implicit in the above set-
ting that fiscal policy is fully backed by monetary policy, for it is understood
that the treasury’s liabilities are similar to the central bank’s liabilities and do
not face any solvency constraint. Second, the kickoff of the hyperinflation
spiral originates from the insufficient fiscal capacity. Finally, monetary-policy
overeaction is critical to fueling inflation rather than curbing it. Higher inter-
est rates imply higher interest payments on the treasury debt and therefore
growing nominal government liabilities.13 The increase in nominal liabilities
fuels inflation throughwealth effects on the securities’ holders.Note that a less
aggressive policy rule with φπ < 1 would not lead to escalating inflation, but
rather to taming it.

The next result we show is that high inflations can also arise due to self-
fulfilling equilibria, even if fiscal policy is “adequate.” To this end, consider
a fiscal policy that supports price stability, i.e., τ = bgt0−1 − (1−β), and, for
the sake of illustration, focus on the simple case in which φπ = 1. Using these
assumptions, equation (13.24) implies(


t0 −β

t0

)



−λπ
t0 = (1−β)+ bgt0−1

(
1

t0

− 1
)
,

which displays an equilibrium with price stability, since
t0 = 1 is a solution.
Consider the realistic case of λπ > 1; then there is also another equilib-
rium in which 
t0 > 1 provided bgt0−1<(1−β). Note, indeed, that under
the latter assumption, the limit for
t0 that goes to infinity on the left-hand
side is zero, while in the same limit the right-hand side is positive, assuming
bgt0−1<(1−β). Left- and right-hand sides as a function of 
t0 cross two
times, once at
t0 = 1 and once with positive inflation at
t0 > 1.

The intuition for this result is in the interplay between seigniorage revenues
and the initial inflation rate. According to (13.23), if seigniorage revenues are
expected to be lower, for the same fiscal capacity, an increase in inflation at
time t0 is needed for the equation to hold with equality, fulfilling then the
lower expected seigniorage revenues. Seigniorage is the cost for households
to hold real money balances that, once lowered, increase their wealth. In turn,
this stimulates consumpion and results in higher current inflation. A similar

and output is a flow. If themodel is quarterly, a 25-percent debt-to-output ratio, when output is
yearly, corresponds to a value of debt equal to 1 when output is quarterly and not annualized.

13. Note that real liabilities remain bounded in equilibrium and decrease in the limit.
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argument can be made for the case φπ > 1, rationalizing then self-fulfilling
hyperinflation.

Themultiplicity of equilibria can be eliminated in a simple way: have fiscal
policy rebate also seigniorage to the private sector, inwhich case only the fiscal
capacity net of seigniorage revenues matters for determining the equilibrium
inflation rate at time t0.14 This, however, does not rule out the hyperinflation
triggeredby inadequate fiscal capacity, fueled by the runbetween interest rates
and the inflation rate.

To summarize the cases discussed under the heading “unpleasant mon-
etaristic arithmetic,” the takeaway is that they all share the source of high
inflation or hyperinflation, which is in the subtle link between monetary and
fiscal policy.

13.5 Central Bank’s Balance Sheet and Inflation

The source of inflation and hyperinflation in the previous sections was rooted
in a fiscal imbalance, which was explicit in the case the central bank was
directly financing the treasury and less explicit when the central bank was just
backing the treasury’s liabilities. One might wonder whether a solution that
avoids hyperinflationary spirals is to break the link with the treasury so that it
addresses its solvency problems without the central bank’s backing. The pro-
posal is evenmore legitimate sincewehave argued inChapters 1 and2 that the
central bank can control the price level without any support from the treasury.

Consider the above framework but with the treasury satisfying solvency
condition (1.12), with equality, for its debt to be default-free, here restated as

BFt0−1

Pt0
=

∞∑
t=t0

β t−t0
(
Tt

Pt
+ TC

t
Pt

)
, (13.25)

requiring taxes to appropriately adjust to pay the debt.
Equilibrium conditions (13.1) and (13.8) still apply, while (13.6) using

(13.25) is replaced by
∞∑
t=t0

β t−t0
(
TC
t
Pt

)
=

∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt

)
+ 1

t0

(1+ it0−1)NC
t0−1

Pt0−1
,

(13.26)
with the central bank’s net worth defined byNC

t = (BCt −Xt)/(1+ it)−Mt .

14. Note indeed that, in this case, the summation on the left-hand side of (13.24) will
cancel out.



13.5. central bank ’s balance sheet and inflat ion 349

Equal treatment requires that,when the treasury is not backedor supported
by the central bank, the central bank remain financially independent from the
treasury. The latter requirement imposes a nonnegative remittances policy,
i.e., TC

t ≥ 0 for each t≥ t0.
In this context, the initial finding alignswith the contentpresented inChap-

ters 1 and 2. It emphasizes that a central bank can exercise full control over the
inflation rate when its net worth remains positive, regardless of whether the
policy is formulated in terms of the money supply or interest rates. A positive
net worth empowers the central bank to manage inflation effectively without
requiring support from the treasury.

Instead, a negative net worth can make the constraint TC
t ≥ 0 binding and

be the trigger of inflation, as discussed in Del Negro and Sims (2015). To
see this result, consider NC

t0−1< 0 and a zero remittances policy. Equation
(13.26) implies

−nCt0−1


t0
=

∞∑
t=t0

β t−t0
(

it
1+ it

Mt

Pt

)
,

inwhichwehavedefinednCt0−1 ≡ (1+ it0−1)NC
t0−1/Pt0−1. In equilibrium, the

negative real net worth of the central bank should be equal to the seignior-
age revenues. Substituting (13.1) and (13.8) in the above equation, we
obtain

− nCt0−1


t0
=

∞∑
t=t0

β t−t0
(
1−β
−1

t+1
)



−λπ
t+1 , (13.27)

which becomes a restriction on current and future inflation rates. The equi-
librium inflation rate depends on the type of policy followed by the central
bank, whether it is an interest rate rule or money rule, and whether or not
these rules are time-varying. Let us consider an interest rate policy in which
the central bank targets a constant interest rate, fixing a constant inflation rate,
i.e., 1+ it = 1+ i=β−1
, for each t≥ t0. Using this policy rule in (13.1)
implies
t =
 for each t≥ t0 + 1. Substituting this result in (13.27), we can
determine the inflation rate at time t0:

− (1−β)n
C
t0−1


t0
= (1−β
−1)
−λπ . (13.28)

The higher the seigniorage revenues, which is the term on the right-hand side
of the above equation, the lower the inflation rate at time t0. A larger and
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β

f (Π), g(Π)

g(Π)

f (Π)

ΠH Π1

figure 13.3. Solutions of equation (13.28) when nCt0−1 = −1, in which
g(
)= (1−β)/
 and f (
)= (1−β
−1)
−λπ .

negative net worth requires either higher seigniorage in the future or a higher
inflation rate today.

We study equilibria with a constant inflation rate at all times, 
t0 =
,
which requires an appropriate choice of the target i and
 so that the above
equation is satisfied.Consider first the case nCt0−1 = −1: price stability,
= 1,
is a solution of equation (13.28) and, therefore, an equilibrium, showing that
even a negative net worth is not necessarily inflationary. However, under the
assumption λπ > 1, the above equation also has another solution with high
inflation, as shown in Figure 13.3. Note that there are no multiple equilibria
here since, as before, the policymaker sets the interest rate policy and there-
fore can choose at will the inflation rate among the two solutions. With nCt0−1
decreasing below−1, there are still two solutionswith a positive inflation rate.
For larger values of nCt0−1, there are no solutions and, therefore, no equilib-
ria with a constant inflation rate. There can still be equilibria with a different
inflation rate between time t0 and later.

An inflation dynamic that escalates is also possible, provided the interest-
rate policy reacts aggressively to inflation with a coefficient φπ above the
unitary value, inwhich case inflation dynamics are represented by (13.22) and

t0 is determined by (13.27).
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Negative net worth can then be responsible for inflation or hyperinflation
dynamics even in a context in which the central bank is completely indepen-
dent of the treasury. The reason is that the central bank needs some form of
backing to maintain the value of money, and absent any treasury support, this
backing can only be provided by the value of its assets. If the central bank’s
assets lose their value because they are defaulted on, and the loss is significant
enough to bring the net worth to a very negative value, then the central bank
faces an inflation risk and, depending on its interest rate policy, can even expe-
rience hyperinflation. The composition of the asset portfolio then becomes
important for conducting monetary policy and controlling inflation even if
there is disconnection with the treasury. Holding gold, and selling it, could
also provide additional revenues that can offset at some point in time losses
onnominal assets, avoiding the inflationaryoutcome. In the above framework,
this might be captured by a higher nCt0−1.

13.6 References

Bresciani-Turroni (1931) and Cagan (1956) are classical studies on hyperin-
flations.15 Cagan(1956)estimated thedemand for realmoneybalancesduring
hyperinflation as inversely dependent on the expected rate of inflation. He
posits a linear relationship between the logarithm of real money balances and
expected inflation, similar to the approach in this Chapter.

Benati et al. (2021) provide evidence based on a sample of 44 countries
since World War I, suggesting that the specification should be linear between
the logarithm of real money balances and the logarithm of the expected infla-
tion rate, as initially proposed by Meltzer (1963). This implies a significant
difference in the relationship between seigniorage and money growth. In
Cagan’s case, it resembles a Laffer-curve type relationship, while in the log-log
case, it remains consistently positive, as discussed in Benati (2023).

Bruno and Fisher (1990) discuss the multiplicity of equilibria, and their
stability properties, which can arise when the seigniorage curve is of Laffer
type.

Fisher, Sahay, and Vegh (2002) study very high inflation episodes, with
rates above 100 percent per annum, since 1947, showing that the relationship
between the fiscal balance and seigniorage is strong also in these cases.

15. See also the review in Cagan (1989a).
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Sargent (1982), in discussing four hyperinflation episodes, shows that,
regardless of their severity, they were effectively brought to an end without
much economicdisruption.The key lies in terminatingmonetary support and
implementing a well-structured reform program. Importantly, they can help
restore public confidence in the currency, leading to a noticeable increase in
real money balances.

Sargent and Wallace (1981) introduced what they termed “unpleasant
monetarist arithmetic.” This concept highlights a complex relationship
between monetary and fiscal policies. Specifically, in cases where fiscal pol-
icy is set independently, a decision to adopt a tight monetary policy today
can surprisingly result in higher inflation, either in the future or immediately.
Loyo (1999), in discussing the inflationary episodes of Brazil in the 1970s and
1980s, suggests that hyperinflation may not necessarily be the result of direct
seigniorage financing of the deficit. Instead, it could be a consequence of the
fiscal effects of a tightmonetarypolicy,which increases the cost of government
liabilities.

Del Negro and Sims (2015) discuss the inflationary consequences of capi-
tal losses for the central bankwhen there is no support from the treasury. Stella
(2005, 2008) shows cross-country comparisons supporting the view that the
central bank’s financial strength is negatively correlated with inflation.



14
The Future ofMonetary Policy

The complex nature of the multifaceted governance of a currency, as revealed
through the analysis in this book, cautions one against making definitive
conclusions. Attempting to do so could inevitably lead to contradictory state-
ments. Nevertheless, after having been presented the analysis within a unitary
framework, one may be tempted to form a preliminary comprehensive view
about which characteristics could be part of a “stable monetary framework,”
along the lines of Friedman (1960) and Friedman and Schwartz (1986).

Immersed aswe are in the latest developments of technology,we often tend
to overlook those of the past, and money is undoubtedly one such example.
An economy based on the coincidence of wants, as seen in barter, represented
a significant limitation to economic development, confining exchange to the
proximity of the two parties involved.

The Dark Ages of medieval Europe were not far removed from barter
economies, as highlighted by Cipolla (1967). The demand for coins was
greatly depressed, and coins served merely as one method among many for
settling payments, with any commodity considered a medium of exchange.
Even debts stipulated in units of coins were frequently settled with items such
as vases, clothes, and even horses. One reason for this was the inefficient
functioning of the market; hence, “people could not rely confidently on the
market’s havingwhat theywanted” (Cipolla, 1967, p. 11).Therewas no incen-
tive to trade in coins with the expectation of a future transaction involving a
third party.

If, in an ideal scenario,we could gather the entireworld population, encom-
passing both current and future generations, in a “virtual room” where every-
one expresses their current and future economic plans, a virtual Walrasian
auctioneer could make them compatible by adjusting relative intratemporal
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and intertemporal prices—without the need for any intermediation through a
currency. While this ideal “virtual room”maynever exist, given the challenges,
including the need for knowledge of the plans of future unborn generations, it
can serve as an intriguing benchmark to evaluate the desiderata of a currency
system. One of these that emerges is that the currency be essentially neutral,
meaning it not distort the economic plans that would be settled in that ideal
“virtual room,” for the reason that it would be hard to imagine in that ideal
world that a worthless currency could improve for some or all agents their real
economic plans.

Given the current challenge in envisioning how that “virtual room” could
actually exist, a currency system and a market economy might be the best
approximation we can get to that “virtual room.”

Moving away from a barter economy through an agreement on a specific
commodity to facilitate exchanges already introduces the potential formanip-
ulation. Granting favored status to this commodity endows it with additional
purchasing power not present before, creating a distortion in the allocation
that disproportionatelybenefits thoseholdingmoreof that commodity.While
commodity currency offers advantages by overcoming the double coinci-
dence of wants, historical instances reveal practices such as the retrieving of
seigniorage revenues and the deceptive debasing of its intrinsic value. These
practices, often by sovereign entities in the monopolistic management of
metallic coin issuance and verification, aimed at appropriating real resources,
contributing to overall distortion.

Moving to a currency system with inconvertible paper currency has
only heightened the temptation to manipulate real allocations, as currency
becomes nothingmore thanwhat can be printed at will. Indeed, central banks
within sovereign states have not refrained from doing so over the relatively
short history of inconvertible paper currency. The modern-era establishment
of central banks originated from the urgent needs of the state for money or
to avert banking liquidity crises. These endeavors, in one way or another, aim
to distort real allocations in favor of the state, consequently benefiting certain
groups, or the banking sector.

The global economy has witnessed such events even recently, notably
during the 2007–2008 financial crisis and the COVID-19 pandemic, where
central banks assumed the role of buyers of last resort for almost everything.
Whether this constitutes appropriate governance of money is highly dis-
putable, especially considering the dilemmas and decisions of policymakers.
For instance, the decision to let Lehman Brothers fail on September 15, 2008,



the future of monetary pol icy 357

followed by the immediate shift to purchasing nearly everything the next day,
underscores the complexities involved.

Turning to Europe, a new era of central bank backing national fiscal
authorities is evident, marked by the renowned “whatever it takes” state-
ment from the president of the European Central Bank, Mario Draghi, on
July 26, 2012. The shift, at the onset of the pandemic, in President Christine
Lagarde’s stance, i.e., the transitioning from “we are not here to close spreads”
to instigating an unprecedented national debt purchase program motivated
by the pandemic further highlights the evolving dynamics in central bank
policies.

Assessing the outcomes and observing the nature of fiscal interventions
by national states, enabled by generous budgets with a lower degree of sus-
tainability constraints, prompts contemplation on whether the resulting dis-
tortions in real allocation would be agreed upon by all citizens, or even by
the ones gathered in that hypothetical “virtual room.” These distortions have
contributed to the post-COVID-19 inflationary surge.

Examining this scenario from the perspective of that “virtual room,” the
desirable goal of a neutral currency appears challenging to achieve, even in
the second-best world. This predicament seems to consign citizens to the
inevitable fate of residing in currency jurisdictions that are always susceptible
to manipulation, as witnessed in both past and recent history.

The emergence during the last decade of private digital currencies, com-
monly known as cryptocurrencies, could represent a watershed event in the
history of monetary economics for at least two reasons.

The first and most significant reason is that they introduce competition in
the adoption and use of currencies, providing systems that transcend national
borders and enabling world citizens to enter into a different currency system
without changing their location.1 This allows them to choose a currency that
best serves their needs and preferences in a world that is becomingmore inte-
grated in the exchangeof goods and services.Competition couldbe apowerful
force in producing better currencies or, at the very least, providing options
from which to choose.

1. A single currency within national borders is a relatively recent phenomenon. In metallic
currency systems, competition among different coins with varying metallic content was fre-
quent. This competition often gave rise to cases of Gresham’s law, where the “good” coins, in
terms of intrinsic value, were hoarded rather than used in exchanges, leading to the prevalence
of “bad” coins.
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In his argument for the denationalization of money, Hayek believes that
competition could represent “a more effective constraint forcing the issuing
institutions to keep the value of their currency constant (in terms of a stated
collection of commodities) than would any obligation to redeem the cur-
rency in those commodities (or in gold)” (Hayek, 1976, p. 48). He envisions
the dominance of a currency that maintains its real value, a “real dollar,” and
suggests that different definitions of purchasing power appropriate to differ-
ent groups would require the coexistence of several currency systems. It is
important to add that inherent in the dominance of a currency able to keep
its purchasing power stable could be also the idea of its being shielded from
any form of fiscal and financial dominance experienced so far. Or, at least, it
could be an additional desideratum that people will seek in their free choices.

In contrast, Friedman and Schwartz (1986) in commenting on Hayek’s
proposal say: “We continue to believe that the possibility that private issuers
can (in either sense of that term) provide competing, efficient and safe fidu-
ciary currencies with no role for governmental monetary authorities remains
to be demonstrated” (Friedman and Schwartz, 1986, p. 58). One should
adopt an agnostic stance regarding which currency—government-issued or
private—is likely to prevail and recognize that we are only at the beginning of
the process. As such, current private currencies may be not suitable in serv-
ing the role of dominant currencies. However, competition poses a challenge
to the government to ensure that its currency retains its role, and incentivizes
the government to provide a better currency. In the same article, Friedman
and Schwartz (1986, p. 39) say: “Even granted the market failures that we
and many other economists had attributed to a strictly laissez-faire policy in
money and banking, the course of events encouraged the view that turning
to government as an alternative was a cure that was worse than the disease, at
least with existing government policies and institutions. Government failure
might be worse than market failure.”

The second important feature of the innovations brought about by cryp-
tocurrency is the decentralized system of verifying the legitimacy of trans-
actions based on cryptography. This system grants no particular privilege
to anyone, except for mathematical consensus. This represents a significant
departure from the current financial system, which relies on third-party verifi-
cation and subjective judgments when it involves court decisions on dispute.
Through the new technology, it could be possible to transition from a finan-
cial system based on “subjective-paper guarantee” to one characterized by a
“cryptography guarantee.” This shift would address the problem emphasized
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by Friedman and Schwartz regarding “the peculiar difficulty of enforcing con-
tracts involving promises to pay that serve as a medium of exchange and of
preventing fraud in respect of them” (Friedman and Schwartz, 1986, p. 58).
The recent developments in decentralized finance, enabling the execution
of “smart” contracts on blockchains, align with the goal of overcoming such
difficulties.

Considering the distortions experienced in past and currentmonetary sys-
tems and the new developments arising from the competition among private
currencies, what does the future hold for monetary policy, or for a more opti-
mal design of it? This book aids in comprehending certain dimensions, such
as anchoring the value of an intrinsically worthless currency, supplying liquid-
ity to the system, achieving macroeconomic stabilization, and intervening to
prevent macroeconomic crises.

Chapters 1 and 2, along with Chapter 13, provide arguments for the com-
plete separation of monetary and fiscal policies. Offering a special guarantee
to the treasury’s liabilities or directly financing the state can be detrimental to
the stability of the currency’s value, unnecessarily giving prominence to fiscal
policy indetermining it.The reason for this disconnectionbecomes clear once
one recognizes that there is not even aneed for a fiscal authority to provide real
backing for the currency.

The control of the currency’s value can indeed be put into operation by uti-
lizing a diverse set of instruments available to the central bank, as exemplified
in Chapters 1 and 2. Disregarding seigniorage resources that might be dimin-
ished through competitionwith other currencies, effective control of the price
level hinges on possessing high-quality assets to support liabilities or investing
in tangible real assets like gold.While the establishment of a securitymarket of
safe assets denominated in newly created currenciesmay take time, the imme-
diate availability of gold or any other tangible asset can offer a straightforward
means to implicitly anchor the value of a nascent currency. It is worth not-
ing that even the currency of theMediterranean area during theMiddle Ages,
specifically the gold coins of the Italian republics, initially faced challenges in
gaining acceptance, as reported byCipolla (1967, p. 20): “e non n’era quasi chi
il volesse” (and there were hardly any who wanted it).

Other crucial factors for controlling the currency’s value involve appro-
priately determining the quantity of currency to issue or any interest pay-
ment on it. The selected operational framework from the available array of
instruments should be designed to uphold the stability of the currency’s value.
As highlighted in Chapter 7, the concept of currency value stability can be
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encoded in termsof an inflationor price level targeting framework.Targeting a
specific path for nominal spending could also effectively serve the purpose. In
such a framework, a positive but low growth rate of prices is allowed as a buffer
to partly offset certain distortions we have highlighted. The distortion result-
ing from the zero lower bound constraint might become less relevant with
the increasing digitization of currency, and other distortions could potentially
play a diminished role in the future.

There should not be any doubt that to provide a “stable monetary frame-
work,” the issuer of the unit of account in a competitive environment should
assume the sole responsibility of maintaining the stability of the value of its
currency in terms of the purchasing power of certain commodities, playing a
“neutral” role in the currency system to avoid distorting real allocations.

The next issue to address is whether the provider of the unit of account
should also supply the medium of exchange, or the liquidity of the system, or
more broadly, the so-called safe assets. Chapters 4 and 11 provide contradic-
tory statements but useful information for drawing conclusions. Frictionless
markets of private money creation under unfettered competition can sat-
isfy the liquidity needs of the economy, grounded in the private incentive
to exploit low financing costs by supplying safe securities, as Chapter 4 has
shown. This does not create any interference with the control of the value of
currency undertaken by the supplier of the unit of account. Chapter 11 has
instead provided a different picture when there are frictions in private money
creation, together with the possibility that some pseudo-safe securities could
be used for liquidity purposes. This environment can rationalize periods of
economic contraction due to the poor performance of the pseudo-safe secu-
rities used for liquidity purposes, as witnessed during the recent 2007–2008
financial crisis and throughout history, and as also evidenced by the analysis
of Friedman and Schwartz in 1963.

These events, as detailed in Chapter 11, may impact the control of the unit
of account’s value by its supplier, creating disinflationary or deflationary pres-
sures. In response, the supplier must promptly substitute low-quality private
liquidity with its high-quality, safe liquidity.

In general, the failure of private liquidity creation suggests that, even
beyond such crises, the supplier of the unit of account should also fulfill all
liquidity needs in the economy, aligning with Friedman’s proposal. However,
the provision of abundant liquidity must be matched by the issuer holding
an equivalent amount of high-quality private assets on the balance sheet.
Alternatively, within a government-integrated framework where currency
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issuers back the treasury, the supplied liquidity should correspond to an equiv-
alent amount of current and future taxes levied by the government. These
two possibilities, however, could create subtle linkages between the currency
issuer and the private sector in one case, or between the issuer and the trea-
sury in the other case, potentially leading to instances of financial or fiscal
dominance that could, at some point, impact the control of the value of the
currency.

While historical trends indicate that currency issuers have traditionally
supplied the medium of exchange, albeit in limited quantities, it is crucial
to recognize that the breakdown of private money creation stems from an
underdeveloped intermediation process for two reasons.

One critical issue is the opacity of the intermediation activity, characterized
by a limited assessment of intermediaries’ balance sheets, especially concern-
ing their assets. In this context, the potential of innovations like cryptographic
guarantees for securities andfinancial transactions, operational under adecen-
tralized blockchain system, could significantly enhance the fair evaluation of
risk and liquidity characteristics of various financial instruments, including
money securities. Once prices accurately reflect the inherent characteristics
of securities, competition could effectively guide the market in determining
the appropriate amount of liquidity.

Another critical consideration is the maturity transformation process, his-
torically a defining feature of the banking sector, which has been regarded
as the primary provider of money claims. However, this process is indicative
of an underdeveloped intermediation system rather than being an inherent
characteristic of a money-like provider.

Recent developments in alternative forms of intermediation, such as pri-
vate equity, demonstrate that funds can easily flow toward the long-term
financing needs of the economy, and be secured for a similar durationwithout
involving maturity transformation. A developed financial system could natu-
rally lead to a separation betweenmoney and credit markets, where the issuer
of the unit of account refrains from any implicit guarantee in private money
markets, thus avoiding the encouragement of risk-taking behavior.

The potential exists for more advanced financial markets incorporat-
ing new technologies to serve as the inherent providers of the medium of
exchange within the currency system. Incentives are propelled by the advan-
tages of obtaining lower-cost financing through money claims, while compe-
tition works to diminish all rents in the market, resulting in the convenience
yield on these money claims eventually becoming zero. In such a framework,
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as previously stated, the unit of account supplier should have the sole and
important responsibility of keeping stable the value of the currency, and this
control can happen with the principles discussed in Chapter 1, as shown in
Chapter 4.

In the current financial framework, it is challenging to envision dispens-
ing with a lender of last resort agent, as, for example, discussed in Good-
hart (1999). However, in the more developed financial framework discussed
above, no need for such a role arises. It is uncontroversial that a lender of last
resort should not address solvency problems. Therefore, there is no role to
be taken in a private equity market in which projects do not deliver a pay-
off in certain contingencies, as those losses should be borne by the financiers
and equity holders, who have appropriately taken the risk. Similarly, there
is no such role to be taken in the money markets, since money or money-
like claims are appropriately priced, being the assets and balance sheets of
providers accurately ascertained through new technologies.

A “stable monetary framework” can be envisioned where the issuer of the
unit of account ensures a stable currency value, while the private sector han-
dles the medium of exchange. In this setup, the treasury is one among many
agents, lacking a specific connection to the unit of account. I believe that this
framework serves as the best approximation for a neutral currency system
when viewed from the perspective of that “virtual room,” avoiding distortions
in favor of any particular group’s or agents’ economic plans. In a second-best
world, this approach would best facilitate the coexistence of economic plans,
promoting macroeconomic stability.

In the near future, there is hope that competition among currencies might
give rise to a “stable monetary framework” capable of transcending national
borders—something to which world citizens could readily and freely adhere.
This vision holds the promise of consigning currency manipulations to the
pages of history.
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Appendix to Chapter 1

A Derivation of Equation (1.5)

We show that (1.2) and (1.4) imply (1.5).
Consider budget constraint (1.2), setting it = iXt , Mt = 0 and dividing it

by Pt ,
Bt +Xt

Pt(1+ it)
= Bt−1 +Xt−1

Pt
+ Y −Ct − Tt

Pt
.

Multiply it by discount factor Rt0,t and sum all the constraints from time t0 to
time k, obtaining

Rt0,k
Bk +Xk

Pk(1+ ik)
= Bt0−1 +Xt0−1

Pt0
+

k∑
t=t0

Rt0,t
(
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and therefore

Rt0,k+1
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+

k∑
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Rt0,tCt = Bt0−1 +Xt0−1

Pt0
+

k∑
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Rt0,t
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Yt − Tt
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)
.

(A.1)
Use (1.4) at time k as a substitute for (Bk +Xk)/Pk+1 on the left-hand side of
the above equation to obtain

k∑
t=t0

Rt0,tCt ≤ Bt0−1 +Xt0−1

Pt0
+

∞∑
t=t0

Rt0,t
(
Yt − Tt

Pt

)
.

Note first that the right-hand side is bounded by assumption—see (1.4)—
and that the left-hand side as a function of k is a monotone nondecreasing
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sequence since Rt0,t is positive and Ct ≥ 0. Therefore, this bounded mono-
tone nondecreasing sequence has a limit as k→∞, which satisfies the bound.
Therefore, equation (1.5) follows.

∞∑
t=t0

Rt0,tCt ≤ Bt0−1 +Xt0−1

Pt0
+

∞∑
t=t0

Rt0,t
(
Yt − Tt

Pt

)
, (A.2)

completing the proof.
The converse is also true. Equations (1.2) for each t≥ t0 and (1.5) imply

that (1.4) holds for each t≥ t0. Consider first (1.5), which is exactly (A.2);
then (1.4) holds at time t0 since consumption is nonnegative. Combine (1.4)
at time t0 with (A.2) to obtain

∞∑
t=t0+1

Rt0,tCt ≤ Bt0 +Xt0
Pt0(1+ it0)

+
∞∑

t=t0+1
Rt0,t

(
Yt − Tt

Pt

)
,

or, equivalently,

∞∑
t=t0+1

Rt0+1,tCt ≤ Bt0 +Xt0
Pt0+1

+
∞∑

t=t0+1
Rt0+1,t

(
Yt − Tt

Pt

)
.

Therefore (1.4) also holds at time t0 + 1, since the left-hand side of the above
inequality is nonnegative. Following similar steps, it can be shown that (1.4)
holds at all future times, completing the proof.

We show, now, that (1.2) and (1.4) imply (1.6). We have shown that∑∞
t=t0 Rt0,tCt is finite and bounded above as in (A.2). We take the limit for

k→∞ in (A.1), and comparing with (A.2) we obtain (1.6), i.e.,

lim
k→∞

Rt0,k+1
Bk +Xk

Pk+1
≥ 0.

The converse, that (1.2) and (1.6) imply (1.4), is also true.Use (1.2) to obtain
(A.1) and consider that

k∑
t=t0

Rt0,tCt ≥ 0,

and therefore

Rt0,k+1
Bk +Xk

Pk+1
≤ Bt0−1 +Xt0−1

Pt0
+

k∑
t=t0

Rt0,t
(
Yt − Tt

Pt

)
.
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Taking the limit on both sides of the above inequality for k→ ∞ and using
(1.6), the borrowing limit (1.4) follows.

Appendix to Chapter 2

B Derivation of Equation (2.4)

We show that (2.2) and (2.3) imply (2.4). Consider budget constraint (2.2)
and divide it by Pt:

Bt +Xt

Pt(1+ it)
+ Mt

Pt
= Bt−1 +Xt−1 +Mt−1

Pt
+ Y −Ct − Tt

Pt
.

Write it as
Bt +Xt +Mt

Pt(1+ it)
+ it

1+ it
Mt

Pt
= Bt−1 +Xt−1 +Mt−1

Pt
+ Y −Ct − Tt

Pt
.

Multiply it by discount factor Rt0,t and sum all the constraints from time t0 to
time k, obtaining

Rt0,k
Bk +Xk +Mk

Pk(1+ ik)
= Bt0−1 +Xt0−1 +Mt0−1

Pt0

+
k∑

t=t0

Rt0,t
(
Yt −Ct − Tt

Pt
− it

1+ it
Mt

Pt

)

and, therefore,

Rt0,k+1
Bk +Xk +Mk

Pk+1
+

k∑
t=t0

Rt0,t
(
Ct + it

1+ it
Mt

Pt

)

= Bt0−1 +Xt0−1 +Mt0−1

Pt0
+

k∑
t=t0

Rt0,t
(
Yt − Tt

Pt

)
.

Use (2.3) at time k as a substitute for (Bk +Xk +Mk)/Pk+1 on the left-hand
side of the above equation to obtain

k∑
t=t0

Rt0,t
(
Ct + it

1+ it
Mt

Pt

)
≤ Bt0−1 +Xt0−1 +Mt0−1

Pt0

+
∞∑
t=t0

Rt0,t
(
Yt − Tt

Pt

)
.
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Note first that the right-hand side is bounded by assumption—see (2.3)—
and that the left-hand side as a function of k is a monotone nondecreasing
sequence since Rt0,t is positive and Ct ≥ 0, it ≥ 0, Mt ≥ 0. Therefore, this
bounded monotone nondecreasing sequence has a limit as k→ ∞, which
satisfies the bound. Therefore, equation (2.4) follows,

∞∑
t=t0

Rt0,t
(
Ct + it

1+ it
Mt

Pt

)
≤ Bt0−1 +Xt0−1 +Mt0−1

Pt0

+
∞∑
t=t0

Rt0,t
(
Yt − Tt

Pt

)
,

completing the proof.
The converse is also true, and other equivalence results follow the same

steps as in Appendix A.

Appendix to Chapter 3

C Derivation of Equation (3.4)

The derivation follows the same steps as in Appendix A. Just note that budget
constraint (3.2) can be written by dividing it by Pt and setting Mt =Mt−1
= 0 as

Bt
Pt

+ Xt

Pt
+Ct + Tt

Pt
= (1+ it−1)Bt−1 + (1+ iXt−1)Xt−1

Pt
+ Y .

Denote
Wt−1 = (1+ it−1)Bt−1 + (1+ iXt−1)Xt−1

and observe that

Bt = Wt

1+ it
− 1+ iXt

1+ it
Xt .

It follows that

Wt

Pt(1+ it)
+ (it − iXt )
(1+ it)

Xt

Pt
+Ct + Tt

Pt
= Wt−1

Pt
+ Y .

Starting from the above equation, equation (3.4) can be derived following
steps similar to those in Appendix A.
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Appendix to Chapter 5

D Derivation of Equations (5.3) and (5.4)

The price index (P) is defined as the minimum expenditure needed to pur-
chase oneunit of consumption good (C).The total expenditure is represented
by

Tt =
∫ 1

0
Pt(j)Ct(j)dj,

and Pt is such that
Pt = min{Ct(j)} Tt

subject to

Ct =
[∫ 1

0
Ct(j)

θ−1
θ dj
] θ
θ−1

= 1.

The Lagrangian of the problem is represented by

L=
∫ 1

0
Pt(j)Ct(j)dj− λ

⎡
⎣(∫ 1

0
Ct(j)

θ−1
θ dj
) θ
θ−1

− 1

⎤
⎦,

whose first-order conditions are

Pt(j)= λ
(∫ 1

0
Ct(j)

θ−1
θ dj
) θ
θ−1−1

Ct(j)−
1
θ

= λC
1
θ
t Ct(j)−

1
θ (D.1)

for each j. Inserting this result into the expenditure function, we obtain

Tt =
∫ 1

0
Pt(j)Ct(j)dj= λC

1
θ
t

∫ 1

0
Ct(j)1−

1
θ dj= λCt .

Therefore, given thatPt is defined as theminimumexpenditureTt to purchase
one unit of Ct , and setting Pt = Tt and Ct = 1 in the above equation, it fol-
lows thatPt = λ. TakingCt(j) from (D.1) and inserting it into the expenditure
function and using Pt = λ and Ct = 1, it follows that

Pt =
(∫ 1

0
Pt(j)1−θdj

) 1
1−θ

,

which is (5.4). Demand (5.3) can be obtained from (D.1) using Pt = λ.
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E Derivation of the Log-linear Approximations of
Section 5.5.2 of Chapter 5

We derive the first-order approximation of the AD equation (5.24):

ξtUc(Yt −Gt)=β(1+ it)Et
{

Pt
Pt+1

ξt+1Uc(Yt+1 −Gt+1)

}
. (E.1)

Assume isoelastic utility of the form

U(C)= C1−σ̃−1

1− σ̃−1 ,

with σ̃ > 0, and recall that Ct = Yt −Gt .
Take logs of (E.1) to obtain

ln ξt − σ̃−1 lnCt = lnβ + ln(1+ it)+ ln Et
{

Pt
Pt+1

ξt+1Uc(Ct+1)

}
.

(E.2)
Note that in a log-linear approximation

ln Et
{

Pt
Pt+1

ξt+1Uc(Ct+1)

}
= ln

{
1


ξC−σ̃−1

}
+ Et {ln ξt+1/ξ+

−σ̃−1 lnCt+1/C− ln
t+1/

}

= ln ξ − σ̃−1 lnC−π + Et
{
ξ̂ t+1 − σ̃−1Ĉt+1

− (πt+1 −π)} , (E.3)

using the definitions πt ≡ ln
t and π ≡ ln
, where variables with hats
denote log deviations of the respective variables from the steady state. Com-
bining (E.2) and (E.3), we can write

ξ̂ t − σ̃−1Ĉt = ı̂t + Et
{
ξ̂ t+1 − σ̃−1Ĉt+1 − (πt+1 −π)

}
(E.4)

using definition ı̂t = ln(1+ it)/ ln(1+ i) and noting that ln(1+ i)= − lnβ
+ ln
. Consider now equilibrium condition Ct = Yt −Gt; it can be writ-
ten as

C
Y
Ct −C

C
= Yt − Y

Y
− Gt −G

Y
,

and therefore
C
Y
Ĉt = Ŷt − Ĝt , (E.5)
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noting that up to a first-order approximation Ĉt = lnCt/C= (Ct −C)/C and
Ŷt = ln Yt/Y = (Yt − Y)/Y , and using definition Ĝt = (Gt −G)/Y . Using
(E.5) in (E.4), we obtain AD equation (5.26),

Ŷt = Ĝt + Et(Ŷt+1 − Ĝt+1)− σ
(
ı̂t − Et(πt+1 −π)+ Et ξ̂ t+1 − ξ̂ t

)
,

in which σ = σ̃Y/C.
We derive now the first-order approximation of the AS block represented

by ⎛
⎜⎝1−α

(

t



)θ−1

1−α

⎞
⎟⎠

1+θη
θ−1

= Ft
Jt
, (E.6)

where Ft and Jt satisfy:

Ft = ξt(Yt −Gt)
− 1
σ̃
Yt
μt

+αβEt
{
Ft+1

(

t+1




)θ−1
}
, (E.7)

Jt = ξt
(
Yt
At

)(1+η)
+αβEt

{
Jt+1

(

t+1




)θ(1+η)}
. (E.8)

Take logs of equation (E.6) to obtain

log

⎛
⎜⎝1−α

(

t



)θ−1

1−α

⎞
⎟⎠= − θ − 1

1+ θη(log Jt − log Ft), (E.9)

and also define
ft ≡ ξt(Yt −Gt)

− 1
σ̃ Ytμ−1

t ,

jt ≡ ξt
(
Yt
At

)(1+η)
.

A first-order Taylor approximation of the left-hand side of (E.9) implies that

log

⎛
⎜⎝1−

α
(

t



)θ−1

1−α

⎞
⎟⎠= − α

1−α (θ − 1)(πt −π). (E.10)

We must still derive a first-order approximation for log Jt and log Ft on the
right-hand side of equation (E.9).
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The definitions of Jt and Ft imply first-order expansions:

F̂t = (1−αβ)f̂t +αβEt{F̂t+1 + (θ − 1)(πt+1 −π)}, (E.11)

Ĵt = (1−αβ)ĵt +αβEt{Ĵt+1 + θ(1+ η)(πt+1 −π)}. (E.12)

Moreover, note that

α(1+ θη)
1−α (πt −π)= (Ĵt − F̂t), (E.13)

using (E.9) and (E.10). Therefore,

(πt −π)= 1−α
α(1+ θη)((1−αβ)(ĵt − f̂t)+αβEt{Ĵt+1 − F̂t+1

+ (1+ θη)(πt+1 −π)})
= 1−α
α(1+ θη)(1−αβ)(ĵt − f̂t)+βEt{πt+1 −π}.

Note that
f̂t = ξ̂ t − σ−1(Ŷt − Ĝt)+ Ŷt − μ̂t ,

ĵt = ξ̂ t + (1+ η)(Ŷt − Ât).

We can finally derive the AS equation (5.27),

πt −π = κ(Ŷt − Ŷn
t )+βEt(πt+1 −π),

where

κ = (1−α)(1−αβ)(σ−1 + η)
α(1+ θη) ,

given the definition of the natural level of output,

Ŷn
t = 1+ η

σ−1 + η Ât +
σ−1

σ−1 + η Ĝt − 1
σ−1 + ημ̂t .
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Appendix to Chapter 7

F Derivations of the Loss Function (7.1)

Consider the expected utility of the consumers (5.1) and write it as

Ut0 = Et0

{+∞∑
t=t0

β t−t0ξt [(U(Ct)−H(Lt)�t)]

}
,

in which

U(Ct)= C
1− 1

σ̃
t

1− 1
σ̃

,

H(Lt)= L1+ηt
1+ η ,

and

�t ≡
∫ 1

0

(
pt(j)
Pt

)−θ(1+η)
dj.

Observe, indeed, that

Lt(j)= Yt(j)
At

=
(
pt(j)
Pt

)−θ Yt
At

=
(
pt(j)
Pt

)−θ
Lt .

Note the second-order Taylor approximation

C
1− 1

σ̃
t

1− 1
σ̃

= C1− 1
σ̃

1− 1
σ̃

+C− 1
σ̃ (Ct −C)− 1

2
1
σ̃
C− 1

σ̃
−1(Ct −C)2 +O(||ξ ||3)

= C1− 1
σ̃

1− 1
σ̃

+C1− 1
σ̃ Ĉt + 1

2

(
1− 1

σ̃

)
C1− 1

σ̃ Ĉt
2 +O(||ξ ||3), (F.1)

whereO(||ξ ||3) collects terms of order higher than the second and where, in
the second line, we have used the following approximation:

(
Ct −C

C

)
= Ĉt + 1

2
Ĉ2
t +O(||ξ ||3).
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Similarly, we can write

H(Lt)�t =H(L)+Hl(Lt − L)+ 1
2
Hll(Lt − L)2 +

+H(L)(�t − 1)+O(||ξ ||3)
=H(L)+HlLL̂t + 1

2
HlL (1+ η) L̂2t +

+H(L)(�t − 1)+O(||ξ ||3), (F.2)

using η=HllY/Hl and the fact that the expansion of �t is of second-order
magnitude, as will be shown.

Combining (F.1) and (F.2), we obtain

U(Ct)−H(Lt)�t

=U(C)−H(L)�+UcĈt + 1
2
UcC

(
1− 1

σ̃

)
Ĉ2
t −HlLL̂t +

− 1
2
HlL (1+ η) L̂2t −H(L)(�t − 1)+O(||ξ ||3). (F.3)

Note that, given Yt =AtLt , it holds exactly that

L̂t = Ŷt − Ât , (F.4)

whereas a second-order expansion of the equilibrium in the goods market
Yt =Ct +Gt implies

Yt − Y =Ct −C+Gt −G

and, therefore,

Ŷt + 1
2
Ŷ2
t = C

Y

(
Ĉt + 1

2
Ĉ2
t

)
+ Ĝt +O(||ξ ||3),

using definition Ĝt = (Gt −G)/Y . We can then write

Ĉt = Y
C

(
Ŷt − Ĝt

)
+ 1

2
Y
C
Ŷ2
t − 1

2
Ĉ2
t +O(||ξ ||3)

and, therefore,

Ĉt = Y
C

(
Ŷt − Ĝt

)
+ 1

2
Y
C
Ŷ2
t − 1

2
Y2

C2

(
Ŷt − Ĝt

)2 +O(||ξ ||3). (F.5)
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We can combine (F.4) and (F.5) in (F.3) to obtain

U(Ct)−H(Lt)�t =C1− 1
σ̃

[
Y
C

(
Ŷt − Ĝt

)
+ 1

2
Y
C
Ŷ2
t − 1

2
Y2

C2

(
Ŷt − Ĝt

)2]

− L1+η(Ŷt − Ât)+ 1
2

(
1− 1

σ̃

)
C1− 1

σ̃
Y2

C2

(
Ŷt − Ĝt

)2
− 1

2
(1+ η)L1+η(Ŷt − Ât)2 −H(L)(�t − 1)

+ O(||ξ ||3)
by neglecting constant terms. Note that in the steady stateC− 1

σ̃ /Lη= 1/A=
L/Y , implying C− 1

σ̃ Y = L1+η . We can then simplify the above equation by
also neglect all terms independent of policy to

U(Ct)−�tH(Lt)= L1+η
{

− �̂t

(1+ η) + 1
2
Ŷ2
t − 1

2
1
σ̃

Y
C

(
Ŷt − Ĝt

)2

−1
2
(1+ η)(Ŷt − Ât)2

}
+O(||ξ ||3).

Use now definition σ ≡ σ̃C/Y and that of efficient level of output,

Ŷ e
t = 1+ η

σ−1 + η Ât +
σ−1

σ−1 + η Ĝt ,

to write

U(Ct)−�tH(Lt)= L1+η
{

− �̂t

(1+ η) − σ
−1 + η
2

(Ŷt − Ŷ e
t )

2

}

+O(||ξ ||3). (F.6)

Consider now the following approximation

ξt[U(Ct)−�tH(Lt)]= (ξt−ξ)[U(C)−�H(L)]+ ξ [U(Ct)−�tH(Lt)]2nd

+ (ξt − ξ)[Uc(Ct −C)−Hl(Lt−L)]+O(||ξ ||3),
in which the second addendumon the right-hand side of the first line ismeant
to represent the second-order approximation found above. Given the steady-
state assumptions made above, it follows that

ξt[U(Ct)−�tH(Lt)] = [U(Ct)−�tH(Lt)]2nd + t.i.p.+O(||ξ ||3),
in which t.i.p. represents terms independent of policy.
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Therefore, using (F.6), we can write a second-order approximation of the
expected discounted utility as

Ut0 =−L1+ηEt0

{+∞∑
t=t0

β t−t0

[
− �̂t

(1+ η) − σ−1 + η
2

(Ŷt − Ŷ e
t )

2

]}

+ t.i.p. +O(||ξ ||3). (F.7)

Recall the definition of�t ,

�t ≡
∫ 1

0

(
pt(j)
Pt

)−θ(1+η)
dj,

which can be written recursively as

�t =α�t−1

(

t




)θ(1+η)
+ (1−α)

(P∗
t
Pt

)−θ(1+η)
.

Using (5.20) to substitute forP∗
t /Pt , we obtain

�t =α�t−1

(

t




)θ(1+η)
+ (1−α)

⎛
⎜⎝1−α

(

t



)θ−1

1−α

⎞
⎟⎠
θ(1+η)
θ−1

. (F.8)

Take a second-orderTaylor expansion around the steady state inwhich�t = 1
and
t =
 to obtain

�t − 1=α(�t−1 − 1)+αθ(1+ η)
(

t −




)
+

+ 1
2
αθ(1+ η)(θ(1+ η)− 1)

(

t −




)2
+

− αθ(1+ η)
(

t −




)
+

+ 1
2
αθ(1+ η)
(α− 1)

(θ +α− θ(1+ η)α− 2)
(

t −




)2
+

+ O(||ξ ||3),
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which can be written as

�̂t =α�̂t−1 + 1
2
αθ(1+ η)(θ(1+ η)− 1)(πt −π)2 +

1
2
αθ(1+ η)
(α− 1)

(θ +α− θ(1+ η)α− 2) (πt −π)2 +

+O(̀||ξ ||3),

using


t =

[
1+ (πt −π)+ 1

2
(πt −π)2

]
+O(||ξ ||3).

We can simplify the above equation to

�̂t =α�̂t−1 + α

1−αθ(1+ η)(1+ ηθ)(πt −π)
2

2
+ t.i.p.+O(||ξ ||3).

Now note that

�̂t =αt−t0+1�̂t0−1 + 1
2

αθ

(1−α)(1+ η)(1+ ηθ)
t∑

s=t0

αt−s(πs −π)2

+ t.i.p.+O(||ξ ||3)

and, therefore,

∞∑
t=t0

β t−t0�̂t = 1
2
αθ(1+ η)(1+ ηθ)
(1−α)(1−αβ)

∞∑
t=t0

β t−t0(πt −π)2

+ t.i.p. + O(||ξ ||3), (F.9)

neglecting initial condition �̂t0−1.
Combining and inserting this result into the expected discounted value of

the approximated utility flow, (F.7), we finally obtain

Ut0 = −(σ−1 + η)L1+ηEt0
{+∞∑
t=t0

β t−t0
[
1
2
(Ŷt − Ŷ∗

t )
2 + 1

2
θ

κ
(πt −π)2

]}

+ t.i.p.+O(||ξ ||3),

from which loss function (7.1) follows.
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G Conditions for Determinacy

This appendix discusses the conditions under which a system of stochastic
linear difference equations has a unique and stable solution. Blanchard-Kahn
conditions require that the number of predetermined variables of the system
be equal to the number of eigenvalues within the unit circle.1 We provide a
very informal reasoning for this result by discussing a simple example of linear
stochastic difference equations. There are four cases to consider.

g.1 case i

Consider a linear stochastic difference equation in the variable xt of the form

Etxt+1 = λxt , (G.1)

where λ, which is the eigenvalue, is outside the unit circle, i.e., |λ| ≥ 1. The
solutions of (G.1) are of the form

xt = cξtλt (G.2)

for some c∈R, with ξt being a martingale process, i.e., Etξt+1 = ξt . Indeed,
it can be verified that solutions (G.2) satisfy the difference equation (G.1)
by inserting them into (G.1). There is no predetermined variable in equa-
tion (G.1), meaning that there is no initial condition for variable xt . Since the
eigenvalue is outside the unit circle, the Blanchard-Kahn conditions are sat-
isfied. There is then a unique and bounded solution. Indeed, just set c= 0 in
(G.2). Solution xt = 0 is the only one that is stable, since the others diverge,
given that |λ| ≥ 1.

g.2 case ii

Consider again the same stochastic linear difference equation (G.1), but now
|λ|< 1. The solutions are again of the form (G.2). However, xt = 0 is no
longer a unique and stable solution since even the solutions with c �= 0 con-
verge to it. Therefore, when the number of eigenvalues within the unit circle
is higher than thenumber of predetermined variables, there aremultiple stable
solutions.

1. See Blanchard and Kahn (1980).
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g.3 case ii i

Consider a linear stochastic difference equation in the variable xt of the form

xt = λxt−1 + εt , (G.3)

where λ, which is the eigenvalue, is inside the unit circle, i.e., |λ|< 1. There
is one predetermined variable and one eigenvalue within the unit circle. The
Blanchard-Kahn conditions are satisfied. Indeed, (G.3) is already the stable
and unique solution.

g.4 case iv

Consider again linear stochastic difference equation (G.3), but now with
|λ| ≥ 1. The number of eigenvalues inside the unit circle is lower than the
number of predetermined variables. In this case there is no stable solution.
Indeed, solution (G.3) is now unstable.

Appendix to Chapter 8

H Derivations of Approximations (8.22) and (8.23)

Equation (8.22) represents a log-linear approximation of equation (8.6),

(1+ iDt )= ρ(1+ iXt )+ (1− ρ)(1+ it), (H.1)

which can be written as

iDt − iD = ρ(iXt − iX)+ (1− ρ)(it − it)

and, therefore,

iDt − iD

1+ iD
= ρ 1+ iX

1+ iD
iXt − iX

1+ iX
+ (1− ρ) 1+ i

1+ iD
it − it
1+ i

.

The above equation can be written as

ı̂Dt = ρ 1+ iX

1+ iD
ı̂Xt + (1− ρ) 1+ i

1+ iD
ı̂t , (H.2)
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in which ı̂t = ln(1+ it)/(1+ i) is the first-order log-linear approximation of
the respective variable. Define ν such that

ν= 1− 1+ iD

1+ i
.

Therefore, using (H.1) evaluated at the steady state, we obtain

1+ iX

1+ iD
= ρ− ν

1− ν
1
ρ
.

We can then write (H.2) as

ı̂Dt = ρ− ν
1− ν ı̂

X
t + 1− ρ

1− ν ı̂t ,

from which (8.22) follows.
Equation (8.23) represents a log-linear approximation of equation (8.11),

here restated:
(1+ iDt )
(1+ it)

=
(
1− Vd (dt)

Uc(Yt)

)
. (H.3)

Taking a first-order approximation, we obtain

(1+ iD)
(1+ iB)

(iDt − iD)
(1+ iD)

− (1+ iD)
(1+ i)

(it − i)
(1+ i)

= −UcVdd(dt − d)−VdUcc(Yt − Y)
(Uc)2

,

which can be written as

(1− ν)(ı̂Dt − ı̂t)= −Vddd
Vd

Vd
Uc

d̂t − UccY
Uc

Vd
Uc

Ŷt .

Noting that Vd/Uc = ν and using the definitions σd ≡ −Vd/(Vddd) and
σ ≡ −Uc/(UccC), equation (8.23) follows, in which dy = σd/σ and di = σd
(1− ν)/ν.

I Derivations of the Loss Function (8.27)

The derivation of the loss function (8.27) as a second-order approximation
of equation (8.7) follows similar steps as the derivation of (7.1) for what con-
cerns the utility of consumption and the disutility of labor, considering that
Gt = 0.We just need to expand the termV(dt) in (8.7).We assume that in the
steady state the economy is close to the satiation level, i.e., Vd is nonzero but
of a small order (Vd =O(||ξ ||)). This corresponds to an economy in which
the parameter ν is of a small order.We also assume that as dt approaches from
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below the satiation level d̄, the limiting valueVdd frombelow is negative. In the
limit in which Vq becomes small, the demand for liquidity will still be of the
same form as (8.23), with parameters dy = 0 and di = −Uc/(Vddd).

Consider a second-order approximation of the term V(dt) as

V(dt)=V(d)+Vd(dt − d)+ 1
2
Vdd(dt − d)2 +O(||ξ ||3),

which can be written as

V(dt)=V(d)+Vddd̂t + 1
2
(Vdd+Vddd2)d̂2t +O(||ξ ||3),

using

(dt − d)= d
(
d̂t + 1

2
d̂2t

)
+O(||ξ ||3).

We can further write it as

V(dt)=UcY
[
Vdd
UcY

d̂t + 1
2

(
Vdd
UcY

+ Vddd2

UcY

)
d̂2t

]
+O(||ξ ||3),

neglecting terms that are independent of policy. Note that Vd =O(||ξ ||);
therefore

V(dt)=UcY
[
Vdd
UcY

d̂t + 1
2

(
Vddd2

UcY

)
d̂2t

]
+O(||ξ ||3),

which we can write it as

V(dt)=UcY
d
Y

[
νd̂t − 1

2
1
di
d̂2t

]
+O(||ξ ||3),

since ν=Vd/Uc, di = −Uc/(Vddd). Therefore, we can conclude that

V(dt)= −1
2
Ucd
di
(d̂t − d∗)2 +O(||ξ ||3),

in which d∗ ≡ νdi. The loss function (8.27) follows combining the results of
Appendix F, defining�≡ d/(Ydi).
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