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Foreword

I am pleased to present the second edition of this comprehensive guide to Amazon Redshift.
As Vice President and Distinguished Engineer for Analytics at AWS, I have had the privilege of
witnessing the remarkable evolution of Amazon Redshift, our fully managed, petabyte-scale
data warehousing service. We have significantly transformed Amazon Redshift into a modern,
cloud-native data analytics solution while maintaining industry-leading security, price/perfor-
mance, and scalability. This book marks an important milestone in our ongoing commitment to

empowering organizations with superior data analytics capabilities.

Since the release of the first edition of this book, Amazon Redshift has seen substantial advance-
ments. Notable innovations include the introduction of Redshift Serverless and data sharing for
both read and write workloads across Amazon Redshift compute environments within the same
account, across different accounts, and even across Regions. Through SageMaker Lakehouse, Am-
azon Redshift databases can now be automatically visible to and accessible from multiple Amazon
Redshift compute environments. We have also expanded our Zero-ETL, streaming ingestion, and
auto-copy capabilities to make it very easy to move data into the analytics-optimized Amazon
Redshift Managed Storage and incorporated cutting-edge AI/ML functionalities during query
processing, all of which reflect our dedication to simplifying data management while enhancing

analytical power.



This second edition, authored by Shruti, Harshida, and Anusha, provides an updated and thor-
ough exploration of Amazon Redshift’s architecture, administration, optimization strategies, and
emerging trends. It covers everything from fundamental concepts to advanced implementations,
making it an invaluable resource for data professionals at all stages of their careers. A key feature
of this edition is its focus on practical, real-world implementations. The authors have distilled
their extensive experience working with a diverse range of customers from various sectors into
actionable insights and hands-on techniques. Whether you are migrating from legacy platforms,
building new data warehouse workloads, or exploring AI/ML-driven analytics, this book provides
the necessary guidance to unlock the full potential of Amazon Redshift. As data continues to grow
in both volume and complexity, the role of efficient and scalable data warehousing becomes even
more critical. This book equips you with the knowledge to leverage Amazon Redshift’s power,

enabling you to drive innovation and make data-driven decisions with confidence.

I commend the authors, Shruti, Harshida, and Anusha, for their dedication to producing this in-
valuable resource. Whether you are new to Amazon Redshift or seeking to deepen your expertise,

this book will be an indispensable companion in your data analytics journey.
Ippokratis Pandis
VP/Distinguished Engineer

AWS Analytics
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Preface

Amazon Redshift is a fully managed, petabyte-scale AWS cloud data warehousing service. It en-
ables you to build new data warehouse workloads on AWS and migrate on-premises traditional

data warehousing platforms to Redshift.

This book on Amazon Redshift starts by focusing on the Redshift architecture, showing you how
to perform database administration tasks on Redshift. You’ll then learn how to optimize your data
warehouse to quickly execute complex analytic queries against very large datasets. Because of
the massive amount of data involved in data warehousing, designing your database for analytical
processing lets you take full advantage of Redshift’s columnar architecture and managed services.
Asyou advance, you'll discover how to deploy fully automated and highly scalable extract, trans-
form, and load (ETL) processes, which help minimize the operational efforts that you have to
invest in managing regular ETL pipelines and ensure the timely and accurate refreshing of your
data warehouse. You'll gain a clear understanding of Redshift use cases, data ingestion, data man-
agement, security, and scaling so that you can build a scalable data warehouse platform. Finally,

you’ll learn emerging trends in utilizing Redshift data warehouses to enable AI/ML use cases.

By the end of this Redshift book, you’ll be able to implement a Redshift-based data analytics

solution and will have understood the best-practice solutions to commonly faced problems.

Who this book is for

This book is for anyone involved in architecting, implementing, and optimizing an Amazon Red-
shift data warehouse, such as data warehouse developers, data analysts, database administrators,
data engineers, and data scientists. Basic knowledge of data warehousing, database systems, and

cloud concepts and familiarity with Redshift would be beneficial.



XXiv Preface

What this book covers

Chapter 1, Getting Started with Amazon Redshift, discusses how Amazon Redshiftis a fully managed,
petabyte-scale data warehouse service in the cloud. An Amazon Redshift data warehouse comes
in two deployment options: provisioned clusters (with one leader node and multiple compute
nodes) and serverless (with automatic provisioning and scaling). Amazon Redshift integrates with
lakehouse architecture for unified access to structured and semi-structured data. This chapter
provides hands-on guidance for creating and connecting to Amazon Redshift resources through

various methods.

Chapter 2, Data Management, discusses how a data warehouse system has very different design
goals compared to a typical transaction-oriented relational database system for online trans-
action processing (OLTP). Amazon Redshift is optimized for the very fast execution of complex
analytic queries against very large datasets. Because of the massive amounts of data involved in
data warehousing, designing your database for analytical processing lets you take full advantage
of the columnar architecture and managed service. This chapter delves into the different data

structure options to set up an analytical schema for the easy querying of your end users.

Chapter 3, Loading and Unloading Data, looks at how Amazon Redshift has in-built integrations
with data lakes and other analytical services and how it is easy to move and analyze data across
different services. This chapter discusses scalable options to move large datasets from a data lake
based out of Amazon S3 storage, as well as AWS analytical services such as Amazon DynamoDB,
ingesting from transactional sources using AWS DMS, cataloging with AWS Glue, and streaming

via Amazon Kinesis Data Firehose.

Chapter 4, Zero-ETL Ingestions, introduces AWS zero-ETL as a revolutionary suite of fully managed
integrations that streamline data analytics processes. This chapter explores how zero-ETL elim-
inates traditional ETL complexities by automatically replicating data from operational sources
to analytical destinations, enabling real-time insights without the need for complex data pipe-
line management. It covers various zero-ETL integration methods, including native database
integrations, ingestion from Saa$S applications, streaming data ingestion, and near-real-time
ingestion from Amazon S3 using auto-copy. These solutions significantly reduce time to insight,
ensure data consistency, and allow organizations to scale their data operations efficiently while
maintaining separation between transactional and analytical workloads, ultimately enabling

faster, data-driven decision-making with reduced operational overhead and technical complexity.



Preface XXV

Chapter 5, Scalable Data Orchestration for Automation, explores AWS’s comprehensive suite of native
services for workflow integration and automation. The chapter focuses on ETL process workflows
for data warehouse refreshes, demonstrating how different tasks can be managed independently
using purpose-built services. It covers various orchestration methods, including query scheduling,
event-driven applications, workflow orchestration, and pipeline management. The chapter em-
phasizes how these tools enable the efficient management of complex data pipelines originating
from various sources, supporting downstream applications such as machine learning pipelines,

analytics dashboards, and business reports.

Chapter 6, Platform Authorization and Security, explores Amazon Redshift’s comprehensive security
features designed to meet the requirements of security-sensitive organizations within the AWS
Shared Responsibility Model. The chapter covers essential security aspects, including infrastruc-
ture security, data encryption, authentication, and metadata security. The chapter emphasizes
how these built-in features provide a robust security framework for protecting data while main-

taining fine-grained access controls for underlying data structures.

Chapter 7, Data Authorization and Security, focuses on Amazon Redshift’s granular data access con-
trol mechanisms for protecting sensitive information. The chapter explores key security features
focusing on fine-grained access control. These features work together to create a comprehensive
security framework that ensures users can only access and modify data according to their autho-

rization level, providing precise control over data visibility and manipulation rights.

Chapter 8, Performance Optimization, examines how Amazon Redshift, being a fully managed
service, provides great performance out of the box for most workloads. Amazon Redshift also
provides you with levers that help you maximize the throughputs when data access patterns are
already established. Performance tuning on Amazon Redshift helps you manage critical SLAs for

workloads and easily scale up your data warehouse to meet/exceed business needs.

Chapter 9, Cost Optimization, discusses how Amazon Redshiftis one of the best price-performant
data warehouse platforms on the cloud. Amazon Redshift also provides you with scalability and
different options to optimize the pricing, such as elastic resizing, pause and resume, Reserved
Instances, and using cost controls. These options allow you to create the best price-performant

data warehouse solution.
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Chapter 10, Lakehouse Architecture, explores how Amazon Redshift serves as the foundation for the
lakehouse architectural pattern, enabling seamless data access across various analytics solutions
while preventing data silos. The chapter demonstrates how enterprises can query data across data
lakes, operational databases, and multiple data warehouses without constant data movement.
These patterns support unified data management, consistent security and governance, and flexi-
ble query engine usage, while maintaining compatibility with both AWS services and third-party
tools through standard Iceberg APIs. The architecture enables organizations to efficiently combine

data lakes, data warehouses, and purpose-built data stores under unified governance.

Chapter 11, Data Sharing with Amazon Redshift, explores Amazon Redshift’s capability to securely
share data across different Redshift data warehouses, AWS accounts, and Regions without phys-
ical data movement. This feature, enabled by Redshift’s decoupled storage-compute architecture,
provides live, transactionally consistent data views. Key benefits include workload isolation,
clear cost chargeback, cross-collaboration, scalable read/write access, and potential data mon-
etization. The chapter discusses common deployment patterns such as hub and spoke and data
mesh, which facilitate multi-warehouse architectures. These capabilities enable organizations to
implement flexible, efficient data-sharing strategies that support various business needs, from

internal collaboration to external data services.

Chapter 12, Generative Al and ML with Amazon Redshift, explores the integration of machine learn-
ing and generative Al capabilities within Amazon Redshift’s data warehouse environment. The
chapter demonstrates how Redshift enables users to create, train, and deploy ML models directly
within the warehouse, supporting both traditional supervised learning and advanced generative
Al applications. These capabilities showcase how Amazon Redshift combines traditional data
warehousing with cutting-edge Al capabilities to enhance data analytics and streamline processes

like forecasting, sentiment analysis, and query authoring.

To get the most out of this book

You will need access to an AWS account to perform all the recipes in this book. You will need
either administrator access to the AWS account or to work with an administrator who can help
create the IAM user, roles, and policies as listed in the different chapters. All the data needed in
the setup is provided as steps in the recipes, and the Amazon S3 bucket is hosted in the Europe
(Ireland) (eu-west-1) AWS Region. It is preferable to use the Europe (Ireland) AWS Region to
execute all the recipes. If you need to run the recipes in a different Region, you will need to copy
the data from the source bucket (s3://packt-redshift -cookbook/) to an Amazon S3 bucket

in the desired AWS Region, and use that in your recipes instead.
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Download the example code files
The code bundle for the book is hosted on GitHub at https://github.com/PacktPublishing/

Amazon-Redshift-Cookbook-2E. We also have other code bundles from our rich catalog of books

and videos available at https://github.com/PacktPublishing. Check them out!

Download the color images

We also provide a PDF file that has color images of the screenshots/diagrams used in this book.
You can download it here: https://packt.link/gbp/9781836206910.

Conventions used

There are a number of text conventions used throughout this book.

CodeInText: Indicates code words in text, database table names, folder names, filenames, file
extensions, pathnames, dummy URLs, user input, and Twitter/X handles. For example: “Execute

the terraform graph command.”

Ablock of code is set as follows:

non

rg-app" {
name = "RG-APP-${terraform.workspace}"

resource "azurerm_resource_group

location = "westeurope"
When we wish to draw your attention to a particular part of a code block, the relevant lines or
items are set in bold:

terraform {

backend "azurerm" {

resource_group_name = "RG-TFBACKEND"
storage_account_name = "storagetfbackend"
container_name = "tfstate"

key = "myapp.tfstate”
access_key = XXXXXX - XXXXX - XXX - XXXXX

}

Any command-line input or output is written as follows:

terraform init


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E
https://github.com/PacktPublishing
https://packt.link/gbp/9781836206910
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Bold: Indicates a new term, an important word, or words that you see on the screen. For instance,
words in menus or dialog boxes appear in the textlike this. For example: “Select System info from

the Administration panel.”

\/{ﬂ’; Warnings or important notes appear like this..

L

',@\' Tips and tricks appear like this.

7/

Get in touch

Feedback from our readers is always welcome.

General feedback: Email feedback@packtpub.com and mention the book’s title in the subject of
your message. If you have questions about any aspect of this book, please email us at questions@

packtpub.com.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do
happen. If you have found a mistake in this book, we would be grateful if you reported this to us.

Please visithttp://www.packtpub.com/submit-errata, click Submit Errata, and fill in the form.

Piracy: If you come across any illegal copies of our works in any form on the internet, we would
be grateful if you would provide us with the location address or website name. Please contact us

at copyright@packtpub.comwith a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in and you
are interested in either writing or contributing to a book, please visithttp://authors.packtpub.

com/.


http://www.packtpub.com/submit-errata
http://authors.packtpub.com/
http://authors.packtpub.com/
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Share your thoughts

Once you've read Amazon Redshift Cookbook, we’d love to hear your thoughts! Please click here to

go straight to the Amazon review page for this book and share your feedback.

Your review is important to us and the tech community and will help us make sure we’re deliv-

ering excellent quality content.


https://packt.link/r/1836206917
https://packt.link/r/1836206917
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Download a free PDF copy of this book

Thanks for purchasing this book!

Do you like to read on the go but are unable to carry your print books everywhere?

Is your eBook purchase not compatible with the device of your choice?

Don’t worry, now with every Packt book you get a DRM-free PDF version of that book at no cost.

Read anywhere, any place, on any device. Search, copy, and paste code from your favorite technical

books directly into your application.

The perks don’t stop there, you can get exclusive access to discounts, newsletters, and great free

content in your inbox daily.
Follow these simple steps to get the benefits:

1. Scan the QR code or visit the link below:

https://packt.link/free-ebook/9781836206910

2. Submit your proof of purchase.

3. That’sit!l We'll send your free PDF and other benefits to your email directly.


https://packt.link/free-ebook/9781836206910

Getting Started with Amazon
Redshift

Amazon Redshift is a fast, fully managed, petabyte-scale data warehouse service that makes it
simple and cost-effective to efficiently analyze all your data using your existing business intel-
ligence tools. It is optimized for datasets ranging from a few hundred gigabytes to a petabyte
or more and costs less than $1,000 per terabyte per year, a tenth of the cost of most traditional
data warehousing solutions. Amazon Redshift integrates into the data lake solution though the
lakehouse architecture, allowing you to access all the structured and semi-structured data in one
place. Each Amazon Redshift data warehouse is hosted as either a provisioned cluster or serverless.
The Amazon Redshift provisioned data warehouse consists of one leader node and a collection
of one or more compute nodes, which you can scale up or down as needed. The Amazon Red-
shift serverless data warehouse’s resources are automatically provisioned, and data warehouse
capacity is intelligently scaled based on workload patterns. This chapter walks you through the

process of creating a sample Amazon Redshift resource and connecting to it from different clients.
The following recipes are discussed in this chapter:

e  Creating an Amazon Redshift Serverless data warehouse using the AWS console
e  Creating an Amazon Redshift provisioned cluster using the AWS console

e  Creating an Amazon Redshift Serverless cluster using AWS CloudFormation

e Creating an Amazon Redshift provisioned cluster using AWS CloudFormation

e  Connecting to a data warehouse using Amazon Redshift query editor v2

e  Connecting to Amazon Redshift using the SQL Workbench/] client
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Connecting to Amazon Redshift using Jupyter Notebook
Connecting to Amazon Redshift programmatically using Python and the Redshift API

Connecting to Amazon Redshift using the command line (psql)

Technical requirements

Here is a list of the technical requirements for this chapter:

An AWS account.

The AWS administrator should create an IAM user by following Recipe I in the Appendix.

This IAM user will be used to execute all the recipes.

The AWS administrator should deploy the AWS CloudFormation template to attach the
IAM policy to the IAM user, which will give them access to Amazon Redshift, Amazon
SageMaker, Amazon EC2, AWS CloudFormation, and AWS Secrets Manager. The template
is available here: https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-
2E/blob/main/Chapter@l/chapter_1_CFN.yaml.

Client tools such as SQL Workbench/], an IDE, and a command-line tool.

Ensure your clients have network access to the VPC in which the Amazon Redshift data
warehouse is deployed: https://docs.aws.amazon.com/redshift/latest/mgmt/
managing-clusters-vpc.html.

The code files for the chapter can be found here: https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/tree/main/Chapterol.

Creating an Amazon Redshift Serverless data
warehouse using the AWS Console

The AWS Management Console allows you to interactively create an Amazon Redshift serverless

data warehouse via a browser-based user interface. Once the data warehouse has been created,

you can use the Console to monitor its health and diagnose query performance issues from a

unified dashboard. In this recipe, you will learn how to use the unified dashboard to deploy a

Redshift serverless.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/chapter_1_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/chapter_1_CFN.yaml
https://docs.aws.amazon.com/redshift/latest/mgmt/managing-clusters-vpc.html
https://docs.aws.amazon.com/redshift/latest/mgmt/managing-clusters-vpc.html
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter01
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter01
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Getting ready

To complete this recipe, you will need:

e  Anexisting or new AWS Account. If new AWS accounts need to be created, gotohttps://
portal.aws.amazon.com/billing/signup, enter the information, and follow the steps

on the site.

e AnIAM user with access to Amazon Redshift.

How to do it...
The following steps will enable you to create a cluster with minimal parameters:
1. Navigate to the AWS Management Console and select Amazon Redshift, https://console.
aws.amazon.com/redshiftv2/.

2. Choose the AWS Region (eu-west-1) or the corresponding region at the top right of the

screen and then click Next.

3. Onthe Amazon Redshift console, in the left navigation pane, choose Serverless Dashboard,

and then click Create workgroup, as shown in Figure 1.1:

|- Amanon Beds bt o LI spcier T Sy
it Cerverless dashboard e T || G o | S Caia J
@ - -
Pl arS pa ol Sty e TP radeHpaLE

Al baidv<Edid P

Figure 1.1 - Creating an Amazon Redshift Serverless workgroup

4. Inthe Workgroup section, type any meaningful Workgroup Name like my-redshift-wg.


https://portal.aws.amazon.com/billing/signup
https://portal.aws.amazon.com/billing/signup
https://console.aws.amazon.com/redshiftv2/
https://console.aws.amazon.com/redshiftv2/
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5. In the Performance and cost controls section, you can choose the compute capacity for

the workgroup. You have two options to choose from:

e  Price-performance target (recommended): This option allows Amazon Redshift
Serverless to learn your workload patterns by analyzing factors such as query com-
plexity and data volumes. It automatically adjusts compute capacity throughout
the day based on your needs. You can set your price-performance target using a

slider:

e  Left: Optimizes for cost
e  Middle: Balances cost and performance

e Right: Optimizes for performance

Performance and cost controls infa

Set a base capacity to indicate the base amount of Redshift processing units {RPUs] that Amazon Redshift can use to rin gueries.
Alternatively, set price-performance target o optimize resowrces. Amazon Redshift uses Al-driven scaling and optemization to automatically
adjust your resaurces when menming guerkes.

Performance and cost cantrols

(D) Base capacity
%Set the base capacity in Redshift processing units (RPUs] used to process your workioad

Q Price-performance target - new
Choose a price-performanca target, and Amazon Redshift wdll :.ur-'er':tri.":-zuI.h.I npr-l-,l Al-driven aptimizatons to meat your target

Price-performance target

1 25 S0 75 100
Optimizes Balanced Qptimires
for cost {Recommended} for performance

(i) Redshift Serveriess uses price-performance targets to automatically optimize the workload, thaugh
results may vary, We recommend using this feature aver time so the system can learn your specific
workload patterns, To start, we recommend setting the price-performance target to balanced, We do not
recommend using this feature for less than 32 base RPU or more than 512 base RPU workloads,

Figure 1.2 - Price performance target option

e  Base capacity: With this option, you will choose a static base compute capac-
ity for the workgroup. Use this option only if you believe that you understand
the workload characteristics well and want control of the compute capacity.
Using the drop-down for Base capacity, you can choose a number for Redshift
processing units (RPUs) between 8 and 1024, as shown in the following screenshot.

RPU is a measure of compute capacity.
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10.

11.

Performance and cost controls it

5S¢t a base capacity to indicate the base amount of Redshitt processing units (RPUS] that Amazon Redshitt can use to run queries
Alternatively, set price-performance target to optimize resources. Amazon Redshift uses Al-driven scaling and optimlzation to automatically
adjust your resources when running queres

Performance and cost controls

© Base capacity
Set the base capacity in Redshift processing units I:R-'-‘th: used o process your workload

() Price-porformance target - new
Choose a price-performance target, and Amazon Redshitt will sutomatically apply &1-deiven optimizations to meet your target,

Base capacity
The default vaiue s 128 BPUL, To LPI.'I|'|g-\"' the bace dpacity, choase anather RAPU value

128 &

Q | of B RPUS. From 512-1024 RPUS, It increases in increments of 32 REUS.

8
16
24
32

ompute resources the workgroup uses at any paint in time.
40

Figure 1.3 - Base capacity option

In the Network and security section, set IP address type to IPv4.

In the Network and security section, select the appropriate Virtual private cloud (VPC),
VPC security groups, and Subnet.

If your workload needs network traffic between your serverless database and data repos-
itories routed through a VPC instead of the internet, then enable Turn on enhanced VPC
routing by checking the box. For this book, we will leave it unchecked and then click Next.
In the Namespace section, select Create anew Namespace and type any meaningful name
for Namespace like my-redshift-ns.

In the Database name and password section, leave the defaults as is, which will create a
default database called dev and give the IAM credentials you are using as default admin
user credentials.

In the Permissions section, leave all the settings as default.
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12. In the Encryption and security section, leave all the settings at the defaults and then
click Next.
13. In the Review and create section, validate that all the settings are correct and then click

Create.

How it works...

The Amazon Redshift serverless data warehouse consists of a namespace, which is a collection of
database objects and users, and a workgroup, which is a collection of compute resources. Name-
spaces and workgroups are scaled and billed independently. Amazon Redshift Serverless auto-
matically provisions and scales the compute capacity based on the usage, when required. You only
pay for a workgroup when the queries are run, there is no compute charge for idleness. Similarly,

you only pay for the volume of data stored in the namespace.

Creating an Amazon Redshift provisioned cluster
using the AWS Console

The AWS Management Console allows you to interactively create an Amazon Redshift provisioned
cluster via a browser-based user interface. It also recommends the right cluster configuration
based on the size of your workload. Once the cluster has been created, you can use the Console to

monitor the health of the cluster and diagnose query performance issues from a unified dashboard.

Getting ready
To complete this recipe, you will need:
e Anexisting or new AWS account. If new AWS accounts need to be created, go to https://

portal.aws.amazon.com/billing/signup, enter information, and follow the steps on

the site.

e AnIAM user with access to Amazon Redshift.

How to do it...

The following steps will enable you to create a cluster with minimal parameters:

1. Navigate to the AWS Management Console, select Amazon Redshift, https://console.
aws.amazon.com/redshiftv2/, and browse to Provisioned clusters dashboard.

2. Choose the AWS Region (eu-west-1) or the corresponding region in the top right of the
screen.

3. Onthe Amazon Redshift dashboard, select CLUSTERS, then click Create cluster.


https://portal.aws.amazon.com/billing/signup
https://portal.aws.amazon.com/billing/signup
https://console.aws.amazon.com/redshiftv2/
https://console.aws.amazon.com/redshiftv2/
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4. In the Cluster configuration section, type any meaningful Cluster identifier like
myredshiftcluster.

5. Choose either Production or Free trial depending on what you plan to use this cluster.

6. If youneed help determining the right size for your compute cluster, select the Help me
choose option. Alternatively, if you know the required size of your cluster (that is, the
node type and number of nodes), select I’ll choose. For example, you can choose Node

type: ra3.xlplus with Nodes: 2.

Cluster configuration

Cluster identifier

This is the unique key that identifies a cluster

myredshiftcluster

The identifier must be from 1=63 chasacters. Valid characters are a-z (lowercase oniy) and = thyphen)

Choose the size of the dluster
I © 1lichoose I

) Help me choase

Node type  info

Chonse a node type that meets wour OPU, RAM, storage capacity, and drive type sequirements.
ra3.4xlarge &

RA3 (recommended)
High performance with scalable managnrl staraga

ra3.large
Managed storage: up to 3 TB/node
#0543/ nodefhour $0.024/58/month 2 vCPU (gen 3]

Figure 1.4 - Create Amazon Redshift provisioned cluster

7. Inthe Database configuration section, specify values for Database name (optional), Da-

tabase port (optional), Master user name, and Master user password. For example:

e Database name (optional): Enter dev.
¢ Database port (optional): Enter 5439.
e  Master user name: Enter awsuser.

e  Master user password: Enter a value for the password. Refer to PASSWORD pa-
rameter athttps://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_USER.

html#r_CREATE_USER-parameters to understand password requirements.


https://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_USER.html#r_CREATE_USER-parameters
https://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_USER.html#r_CREATE_USER-parameters

8 Getting Started with Amazon Redshift

8. Optionally, you can configure the Cluster permissions and Additional configurations
section when you want to pick specific network and security configurations. The console

defaults to the preset configuration otherwise.
9. Choose Create cluster.

10. The cluster creation takes a few minutes to complete. Navigate to the cluster, select Query

data, and click on Query in Query Editor v2 to connect to the cluster.

Creating an Amazon Redshift Serverless cluster
using AWS CloudFormation

With an AWS CloudFormation template, you treat your infrastructure as code. This enables you
to create the Amazon Redshift cluster using json/yaml file. The declarative code in the file con-
tains the steps to create the AWS resources, and enables easy automation and distribution. This
template allows you to standardize the Amazon Redshift creation to meet your organizational
infrastructure and security standards. Further, you can distribute them to different teams within
your organization using the AWS service catalog for an easy setup. In this recipe, you will learn
how to use CloudFormation template to deploy an Amazon Redshift Serverless cluster and the

different parameters associated with it.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to AWS CloudFormation, Amazon EC2, and Amazon Redshift

How to do it...

We use a CloudFormation template to create the Amazon Redshift Serverless infrastructure as
code using a JSON-based template. Follow these steps to create the Amazon Redshift using the

Cloud Formation template:

1. Download the AWS CloudFormation template from here: https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapterel/Create_

Amazon_Redshift_Serverless.yaml.

2. Navigate to the AWS Console, choose CloudFormation, and choose Create stack. Click
on the Template is ready and Upload a template file options, choose the download-
ed Creating_Amazon_Redshift_Serverless.yaml file from your local computer, and

click Next.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Create_Amazon_Redshift_Serverless.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Create_Amazon_Redshift_Serverless.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Create_Amazon_Redshift_Serverless.yaml
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Prerequisite - Prepare template

‘¥ou can also create a template by scanning your existing resources in the laC generatar [A.

Prepare template

Ewery stack |s based on a teenplate, A template is o JSON or YAML flle that contaks configuration information about the AWS resowoes you want to indude in the stack

Wpload ar choaso 30 guicting fomplate

Craate 3 template using = visuzl builder

| @ Choose an existing template ] [ () Build from infrastructure Composer

Specify template o

This GitHuh repositery [3 contains sample CloudFormation templates that can help you get started on new infrastructune projects. Learn mone )

Template source

Szledting a ternplate generates an Amazon 53 URL where it will b

() Amazon 53 URL

Prosdlde 2 Amazon 53 US

template is & J5OM or YAML file that describes your stack's nesources and properties

Upload your tempilate directty 1o the tonsola, Sy 3 ramplare Mom your

J [ © Upload a template file ) Sync from Git J
oo yonid TEmglane GIT TRpEEory
. J

Upload a tamplate fila

(" F choosefile )

[ Create_Amaron_Redshift_Serverlessyaml "4 ]
\:

1SN or YAML formattad fila

Figure 1.5 - Choose the CloudFormation template file

3. Choose the following input parameters:

Stack name: Enter a name for the stack, for example, myredshiftserverless.

b. NamespaceName: Enter a name for namespace, which is a collection of database
objects and users.

c. WorkgroupName: Enter a name for the workgroup, which is a collection of com-
pute resources.

d. BaseRPU: The base RPU for Redshift Serverless Workgroup ranges from 8 to 1024.
The defaultis 8.

e. DatabaseName: Enter a database name, for example, dev.

f. AdminUsername: Enter an admin username, for example, awsuser.

g. AdminPassword: Enter an admin user password. The password must be 8-64

characters long and must contain at least one uppercase letter, one lowercase

letter, and one number. It can include any printable ASCII character except /, "",
and @. The defaultis Awsuser123.

4. Click Next and Create Stack.

AWS CloudFormation has deployed all the infrastructure and configuration listed in the

template in completed and we’ll wait till the status changes to CREATE_COMPLETE.
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How it works...

Let’s now see how this CloudFormation template works. The CloudFormation template is or-
ganized into three broad sections: input parameters, resources, and outputs. Let’s discuss them

one by one.

The parameters section is used to allow user input choices and also can be used to apply constraints
againstits value. To create the Amazon Redshift Serverless cluster, we collect parameters such as
namespace name, workgroup name, base RPU, database name, and admin username/ password.
The parameters will later be substituted when creating the resources. Here is the Parameters

section from the template:

Parameters:
NamespaceName:
Description: The name for namespace, which is a collection of database
objects and users
Type: String
WorkgroupName:
Description: The name for workgroup, which is a collection of compute
resources
Type: String
BaseRPU:
Description: Base RPU for Redshift Serverless Workgroup.
Type: Number
MinValue: '8’
MaxValue: '1024'
Default: '8’
AllowedValues:
-8
- 512
- 1024
DatabaseName:
Description: The name of the first database to be created in the
serverless data warehouse
Type: String
Default: dev
AllowedPattern: ([a-z]|[0-9])+
AdminUsername:

Description: The user name that is associated with the admin user
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account for the serverless data warehouse
Type: String
Default: awsuser
AllowedPattern: ([a-z])([a-z]|[©-9])%*
AdminPassword:
Description: The password that is associated with the admin user
account for the serverless data warehouse. Default is Awsuseri123

Type: String

Default: Awsuserl23

NoEcho: 'true'

MinLength: '8’

MaxLength: '64°

AllowedPattern: ~(?=.*[a-z])(?=.*[A-Z])(?=.*\d)[*\x00-\x20\x22\x27\
x2F\x40\x5c\x7f-\uffff]+

In the above input section, DatabaseName is a string value that defaults to dev and also enforc-
es an alphanumeric validation when specified using the condition check of AllowedPattern:
([a-z]|[@-9])+. Similarly, BaseRPU is defaulted to 8 and allows the valid BaseRPU from a list of

values.

The Resources section contains a list of resource objects and the Amazon Serverless namespace is
invoked using AWS: :RedshiftServerless: :Namespace along with references to input parameters
such as NamespaceName, DbName, AdminUsername, and AdminPassword. The Amazon Serverless
Workgroup is invoked using AWS: :RedshiftServerless: :Workgroup along with references to

input parameters such as NamespaceName, WorkgroupName, BaseCapacity, and PublicAccessible:

Resources:
Namespace:
Type: AWS::RedshiftServerless::Namespace
Properties:
NamespaceName: !Ref NamespaceName
AdminUsername: !Ref AdminUsername
AdminUserPassword: !Ref AdminPassword
DbName: !Ref DatabaseName
Workgroup:
Type: AWS::RedshiftServerless: :Workgroup
Properties:
NamespaceName: !Ref NamespaceName

WorkgroupName: !Ref WorkgroupName



12 Getting Started with Amazon Redshift

BaseCapacity: !Ref BaseRPU
PubliclyAccessible: false
DependsOn:

- Namespace

The Resources section references the input section for values such as NamespaceName, WorkgroupName,

BaseRPU, and DatabaseName that will be used when the resource is created.

The Outputs section is a handy way to capture the essential information about your resources
or input parameters that you want to have available after the stack is created so you can easily
identify the resource object names that are created. For example, you can capture output such as

RedshiftServerlessEndpoint that will be used to connect into the cluster as follows:

Outputs:
RedshiftServerlessEndpoint:
Description: Redshift Serverless endpoint
Value:
Fn::Join:

[

- - Fn::GetAtt Workgroup.Endpoint.Address
"5439"

When authoring the template from scratch, you can take advantage of the AWS Application
Composer —an integrated development environment for authoring and validating code. Once the
template is ready, you can launch the resources by creating a stack (collection of resources), using

the AWS CloudFormation console, API, or AWS CLI. You can also update or delete it afterward.

Creating an Amazon Redshift provisioned cluster
using AWS CloudFormation

With an AWS CloudFormation template, you treat your infrastructure as code. This enables you
to create an Amazon Redshift cluster using a JSON or YAML file. The declarative code in the file
contains the steps to create the AWS resources and enables easy automation and distribution.
This template allows you to standardize the Amazon Redshift provisioned cluster creation to

meet your organizational infrastructure and security standards.
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Further, you can distribute them to different teams within your organization using the AWS service
catalog for an easy setup. In this recipe, you will learn how to use a CloudFormation template to

deploy an Amazon Redshift provisioned cluster and the different parameters associated with it.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to AWS CloudFormation, Amazon EC2, and Amazon Redshift

How to do it...

We use the CloudFormation template to author the Amazon Redshift cluster infrastructure as
code using a JSON-based template. Follow these steps to create the Amazon Redshift provisioned

cluster using the CloudFormation template:

1. Download the AWS CloudFormation template from https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter@l/Creating_

Amazon_Redshift_Cluster.json.
2. Navigate to the AWS Console, choose CloudFormation, and choose Create stack.

3. Click on the Templateis ready and Upload a template file options, choose the downloaded

Creating_Amazon_Redshift_Cluster.json file from yourlocal computer, and click Next.

4. Setthe following input parameters:

Stack name: Enter a name for the stack, for example, myredshiftcluster.

a.
b. ClusterType: Single-node or a multiple node cluster.

o

DatabaseName: Enter a database name, for example, dev.

a

InboundTraffic: Restrict the CIDR ranges of IPs that can access the cluster.
0.0.0.0/0 opens the cluster to be globally accessible, which would be a security risk.

e. MasterUserName: Enter a database master user name, for example, awsuser.

f. MasterUserPassword: Enter a master user password. The password must be 8-64

characters long and must contain at least one uppercase letter, one lowercase letter,

,0or@.

and one number. It can contain any printable ASCII character except /,
g. NodeType: Enter the node type, for example, ra3.x1plus.
h. NumberofNodes: Enter the number of compute nodes, for example, 2.

i.  Redshift cluster port: Choose any TCP/IP port, for example, 5439.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Creating_Amazon_Redshift_Cluster.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Creating_Amazon_Redshift_Cluster.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Creating_Amazon_Redshift_Cluster.json
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5. Click Next and Create Stack.

AWS CloudFormation has deployed all the infrastructure and configuration listed in the
template in completed and we’ll wait till the status changes to CREATE_COMPLETE.

6. You cannow check the outputs section in the CloudFormation stack and look for the cluster
endpoint, or navigate to the Amazon Redshift | Clusters | myredshiftcluster | General
information section to find the JDBC/ODBC URL to connect to the Amazon Redshift cluster.

How it works...

Let’s now see how this CloudFormation template works. The CloudFormation template is or-
ganized into three broad sections: input parameters, resources, and outputs. Let’s discuss them

one by one.

The Parameters section is used to allow user input choices and also can be used to apply con-
straints to the values. To create an Amazon Redshift resource, we collect parameters such as data-
base name, master username/ password, and cluster type. The parameters will later be substituted

when creating the resources. Here is an illustration of the Parameters section of the template:

"Parameters": {
"DatabaseName": {
"Description": "The name of the first database to be created
when the cluster is created”,
"Type": "String",
"Default": "dev",
"AllowedPattern": "([a-z]|[@-9])+"
¥
"NodeType": {
"Description": "The type of node to be provisioned",
"Type": "String",
"Default”: "ra3.xlplus"”,
"AllowedValues": [
"ra3.1lé6xlarge",
"ra3.4xlarge",

"ra3.xlplus",
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In the previous input section, DatabaseName is a string value that defaults to dev and also en-
forces an alphanumeric validation when specified using the condition check of AllowedPattern:
([a-z]]|[©-9])+. Similarly, NodeType defaults to ra3.x1plus and allows the valid NodeType from

a list of values.

The Resources section contains a list of resource objects, and the Amazon resource is invoked using
AWS: :Redshift::Cluster along with references to the input parameters, such as DatabaseName,

ClusterType, NumberOfNodes, NodeType, MasterUsername, and MasterUserPassword:

"Resources": {
"RedshiftCluster": {
"Type": "AWS::Redshift::Cluster"”,
"DependsOn": "AttachGateway",
"Properties": {
"ClusterType": {
"Ref": "ClusterType"

¥
"NumberOfNodes": {

3
"NodeType": {
"Ref": "NodeType"
s
"DBName": {
"Ref": "DatabaseName"
s

The Resources section references the input section for values such as NumberOfNodes, NodeType,

DatabaseName, that will be used during the resource creation.

The Outputs section is a handy place to capture the essential information about your resources
or input parameters that you want to have available after the stack has been created, so you can

easily identify the resource object names that are created.
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For example, you can capture output such as ClusterEndpoint that will be used to connectinto

the cluster as follows:

"Outputs": {
"ClusterEndpoint": {
"Description": "Cluster endpoint",
"Value": {
"Fn::Join": [

w,n
- 3

[
{

"Fn::GetAtt": [
"RedshiftCluster",
"Endpoint.Address"

1

s
{

"Fn::GetAtt": [
"RedshiftCluster",
"Endpoint.Port"

]

}
1

When authoring the template from scratch, you can take advantage of the AWS Application
Composer — an integrated development environment for authoring and validating code. Once
the template is ready, you can launch the resources by creating a stack (collection of resources)
or using the AWS CloudFormation console, API, or AWS CLI. You can also update or delete the

template afterward.
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Connecting to a data warehouse using Amazon
Redshift query editor v2

The query editor v2 is a client browser-based interface available on the AWS Management Con-
sole for running SQL queries on Amazon Redshift Serverless or provisioned cluster directly. Once
you have created the data warehouse, you can use query editor to jumpstart querying the cluster
without needing to set up the JDBC/ODBC driver. This recipe explains how to use query editor

to access a Redshift data warehouse.
Query editor V2 allows you to do the following:

e  Explore schemas

e  Runmultiple DDL and DML SQL commands
¢  Runsingle/multiple select statements

e View query execution details

e Saveaquery

e Download a query result set up to 100 MB in CSV, text, or HTML

Getting ready

To complete this recipe, you will need:

¢ An Amazon Redshift data warehouse (serverless or provisioned cluster)
e  IAM user with access to Amazon Redshift and AWS Secrets Manager

e  Store the database credentials in Amazon Secrets Manager using Recipe 2 in the Appendix

How to do it...
Here are the steps to query an Amazon Redshift data warehouse using the Amazon Redshift
query editor v2.
1. Navigate to AWS Redshift Console https://console.aws.amazon.com/redshiftv2 and
select the query editor v2 from the navigation pane on the left.

2. Choosethe AWS Region (eu-west-1) or corresponding region on the top right of the screen.


https://console.aws.amazon.com/redshiftv2
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3. With query editor v2, all the Redshift data warehouses, both serverless and provisioned
clusters, are listed on the console. Select the dots beside the cluster name and click Create

connection:

@J shrutiw-account2@amazon.com - 028305371340 / admin (Not Production Account)

Services

Redshift query editor v2 4+ = Unttled1 =

&) Creata: ~ @ Load data | Ril @ Limit100 @ Explain 0@ Isolated session

#n Serverless: myredshiftwg
':?) serverlesy: myredshifteswg
8 serverless: myredshifteswg2

Create connection

Figure 1.6 - Creating a connection in query editor v2

4. In the connection window, select Other ways to connect, and then select AWS Secrets

Manager:
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Connect to myredshiftcluster

& Other ways to

Federated user

Temparary credentials using a database user name

' Temporary cradentials using your IAM Identity

' Database user name and password

Cancel Create connectlon

Figure 1.7 - Connection options in query editor v2

5. Inthe Secretsection, click on Choose a secret, select the correct secret, and click on Create
connection.

6. Now that you have successfully connected to the Redshift database, type the following
query in the query editor:

SELECT current_user;

7. Thenyou can click on Run to execute the query.

The results of the query will appear in the Query Results section. You are now connected to the

Amazon Redshift data warehouse and ready to execute more queries.
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Connecting to Amazon Redshift using SQL
Workbench/] client

There are multiple ways to connect to the Amazon Redshift data warehouse, but one of the most

popular options is to connect using a UI based tool. SQL Workbench/] is a free cross-platform

SQL query tool, which can be used to connect using your own local client.

Getting ready

To complete this recipe, you will need:

An Amazon Redshift data warehouse (serverless or provisioned cluster) and its login
credentials (username and password).

Install SQL Workbench/J (https://www.sql-workbench.eu/manual/install.html).
Download Amazon Redshift Driver. Visit https://docs.aws.amazon.com/redshift/
latest/mgmt/configuring-connections.html to download the latest driver version.
Modify the security group attached to the Amazon Redshift cluster to allow connection
from alocal client.

For provisioned clusters, navigate to Amazon Redshift | Provisioned clusters dashboard
| myredshiftcluster | General information to find the JDBC/ODBC URL to connect to an
Amazon Redshift provisioned cluster.

For Serverless, navigate to Amazon Redshift | Redshift Serverless | myredshiftwg | Gen-
eral information to find the JDBC/ODBC URL to connect to Amazon Redshift serverless

clusters.

How to do it...

The following steps will enable you to connect using the SQL Workbench/J client tool from your

computer:

1.

Open SQL Workbench/] by double-clicking on the SQLWorkbench.exe (on Windows) or
SQLWorkbench] application (on Mac).

In the SQL Workbench/] menu, select File and then select Connect window.
Select Create a new connection profile.

In the New profile box, choose any profile name, such as examplecluster_jdbc.


https://www.sql-workbench.eu/manual/install.html
https://docs.aws.amazon.com/redshift/latest/mgmt/configuring-connections.html
https://docs.aws.amazon.com/redshift/latest/mgmt/configuring-connections.html
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5. Select Manage Drivers. The Manage Drivers dialog will open; select Amazon Redshift:
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Figure 1.8 - SQL Workbench/J Manage drivers box

6. Select the folder icon adjacent to the Library box, browse and point it to the Amazon

Redshift driver location, and then select Choose:
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Figure 1.9 - SQL Workbench/J to select Amazon Redshift driver
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To set up the profile for the Amazon Redshift connection, enter the following details:

1. Inthe Driver box, select the Amazon Redshift drive.

2. In URL, paste the Amazon Redshift cluster JDBC URL obtained previously.

3. InUsername, enter the username (or the master user name) associated with the

4. InPassword, provide the password associated with the username.

5. Checkmark the Autocommit box.

6. Selectthe Save profile listicon, as shown in the following screenshot, and select OK:
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Figure 1.10 - Amazon Redshift Connection Profile

=]

alln e il o e masyel e b LA I T ek redi B e S B4 S

®
] Estiraded Bropuing
Ay DL pliads Wbuvia
S o plovipn carnefenglp
EpTen® LomTesty
sl R L

Eedd

Cance

8. After setting up the JDBC connection, you can use the query to ensure you are connected

to the Amazon Redshift cluster:

select * from information_schema.tables;
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Alist of records will appear in the Results tab if the connection was successful:
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Figure 1.11 - Sample query output from SQL Workbench/J

Connecting to Amazon Redshift using Jupyter
Notebook

The Jupyter Notebook is an interactive web application that enables you to analyze your data
interactively. Jupyter Notebook is widely used by users such as business analysts and data sci-
entists to perform data wrangling and exploration. Using Jupyter Notebook, you can access all
the historical data available in an Amazon Redshift data warehouse (serverless or provisioned
cluster) and combine that with data in many other sources, such as an Amazon S3 data lake. For
example, you might want to build a forecasting model based on historical sales data in Amazon
Redshift combined with clickstream data available in the data lake. Jupyter Notebook is the tool
of choice due to the versatility it provides with exploration tasks and the strong support from
the open source community. This recipe covers the steps to connect to an Amazon Redshift data

warehouse using Jupyter Notebook.
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Getting ready

To com

How

plete this recipe, you will need:

An IAM user with access to Amazon Redshift, Amazon EC2, and Amazon Secrets Manager.

An Amazon Redshift data warehouse (serverless or provisioned cluster) in a VPC. For more
information, visit https://docs.aws.amazon.com/redshift/latest/mgmt/getting-

started-cluster-in-vpc.html.

A notebook instance (such as Amazon SageMaker) running the Jupyter Notebook in the
same VPC as Amazon Redshift (https://docs. aws.amazon.com/sagemaker/latest/dg/

howitworks-create-ws.html).

Modify the security group attached to the Amazon Redshift cluster to allow connection

from the Amazon SageMaker notebook instance.

Store the database credentials in Amazon Secrets Manager using Recipe 2 in Appendix.

to do it...

The following steps will help you connect to an Amazon Redshift cluster using an Amazon Sage-

Maker notebook:

1.
2.

Open the AWS Console and navigate to the Amazon SageMaker service.
Navigate to your notebook instance and open JupyterLab. When using the Amazon Sage-
Maker notebook, find the notebook instance that was launched and click on the Open

JupyterLab link, as shown in the following screenshot:

Aerpran Sageiaker E L aawer. Laget anr
Brrapan St Sk o~
Nofrhoak mstances - m
Lot bard

Haarch

* Hotebaok

1 -]

wih iind L o LT L Srdtss Rl

Figure 1.12 - Navigating to JupyterLab using the AWS Console


https://docs.aws.amazon.com/redshift/latest/mgmt/getting-started-cluster-in-vpc.html
https://docs.aws.amazon.com/redshift/latest/mgmt/getting-started-cluster-in-vpc.html
https://docs.aws.amazon.com/sagemaker/latest/dg/howitworks-create-ws.html
https://docs.aws.amazon.com/sagemaker/latest/dg/howitworks-create-ws.html
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3. Now, let’s install the Python driver libraries to connect to Amazon Redshift using the

following code in the Jupyter Notebook. Set the kernel as conda_python3:

Ipip install psycopg2-binary

#i## boto3 is optional, but recommended to leverage the AWS Secrets

Manager storing the credentials Establishing a Redshift Connection

Ipip install boto3

Important Note

You can connect to an Amazon Redshift cluster using Python libraries such
as Psycopg (https://pypi.org/project/psycopg2-binary/) or pg
(https://www.postgresql.org/docs/7.3/pygresql.html) to connect to

&

the Notebook. Alternatively, you can also use a JDBC, but for ease of scripting

with Python, the following recipes will use either of the preceding libraries.

4. Grant the Amazon SageMaker instance permission to use the stored secret. On the AWS
Secrets Manager console, click on your secret and find the Secret ARN. Replace the ARN

information in the resource section with the following JSON code:

{
"Version": "2012-10-17",
"Statement": [
{

"Effect": "Allow",

"Action": [
"secretsmanager:GetResourcePolicy",
"secretsmanager:GetSecretValue",
"secretsmanager:DescribeSecret”,
"secretsmanager:ListSecretVersionIds"

15

"Resource": [

"arn:aws:secretsmanager:eu-west-
1:123456789012:secret:aes128-1a2b3c"

]
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5. Now), attach this policy as an inline policy to the execution role for your SageMaker note-

book instance. To do this, follow these steps:

a. Navigate to the Amazon SageMaker (https://us-west-2.console.aws.amazon.
com/sagemaker/) console.

b. Select Notebook Instances.
Click on your notebook instance (the one running this notebook, most likely).

d. Under Permissions and Encryption, click on the IAM role link.

e. Youshould now be on an IAM console that allows you to Add inline policy. Click
on the link.

f.  Onthe Create Policy page that opens, click JSON and replace the JSON lines that
appear with the preceding code block.

g. Click Review Policy.

h. On the next page select a human-friendly name for the policy and click Create

policy.

6. Finally, paste the ARN for your secretin the following code block of the Jupyter Notebook

to connect to the Amazon Redshift cluster:

secret_arn="arn:aws:secretsmanager:eu-west-
1:123456789012:secret:aes128-1a2b3c"

import boto3

import json

session = boto3.session.Session()

client = session.client(
service_name='secretsmanager'

)

get_secret_value_response = client.get_secret_value(

SecretId=secret_arn

if 'SecretString' in get_secret_value_response:
connection_info = json.loads(get_secret_value_
response[ 'SecretString'])


https://us-west-2.console.aws.amazon.com/sagemaker/
https://us-west-2.console.aws.amazon.com/sagemaker/
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elses:
print("ERROR: no secret data found")
# Sanity check for credentials
expected_keys = set(['user', 'password', 'host', 'database’',
"port'])
if not expected_keys.issubset(connection_info.keys()):

print("Expected values for ",expected_keys)

print("Received values for ",set(connection_info.keys()))

print("Please adjust query or assignment as required!")

# jdbc:redshift://HOST:PORT/DBNAME
import time

import psycopg2

database = "dev"

con=psycopg2.connect(

dbname = database,

host = connection_info["host"],
port = connection_info["port"],
user = connection_info["username"],

password = connection_info["password"]

7. Run basic queries against the database. These queries make use of the cursor class to

execute a basic query in Amazon Redshift:

cur = con.cursor()
cur.execute("SELECT sysdate")
res = cur.fetchall()
print(res)

cur.close()

8. Optionally, you can use the code here to connect to Amazon Redshift using Amazon Sage-

Maker notebook: https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-
2E/blob/main/Chapterel/Connecting_to_AmazonRedshift_using_JupyterNotebook.

ipynb.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Connecting_to_AmazonRedshift_using_JupyterNotebook.ipynb
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Connecting_to_AmazonRedshift_using_JupyterNotebook.ipynb
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Connecting_to_AmazonRedshift_using_JupyterNotebook.ipynb
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Connecting to Amazon Redshift programmatically
using Python and the Redshift Data API

Python is widely used for data analytics due to its simplicity and ease of use. We will use Python

to connect using the Amazon Redshift Data APIL.

The Data API allows you to access Amazon Redshift without using the JDBC or ODBC drivers. You
can execute SQL commands on an Amazon Redshift data warehouse (serverless or provisioned
cluster), invoking a secure API endpoint provided by the Data API. The Data API ensures the SQL
queries to be submitted asynchronously. You can now monitor the status of the query and retrieve
your results at alater time. The Data APl is supported by the major programming languages, such
as Python, Go, Java, Node.js, PHP, Ruby, and C++, along with the AWS SDK.

Getting ready

To complete this recipe, you will need:

e  AnIAM user with access to Amazon Redshift, Amazon Secrets Manager, and Amazon EC2.
o  Store the database credentials in Amazon Secrets Manager using Recipe 2 in Appendix.

e Linux machine terminal such as Amazon EC2, deployed in the same VPC as the Amazon
Redshift cluster.

e  Python 3.6 or higher version installed on the Linux instance where you can write and
execute the code. If you have not installed Python, you can download it from https://

www . python.org/downloads/.

o Install AWS SDK for Python (Boto3) on the Linux instance. You can see the getting started
guide at https://aws.amazon.com/sdk-for-python/.

e  Modify the security group attached to the Amazon Redshift cluster to allow connections
from the Amazon EC2 Linux instance, which will allow it to execute the Python code.

e  Create a VPC endpoint for Amazon Secrets Manager and allow the security group to allow

the Linux instance to access the Secrets Manager VPC endpoint.


https://www.python.org/downloads/
https://www.python.org/downloads/
https://aws.amazon.com/sdk-for-python/

Chapter 1 29

How to do it...

Follow these steps to use a Linux terminal to connect to Amazon Redshift using Python:

1. Open the Linux terminal and install the latest AWS SDK for Python (Boto3) using the

following command:

pip install boto3

2. Next, we will write the Python code. Type python on the Linux terminal and start typing

the following code. We will first import the boto3 package and establish a session:

import boto3

import json

redshift_cluster_id = "myredshiftcluster"
redshift_database = "dev"
aws_region_name = "eu-west-1"
secret_arn="arn:aws:secretsmanager:eu-west-
1:123456789012:secret:aes128-1a2b3c"
def get_client(service, aws_region_name):

import botocore.session as bc

session = bc.get_session()

s = boto3.Session(botocore session=session, region_name=region)

return s.client(service)

3. You can now create a client object from the boto3.Session object using RedshiftData:

rsd = get_client('redshift-data")

4. Wewill execute a SQL statement to get the current date by using the secrets ARN to retrieve
credentials. You can execute DDL or DML statements. The query execution is asynchronous
in nature. When the statement is executed, it returns ExecuteStatementOutput, which

includes the statement ID:

resp = rsd.execute_statement(
SecretArn= secret_arn
ClusterIdentifier=redshift_cluster_id,
Database= redshift_database,
Sql="SELECT sysdate;"
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queryId = resp['Id']
print(f"asynchronous query execution: query id {queryId}")

5. Check the status of the query using describe_statement and the number of records

retrieved:

stmt = rsd.describe_statement(Id=queryId)
desc = None
while True:
desc = rsd.describe_statement(Id=queryId)
if desc["Status"] == "FINISHED":
break

print(desc["ResultRows"])

6. You can now retrieve the results of the above query using get_statement_result. get_
statement_result returns a JSON-based metadata and result that can be verified using

the below statement:

if desc and desc["ResultRows"] > @:
result = rsd.get_statement_result(Id=queryId)
print("results JSON" + "\n")
print(json.dumps(result, indent = 3))

.. Note
=

The query results are available for retrieval only for 24 hours.

The complete script for the above Python code is also available at https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapterel/Python_Connect_
to_AmazonRedshift.py.Itcanbe executed as python Python_Connect_to_AmazonRedshift.py.

Connecting to Amazon Redshift using Command Line
(psdl)

PSQL is a command line front-end to PostgreSQL. It enables you to query the data in an Amazon

Redshift data warehouse (serverless or provisioned cluster) interactively. In this recipe, we will

see how to install psql and run interactive queries.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Python_Connect_to_AmazonRedshift.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Python_Connect_to_AmazonRedshift.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter01/Python_Connect_to_AmazonRedshift.py
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Getting ready

To complete this recipe, you will need:

Install psql (comes with PostgreSQL). To learn more about using psql, you can refer to
https://www.postgresql.org/docs/8.4/static/app-psql.html. Based on your op-
erating system, you can download the corresponding PostgreSQL binary from https://
www.postgresql.org/download/.

If you are using Windows, set the PGCLIENTENCODING environment variable to UTF-8 using

the following command using the Windows command-line interface:

set PGCLIENTENCODING=UTF8

Capture the Amazon Redshift login credentials.
Modify the security group attached to the Amazon Redshift cluster to allow connection
from the server or client running the psql application, which will allow access to execute

the psql code.

How to do it...

The following steps will let you connect to Amazon Redshift through a command-line interface:

1.
2.

Open the command-line interface and type psql to make sure it is installed.

Provide the connection credentials as shown in the following command line to connect

to Amazon Redshift:

C:\Program Files\PostgresQL\10\bin> .\psql -h cookbookcluster-
2ee55abd.cvqfeilxsadl.eu-west-1.redshift.amazonaws.com -d dev -p

5439 -U dbuser
Password for user dbuser:
Type "help" for help.

dev=# help

You are using psql, the command-line interface to PostgreSQL.

Type: \copyright for distribution terms
\h for help with SQL commands
\? for help with psql commands
\g or terminate with semicolon to execute query

\q to quit



https://www.postgresql.org/docs/8.4/static/app-psql.html
https://www.postgresql.org/download/
https://www.postgresql.org/download/
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To connect to Amazon Redshift using the psql command line, you will need the clusters
endpoint, the database username, and the port. You can use the following command to

connect to the Redshift data warehouse:

psql -h <clusterendpoint> -U <dbuser> -d <databasename> -p <port>

3. To check the database connection, you can use a sample query as specified in the follow-

ing command:

dev=# select sysdate;

You are now successfully connected to the Amazon Redshift data warehouse and ready to run
the SQL queries!
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Amazon Redshiftis a data warehousing service optimized for online analytical processing (OLAP)
applications. You can start with just a few hundred gigabytes (GB) of data and scale to a petabyte
(PB) or more while maintaining high performance and cost-effectiveness. Its columnar storage
architecture is specifically designed for large-scale analytics workloads, storing data by column
rather than row. This approach is particularly efficient for OLAP operations as it allows Redshift
toread only the specific columns needed for analysis, significantly improving query performance
for operations like aggregations, trend analysis, and historical data comparisons. The columnar
design also enables better data compression since similar data types are stored together, reduc-
ing storage costs and enhancing input/output (I/O) performance. By designing your database to
take advantage of this columnar architecture, you can maximize the efficiency of your analytical

processing workloads and achieve optimal performance for your data warehouse operations.

Amazon Redshift is best suited for dimensional data modeling, particularly star schemas, snow-
flake schemas, denormalized tables, etc., which are optimized for analytical querying and report-
ing. An analytical schema forms the foundation of your data model. This chapter explores how
you can set up this schema, thus enabling optimal querying using standard Structured Query

Language (SQL) and easy administration of access controls.
The following recipes are discussed in this chapter:

e Managing a database in Amazon Redshift
e Managing a schema in a database
e Managing tables in a database

e Managing views in a database
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e Managing materialized views in a database
e  Managing stored procedures in a database

e Managing UDFsin a database

Technical requirements

In order to complete all the recipes in this chapter, you will need an Amazon Redshift data ware-
house (either serverless or provisioned cluster) deployed, and a SQL client of your choice to access
Amazon Redshift (for example, Amazon Redshift Query Editor V2, DBeaver, SQL Workbench/],
DataGrip, etc.).

Managing a database in Amazon Redshift

Amazon Redshift consists of at least one database, and it is the highest level in the namespace
hierarchy for the database objects. This recipe will guide you through the steps needed to create

and manage a database in an Amazon Redshift data warehouse.

Getting ready

To complete this recipe, you will need everything mentioned in the Technical requirements section

at the start of the chapter.

How to do it...

Let’s now set up and configure a database on Amazon Redshift. Use the SQL client to connect to

it and execute the following commands:

1. We will create a new database called ga in the Amazon Redshift data warehouse that
has the owner awsuser and accepts a maximum of 50 connections. To do this, use the

following code:

CREATE DATABASE qa
WITH

OWNER awsuser
CONNECTION LIMIT 50;

OWNER and CONNECTION LIMIT are optional parameters. You can find the complete list
of options available for database creation at this link: https://docs.aws.amazon.com/
redshift/latest/dg/r_CREATE_DATABASE.html.


https://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_DATABASE.html
https://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_DATABASE.html
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2.

4.

To view the details of the qa database, you can query PG_DATABASE_INFO, as shown in the

following code snippet:

SELECT datname, datdba, datconnlimit
FROM pg_database_info
WHERE datname= 'qga’;

This is the expected output. It has the database name, the user ID for the database admin,

and the connection limit for the database:

datname datdba datconnlimit

ga 100 50

This query will list the databases that existin Redshift. If a database is successfully created,

it will show up in the query result.

To make changes to the database—such as the database name, owner, or connection
limit—use the following command, replacing <qauser> with the respective Amazon Red-

shift username:

ALTER DATABASE ga RENAME TO prod;

ALTER DATABASE ga owner to <qauser>;

ALTER DATABASE ga CONNECTION LIMIT 100;
To verify that the changes have been successfully completed, you can query PG_DATABASE_
INFO, as shown in the following code snippet:

SELECT datname, datdba, datconnlimit
FROM pg_database_info
WHERE datname = 'qga';

This is the expected output:

datname datdba datconnlimit

prod 100 100
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5. You can connect to the prod database using the connection endpoint, as follows:

<RedshiftHostname>:<Port>/prod

Here, prod refers to the database you would like to connect to.

6. To drop the previously created database, execute the following query:

DROP DATABASE prod;

Managing a schema in a database

In Amazon Redshift, a schemais anamespace that groups database objects such as tables, views,
stored procedures, and so on. Organizing database objects in a schema is good for security mon-
itoring, and it also means objects are logically grouped. In this recipe, we will create a sample

schema that will be used to hold all the database objects.

Getting ready

To complete this recipe, you will need the following:

e Access to any SQL interface, such as Query Editor V2 or a local SQL client
e  An Amazon Redshift data warehouse (serverless or provisioned cluster) endpoint

e Login as a superuser into an Amazon Redshift cluster

How to do it...

1. Users can create a schema using the CREATE SCHEMA (https://docs.aws.amazon.com/
redshift/latest/dg/r_CREATE_SCHEMA.html) command. The following steps will enable

you to set up a schema with the name finance and add the necessary access to the groups:

2. User groups are a collection of users. They are typically used to group users who would
need the same permissions on database objects. It is common to see organization roles
such as developers, analysts, and data scientists as groups. Another common grouping

pattern is one group per organization, such as finance, audit, and so on.

Create finance_grp, audit_grp, and finance_admin_user groups using the following

SQL statements:

create group finance_grp;
create group audit_grp;

create user finance_admin_usr with password
'<PasswordOfYourChoice>"';


https://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_SCHEMA.html
https://docs.aws.amazon.com/redshift/latest/dg/r_CREATE_SCHEMA.html
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3.

Create a schema named finance with a space quota of 2 TB, with a finance_admin_usr

schema owner:

CREATE schema finance authorization finance_admin_usr QUOTA 2 TB;

You can also modify or drop existing schemas using the ALTER SCHEMA (https://docs.aws.
amazon.com/redshift/latest/dg/r_ALTER_SCHEMA.html) and DROP SCHEMA (https://
docs.aws.amazon.com/redshift/latest/dg/r_DROP_SCHEMA.html) statements, respec-
tively.

For the finance schema, grant access privileges of USAGE and ALL to the finance_grp
group. Further, grant read access to the tables in the schema using a SELECT privilege for

the audit_grp group:

GRANT USAGE on SCHEMA finance TO GROUP finance_grp;

GRANT USAGE on SCHEMA finance TO GROUP audit_grp;

GRANT ALL ON schema finance to GROUP finance_grp;

GRANT SELECT ON ALL TABLES IN SCHEMA finance TO GROUP audit_grp;

USAGE grants permission on a specific schema, which makes objects in that schema acces-
sible to users. Specific actions on these objects must be granted separately (for example,
SELECT or UPDATE permission on tables). ALL grants all the possible privileges on the
schema (i.e., CREATE, USAGE, ALTER, or DROP).

You can verify that the schema and owner group have been created by using the following

code:

select nspname as schema, usename as owner
from pg_namespace, pg_user
where pg_namespace.nspowner = pg_user.usesysid

and pg_namespace.nspname ='finance';

Create a foo table within the schema by prefixing the schema name along with the table,
as shown in the following command:

CREATE TABLE finance.foo (bar int);
Now, in order to select the foo table from the finance schema, you will have to prefix the
schema name along with the table, as shown in the following command:

select * from finance.foo;

The preceding SQL code will not return any rows as we haven’t loaded any data into foo.


https://docs.aws.amazon.com/redshift/latest/dg/r_ALTER_SCHEMA.html
https://docs.aws.amazon.com/redshift/latest/dg/r_ALTER_SCHEMA.html
https://docs.aws.amazon.com/redshift/latest/dg/r_DROP_SCHEMA.html
https://docs.aws.amazon.com/redshift/latest/dg/r_DROP_SCHEMA.html
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Assign a search path to conveniently reference the database objects directly using sin-
gle-part notation, like select * from foo;, instead of requiring the use of two-part
notation, like select * from finance.foo;. The following command sets the search
path to '$user', finance, public. When searching for objects not specified with a
schema name, Amazon Redshift follows the search path. It looks through the schemas

in the order listed in the search path until it finds the object.

set search_path to '$user', finance, public;

You can configure the search path by using the set search_path command at the current

session level or the user level.

Now, executing the following SELECT query without the schema qualifier automatically

locates the foo table in the finance schema:

select * from foo;

The preceding SQL code will not return any rows.

Now, the new finance schema is ready for use and you can keep creating new database objects

in this schema.

Important note

A database is automatically created by default with a PUBLIC schema. Identical da-

tabase object names can be used in different schemas of the database. For example,

\‘ ,{ finance.customer and marketing.customer are valid table definitions that can
I

be created without any conflict, where finance and marketing are schema names
and customer is the table name. Schemas serve the key purpose of easy management
through this logical grouping—for example, you can grant SELECT access to all the

objects at a schema level instead of individual tables.

Managing tables in a database

In Amazon Redshift, you can create a collection of tables within a schema with related entities and

attributes. Working backward from your business requirements, you can use different modeling

techniques to create tables in Amazon Redshift. You can choose a star or snowflake schema by

using normalized, denormalized, or data vault data modeling techniques.
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In this recipe, we will create tables in the finance schema, insert data into those tables, and cover

the key concepts to leverage the massively parallel processing (MPP) and columnar architecture.

Getting ready

To complete this recipe, you will need everything mentioned in the Technical requirements section

at the start of the chapter.

How to do it...

Let’s explore how to create tables in Amazon Redshift:

1.

2.

Let’s create a customer table in the finance schema with the customer_number, first_

name, last_name, and date_of_birth attributes:

CREATE TABLE finance.customer

(
customer_number INTEGER,
first_name VARCHAR(590),
last_name VARCHAR(590),
date_of_birth DATE
)
Note
—a Something key to creating a customer table is to define columns and their

S

corresponding data types. Amazon Redshift supports data types such as
numeric, character, date, datetime with time zone, Boolean, geometry, Hy-

perLog, log sketch, super, and so on.

We will now insert 10 records into the customer table using a multi-value insert state-
ment. Using multi-row insert statements is more efficient than executing separate insert

statements for each row:

insert into finance.customer values

(1, 'foo', 'bar', '1980-01-01'),

(2, 'john', ‘'smith', '1990-12-01'),

(3, 'spock', 'spock', '1970-12-01'),
(4, 'scotty', 'scotty', '1975-02-01"),
(5, 'seven', 'of nine', '1990-04-01"),
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3.

(6, 'kathryn', 'janeway', '1995-07-01'),

(7, 'tuvok', 'tuvok', '1960-06-10'),

(8, 'john', ‘'smith', '1965-12-01'),

(9, 'The Doctor', 'The Doctor', '1979-12-01'),
(10, 'B Elana', 'Torres', '2000-08-01');

You can now review the information about the customer table using the svv_table_info

system view. Execute the following query:

select "schema", table_id, "table", encoded, diststyle, sortkeyil,
cluster size, tbl_rows

from svv_Table_info
where "table" = 'customer'

and "schema" = 'finance';

This is the expected output:

schema table id table encoded diststyle sortkeyl size
tbl_rows

finance 167482 customer Y AUTO(ALL) AUTO(SORTKEY)
14 10

table_idis the object ID and the number of records in the table is 10. The encoded column
indicates that the table is compressed. Amazon Redshift stores columns in 1 megabyte
(MB) immutable blocks. The size of the table is 14 MB. When you created the customer
table, notice that you didn’t specify any keys. When no keys are specified, the tables will
be created with a default distribution style of AUTO and a sort key of AUTO. AUTO indicates
that Amazon Redshift will intelligently and automatically determine the right keys for
you based on your workload pattern and update them as your workload evolves. Let’s

dive into the terminology and concepts of diststyle and sortkey:

e diststyle is a table property that dictates how that table’s data is distributed
across the data slices in your Amazon Redshift data warehouse. A data slice is a

logical partition in which data is cached in the Amazon Redshift SSD.

e  KEY:Thevalueis hashed, and the same value goes to the same location (data slice)

on the compute node.
e  ALL: The full table data goes to the first slice of every compute node.

e  EVEN: Uses a round-robin method to evenly spread table rows across all slices,

ensuring balanced data distribution regardless of column value.
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e  AUTO: With AUTO distribution, Amazon Redshift assigns an optimal distribution
style based on the size of the table data. For example, if the AUTO distribution style
is specified, Amazon Redshiftinitially assigns the ALL distribution style to a small
table. When the table grows larger, Amazon Redshift might change the distribu-
tion style to KEY, choosing the primary key (or a column of the composite primary
key) as the distribution key. If the table grows larger and none of the columns are
suitable to be the distribution key, Amazon Redshift changes the distribution style
to EVEN. The change in distribution style occurs in the background with minimal

impact on user queries.

4. Let’srunaquery against the customer table to list customers who were born before 1980:

select *
from finance.customer

where extract(year from date_of_birth) < 1980;

5. You can also create a copy of the permanent table using create table as(CTAS). Let’s

execute the following query to create another table for a customer born in 1980:

create table finance.customer_dob_1980 as
select *
from finance.customer

where extract(year from date_of_birth) = 1980 ;

6. You can also create temporary tables—for example, to generate IDs in a data-loading
operation. Temporary tables can only be queried during the current session and are au-
tomatically dropped when the session ends. They are created in a session-specific sche-
ma and are not visible to any other user. You can use a create temporary/temp table

command to do this. Execute the following three queries in a single session:

create temporary table #customer(custid integer IDENTITY(1,1),
customer_number integer IDENTITY(1,1));

insert into #customer (customer_number) values(1l);

select * from #customer;

This is the expected output:

custid customer_number

11
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7. Reconnect to Amazon Redshift using the SQL client. Reconnecting will create a new session.

Now, try to execute the following query against the #customer temporary table:

select * from #customer;

You will get an ERROR: 42PO1: relation “#customer” does not exist error message as

the temporary tables are only visible to the current session.

How it works...

When you create a table in Amazon Redshift, it stores the data on disk, column by column, on 1
MB blocks. Amazon Redshift by default compresses the columns, which reduces the storage foot-
print and the input/output (I/0) when you execute a query against the table. Amazon Redshift
provides different distribution styles to spread the data across all the compute nodes, to leverage
the MPP architecture for your workload. The metadata and table summary information can be

queried using the catalog table and summary view.

Amazon Redshift stores metadata about the customer table. You can query the pg_table_def
catalog table to retrieve this information. You can execute the following query to view the table/

column structure.

Important note

When data is inserted into a table, Amazon Redshift automatically builds, in mem-

ory, the metadata of the min and max values of each block. This metadata, known

e as a zone mabp, is accessed before a disk scan in order to identify which blocks are
N relevant to a query. Amazon Redshift does not have indexes; it does, however, have
sort keys. Sort key columns govern how data is physically sorted for a table on disk

and can be used as a lever to improve query performance. Sort keys will be covered

in depth in Chapter 8, Performance Optimization.

See also...

Further information about distribution styles can be found at the following link:

https://docs.aws.amazon.com/redshift/latest/dg/c_choosing_dist_sort.html.


https://docs.aws.amazon.com/redshift/latest/dg/c_choosing_dist_sort.html
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Managing views in a database

View database objects allow the result of a query to be stored. In Amazon Redshift, views run
each time the view is mentioned in a query. The advantage of using a view instead of a table is
that it can allow access to only a subset of data on a table, join more than one table into a single
virtual table, and act as an aggregated table, and it takes up no space on the database since only
the definition is saved, hence making it convenient to abstract complicated queries. In this recipe,

we will create views to store queries for the underlying tables.

Getting ready

To complete this recipe, you will need everything mentioned in the Technical requirements section

at the start of the chapter.

How to do it...

Let’s create a view using the CREATE VIEW command. We will use the following steps to create

aview:

1. Create a finance.customer_vw view based on the results of the query on finance.

customer:

CREATE VIEW finance.customer_vw
AS
SELECT customer_number,
first_name,
last_name,
EXTRACT(year FROM date_of_birth) AS year_of_birth

FROM finance.customer;

2. Youcan create late binding views using the WITH NO SCHEMA BINDING clause. The clause
specifies that the view isn’t bound to the underlying database objects, such as tables and
user-defined functions. As a result, there is no dependency between the view and the
objects it references. Because there is no dependency, you can drop or alter a referenced

object without affecting the view.
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Amazon Redshift doesn’t check for dependencies until the view is queried:

CREATE VIEW finance.customer_lbvw

AS

SELECT customer_number,

first_name,
last_name,
EXTRACT(year FROM date_of_birth) AS year_of_birth

FROM finance.customer

with no schema binding;

3. Toverify that a view has been created, you can use the following command:

SELECT table_schema as schema_name,

table_name as view_name,

view_definition

FROM information_schema.views

WHERE table schema not in ('information schema', 'pg catalog')

ORDER by schema_name,

@

view_name;

Note

This script will provide an output of the views created under a particular

schema and the SQL script for the view.

4. We cannow select directly from the finance. customer_vwview, justlike with any another

database object, like so:

SELECT * from finance.customer_vw limit 5;

Note

Here, the finance.customer_vwview abstracts the date_of_birth person-
ally identifiable information (PII) from the underlying table and provides
the user with an abstracted view of only the essential data for that year to

determine the age group.
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This is the expected output:

outputcustomer_number,first_name,last_name,year_of_birth
1 foo bar 1980

john smith 1990

spock spock 1970

2
3
4 scotty scotty 1975
5

seven of nine 1990

5. To delete the previously created view, you can use the following command:

DROP VIEW finance.customer_vw ;

Managing materialized views in a database

A materialized view is a database object that persists the results of a query to disk. In Amazon
Redshift, materialized views allow frequently used complex queries to be stored as separate da-
tabase objects, allowing you to access these database objects directly, and enabling faster query

responses.

Employing materialized views is a common approach to powering repeatable queries in a busi-
ness intelligence (BI) dashboard, and avoids expensive computation each time. Furthermore,
materialized views allow an incremental refresh of the results, using the underlying table data.
In this recipe, we will create a materialized view to query the tables and also to persist the results

for a faster fetch.

Getting ready

To complete this recipe, you will need everything mentioned in the Technical requirements section

at the start of the chapter.

How to do it...

Let’s create a materialized view using the CREATE MATERIALIZED VIEW command. We will use
the following steps to create a materialized view, in order to store the precomputed results of an

analytical query and also see how to refresh it:

1. Createafinance.customer_agg_mv materialized view using the results of the query based
on finance. customer. You can choose to add a distribution key or sort keys to materialized

views like how you can on tables. If you don’t specify it, the default distribution style is EVEN.
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Amazon Redshift can refresh the materialized view automatically when data is updated

in the underlying data objects. Use the AUTO REFRESH clause to control this behavior. The

default for AUTO REFESH is no:

CREATE MATERIALIZED VIEW finance.customer_agg mv

AUTO REFRESH YES

AS

SELECT

FROM finance.customer
group by EXTRACT(year FROM date_of_birth);

EXTRACT(year FROM date_of_birth) AS year_of_birth,
count(1l) customer_cnt

2.  We can now select directly from finance.customer, just like with any other database

object, like so:

select * from finance.customer limit 5;

This is the expected output:

outputyear_of_birth, customer_cnt

1975
1979
1995
1970
1965

1

1
1
1
1

3. You can verify the state of a materialized view by using an SVV_MV_INFO system table
(https://docs.aws.amazon.com/redshift/latest/dg/r_SVV_MV_INFO.html):

select * from SVV_MV_INFO where name='customer_agg mv';

This is the expected output:

Output:

database_name, schema,name,is_stale,owner_user_

name,state,autorefresh, autorewrite

vdwpoc

finance customer_agg mv

vdwadmin 1



https://docs.aws.amazon.com/redshift/latest/dg/r_SVV_MV_INFO.html
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Here, stale="f" indicates that the datais current, reflecting the customer underlying base
table. This column can be used to refresh the materialized view when needed. Another key
column in the SVW_MV_INFO table is the state column, which indicates if an incremental
refresh is possible (state=1) or not (state=0). In the materialized view, we created a

state=1 state, which indicates that a faster incremental refresh is possible.

4. Now, let’s load more data into the underlying finance.customer values using the fol-
lowing command, and check the STV_MV_INFO table:

insert into finance.customer values

(11, ‘'mark', ‘'bar', '1980-02-01'),

(12, 'pete', 'smith', '1990-2-01'),
(13, 'woofy', 'spock', '1980-11-01'),
(14, 'woofy jr', 'scotty', '1975-03-01'),
(15, 'eleven', 'of nine', '1990-07-01');

5.  Query the SVW_MV_INFO view again to check the status of the materialized view:

select name,is_stale,state from SVV_MV_INFO where name='customer_

agg mv';

Output:

name,is_stale,state

customer_agg mv t

Note that stale = 't' indicates that the underlying data for the materialized view has

changed, but it is possible to refresh it incrementally.

6. Refresh the materialized view using the REFRESH MATERIALIZED VIEW command and

check the status again:

REFRESH MATERIALIZED VIEW finance.customer_agg mv;

This is the expected output:
select name,is_stale, state from SVV_MV_INFO where name='customer_
agg mv';

Output:

name,is_stale,state

customer_agg mv f 1
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Aswe can see from the preceding code snippet, customer_agg_mv is now updated to reflect

the underlying table data.

How it works...

A materialized view can be updated with the latest data from the underlying tables by using the
REFRESH MATERIALIZED VIEWcommand. The owner of the materialized view can invoke a refresh
and also have SELECT access on the tables’ references in the materialized view. When the materi-
alized view is being refreshed, it executes a separate transaction to update the dataset. Amazon
Redshift also supports an autorefresh option to keep the materialized view up to date as soon as

possible after base tables change.

Amazon Redshift offers Automated Materialized Views (AutoMV) feature to enhance query per-
formance by automatically creating and managing materialized views based on workload moni-

toring and machine learning algorithms. The following are some of the key features of AutoMV:

e Continuous monitoring — Amazon Redshift continuously monitors the workload using
machine learning techniques to identify opportunities for performance improvements

through the creation of materialized views.

e Automatic creation and deletion — When the system detects that a materialized view
would be beneficial, it automatically creates and maintains it. Conversely, if a previously
created AutoMV is no longer providing performance benefits, the system will automat-
ically drop it.

¢ Noimpact on user workload — The AutoMYV feature only operates during periods of low
user activity on the cluster. If you initiate a workload while an AutoMV operation is in
progress, the AutoMV task will stop to release resources for the user workload. This en-

sures that your workloads take priority over the AutoMV operations.

Your users need not be aware of AutoMV. They can continue to use the base tables and Amazon
Redshift will automatically rewrite those queries to use AutoMV to improve query performance.

Developers don’t need to revise queries to take advantage of AutoMV.
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Managing stored procedures in a database

Stored procedures in Amazon Redshift are user-created objects using the Procedural Language/
PostgreSQL (PL/pgSQL) procedural programming language. Stored procedures support both data
definition language (DDL) and data manipulation language (DML). Stored procedures can take
in input arguments but do not necessarily need to return results. PL/pgSQL also supports condi-
tional logic, loops, and case statements. Stored procedures are commonly used to build reusable
extract, transform, load (ETL) data pipelines and serve the database administrator (DBA) to

automate routine administrative activities—for example, periodically dropping unused tables.
The SECURITY attribute controls who has privileges to access certain database objects.

Stored procedures can be created with security definer controls to allow the execution of a pro-
cedure without giving access to underlying tables—for example, they can drop a table created by
another user and serve the DBA to automate administrative activities. This recipe covers managing

stored procedures in a database.

The NONATOMIC attribute controls the atomicity of the stored procedure. If you don’t specify
NONATOMIC, the default is atomic—which means that all statements in the stored procedure
must succeed, or the entire procedure rolls back. In non-atomic mode, each SQL statement within
the stored procedure executes and commits independently. If one statement fails, the previous

statements remain committed.

Getting ready

To complete this recipe, you will need everything mentioned in the Technical requirements section

at the start of the chapter.

How to do it...

In this recipe, we will start with creating a scalar Python-based UDF that will be used to parse

an Extensible Markup Language (XML) input:

1. Connectto Amazon Redshift using the SQL client, and copy and paste the following code

to create an sp_cookbook stored procedure:

Create schema cookbook;

create or replace procedure sp_cookbook(indate in date, records_out
INOUT refcursor) as

$$

declare
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integer_var int;
begin
RAISE INFO 'running first cookbook storedprocedure on date %',
indate;
drop table if exists cookbook.cookbook tbl;
create table cookbook.cookbook_tbl
(recipe_name varchar(50),
recipe_date date
)
insert into cookbook.cookbook_tbl values('stored procedure’,
indate);
GET DIAGNOSTICS integer_var := ROW_COUNT;
RAISE INFO 'rows inserted into cookbook tbl = %', integer_var;
OPEN records_out FOR SELECT * FROM cookbook.cookbook_tbl;
END;
$$ LANGUAGE plpgsql;

This stored procedure takes two parameters: indate is the input and records_out serves
as both an input and output parameter. This stored procedure uses DDL and DML state-
ments. The current user is the owner of the stored procedure and is also the owner of the
cookbook. cookbook_tbl table.

Note

, Some older versions of SQL client tools may error out with unterminated
\C’/‘ dollar-quoted string at or near “$$”. Ensure that you have the latest version

of the SQL client—for example, ensure you are using version 124 or higher
for the SQL Workbench/J client.

2. Now, let’s execute an sp_cookbook stored procedure using the call statement and re-
trieve the output from the resulting cursor using the fetch statement. Highlight both

statements and execute:

call sp_cookbook(current_date, 'inputcursor');

fetch all from inputcursor;
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3.

4.

5.

This is the expected output:

Message
running first cookbook storedprocedure on date 2020-12-13

rows inserted into cookbook tbl = 1

recipe_name recipe_date

stored procedure 2020-12-13 00:00:00

To view a definition of the previously created stored procedure, you can run the following

statement:

SHOW PROCEDURE sp_cookbook(indate in date, records_out INOUT
refcursor);

We will now create another stored procedure with a security definer privilege:

create or replace procedure public.sp_self service(tblName in
varchar(60)) as

$$
begin
RAISE INFO 'running sp_self service to drop table %', tblName;
execute 'drop table if exists cookbook.' || tblName;
RAISE INFO 'table dropped %', tblName;
END;

$$ LANGUAGE plpgsql
SECURITY DEFINER;

Let’s create a user and check whether they have permission to drop the cookbook.

cookbook_tb1l table. The userl user does not have permission to drop the table:

create user userl with password 'Cookbookl’;

grant execute on procedure public.sp_self service(tblName in
varchar(60)) to useril;

set SESSION authorization userl;
select current_user;
drop table cookbook.cookbook_tbl;

This is the expected output:

ERROR: 42501: permission denied for schema cookbook
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6. When userl executes the sp_self_service stored procedure, the procedure runs with

the security of the owner of the procedure:

set SESSION authorization userl;
select current_user;

call public.sp_self_service('cookbook tbl");

This is the expected output:

running sp_self service to drop table cookbook_tbl

table

This allows the user to drop the table without providing the full permissions for the tables

in the cookbook schema.

How it works...

Amazon Redshift uses the PL/pgSQL procedural language to author the stored procedures. PL/
PgSQL provides programmatic access that can be used to author control structures to the SQL
language and allow complex computations. For example, you have a stored procedure that can
create users and set up necessary access that meets your organizational needs—hence, rather than
invoking several commands, this can now be done in a single step. The SECURITY access attribute
of a stored procedure defines the privileges to access the underlying database objects used. By
default, an INVOKER is used that uses the user privileges, and the SECURITY DEFINER allows the

procedure user to use the privileges of the owner.

See also...

You can find the complete reference to the PL/pgSQL procedural language at https://www.
postgresql.org/docs/8.08/plpgsql.html#PLPGSQL-ADVANTAGES. Ready-to-use stored useful
procedures can be found at https://github.com/awslabs/amazon-redshift-utils/tree/

master/src/StoredProcedures.

Managing UDFs in a database

Scalar UDF functions in Amazon Redshift are routines that are able to take parameters, perform
calculations, and return the results. UDFs are handy when performing complex calculations
that can be stored and reused in a SQL statement. Amazon Redshift supports UDFs that can be
authored using either Python or SQL. In addition, Amazon Redshift also supports AWS Lambda

UDFs, which opens up further possibilities to invoke other AWS services.


https://www.postgresql.org/docs/8.0/plpgsql.html#PLPGSQL-ADVANTAGES
https://www.postgresql.org/docs/8.0/plpgsql.html#PLPGSQL-ADVANTAGES
https://github.com/awslabs/amazon-redshift-utils/tree/master/src/StoredProcedures
https://github.com/awslabs/amazon-redshift-utils/tree/master/src/StoredProcedures
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For example, let’s say the latest customer address information is stored in AWS DynamoDB—you

can invoke an AWS Lambda UDF to retrieve this using a SQL statement in Amazon Redshift.

Getting ready

To complete this recipe, you will need the following:

e  Everything mentioned in the Technical requirements section

e Access to create an Identity and Access Management (IAM) role that can invoke AWS
Lambda and attach it to Amazon Redshift

e Accessto create an AWS Lambda function

How to do it...

In this recipe, we will start with a scalar Python-based UDF that will be used to parse an XML input:

1. Connectto Amazon Redshift using the SQL client, and copy and paste the following code

to create a f_parse_xml function:

CREATE OR REPLACE FUNCTION f_parse_xml
(xml VARCHAR(MAX), input_rank int)
RETURNS varchar(max)
STABLE
As $%
import xml.etree.ElementTree as ET
root = ET.fromstring(xml)
res = "'
for country in root.findall('country'):

rank = country.find('rank').text

if rank == input_rank:
res = name = country.get('name’') + ':' + rank
break

return res
$$ LANGUAGE plpythonu;
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Important note

The preceding Python-based UDF takes in the XML data and uses the

\G/* xml.etree.ElementTree library to parse it to locate an element, using
the input rank. See https://docs.python.org/3/1library/xml.etree.
elementtree.html for more options that are available with this XML library.

2. Now, let’s validate the f_parse_xml function using the following statement, by locating

the country name that has the rank 2:

select

f_parse_xml('<data> <country name="Liechtenstein">
<rank>2</rank> <year>2008</year> <gdppc>141100</
gdppc> <neighbor name="Austria" direction="E"/>
<neighbor name="Switzerland" direction="W"/> </country></data>',
'2"'") as coll

This is the expected output:

coll

Liechtenstein:2

3. We will now create another AWS Lambda-based UDF. Navigate to the AWS console and

pick the Lambda service, then click on Create function, as shown in the following screen-
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Figure 2.1 - Creating a Lambda function using the AWS console


https://docs.python.org/3/library/xml.etree.elementtree.html
https://docs.python.org/3/library/xml.etree.elementtree.html
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4. Onthe Create function screen, enter rs_lambda under Function name, choose a Python
3.6 runtime, and click on Create function.
5. Under Function code, copy and paste the following code and press the Deploy button:
import json
def lambda_handler(event, context):
ret = dict()
ret[ 'success'] = True
ret['results'] = ["bar"]
ret['error_msg'] = "none"
ret[ 'num_records'] = 1

return json.dumps(ret)

In the preceding Python-based Lambda function, a sample resultis returned. This function
can further be integrated to call any other AWS service—for example, you can invoke AWS

Key Management Service (KMS) to encrypt input data.

6. Navigate to IAM and create a new role, RSInvokeLambda, using the following policy state-
ment by replacing [Your_AWS_Account_Number], [Your_AWS_Region] with your AWS
account number/Region and attaching the role to Amazon Redshift:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "lambda:InvokeFunction",
"Resource": "arn:aws:lambda:[Your_ AWS Region]: [Your_
AWS_Account_Number]:function:rs_lambda"
¥
]
}

7. Connect to Amazon Redshift using the SQL client, and copy and paste the following code
to createaf_redshift_lambda function thatlinks the AWS Lambda rs_lambda function:

CREATE OR REPLACE EXTERNAL FUNCTION f_redshift_lambda (bar varchar)
RETURNS varchar STABLE
LAMBDA 'rs_lambda’
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IAM_ROLE 'arn:aws:iam::[Your_AWS_Account_Number]:role/
RSInvokelLambda';
You can validate the f_redshift_lambda function by using the following SQL statement:

select f_redshift_lambda ('input_str') as coll

coll

bar

Amazon Redshift is now able to invoke the AWS Lambda function using a SQL statement.

How it works...

Amazon Redshift allows you to create a scalar UDF using either a SQL SELECT clause or a Python
program in addition to the AWS Lambda UDF illustrated in this recipe. The scalar UDFs are stored

with Amazon Redshift and are available to any user when granted the required access.

See also...

You can find a collection of several ready-to-use UDFs that can be used to implement some of
the complex reusable logic within a SQL statement at the following link: https://github.com/

aws-samples/amazon-redshift-udfs.


https://github.com/aws-samples/amazon-redshift-udfs
https://github.com/aws-samples/amazon-redshift-udfs

Loading and Unloading Data

Data loading and unloading are crucial processes in managing an Amazon Redshift data
warehouse. Loading refers to the ingestion of data from various sources into Redshift tables, while
unloading is the process of exporting data from Redshift to external storage or applications. In a
typical scenario, such as an ordering-system-based data warehouse, you might need to load the
entire previous day’s data rather than individual orders. While data can be loaded using standard
INSERT statements, bulk loading methods are far more efficient given the large volumes of data
warehouses typically handle. Similarly, unloading allows you to export data in bulk for use in
other applications or analysis tools. This chapter will explore various methods of loading data
into Amazon Redshift from different sources, as well as unloading data to external storage such

as Amazon S3.

There are multiple ways of loading data into an Amazon Redshift data warehouse. The most
common way is using the COPY command to load data from Amazon S3. This chapter will cover
all the different ways you will be able to load data in Amazon Redshift data warehouse (serverless

or provisioned cluster) from different sources.
The following recipes are discussed in this chapter:

e Loading data from Amazon S3 using COPY

e Loading data from Amazon DynamoDB

e Updating and inserting data

e Ingesting data from transactional sources using AWS DMS

e Cataloging and ingesting data using AWS Glue
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Streaming data to Amazon Redshift via Amazon Kinesis Data Firehose

Unloading data to Amazon S3

Technical requirements

Here are the technical requirements to complete the recipes in this chapter:

Access to AWS Console.

The AWS administrator should create an IAM user and an IAM role by following Recipe 1
and Recipe 3 in Appendix. They will be used in some of the recipes in this chapter.

The AWS administrator should deploy the AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere3/

chapter_3_CFN.yaml) and create two IAM policies:

e IAM policy attached to the IAM user that will give them access to Amazon Redshift,

Amazon RDS, Amazon DynamoDB, Amazon S3, and Amazon EMR

e IAM policy attached to the IAM role that will allow the Amazon Redshift data

warehouse to access Amazon S3 and Amazon DynamoDB

Attach an IAM role to the Amazon Redshift data warehouse by following Recipe 4 in Ap-
pendix. Make a note of the IAM role name; we will use itin the recipes as [ Your-Redshift_
Role].

Amazon Redshift data warehouse deployed in AWS region eu-west-1.
Amazon Redshift data warehouse admin user credentials.
Access to any SQL interface, such as a SQL client or Amazon Redshift query editor V2

Create an Amazon S3 bucket for staging and unloading the data in specific recipes. We

will use it in recipes as [Your-Amazon_S3_Bucket].

AWS account number. We will use it in recipes as [Your-AWS_Account_Id].

Loading data from Amazon S$3 using COPY

Amazon Redshift supports a number of data model structures, including dimensional,

denormalized, and aggregate (rollup) structures, which makes it optimal for analytics.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/chapter_3_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/chapter_3_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/chapter_3_CFN.yaml
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In this recipe, we will set up two separate sample datasets in Amazon Redshift that are publicly

available:
e A dimensional model using a star schema benchmark (SSB) (https://www.cs.umb.
edu/~poneil/StarSchemaB.PDF), a retail system-based dataset

e Adenormalized model using an Amazon.com customer product reviews dataset

To load the datasets, we will use the COPY command, which allows data to be copied from
Amazon S3 to an Amazon Redshift data warehouse (serverless or provisioned cluster), which is

the recommended way to load large data.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in AWS region eu-west-1
e Amazon Redshift data warehouse admin user credentials
e Access to any SQL interface, such as a SQL client or Amazon Redshift query editor v2

e AnIAM role attached to Amazon Redshift data warehouse that can access Amazon S3

How to do it...

We will create and load the following dimensional model, which is based on the star schema
benchmark (SSB) for an illustrative retail system. A star schema is a dimensional data mod-
el where a central fact table contains the main business metrics (facts) and is surrounded by

dimension tables (like points of a star), hence the name.

customer dwdate
C_CUSTKEY D_DATEKEY
Fy
supplier lineitem orders
S_SUPPKEY ] L_ORDERKEY * O_ORDERKEY
L_LINENUMBER

h 4
part
PS_SUPPKEY

PS_PARTKEY

Figure 3.1 -SSB data model


https://www.cs.umb.edu/~poneil/StarSchemaB.PDF
https://www.cs.umb.edu/~poneil/StarSchemaB.PDF
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Now, let’s create the tables that mimic the previous data model and populate the data into the

tables:

1.  We will get started by setting up the data in your Amazon S3 bucket. Download Ssb_
Table_Ddl.sql from the GitHub location https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chaptere3/Ssb_Table_Ddl.sql, copy and
paste it into any SQL client tool, and execute it to create the dimensional model for the

retail system dataset:

DROP TABLE IF EXISTS lineitem;
DROP TABLE IF EXISTS supplier;
DROP TABLE IF EXISTS part;
DROP TABLE IF EXISTS orders;
DROP TABLE IF EXISTS customer;
DROP TABLE IF EXISTS dwdate;
CREATE TABLE customer

(
C_CUSTKEY BIGINT NOT NULL,
C_NAME VARCHAR(25),
C_ADDRESS VARCHAR (40),
C_NATIONKEY  BIGINT,
C_PHONE VARCHAR(15),
C_ACCTBAL DECIMAL(18,4),
C_MKTSEGMENT  VARCHAR(10),
C_COMMENT VARCHAR (117)

CREATE TABLE dwdate

(
d_datekey INTEGER NOT NULL,
d_date VARCHAR(19) NOT NULL,
d_dayofweek VARCHAR(1@) NOT NULL,
d_month VARCHAR(10) NOT NULL,
d_year INTEGER NOT NULL,

d_lastdayinweekfl VARCHAR(1) NOT NULL,
d_lastdayinmonthfl  VARCHAR(1) NOT NULL,
d_holidayfl VARCHAR(1) NOT NULL,
d_weekdayfl VARCHAR(1) NOT NULL

)3


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Ssb_Table_Ddl.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Ssb_Table_Ddl.sql
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2. Wewillnow load data from the public S3 bucket to the previous tables. Use any SQL client
tool and execute the following command by replacing the [Your-AWS_Account_Id] and
[Your-Redshift_Role] values from the technical requirements in the following script.
In each COPY command, notice that the file format and compression are specified, such

as csv and gzip:

COPY customer
from 's3://packt-redshift-cookbook/customer/"

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift
Role]"’

CSV gzip;

COPY orders
from 's3://packt-redshift-cookbook/orders/"'

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]’

CSV gzip;

COPY part

from 's3://packt-redshift-cookbook/part/"*

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]"'

CSV gzip;

COPY supplier

from 's3://packt-redshift-cookbook/supplier/"

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]"

CSV gzip;

COPY lineitem
from 's3://packt-redshift-cookbook/lineitem/"

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift
Role]"’

CSV gzip;

COPY dwdate
from 's3://packt-redshift-cookbook/dwdate/"'
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iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]"’
CSV gzip dateformat 'auto’;

Note

\/‘,’ The script will take ~10 minutes to complete. Each table load will
output Load into table *** completed, *** record(s) loaded

successfully toacknowledge a successful execution.

3. Verify that all the tables have been loaded with the correct number of rows using the

following command and the output:

select count(1l) from lineitem;
select count(1l) from supplier;
select count(1l) from part;
select count(1) from orders;
select count(1) from customer;

select count(1l) from dwdate;

4. Now, the dimensional modelis ready for querying. We can run an analytical query like the
following to join the different tables of the dimensional model to retrieve order metrics

for each market segment in 1992:

SELECT c_mktsegment,
COUNT (o_orderkey) AS orders_count,
SUM(1_quantity) AS quantity,
SUM(1_extendedprice) AS extendedprice,
COUNT(DISTINCT P_PARTKEY) AS parts_count,
COUNT(DISTINCT L_SUPPKEY) AS supplier_count,
COUNT(DISTINCT o_custkey) AS customer_count
FROM lineitem
JOIN orders ON 1_orderkey = o_orderkey
JOIN customer c ON o_custkey = c_custkey
JOIN dwdate
ON d_date = 1_commitdate
AND d_year = 1992
JOIN part ON P_PARTKEY = 1_PARTKEY
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JOIN supplier ON L_SUPPKEY = S_SUPPKEY
GROUP BY c_mktsegment;

5. In addition to the dimensional model, let’s also create a denormalized table using the

Amazon product review data. Create the product review data table using:

CREATE TABLE product_reviews(
marketplace varchar(2),
customer_id varchar(32),
review_id varchar(24),
product_id varchar(24),
product_parent varchar(32),
product_title varchar(512),
star_rating int,
helpful votes int,
total_votes int,
vine char(1),
verified purchase char(1l),
review_headline varchar(256),
review_body varchar(max),
review_date date,
year int,
product_category varchar(32),
insert_ts datetime default current_timestamp)

DISTSTYLE KEY

DISTKEY (customer_id)

SORTKEY (

marketplace,
product_category,

review_date);

6. Now,let’sload thereview datainto the product_reviews table by executing the following

command in the SQL client:

COPY product_reviews

FROM 's3://packt-redshift-cookbook/reviews parquet/' iam_role
"arn:aws:iam::[Your-AWS Account_Id]:role/[Your-Redshift Role]"
PARQUET;
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Note

N

W The packt-redshift-cookbook S3 bucket should bein the eu-west-1region.

S

Your Amazon Redshift data warehouse must be in the same region in order

to load Parquet or ORC files using the COPY command.

7. Now,the product_reviews tableisready for querying, and you can execute the following

query to get the top 10 most-voted products in the Apparel product category:

SELECT product_title,
SUM(total _votes)
FROM product_reviews
WHERE product_category = 'Apparel’
GROUP BY product_title
ORDER BY SUM(total_votes) DESC LIMIT 190;

Now, we have used Amazon S3 to move data into Amazon Redshift using the COPY command and

set up a dimensional and denormalized dataset.

How it works...

The Amazon Redshift COPY command is used to load large datasets into Amazon Redshift
from Amazon S3. This is the recommended approach as the COPY command takes advantage
of the massively parallel processing (MPP) of the Amazon Redshift to ingest the data into the
Amazon Redshift table efficiently. The COPY command also provides several ways to ingest incom-
ing files. This includes support for multiple file formats (such as CSV, Parquet, and JSON) with
error handling and the flexibility to ingest all kinds of structured data.

See also...
For more information on using the COPY command from Amazon S3, visit https://docs.aws.

amazon.com/redshift/latest/dg/copy-parameters-data-source-s3.html.

Take a look at the best practices for the COPY command at https://docs.aws.amazon.com/

redshift/latest/dg/c_loading-data-best-practices.html.


https://docs.aws.amazon.com/redshift/latest/dg/copy-parameters-data-source-s3.html
https://docs.aws.amazon.com/redshift/latest/dg/copy-parameters-data-source-s3.html
https://docs.aws.amazon.com/redshift/latest/dg/c_loading-data-best-practices.html
https://docs.aws.amazon.com/redshift/latest/dg/c_loading-data-best-practices.html
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Loading data from Amazon DynamoDB

Amazon DynamoDB is a serverless, NoSQL, fully managed database with single-digit millisec-
ond performance at any scale. DynamoDB is designed to be used as an operational database in
OLTP use cases where you know access patterns and can design your data model for those access
patterns. When you want to perform analytics, you can complement Amazon DynamoDB with
Amazon Redshift’s OLAP capabilities.

In this recipe, we will see how data from an Amazon DynamoDB table can be copied to an Amazon
Redshift data warehouse (serverless or provisioned cluster) table using the COPY command. We

will use the full table copy approach in this recipe.

You can also load data in near real-time from Amazon DynamoDB into Amazon Redshift by

leveraging zero ETL integration. There is a recipe for this zero ETL integration in Chapter 4.

Getting ready

To complete this recipe, you will need:

e Access to the AWS Console.

e An Amazon Redshift data warehouse deployed in AWS region eu-west-1.

e Amazon Redshift data warehouse admin user credentials.

e Access to any SQL interface, such as a SQL client or Amazon Redshift query editor.

e An Amazon DynamoDB table deployed in AWS region eu-west-1. Refer to https://
docs.aws.amazon.com/amazondynamodb/latest/developerguide/GettingStarted.

Python.html to set up the necessary AWS SDK for Python (Boto3) and use https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere3/

CreateAndLoad_dynamodb. py to set up the sample part table.

e An IAM role attached to the Amazon Redshift data warehouse that can access Amazon

DynamoDB.

e Access to the AWS CLI to get the record count from the Amazon DynamoDB table


https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/GettingStarted.Python.html
https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/GettingStarted.Python.html
https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/GettingStarted.Python.html
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/CreateAndLoad_dynamodb.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/CreateAndLoad_dynamodb.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/CreateAndLoad_dynamodb.py
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How to do it...

In this recipe, we will load data directly from Amazon DynamoDB to Amazon Redshift:

1. Let’s start with making a c1i call to a DynamoDB table part to verify the total number
of item counts. Execute the following on the command line and you will see a count of

20000 in the part table:

aws dynamodb scan --table-name part --select "COUNT"
output:

{
"Count": 20000,

"ScannedCount": 20000,
"ConsumedCapacity": null }

2. Login to Amazon Redshift data warehouse using a SQL client or query editor v2 and

create the part table:

DROP TABLE IF EXISTS part;
CREATE TABLE part

(
P_PARTKEY BIGINT NOT NULL,
P_NAME VARCHAR(55),
P_MFGR VARCHAR(25),
P_BRAND VARCHAR(10),
P_TYPE VARCHAR(25),
P_SIZE INTEGER,
P_CONTAINER VARCHAR(10),
P_RETAILPRICE  DECIMAL(18,4),
P_COMMENT VARCHAR(23)

)

diststyle ALL;

3. Frame the COPY command to load into the part table in Amazon Redshift from the part

table in Amazon DynamoDB:

COPY part from 'dynamodb://part’
iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]’

readratio 59;
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The readratio parameter specifies the percentage of the DynamoDB table’s provisioned

throughput to use for the dataload. Itis a mandatory parameter for COPY from DynamoDB.

4. Execute the above COPY command using the Amazon Redshift query editor.

5. Verify the record count of the data loaded into the part table. 20000 records have been
loaded to the part table:

Select count(*) from part;

count(*)

20000

6. Let’sreview the column values for the part table on Amazon Redshift:

Select p_partkey,p_name,p_mfgr from part limit 5;

p_partkey p_name p_mfgr

800213 chartreuse steel indian burlywood Manufacturer#2
1101041 red lemon khaki frosted blush Manufacturer#l
2500838 tan cream cyan lemon olive Manufacturer#2

12669574 bisque salmon honeydew violet steel Manufacturer#2

12579584 pale linen thistle firebrick orange Manufacturer#3

How it works...

In the COPY command thatis used to load data from Amazon Dynamo DB, the column namesin the
Amazon Redshift table should match the attribute names in the DynamoDB part table. If a column
name is not present in DynamoDB, it is loaded with empty or NULL based on the COPY command’s
emptyasnull option. If the attributes in DynamodDB are not present in the Amazon Redshift table,
those attributes are discarded. Also notice that you can specify the Amazon DynamoDB readratio
(in the preceding readratio of 50); this regulates the percentage of provisioned throughput that
is consumed by the COPY command for DynamoDB table part.
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Updating and inserting data

An Extract Load Transform (ELT) process is a common technique to refresh the data warehouse
from the source system. The ELT process can be executed as a batch near real-time process that
allows staging the data from the source system and performing bulk refresh into the Amazon
Redshift data warehouse (serverless or provisioned cluster). Amazon Redshift being an RDBMS
system allows data refresh in the form of MERGE operations, which combine the functionality of
INSERT, UPDATE, and DELETE operations. In this recipe, we will delve into some of the common

ELT strategies to refresh a dimensional model using the MERGE command.

Getting ready

To complete this recipe, you will need:

e  Access to the AWS Console

¢ An Amazon Redshift data warehouse deployed in AWS region eu-west-1

e Amazon Redshift data warehouse admin user credentials

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor

e Asample dimensional model setup

How to do it...

This recipe will illustrate refreshing the part dimension, followed by the 1ineitem fact table. The

dimensional tables will be refreshed first and followed by the fact table to maintain the data’s integ-
rity. The complete script for this recipe is also available at https: //github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chapter@3/part.sql and https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere3/Insert_Update_

Lineitem.sql. Let’s start with the data refresh for the part dimension:

1. Openany SQL client tool and start the transaction for the part dimension table to refresh:

BEGIN TRANSACTION;

\ Tip

\ 7/

/@\ Using the transaction to update the data allows rollback if there is an error,

and also, end users do not see the intermediate state of the data change.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/part.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/part.sql
 https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Insert_Update_Lineitem.sql
 https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Insert_Update_Lineitem.sql
 https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Insert_Update_Lineitem.sql
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2. Create the staging table and load the incoming incremental data from the source:

/* Create a staging table to hold the input data. Staging table 1is
created with BACKUP NO option for faster inserts and also since data
is temporary */

DROP TABLE IF EXISTS stg part;

CREATE TABLE stg_part

(
NAME VARCHAR(55),
MFGR VARCHAR(25),
BRAND VARCHAR(10),
TYPE VARCHAR(25),
SIZE INTEGER,
CONTAINER VARCHAR(10),
RETAILPRICE  DECIMAL(18,4),
COMMENT VARCHAR(23)

)

BACKUP NO

)

COPY stg_part

FROM 's3://packt-redshift-cookbook/etl/part/dt=2020-08-15/"' iam_role
‘arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_Role]'csv
gzip compupdate preset;

Tip

\ 7/
-,@\- Notice that incremental data for 2020-08-15 is loaded into the stg_part

table.

3. Data will be merged into the part dimension table using the MERGE command which
will update existing matching records and insert new records. The update and insert

operations are performed based on the natural key of the table:

MERGE INTO part AS tgt
USING stg _part AS src
ON tgt.p_name = src.name
WHEN MATCHED THEN

UPDATE SET
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p_mfgr = src.mfgr,

p_brand = src.brand,
p_type = src.type,
p_size = src.size,

p_container = src.container,

p_retailprice = src.retailprice,

p_comment = src.comment
WHEN NOT MATCHED THEN
INSERT (p_partkey, p_name, p_mfgr, p_brand, p_type, p_size, p_
container, p_retailprice, p_comment)
VALUES (
(SELECT MAX(p_partkey) + ROW_NUMBER() OVER (ORDER BY src.name)
FROM part),

src.

src

src.

src

src

src

src.

src.

)5

name,

.mfgr,

brand,

-type,
.size,

.container,

retailprice,

comment

4. The datarefresh is now complete on the target part dimension. Commit the transaction

using the following command:

END TRANSACTION;

24

=

Note

Similarly, you can repeat the preceding steps for other dimensional tables

as well before starting the fact table.
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5. Now,let’srefresh the lineitemfacttable using the following script. Start the transaction

for the 1ineitemfact table:

-- Start a new transaction

BEGIN TRANSACTION;

6. Createthe staging table to hold the incoming incremental data, as shown in the following
block:

-- Drop stg _Lineitem if exists
DROP TABLE IF EXISTS stg_lineitem;

-- Create a stg_Llineitem staging table and COPY data from input S3
Location with the refreshed incremental data

CREATE TABLE stg lineitem(

)

orderkey
LINENUMBER
QUANTITY
EXTENDEDPRICE
DISCOUNT

TAX
RETURNFLAG
LINESTATUS
SHIPDATE
COMMITDATE
RECEIPTDATE
SHIPINSTRUCT
SHIPMODE
COMMENT
p_name

s_name

BACKUP NO;

BIGINT,
INTEGER NOT NULL,
DECIMAL(18,4),
DECIMAL(18,4),
DECIMAL(18,4),
DECIMAL(18,4),
VARCHAR(1),
VARCHAR(1),

DATE,

DATE,

DATE,
VARCHAR(25),
VARCHAR(10),
VARCHAR (44),
VARCHAR(55),
VARCHAR(25)

COPY stg_lineitem FROM 's3://packt-redshift-cookbook/etl/lineitem/
shipdate dt=2020-08-15/' iam_role 'arn:aws:iam::[Your-AWS_Account_
Id]:role/[Your-Redshift_Role]' csv gzip;
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Tip

\ 7/
-/@\- Notice that the incremental data for 2020-08-15 is loaded into the stg_

lineitemtable.

7. Delete any existing data (if any) for 2020-08-15 and refresh it with the current data for
this date:

-- Delete any rows from target store_sales for the input date for
idempotency
DELETE FROM lineitem WHERE 1_shipdate = '2020-10-15';

8. Merge the new incoming data for 2020-18-15 into the lineitem fact table using the
following MERGE statement:

WITH supplier_dim AS

(SELECT DISTINCT s_name, s_suppkey FROM supplier),
part_dim AS

(SELECT DISTINCT p_name, p_partkey FROM part)
MERGE INTO lineitem AS tgt
USING stg_lineitem AS src

ON tgt.l_shipdate = '2020-10-15"

AND tgt.l_partkey (SELECT p_partkey FROM part_dim WHERE p_name
= src.p_name)

AND tgt.l suppkey
S_name = src.s_name)
WHEN NOT MATCHED THEN

INSERT (
1 _orderkey, 1_partkey, 1_suppkey, 1_linenumber, 1 quantity,

(SELECT s_suppkey FROM supplier_dim WHERE

1 extendedprice, 1 discount, 1 _tax, 1 returnflag, 1 _linestatus,
1 shipdate, 1 _commitdate, 1 _receiptdate, 1_shipinstruct, 1_
shipmode, 1_comment
)
VALUES (
src.orderkey, (SELECT p_partkey FROM part_dim WHERE p_name =
src.p_name),
(SELECT s_suppkey FROM supplier_dim WHERE s_name = src.s_name),
src.linenumber, src.quantity, src.extendedprice, src.discount,
src.tax,
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src.returnflag, src.linestatus, src.shipdate, src.commitdate,
src.receiptdate,

src.shipinstruct, src.shipmode, src.comment);

Important Note

rd
\E/ Note that dimensional keys are derived from the dimensional table using
the natural keys.

9. All the datarefresh is now complete on the target 1ineitem fact table. Commit the trans-

action using the following code:

COMMIT;

Important Note

V4 Notice that all data in the dimension and fact tables is handled in bulk to
\C’/‘ update/insert all the incoming data in one go. This is a best practice since

the effort to perform Data Manipulation Language (DML) on a few rows

or several rows is the almost the same.

10. Now you have a refreshed dimensional model with the latest data that can be verified by

executing the following query:

SELECT c_mktsegment,
COUNT (o_orderkey) AS orders_count,
SUM(1_quantity) AS quantity,
SUM(1_extendedprice) AS extendedprice,
COUNT(DISTINCT P_PARTKEY) AS parts_count,
COUNT(DISTINCT L_SUPPKEY) AS supplier count,
COUNT(DISTINCT o_custkey) AS customer_count
FROM lineitem
JOIN orders ON 1_orderkey = o_orderkey
JOIN customer c ON o_custkey = c_custkey
JOIN part ON P_PARTKEY = 1 PARTKEY
JOIN supplier ON L_SUPPKEY = S_SUPPKEY
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WHERE 1_shipdate = '2020-10-15'
GROUP BY c_mktsegment;

The previous ELT strategy can now be integrated with any workflow tool that will allow automatic

refresh for the data warehouse.

Ingesting data from transactional sources using

AWS DMS

When you have on-premises or AWS RDS transactional data sources that don’t natively support
zero-ETL integrations and you want to replicate or migrate that data to your Amazon Redshift data
warehouse for consolidation or reporting purposes, you can utilize the AWS Database Migration
Service (DMS). AWS DMS is a fully managed service that helps in performing full load as well

as ongoing change data capture from supported transactional data sources to Amazon Redshift.

In this recipe, we will do a full replication of the parts table from Amazon RDS MySQL, servicing as

a transactional source, to an Amazon Redshift data warehouse (serverless or provisioned cluster).

Getting ready

To complete this recipe, you will need:

e  Amazon Redshift data warehouse deployed in the eu-west-1 AWS region

e  Amazon Redshift data warehouse admin user credentials

e AnIAM user with access to Amazon Redshift, Amazon RDS, and AWS DMS

e Amazon RDS MySQL Cluster deployed in AWS regions eu-west-1 in the same VPC as
the Amazon Redshift data warehouse (reference: https://aws.amazon.com/getting-
started/hands-on/create-mysql-db/)

e  Capture the login credentials for the Amazon RDS MySQL cluster

e  An AWS Database Migration Replication instance deployed in the eu-west-1 AWS region in

the same VPC as Amazon Redshift data warehouse (reference: https://docs.aws.amazon.
com/dms/latest/sbs/CHAP_RDSOracle2Aurora.Steps.CreateReplicationInstance.

html)
e Command line to connect to Amazon RDS MySQL (reference: https://docs.aws.amazon.
com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html)

e  Open connectivity between your local client, such as Amazon EC2 Linux, to the Amazon
RDS MySQL database


https://aws.amazon.com/getting-started/hands-on/create-mysql-db/
https://aws.amazon.com/getting-started/hands-on/create-mysql-db/
https://docs.aws.amazon.com/dms/latest/sbs/CHAP_RDSOracle2Aurora.Steps.CreateReplicationInstance.html
https://docs.aws.amazon.com/dms/latest/sbs/CHAP_RDSOracle2Aurora.Steps.CreateReplicationInstance.html
https://docs.aws.amazon.com/dms/latest/sbs/CHAP_RDSOracle2Aurora.Steps.CreateReplicationInstance.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html
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Open connectivity between Amazon RDS MySQL and AWS DMS instance
Note the VPC ID where Amazon Redshift and Amazon RDS are deployed

How to do it...

This recipe illustrates full replication of the parts table from Amazon RDS MySQL to the Amazon

Redshift data warehouse using AWS DMS as the replication engine:

1.

2.

Let’s connect to the Amazon RDS MySQL database using the command line installed

on the AWS EC2 instance. Enter the password, and it will connect you to the database:

mysql -h [yourMySQLRDSEndPoint] -u admin -p;

We will create an ods database on MySQL and create a parts table in the ods database:

create database ods;
CREATE TABLE ods.part

(
P_PARTKEY BIGINT NOT NULL,
P_NAME VARCHAR(55),
P_MFGR VARCHAR(25),
P_BRAND VARCHAR(10),
P_TYPE VARCHAR(25),
P_SIZE INTEGER,
P_CONTAINER VARCHAR(10),
P_RETAILPRICE  DECIMAL(18,4),
P_COMMENT VARCHAR(23)

Ik

On your client server, download the part.tbl file from https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptero3/part.sql.

Now, we will load this file into the ods . part table in the MySQL database. This will load
20,000 records into the parts table:

LOAD DATA LOCAL INFILE ‘'part.tbl’
INTO TABLE ods.part
FIELDS TERMINATED BY '|'
LINES TERMINATED BY '\n';


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/part.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/part.sql
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Let's verify the record count loaded into ods.part table.
MySQL [(none)]> select count(*) from ods.part;

+
| count(*) |
+
| 20000 |
+

1 row in set (0.00 sec)

5. Turnonbinaryloggingin the RDS MySQL database by executing the following command:

call mysql.rds_set_configuration('binlog retention hours', 24);

In your MySQL database instance in parameter group, set the binlog_format parameter
to ROW.

6. Now, we will go to the AWS Database Migration Services landing page to create a source
and target for the replication instance (https://console.aws.amazon.com/dms/v2/

home?).

7.  First, we will create a Source endpoint for RDS MySql:

1. Navigate to Endpoints and click on Create Endpoint.
2. Select Source Endpoint and check Select RDS DB instance.

3. From the dropdown, select your RDS Instance.

Create endpoint

Endpoint type Info

© Source endpoint () Target endpoint
A source endpoint allows AWS DMS to read data from a A target endpoint allows AWS DMS to write data to a
database (on-premises or in the cloud), or from other data database, or to other data source.

source such as Amazon S3.

Select RDS DB instance

RDS Instance
Instances available only for current user and region

mysqldb v |

Figure 3.2 - Create an AWS DMS source endpoint for the MySQL database


https://console.aws.amazon.com/dms/v2/home?
https://console.aws.amazon.com/dms/v2/home?
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4. Enter the password for your RDS MySQL database.

Endpoint identifier Info
& label for the endpoint to help you identify it.

mysqldb |
Descriptive Amazon Resource Name (ARN) - optional
A friendly name to override the default BMS ARN. You cannot modify it after creation.

Friendly-ARN -name |
Source engine
The type of database engine this endpoint is connected to.

MySQL v |
Server name

mysgldb.cc61lb2esh31.us-east-1.rds.amazonaws.com |
Part Secure Socket Layer (S5L) mode
The port the database runs on for this endpoint. The type of Secure Socket Layer enfarcement
| 3306 | none v ]
User name Info Password Info
| admin | sevesenenee |

Figure 3.3 - AWS DMS source endpoint for the MySQL database
5.

Test your endpoint connection from the AWS DMS replication you created earlier

on. Select the VPC and replication instance and click Run test. You will receive a

successful connection message on completion.

v Test endpoint connection (optional)

VPC

vpc-1df60267 v

Replication instance

A replication instance performs the database migration

cookbookreplicationinstance v
Endpoint identifier Replication instance Status
mysgldb cookbookreplicationinstance successful

Message

Figure 3.4 - AWS DMS source endpoint for MySQL database test connection
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8. Secondly, we will create a target endpoint for the Amazon Redshift data warehouse. Click
on Create endpoint and select the target endpoint. Populate the details of your Amazon
Redshift data warehouse endpoint, userid, password, and database name. Test the

connection using the pre-created database replication instance:
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9. Now, we will create the database migration task:

e  Navigate to database migration tasks, and click on Create task.
e  Select the Replication instance.

e  For source database endpoint, select mysqldb, and for the target, select the

Amazon Redshift endpoint, cookbooktarget.

e  For migration type, select migrate existing and replicate ongoing changes. This

will do a full load followed by ongoing change data capture.

Task configuration

Task identifier

‘ mysqldb-to-amazonredshift-replication ‘

Descriptive Amazon Resource Name (ARN) - optional
A friendly name to override the default DMS ARMN. You cannot modify it after creation.

Friendly-ARN-name ‘

Replication instance

‘ cookbookreplicationinstance - vpc-1df60267 v ‘

Source database endpoint

‘ mysqldb v ‘

Target database endpoint

‘ cookbooktarget v ‘

Migration type Info

‘ Migrate existing data and replicate ongoing changes v ‘

Figure 3.6 - AWS DMS migration task

10. For target table preparation mode, select Do nothing. AWS DMS assumes that the target

tables have been pre-created in Amazon Redshift.
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11. For table mappings, add the following rule. Enter the ods schema and set the table name
to the % wildcard.
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Figure 3.7 - AWS DMS migration task source table mapping rules

12. For transformation rules for the target, select the ods schema, set the Table name as a

wildcard, and set Action to add the stg_ prefix to the tablename on Amazon Redshift.
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In the DMS task, you can apply some transformation rules, such as converting to

lowercase or removing columns.

¥ Transformation rules

Add new transformation
rule

You can use transformation rules to change or transform schema, table or
column names of some or all of the selected objects. Info

¥ where schema name is like 'ods’ and table name is like "%, add- prefix b4

Target

Table v

Schema name
Enter a schema v

Schema name
Use the % character as a wildcard

ods

Table name
Use the % character as a wildcard

%

Action

Add prefix v stg_

Figure 3.8 - AWS DMS migration task target transformation rule

13. In the Migration task startup configuration, select the Manually later option and click

on Create task.

14. Once the task is ready, click on the task. Then, under action, select restart and resume.
With this, the replication instance has been connected to the source and replicated data

to Amazon Redshift.
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15. Toview the status of the replication, click on Table statistics. The load state on completion
will display Table completed. The total number of rows is 20,000 in the target Amazon
Redshift ods.part table.

Table statistics (1) | c | Validate again Reload tal
Total rows Include loaded source table rows from Inserts, Deletes, Updates, DDLs, and Full load rows.
Q, Find schema <
Schema name o Table v Load state @ Inserts @ Deletes © Updates o DDLs @ Full load rows @ Total rows v
ods part Table completed o ] 0 ] 20,000 20,000

Figure 3.9 - AWS DMS migration task status and full mode replicated record count

16. Let’sinsertthe followingrecordsin the source MySql database part table to see the change

data capture scenario:

insert into ods.part values

(20001, 'royal red metallic

dim', "Manufacturer#2', 'Brand#25"', 'STANDARD BURNISHED NICKEL',48,'SM
JAR',920.00, 'sts-1");

insert into ods.part values

(20002, 'royal red metallic

dim', '"Manufacturer#2', 'Brand#26"', 'STANDARD BURNISHED NICKEL',48, 'SM
JAR',921.00, 'sts-2");

insert into ods.part values

(20003, 'royal red metallic

dim', "Manufacturer#2', 'Brand#27', 'STANDARD BURNISHED NICKEL',48,'SM
JAR',922.00, 'sts-3");

insert into ods.part values

(20004, 'royal red metallic

dim', '"Manufacturer#2', 'Brand#28"', 'STANDARD BURNISHED NICKEL',48, 'SM
JAR',923.00, 'sts-4");

insert into ods.part values

(20005, 'royal red metallic

dim', "Manufacturer#2', 'Brand#29', 'STANDARD BURNISHED NICKEL',48,'SM
JAR',924.00, 'sts-5");
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17. Let’s check the change data capture on the database migration task of the newly

inserted five records. The Inserts column shows 5 and the Total rows on the target now

has 20,005 records:
Table statistics (1) |§
Total rows inclide loaded saurce table rows from Inserts, Deletes, Updates, DDLS, and Full load rows.
Q - A - SEM
Schema name ¥ Table = Load state @ Inserts © Deletes @ Updates = DDLs » Full load rows = Total rows ¥ Validation
ods part Table completed 5 0 Q o 20,000 20,005 Mot enable

>

Figure 3.10 - AWS DMS migration task status and change data capture replicated
record count

18. Let’s confirm the record count on the ods.stg_part Amazon Redshift table. Execute the

following query in the SQL client and the output will be 20,005 records:

select count(*) from ods.stg_part;

19. You can choose to stop the database migration task by navigating to Database migration

tasks | Actions | Stop.

How it works...

AWS DMS provides the capability to do homogeneous (on the same database platform, such as
from an on-premises MySQL to Amazon RDS MySQL) and heterogeneous (different database
platform) replication. In this recipe, we saw the scenario of heterogeneous replication where the
source is MySQL and the target is Amazon Redshift. Using an AWS DMS task, it first fully migrated
the data to Amazon Redshift and the task captured changes from the source transactional logs,

which were replicated to Amazon Redshift in near real time.

See also...

You can get more details on turning on binary logging on this link. This is to enable change data
capture for AWS DMS: https://docs.aws.amazon.com/dms/latest/userguide/CHAP_Source.
MySQL . htm1#CHAP_Source.MySQL.AmazonManag.


https://docs.aws.amazon.com/dms/latest/userguide/CHAP_Source.MySQL.html#CHAP_Source.MySQL.AmazonManag
https://docs.aws.amazon.com/dms/latest/userguide/CHAP_Source.MySQL.html#CHAP_Source.MySQL.AmazonManag
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Cataloging and ingesting data using AWS Glue

Data that is staged in Amazon S3 can be cataloged using the AWS Glue service. Cataloging the
data allows attaching the metadata and populating the AWS Glue Data Catalog. This process
enriches the raw data that can queried as tables using many of the AWS analytical services, such
as Amazon Redshift or Amazon EMR, for the analytical processing. It is easy to perform this data

discovery using the AWS Glue crawlers that can create and update the metadata automatically.

In this recipe, we will enrich the data to catalog and enable ingestion into an Amazon Redshift

data warehouse (serverless or provisioned cluster).

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region.
e Amazon Redshift data warehouse admin user credentials.
e AnIAM user with access to Amazon Redshift, Amazon S3, and AWS Glue.

e AnIAMrole attached to Amazon Redshift data warehouse that can access Amazon S3, we

will reference it in the recipes as [Your-Redshift_Role].
e Access to any SQL interface, such as a SQL client or Amazon Redshift query editor.

e An Amazon S3 bucket for staging and unloading the data in specific recipes, we will
reference it in recipes as [Your-Amazon_S3_Bucket]. The Amazon S3 bucket must be in

the same region as your Amazon Redshift data warehouse.

e An AWS account number, we will reference it in recipes as [Your-AWS_Account_Id].

How to do it...

This recipe will catalog and ingest the Amazon.com customer product reviews dataset into

Amazon Redshift:

1. Navigate to the AWS Console and pick AWS Glue. Verify that you are in the same AWS
Region as the Amazon Redshift data warehouse. In the left navigation menu, inside AWS
Glue, choose Data Catalog and then choose Crawlers.

2. Click the Create Crawler button and type in any crawler name, such as product reviews

dataset crawl and click Next.
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3. On the Choose data sources and classifiers page, follow the instructions as per the
screenshots in Figure 3.11. In the Data source configuration section, for the question Is
your data already mapped to Glue tables? select Not yet, and then choose Add a data

source. In the dialog box that appears, enter the following information:

For Data source, choose S3.

b. Forthelocation of S3 data, you can indicate whether the data is in the same account
or a different account. For this recipe walkthrough, choose In a different account.

c. For S3 path, copy and paste the path s3://packt-redshift-cookbook/amazon-
reviews-pds/parquet/.

d. Forthe subsequent crawler runs option, you can choose how the crawler behaves.
For this walkthrough, choose Crawl all sub-folders and choose Add an S3 data
source.

e. Backonthe Choose data sources and classifiers page, in the Data Sources section,

you will see the S3 data source you added. Choose Next on this page.
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Figure 3.11 - Adding a crawler

4. Onthe Configure security settings page, for IAM Role, choose an IAM role to allow AWS
Glue access to crawl and update the AWS Glue Catalog and click on the Next button.

5. On the Set output and scheduling page, in the Output Configuration section, for
Target database, click on Add database and give the database a representative name,

such as reviews, and click Create Database.
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Go back to the Set output and scheduling page, choose the refresh button next to the
Target database dropdown, choose reviews, and for Table name prefix, enter product_

reviews_src. Finally, click Next.

Step 2

@ Choose data sources and classifiers Output m"ﬁg“ﬁtlun Into
Target database
Stepd
@ Configure security settings Il_ reviews & ]I©
Geia ( Clear selection ) ( add database [ )
@ Set putput and scheduling
Tabla name prefix - eptional
Fees [ product_reviews_src . I
Review and create

Maximum table threshold - optional
This finld sets the maximum numbaer of tables the crawler is liowed to genarate. n the svent that this number & sepassed, the cawl will fail with an eror (f oot sot, the
crawler will automatically generate the number of tables depending an the data scheme.

—
[ Type @ nurmbsr greater than 0 v

* Advanced options

Crawler schedule

¥ou can define a time-based schedule for your crawlers and jobs in AWS Glue. The definition of these schedules uses the Unbe-like cron [3 syntax Learm
more [3,

Frequency

(" o demand )

Figure 3.12 - Configure the crawler output

6. OnReview and create page, click on Create crawler to create the crawler. On the crawler

details page, choose Run crawler and wait until the status changes to Success:

product reviews dataset crawl i ]:E'O;SL;;:‘ET:T' @ l:_ Run :rawier) Edit :] ( Delete )

Crawler properties

Name 1AM role Database State
product reviews dataset AWEGlueServiceRole- reviews READY
crawl SampleData [A

Description Security configuration Lake Formation Table prefix
- - configuration product_reviews_src

Maximum table threshold
» Advanced settings

Crawder runs Sehedule Data sources Classifiers Tags

Crawler runs (1) @) (stoprun ) ( view CoudWatch logs [3 ) ( ¥iew run detafis
Tha list of crawber nuns far this crawier.
Q Filner dun | | B Fiter by o date and time
raunge | ¢ 1 » i@
Start thma (UTC) & | Endtime jUTC) v | Currentflastdurstinon T | Status LJ GPU hoairs v | Tabis changes W
) March 15, 2025 st 202041 March 15, 2025 3t 20:31.00 Cimin18s @ Complet=d ;.:?Irmd:?m; i

Figure 3.13 - Monitor the crawler status



Chapter 3 87

Now, AWS Glue has crawled the product review dataset and discovered the table
automatically. You can verify the table by navigating to the Tables option to view the

product_reviews_srcparquet table in the list:
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Figure 3.14 - View the table created by the crawler

Open any SQL client tool, connect to Amazon Redshift, and create a schema to point to
the reviews AWS Glue catalog database using the following command by replacing the
[Your-AWS_Account_Id] and [Your-Redshift_Role] values:

CREATE external SCHEMA review_ext_sch FROM data catalog DATABASE
‘reviews’' iam_role ‘'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-
Redshift-Role]' CREATE external DATABASE if not exists;

Create the product_reviews_stage table that will hold the incoming crawled data:

CREATE TABLE product_reviews_stage

(
marketplace VARCHAR(2),
customer_id VARCHAR(32),
review_id VARCHAR(24),
product_id VARCHAR(24),
product_parent VARCHAR(32),
product_title VARCHAR(512),
star_rating INT,
helpful_votes INT,
total votes INT,
vine CHAR(1),
verified_purchase  CHAR(1),
review_headline VARCHAR(256),
review_body VARCHAR (MAX) ,

review_date DATE,
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)

YEAR

INT

DISTSTYLE KEY DISTKEY (customer_id) SORTKEY (review_date);

10. Now, let’s insert Automotive data from the crawled AWS Glue table into the Amazon

Redshift table, product_reviews_stage:

INSERT INTO product_reviews_stage

(

)

marketplace,
customer_id,
review_id,
product_id,
product_parent,
product_title,
star_rating,
helpful votes,
total_votes,
vine,
verified_purchase,
review_headline,
review_body,
review_date,

year

SELECT marketplace,

customer_id,
review_id,
product_id,
product_parent,
product_title,
star_rating,
helpful_votes,
total_votes,

vine,

verified_purchase,

review_headline,

review_body,
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review_date,
year
FROM review_ext_sch.reviewparquet

WHERE product_category = 'Automotive’;

11. Now,thepublic.product_reviews_stage tableisready to hold the incoming Automotive

dataset, which can be verified by using the following command:

SELECT *

FROM product_reviews_stage;

How it works...

AWS Glue provides a crawler that can automatically figure out the structure of data in Amazon
S3. AWS Glue maintains the metadata catalog that can be accessed across other AWS analytical
services, such as Amazon Redshift. Amazon Redshift can read/write data into Amazon S3 directly

using the Amazon Redshift spectrum feature.

Streaming data to Amazon Redshift via Amazon Data
Firehose

Streaming data is a continuous dataset that can originate from sources such as IoT devices, log
files, gaming systems, and so on. Ingesting the streaming data into Amazon Redshift allows you
to run near real-time analytics that can be combined with historical/operational data to produce
actionable reporting. For example, in a manufacturing shop, analyzing data from several loT

sensors can help predict the failure of machinery so you can take preventive action.

In this recipe, we will simulate streaming data using the Amazon.com product review data to
be ingested into Amazon Redshift using Amazon Kinesis Firehose. Amazon Kinesis Firehose
provides out-of-the-box integration to capture the streaming datasets and place them into an

Amazon Redshift table.
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Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region.
e Amazon Redshift data warehouse admin user credentials.

e An IAM user with access to Amazon Redshift, Amazon Kinesis, Amazon Cognito, and

Amazon S3.

e  Access to any SQL interface, such as a SQL client or Amazon Redshift query editor.

e An Amazon S3 bucket created in eu-west-1. We will reference it as [Your-Amazon_S3_
Bucket].

e AnIAMrole attached to Amazon Redshift data warehouse that can access Amazon S3, we
will reference it in the recipes as [Your-Redshift_Role].

e Access to Kinesis data generator. This is a Ul that sends test data to Amazon Kinesis. Use

this blog post to configure the open source Kinesis data generator (reference: https://
aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-

new-amazon-kinesis-data-generator/).

e An AWS account number, we will reference it in recipes as [Your-AWS_Account_Id].

How to do it...

This recipe will stream the Amazon.com customer product reviews dataset and ingest it into

Amazon Redshift using the Amazon Kinesis Firehose:

1. Navigate to the AWS Console and pick the Amazon Data Firehose service. In the left menu,
choose Firehose streams and click on the Create Firehose stream button, as shown in

the following screenshot:
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Figure 3.15 - Creating a Kinesis Data Firehose stream


https://aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-new-amazon-kinesis-data-generator/
https://aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-new-amazon-kinesis-data-generator/
https://aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-new-amazon-kinesis-data-generator/
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2. Inthe Choose source and destination section, for source, choose Direct PUT, and for the

destination, choose Amazon Redshift.

3. Provide a Firehose stream name such as product_reviews_streamand click Next until

you get to the Choose a destination option.

4. Inthe Destination settings section, provide the following parameters:

¢ Choose Amazon Redshift destination type: Serverless workgroup or provisioned

cluster based on the type of Amazon Redshift data warehouse you created

e  Serverless workgroup: If your Amazon Redshift data warehouse is serverless,

choose your workgroup

e  Provisioned cluster: If your Amazon Redshift data warehouse is a provisioned

cluster, choose your cluster
e Database: Type your database name

e User name: Type the username that you chose when you set up the Amazon

Redshift data warehouse

e Password: Type the password that you chose when you set up the Amazon

Redshift data warehouse
e Database: Type database name
e  Table: Type product_reviews_stg
e  Columns - optional: Leave this field empty.

e Intermediate S3 destination: Choose an existing bucket or create an S3 bucket

where data will be staged before itis copied into Amazon Redshift [ Your-Amazon_
S3_Bucket]

e  Backup S3 bucket prefix - optional: Type /product_review_stg/
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5. In COPY command options — optional, type the following script:

COPY product_reviews_stg (marketplace,customer_id,review_id,product_
id,product_parent,product_title,star_rating,helpful_votes,total_
votes,vine,verified_purchase,review_headline,review_body,review_
date,year) FROM 's3://[Your-Amazon_S3_Bucket/product_review_stg/
manifest' CREDENTIALS 'aws_iam_role=arn:aws:iam::[Your-AWS_Account_
Id]:role/[Your-Redshift_Role]' MANIFEST 3JSON 'auto’;
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Figure 3.16 - Configure the Destination Amazon Redshift data warehouse
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6.
7

Navigate to the Review option and create the Amazon Kinesis Firehose stream.

Log into the Amazon Redshift data warehouse using the SQL client tool and create the

product_reviews_stg table that will hold the incoming streaming data:

CREATE TABLE product_reviews_stg

(

)

DISTSTYLE KEY DISTKEY (customer_id) SORTKEY

marketplace
customer_id
review_id
product_id
product_parent
product_title
star_rating
helpful_votes
total_votes

vine

verified_purchase

review_headline

review_body
review_date
YEAR

VARCHAR(2),
VARCHAR(32),
VARCHAR(24),
VARCHAR(24),
VARCHAR(32),
VARCHAR(512),
INT,

INT,

INT,

CHAR(1),
CHAR(1),
VARCHAR(256) ,
VARCHAR (MAX),
DATE,

INT

(review_date);
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8. Now,let’s use the Amazon Kinesis Data Generator to produce streaming data and send it

to the product_reviews_stream Kinesis Firehose Stream as follows:

Fedrgd PR -|
“Hrpgmy Sl nery
sy [OhATS PE#iS. SR j
SEIeTA (100 ]
. [ o Lol Forbnli
L=
Comprean Fesorda )
! ® Tearpne 1 Temrizdsin. & Fenpiads T TErqumn d el L
Tearvipdaihe 1
I
mahmtpless ™1 " irafeiss, accarEleseed
B i | e
1k -
oyt L™ ] e TalsE T |

i
Sl EDGARLES,

EaE " RO RLED

Figure 3.17 - Amazon Kinesis Data Generator

Here, you will use the stream/delivery stream as product_review_stream to send the

streaming data and copy and paste the template from https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/master/Chapter@4/kinesis_

data_generator_template.json to generate the product reviews data:

{

"marketplace"”: "{{random.arrayElement (
["Us™,"UK","IP"]
),

"review_headline": "{{commerce.productAdjective}}",
"review_body": "{{commerce.productAdjective}}",
"review_date": "{{date.now("YYYY-MM-DD")}}",
"year":{{date.now("YYYY")}}


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/master/Chapter04/kinesis_data_generator_template.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/master/Chapter04/kinesis_data_generator_template.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/master/Chapter04/kinesis_data_generator_template.json
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9. After a while, the stream data should start landing into Amazon Redshift, that can be
verified by using the following code:

SELECT *

FROM product_reviews_stage;

How it works...

Amazon Kinesis Data Firehose allows data to be sourced from and streamed into multiple
destinations. It can capture, transform, and load streaming data into destinations of Amazon
S3, Amazon Redshift, Amazon Elasticsearch Service, and Splunk. Kinesis Firehose, being a fully

managed service, can automatically scale to meet the growth of the data.

Unloading data to Amazon S3

Amazon Redshift enables you to create a copy of your data stored in Amazon S3 using the UNLOAD
command. This command leverages the power of Amazon Redshift’s massive parallelism to

unload data in parallel to Amazon S3, utilizing multiple concurrent splits.

This recipe will demonstrate how to utilize the UNLOAD command to export data from an Amazon

Redshift data warehouse (serverless or provisioned cluster) to an Amazon S3 bucket.

Getting ready

To complete this recipe, you will need:

e  Access to the AWS Console

e An Amazon Redshift data warehouse deployed in the AWS eu-west-1 region, and data

loaded as referenced in the Loading data from Amazon S3 recipe
e Amazon Redshift data warehouse admin user credentials
e Access to any SQL interface such as a SQL client or the Amazon Redshift query editor
e Amazon S3 bucket created in eu-west-1; we will reference it as [ Your-Amazon_S3_Bucket]

e IAM role attached to Amazon Redshift data warehouse that can access Amazon S3
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How to do it...

To unload the data from Amazon Redshift to an Amazon S3 bucket, we will use the following steps:

1. Connect to the Redshift data warehouse using the SQL client of your choice.

2. Usethefollowing command to unload the data from the Amazon Redshift data warehouse.

Replace the values in [ ] with the corresponding values for your environment:

unload ('select * from orders')
to 's3://[Your-Amazon_S3_Bucket]/unload/orders_ '

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]"

PARQUET;

The UNLOAD command will write data in Parquet format to multiple files in parallel.

3. To validate the path for the unloaded data, you can use the following SQL statement,
which queries the system table, SYS_UNLOAD_DETAIL:

select query_id, substring(file_name,0,100) as path
from SYS_UNLOAD DETAIL

where query_id=pg last_query_id()

order by path limit 10;

query path

21585117 s3://[ Your-Amazon_S3 Bucket]/unload/orders 000
part_000.parquet

21585117 s3://[ Your-Amazon_S3 Bucket]/unload/orders_001
part_000.parquet

21585117 s3://[ Your-Amazon_S3 Bucket]/unload/orders_002_
part_000.parquet

4. To confirm that the data is unloaded from Amazon S3, you can browse the Amazon S3
bucket and list the output parquet files. Note that when unloading data to columnar
formats like parquet, the Amazon Redshift data warehouse and Amazon S3 bucket should

be in the same region.
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See also...
You can review the https://docs.aws.amazon.com/redshift/latest/dg/r_UNLOAD.html

documentation for additional parameters that UNLOAD supports.


https://docs.aws.amazon.com/redshift/latest/dg/r_UNLOAD.html




Zero-ETL Ingestions

AWS zero-ETL represents a transformative suite of fully managed integrations that revolutionize
how organizations handle their data analytics needs. This comprehensive solution encompasses
native database integrations, streaming capabilities, automated S3 ingestion, and federated query-
ing—all working together to eliminate traditional ETL complexities. By automatically replicating
data from operational sources to analytical destinations, zero-ETL enables near-real-time insights
without building and maintaining complex data pipelines. This modern approach dramatically
reduces time to insight, ensures data consistency, and allows organizations to scale their data op-

erations efficiently while maintaining separation between transactional and analytical workloads.

The integration of native connectors for multiple applications, combined with automated data
synchronization and transformation capabilities, enables businesses to make faster, data-driven

decisions while significantly reducing operational overhead and technical complexity.

The following recipes are discussed in this chapter:
e Ingesting data from Aurora MySQL/Aurora Postgres/RDS MySQL using zero-ETL inte-
gration
e Ingesting data from Amazon DynamoDB using zero-ETL integration
e Ingesting data from SaaS applications like Salesforce using zero-ETL integration
e Ingesting streaming data from Amazon Kinesis Data Streams (KDS)
e Ingesting streaming data from Amazon Managed Streaming for Apache Kafka (MSK)

e Near-real-time ingestion of data from Amazon S3 using auto-copy
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Technical requirements

Here are the technical requirements in order to complete the recipes in this chapter:

e  Access to the AWS Management Console.

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.

e Amazon Redshift data warehouse admin user credentials.

e Attach an IAM role to the Amazon Redshift data warehouse by following Recipe 4 in
Appendix. Make note of the IAM role name; we will reference it in the recipes as
[Your-Redshift_Role].

e An AWS administrator should deploy the AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptero4/
chapter_4_CFN.yaml) to create two IAM policies:

e An IAM policy attached to the IAM user that will give them access to Amazon
Redshift, Amazon RDS, Amazon Kinesis, Amazon Kinesis Data Firehose, Amazon
CloudWatch Logs, AWS CloudFormation, AWS Secret Manager, Amazon Cognito,
Amazon S3, AWS DMS, and AWS Glue

e AnIAM policy attached to the IAM role that will allow an Amazon Redshift data

warehouse to access Amazon S3

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2.
e An AWS account number; we will reference it in the recipes as [Your-AWS_Account_Id].

e An Amazon S3 bucket created in eu-west-1; we will reference it as [Your-Amazon_S3_
Bucket].

The code files are provided in the GitHub repo: https://github.com/PacktPublishing/Amazon-
Redshift-Cookbook-2E/tree/main/Chaptere4.

Ingesting data from Aurora MySQL /Aurora Postgres/
RDS MySQL using zero-ETL integration

You can replicate data from Aurora MySQL, Aurora Postgres, or RDS MySQL databases into Amazon
Redshiftin near-real time using a zero-ETL integration. A zero-ETL integration is easy to use. You
need notbuild complex ETL pipelines or use additional AWS services or third-party solutions for
replications. The zero-ETL integration performs a one-time seeding of data and then keeps the
data in sync with ongoing changes, providing data freshness latencies of just a few seconds. You

can also include or exclude tables or databases that you don’t need from replication.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/chapter_4_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/chapter_4_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/chapter_4_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter04
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter04
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If you don’t want near-real-time ingestion and want to ingest at a specificinterval, you can achieve

that as well using this solution.

In this recipe, you will load sample data into your source Aurora MySQL/Postgres or RDS MySQL

database, create a zero-ETL integration, and replicate it to Amazon Redshift. You will make some

changes to the source data and see the changes reflected in the target Amazon Redshift data

warehouse within seconds.

Getting ready

To complete this recipe, you will need:

An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1

An Amazon Aurora MySQL, Aurora Postgres, or RDS MySQL cluster deployed in the AWS
Region eu-west-1in the same VPC as the Amazon Redshift data warehouse (https://docs.

aws.amazon.com/AmazonRDS/latest/AuroralUserGuide/zero-etl.setting-up.html)

For a list of supported Aurora MySQL versions, see https://docs.aws.amazon.com/
AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.
Zero-ETL.html

For alist of supported Aurora PostgreSQL versions, see https://docs. aws.amazon.com/
AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.
Zero-ETL.html#Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL-Postgres

For a list of supported RDS MySQL versions, see https://docs.aws.amazon.com/
AmazonRDS/latest/UserGuide/Concepts.RDS_Fea_Regions_DB-eng.Feature.ZeroETL.
html

How to do it...

This recipe will illustrate the replication of a parts table from your source database cluster (Am-
azon Aurora MySQL/Postgres or RDS MySQL) to Amazon Redshift:

1

Let’s start by creating the necessary tables in an Aurora MySQL/Postgres or RDS MySQL
database. Start by connecting to your database using the query editor (https://docs.
aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/query-editor.html) for Aurora
MySQL/Postgres or using the command line for RDS MySQL (https://docs.aws.amazon.
com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html)

Create an ods database using the following SQL statement:

create database ods;


https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/zero-etl.setting-up.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/zero-etl.setting-up.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html

https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html#Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL-Postgres
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html#Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL-Postgres
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html#Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL-Postgres
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/Concepts.Aurora_Fea_Regions_DB-eng.Feature.Zero-ETL.html

https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/Concepts.RDS_Fea_Regions_DB-eng.Feature.ZeroETL.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/Concepts.RDS_Fea_Regions_DB-eng.Feature.ZeroETL.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/Concepts.RDS_Fea_Regions_DB-eng.Feature.ZeroETL.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/query-editor.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/query-editor.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html)
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3. Createapartstablein the ods database using the following SQL statement. Itis mandatory
to have a primary key on your tables for zero-ETL integration to function. The syntax of

this statement is the same for both MySQL and Postgres:

CREATE TABLE ods.part

(
P_PARTKEY BIGINT NOT NULL PRIMARY KEY,
P_NAME VARCHAR(55),
P_MFGR VARCHAR(25),
P_BRAND VARCHAR(10),
P_TYPE VARCHAR(25),
P_SIZE INTEGER,
P_CONTAINER VARCHAR(10),
P_RETAILPRICE DECIMAL(18,4),
P_COMMENT VARCHAR(23)

)

4. Load sample data into the ods.part table using the insert statement provided in
the GitHub repository (https://github.com/PacktPublishing/Amazon-Redshift-
Cookbook-2E/blob/main/Chaptere4/part_table_insertl.sql). This insert statement
inserts 50 rows into the table. You can use the same statement for MySQL as well as

Postgres databases.

5. Verify the record count loaded into the ods. part table using the following SQL:

select count(*) from ods.part;

1 row in set (©.00 sec)



https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/part_table_insert1.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/part_table_insert1.sql
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6. Now, we will create a zero-ETL integration in the Amazon RDS console. Navigate to the
RDS console (https://console.aws.amazon.com/rds/home) and choose Zero-ETL inte-

grations from the left navigation menu. Then click Create zero-ETL integration.

E-- Freni U b dl b = BB a

A Lero-ETL integritions ()]
Fal e LaEray T T TP T E LT ST e —
A K o

L Cre ) v s

Ehio I Pl ] |

Tro-LT. mingratees firs |

Frdspg il smen ok Slalai = Ertddbmdgla W L PR T

Figure 4.1 - Create zero-ETL integration

7. Provide arepresentative name for the integration, such as product-redshift-integ, and

choose Next:

Tag Editor

= RDS » Zero-ETLintegrations » Create zero-ETL integration G & &
@ Getting started Getting Stal"ted

Step 2

Select source Integration identifier

Enter a name for your integration. The name must be unigue across all integrations owned by your AWS account in the
current AWS Region.

Step 3
Select target
Integration identifier

Step 4 - optional

Add tags and encryption | | product-redshift-integ |

1-63 alphanumeric characters or hyphens. The first character must be a [etter.
Step 5§

Review and create Integration deseription - optional

Enter a description for your Integration,

Figure 4.2 - Give the zero-ETL integration a name


https://console.aws.amazon.com/rds/home
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On the Select source page, click the Browse RDS databases button and choose your source
Aurora MySQL/Postgres or RDS MySQL database. If the database is missing any required
parameters, you will see a Fix it for me (requires reboot) checkbox. This will make the
necessary updates to parameter groups and reboot the cluster. Select Fix it for me (re-

quires reboot), as shown in the following screenshot, and click Next:

e (@) Select source Select a source database
Select a source database to replicate data into the target data warehouse, Specific parameter values must be set in the source DB
parameter group in order to create an integration. RDS can configure them for you during setup, or you can configure them
manually, [2
Source

Source database

The source database where the data is replicated from Only databas

ons are available.
products-database Browse RDS databases

(¥ Fix parameter values
Certain parameter settings are required to successfully create an integration, You can have RDS fix the parameter values
and reboot the database for you, or you can manually update them in parameter group settings [

unning the supported yersic

oot}
neter group hased on the parameter group that's currently associated with the thosen database, then it will sppty the

Figure 4.3 - Choose source database when creating zero-ETL integration

In the Data filtering options - optional section, you can choose the tables you would
like to include or exclude. If you want to replicate the part table only, enter ods . part, as
shown in the following screenshot. The filter patternis in the format database. table for
Aurora MySQL, or database. schema.table for Aurora PostgreSQL. You can specify literal
names or define regular expressions. If you select an Aurora PostgreSQL source database
cluster, you must specify at least one data filter pattern. At a minimum, the pattern must
include a single database (database-name.*.*) for replication to Amazon Redshift. In
this example, we want to include all tables in the ods database. So, the filter pattern is

ods.*.* for Postgres.
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products-database @ ( Browse RDS databases )

Data filtering options - optional  Info

Je any extsting and future database table that matches your entered List of filte

le or exd

Included by default

Customize data filtering options

Choose filter type Filter expression
( Include v ods.part { Remave )
4
Exclude v Enter in the format databose* table* { Remove ]

Figure 4.4 - Data filter options in zero-ETL integration

expressions. All tables are

10. Ifyou chose Fix it for me (requires reboot) in step 8, a confirmation page will appear for

11.

the changes that will be made to the source database. Provide the necessary confirmation

and go to the next step.

On the Select target page, choose Browse Redshift data warehouses and then select

your target Amazon Redshift data warehouse. If any required parameters (https://docs.
aws.amazon.com/AmazonRDS/latest/UserGuide/zero-etl.setting-up.html#zero-etl-

setting-up.data-warehouse) are missing from the target data warehouse, you will see

a Fix it for me checkbox.

Select it, as shown in the following screenshot, and click Next:

Target o

AWS account

Choose if the targes Amazon

tshift data warehouse is in the curren
© Use the current account
() Specify a different account

Amazen Redshift data warehouse

Only encrypted data warehouses are svailable. To creste a new Redshift data w

an existing one go to

iift console [4

myredshiftns @ ( Browse Redshift data warehouses )

(%) Fix resource policy and case sensitivity parameter

The selected target does not have the correct resource policy and case sensitivity parameter to support a zera-ETL
integration. You can have RDS fix this for you, or you can manually update them in the Redshift console. Learn more [

Fix it for me

RDS will fix this by adding the cerrent account and the selected source database in the resource policy and enabling case sensitivity.

Figure 4.5 - Choose data target for zero-ETL integration


https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/zero-etl.setting-up.html#zero-etl-setting-up.data-warehouse
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/zero-etl.setting-up.html#zero-etl-setting-up.data-warehouse
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/zero-etl.setting-up.html#zero-etl-setting-up.data-warehouse
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12. Ifyou chose Fix it for me in the previous step, a Review the changes dialog box will ap-
pear. Verify the changes and click Continue. Click Next and then select Create zero-ETL
integration to create the integration. It will take 15-20 minutes to create the integration

depending on your data volume. The integration is active when its status changes to Active.

13. Next, navigate to the Amazon Redshift console and choose Zero-ETL integrations from
the navigation pane on the left. You will see the integration you created listed, as shown
in the following screenshot:

¥ Monitoring

CQuery and database monitoring

» What is a zero-ETL integration?

Resauree monitoring

Datashares

Manage tags Zero-ETL integrations (1) G

Zero-ETL integrations New ‘x s
View the i

Marms

|AM Identity Center connections

New 7
Al statuses ¥ | | All target types v | 1 @
Integration 1D v Status v Source ARN v Target v Database v
What's new @ 2 9
(@] d86c8ecE-01cd-deda-... @ Active arnaws:rdseu-... myredshif... A\ No database

Figure 4.6 - Zero-ETL integration available in Amazon Redshift

14. Click the link listed under Integration ID and on the page that opens, you will get an
alert saying that you need to create a database to access the data. Click Create database
from integration:

Zero-ETL integrations New c | Query data ] Share data

1AM Identity Center connections Database creation required Create database from integration
New To activate your integrations and access the data, you need to create a database
for each integration, To create a database for the integration, choose Create

database from integration.

Configurations

Figure 4.7 - Create database for zero-ETL integration
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15. Onthe page that opens, provide a name for the database that will be created, like product_
database_zetl, and then select Create database.

16. You can now start querying data in Amazon Redshift. Connect to your Amazon Redshift
data warehouse using Amazon Redshift Query Editor V2 (https://console.aws.amazon.
com/sqlworkbench/home) to see the database you created listed there. Expand the data-
base to see the replicated tables. You can change the database from the database selection
dropdown and start querying the data using simple SELECT statements, as shown in the

following screenshot:

Redshift query editor v2 + = Untitled 1 x

® Create ~ ) Load data & B Run @ Limit100 @ Explain (@ fsolated session @ Serverlessim.. product_data...

B Schedule | 35
~ B Serverless: myredshiftwg

S Result1(15) ® Chat 52 W

Figure 4.8 - Querying replicated tables in Amazon Redshift

17. Let’s now add 50 new rows to the parts table using the insert statement in the GitHub
repository (https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/
blob/main/Chapter@4/part_table_insert2.sql).

18. These 50 records will be replicated to the Amazon Redshift data warehouse within seconds.
Let’s confirm the record count on the Amazon Redshift table ods. part by executing the

following count query.

The output of this query will be 100:

select count(*) from ods.part;

1 row in set (0.00 sec)



https://console.aws.amazon.com/sqlworkbench/home
https://console.aws.amazon.com/sqlworkbench/home
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/part_table_insert2.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/part_table_insert2.sql

108 Zero-ETL Ingestions

19. Bydefault, the zero-ETL integration maintains a replica of the source table in the Amazon
Redshift data warehouse. You can change this default behavior and track every version
(including updates and deletes) of your records in source tables. This allows you to run
advanced analytics on all your data, such as running a historical analysis, building look-
backreports, performing trend analysis, and sending incremental updates to downstream
applications built on top of Amazon Redshift. To manage history mode for a zero-ETL
integration, open Amazon Redshift Query Editor V2 (https://console.aws.amazon.com/
sqlworkbench/home).

20. From the left navigation pane, choose Zero-ETL integrations and select the zero-ETL
integration that you want to manage. Then, select Manage history mode. The Manage

history mode window is displayed:

Manage history mode .

History mode

‘When history made s on, the integration target will include timestamps and indicators of any source records that have been
deleted or modified. When a target table has history mode on, new columns will be added to the table, zero-etl hus.mr:,- mode E

Integration ID

dB86cBect-01cd-4c0a-b560-86eb57 323627

History mode

History mode keeps track of integration target which records the integration source were deleted or changed.
@ Turn off for all existing and future tables

() Turn on for all existing and future tables

() Manage history mode for individual tables
Cheose this option to select which Amazon Redshift tables will track history,

Figure 4.9 - History mode for zero-ETL integrations


https://console.aws.amazon.com/sqlworkbench/home
https://console.aws.amazon.com/sqlworkbench/home

Chapter 4 109

21. You can either turn it on or off for all future and existing tables. You can also manage this
at an individual table level. Three fields provided in the following table will be added to
Amazon Redshift for the tables for which history mode is activated:

_record_is_active Boolean Indicates if a record in the target is currently
active in the source. True indicates the record

is active.

_record_create_time | Timestamp Starting time (UTC) when the source record

is active.

_record_delete_time | Timestamp Ending time (UTC) when the source record is

updated or deleted.

You can modify the sort keys of your tables replicated through the zero-ETL integration
and achieve faster and more efficient querying of your replicated data in Amazon Redshift.
Set the sort key to AUTO and allow Amazon Redshift to observe your workload and auto-

matically set a sort key based on your evolving workload and data patterns.

How it works...

Zero-ETL integration automatically replicates data from supported sources (Aurora MySQL, Au-
rora PostgreSQL, or RDS for MySQL) to Amazon Redshift within seconds. The integration creates
a destination database in Redshift for querying replicated data using SQL and automatically

monitors and repairs the replication pipeline.

There is inbuilt monitoring and observability for zero-ETL integrations. Refer to https://docs.
aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/zero-etl.describingmonitoring.html

for more information.

You can create zero-ETL integrations from one Aurora MySQL/RDS MySQL database to multiple
Amazon Redshift target data warehouses. For an Aurora Postgres database, the association is
one-to-one; thatis, you can create only one zero-ETL integration for each Aurora Postgres source

database.

If you don’t need near-real-time replication and want to replicate every few minutes, you can

alter the zero-ETL database and set a REFRESH_INTERVAL, for example:

ALTER DATABASE sample_integration_db INTEGRATION SET REFRESH_INTERVAL 600;


https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/zero-etl.describingmonitoring.html
https://docs.aws.amazon.com/AmazonRDS/latest/AuroraUserGuide/zero-etl.describingmonitoring.html
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The interval can be set to 0-432,000 seconds (5 days) for zero-ETL integrations whose source
type is Aurora MySQL, Aurora PostgreSQL, or RDS for MySQL.

If any tables fail replication, you will see an error in the zero-ETL monitoring section. Fix the error
and refresh the tables as shown in the following line of SQL:

ALTER DATABASE sample_integration_db INTEGRATION REFRESH INERROR TABLES in
SCHEMA sample_schema;

Ingesting data from Amazon DynamoDB using zero-
ETL integration

You can seamlessly replicate data from Amazon DynamoDB tables into Amazon Redshift using a
zero-ETL integration. This native integration eliminates the need for complex ETL pipelines, ad-
ditional AWS services, or third-party tools for data replication. The zero-ETL integration process
begins with an initial bulk load of your DynamoDB data into Redshift, followed by continuous
synchronization of any changes. You will create one zero-ETL integration per DynamoDB table.
While the minimum latency is 15 minutes, you have the option to configure it to sync data at

specific intervals based on your requirements.

In this recipe, you will create a sample DynamoDB table called Music, populate sample data into

it, establish a zero-ETL integration with Amazon Redshift, and observe the replication in action.

Getting ready

To complete this recipe, you will need an Amazon Redshift data warehouse deployed in the AWS

Region eu-west-1.
How to do it...
Create a new Music table using the DynamoDB console:

1. Signin to the AWS Management Console and open the DynamoDB console (https://

console.aws.amazon.com/dynamodb/).


https://console.aws.amazon.com/dynamodb/
https://console.aws.amazon.com/dynamodb/
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2. In the left navigation pane, choose Tables and then select Create table. On the Table
details page, for Table name, enter Music, for Partition key, enter Artist, and for Sort

key, enter SongTitle. Then, select Create table to create the table:
= DynamoDB » Tables > Createtable

Create table

Table details info

DynamoDB is a schemaless database that requires only a table name and a primary key when you create the table.

Table name

This will be used to Identify vour tabls,
|[ Music

Between 3 and 255 characters, containing only letters, numbers, underseores (), hyphens {-), and perleds ().
Partition key

The partition key is part of the table’s primary key, 1t is a hash value that is used 1o retrieve items from your table and allocate data across hosts for scalability and availability,

| st | | [ string v ]

1 to 255 characters and case sensitive,

Sort key - optional
You can use a sodt key 3s the second part of a table's primary key. The sort key allows you ta sort or <earch among all items sharing the same partition key.

I[ SongTitle | ] [ String v ]

Figure 4.10 - Create a DynamoDB table

3. Next, create a zero-ETL integration for this table into Amazon Redshift, navigate to the
DynamoDB console (https://console.aws.amazon.com/dynamodb/), and choose Tables
in the left navigation pane. On the Tables page, select the Music table and then Explore
table items. In the Items returned section, select Create item.

4. On the Create item page, select Add new attribute, and then select Number. For Attri-
bute name, enter Awards. Repeat this process to create an attribute called AlbumTitle

of type String.


https://console.aws.amazon.com/dynamodb/
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Following this process, create three items with the following values:

Artist SongTitle AlbumTitle Awards
No One You Know Call Me Today Somewhat Famous 1

Acme Band Happy Day Songs About Life 10
Acme Band PartiQL Rocks Another Album Title 8
Create item

You can add, remove, or edit the attributes of an item. You can nest attributes inside other attributes up to 32 levels deep, Learn more [3

Attributes

(2] Attribute name
Artist - Fantition key
SongTithe - Sont key

[ AlbumTitle

l Awards

Value

r
| Acme Band

L. _Hapw Day

P
|_Songs About Life

| 10

Figure 4.11 - Create items in a DynamoDB table

Type
String
String

Number C Remove :)
Con) (QERRRD

Next, to create the zero-ETL integration for the Music table, follow these steps:

1. Navigate to the Amazon Redshift Zero-ETL integrations page (https://console.aws.

amazon.com/redshiftv2/home#/zero-etl-integrations) and choose Create Dyna-

moDB integration, as shown in the following screenshot:

Zero-ETL integrations (0)

View the Integrations In your account

| @ Find zero-ETL integrations

Integration name

[c]

Status v |

Query data [

Sourcetype ¥ | Source ARN v

No integrations

No integrations to display.

Figure 4.12 - Create DynamoDB integration

Target v

Share data Actions ¥
Create DynamoDB integration
-All statuses v | ;.AH SOUrCE types 'I
-All target types v
) <1 > @

| Database


https://console.aws.amazon.com/redshiftv2/home#/zero-etl-integrations
https://console.aws.amazon.com/redshiftv2/home#/zero-etl-integrations
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4.

For Integration Name, enter a representative name, such as music-integration-to-
redshift, and click Next.

On the Select source page, click Browse DynamoDB tables and choose the Music table. If
there are any parameters needed for the zero-ETL integration that are missing, the setup

wizard will provide a Fix it for me option, as shown in the following screenshot. Select

that option and click Next.

The Fix it for me feature will automatically apply the necessary prerequisites to the

source DynamoDB table (https://docs.aws.amazon.com/amazondynamodb/latest/
developerguide/RedshiftforDynamoDB-zero-etl.html#RedshiftforDynamoDB-zero-

etl-preregs).

Source table
Ihe sgurce table where the data is replicated from.

Music View in DynamoDB [F

| & | Browse DynamoDB tables

® Bucket policy error
The selected source does not have the correct bucket policy to support an 53
event integration. You can have Redshift fix this for you, or you can manually

update it.

Fix it for me
Redshift will fix this by adding the buckst policy ta the source 53 bucket.

Cancel Previaus Next

Figure 4.13 - Choose a DynamoDB table

A screen pops up asking you to review the changes that the setup wizard will make. Select

Continue.


https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/RedshiftforDynamoDB-zero-etl.html#RedshiftforDynamoDB-zero-etl-prereqs
https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/RedshiftforDynamoDB-zero-etl.html#RedshiftforDynamoDB-zero-etl-prereqs
https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/RedshiftforDynamoDB-zero-etl.html#RedshiftforDynamoDB-zero-etl-prereqs
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5. On the Target page, choose the target Amazon Redshift data warehouse you want to

replicate the data to. If a Fix it for me option shows up, select it and click Next:

Target
Salect tha target Amaran Hedshift data warehnose. Depending ra the sauree yoic selected, wau specify & resturee palicy with authoreed principads
and intrgratinn spurees, and casnle case senst nn the targrs befres you can peate anirtrgraticn. Amazan Red=hi® ran mmalete thass stops

¥
fror yrn during setup, oy can eankgure tham yauesolf. Learn mare [A

AWE Account

Cleaose il the langel isin e currenl AWS aocount or 2 d@lferent aocsank
© use the current accaunt

(0 specify a different account

amazon Bedshift data warehouse

talect tha target Hodshift dats warrhnuses Only oncrypted data warshouses are availakle far sntegration, 1o
rroato a Acw Kedsnift dats warchouse ga ta create a clustor [ or on o reate s warkgronp Z

s

cookboak-demo View [£

| Browse Redshift data warehouses

Resource policy and case sensitivity parameter error

The selected target does not have the correct rescurce policy and case sensitivity parameater to sUpport a zero-
ETL integration. ¥ou can have Redz=hitt tix this tor you by selecting Fix it fior me, or you tan manually update
them. Learn more [

Fix it tor me
funazan Redshil Uwsll lis Lz by adding e carrenc acound amd Ui selecled sauncz Lo e rmsoumee pelice and enabling e sensilivile. A

Figure 4.14 - Select the target Amazon Redshift data warehouse

6. 1If you chose Fix it for me option in the previous step, a Review Changes page will pop

up. Review it and then click Reboot and continue.

7. On the Add tags and Encryption page, you can optionally add tags and configure en-
cryption. Then, click Next.

8. On the Review and Create page, wait until the banner changes from The target data
warehouse update is in progress. If you exit this flow, unsaved changes will be discarded.
However, the target data warehouse will still be updated to a new banner saying Target
data warehouse successfully updated. Then, select Create DynamoDB integration. Wait

until the integration state is Active.
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9. Youwill notice a Create database from integration button on the integration page. Select
it:

Amazon Redshift » Zero-ETL integrations » 1bb8fc03-5cfé-4bdd-aa35-2e161358996h

music-integration-to-redshift -

(&7 | | Manage history mode | Query data [4 Share data Actions ¥
Q Database creation required Create database from integration
To activate your integrations and access the data, you need to create a database for each

integration. To create a database for the integration, choose Create database from integration.

Figure 4.15 - Create database from integration

10. On the Create database from integration page, for Destination database name, enter a

descriptive name like music and then select Create database:
Create database from integration X

To start querying data in the integration, create a database from the integration.

Integration ID

Data warehouse name

cookbook-demo

Destination database name

Enter a new name for your database.

musig

Figure 4.16 - Choose database name and create database
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11. Navigate to Amazon Redshift Query Editor V2 (https://console.aws.amazon.com/
sqlworkbench/home#/client) and connect to the target database. Under native data-
bases, you will see the database you created, for example, music, and under it, under the
public schema, you will see the replicated DynamoDB table, Music in this case. You can
start analyzing that table by running select queries, as shown in the following screenshot:

. B Schedule | 1] 128
~ B native databases {3) ==
= i select = from music.public, "Music”;
¥ mm dev
~ i music

~ @ public

~ [} Tables 1
D e P—
c :
[l AcmeBand Happy Day {Artist"{"S":" Aome Band"},"SongTitle"-{"S":"Happy Day’},"AlbumTitls. ..

> O Views 0
*Acme Band’},"SangTile’:{"S":"PariaL Rocks'},"Alaum. ..

Expart = ) Chart

w2
34
&

B Result1(3)

[l  AcmeBand PartiQL Rocks  {Arkisl
> f& Functions 0 [ Mo One You Know Call Me Today  {"Artist":{"S""No Cne You Know'')"SongTitle":{"S"*Call Me Today™.". ..

> = Stored procedures o
Query ID 3252538 Elapsed time: 845 ms  Total rows: 3

Figure 4.17 - Query the table in Amazon Redshift

12. IntheMusic table, notice that the partition key Artist and sort key SongTitle from the
DynamoDB table are created as columns in the target Amazon Redshift table. They become
the distribution key and sort key, respectively, on the Amazon Redshift table. The entire
DynamoDB item is available in the value field in semi-structured format with the SUPER

datatype. You can query it using PartiQL, as shown in the following SQL:

select "Artist", "SongTitle"
value."AlbumTitle"."S" :: varchar(30) as "AlbumTitle"

3

, value."Awards"."N" :: int as "AlbumTitle"

from music.public."Music";

m 80 umit1oo O Explain @D lsolated session @ Serverless:co...

1 salect "Artist", "SongTitle"

2 , walue "AlbumTitle"_"S5" :: warchar(3@) as “AlbumTitle"
3 , walue_ "Awards" _"N" :: int as "fwards"
4

from music,public, "Music”;

S Result1 (3)
| O | Artist SongTitle AlbumTitle Awards
[7 | Mo One You Know Call Me Today Somewhat Famous 1
[ AcmeBand Happy Day Songs About Life 10
I: Acme Band PartilL Rocks Another Album Titie 15}

Figure 4.18 - Query the replicated DynamoDB data using Amazon Redshift
Query Editor V2


https://console.aws.amazon.com/sqlworkbench/home#/client
https://console.aws.amazon.com/sqlworkbench/home#/client
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How it works...

On activation, the integration exports the full DynamoDB table to populate the Amazon Redshift
database. The time it takes for this initial process to complete depends on the DynamoDB table
size. The zero-ETL integration then incrementally replicates updates from DynamoDB to Ama-
zon Redshift every 15 minutes using DynamoDB incremental exports. This means the replicated

DynamoDB data in Amazon Redshift is kept up to date automatically.

Once configured, users can analyze the DynamoDB data in Amazon Redshift using standard SQL
clients and tools, without impacting DynamoDB table performance. You can increase the refresh
interval and set it to 900—432,000 seconds (15 minutes—5 days) using the CREATE DATABASE/
ALTER DATABASE command. Take the following example:

ALTER DATABASE sample_integration_db INTEGRATION SET REFRESH_INTERVAL
1500;

Ingesting data from Saa$ applications like Salesforce
using zero-ETL integration

Using zero-ETL integrations for Amazon Redshift, you can seamlessly ingest data from software-
as-a-service (SaaS) applications, such as Facebook ads, Instagram ads, Salesforce, Salesforce
Marketing Cloud Account Engagement, SAP OData, ServiceNow, Zendesk, and Zoho, into AWS
analytics services such as Amazon Redshift and Amazon S3. This native integration eliminates
the need for complex ETL pipelines, additional AWS services, or third-party tools for data repli-
cation. The zero-ETL integration process begins with an initial bulk load of your Saa$S data into
Redshift, followed by continuous synchronization of any changes. You can create one zero-ETL
integration per Saa$S application, and while the minimum latency is 1 hour, you have the option
to configure it to sync data at specific intervals based on your requirements. By leveraging this
solution, you can get fresher SaaS data for analytics, AI/ML, and reporting, leading to more ac-
curate and timely insights for use cases like business dashboards, customer behavior analysis,

and data quality monitoring.

In this recipe, we will create a zero-ETL integration between the Saa$ application Salesforce to

Amazon Redshift.
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Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.
e Amazon Redshift data warehouse admin user credentials.
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.

e Navigate to Secret Manager (https://console.aws.amazon.com/secretsmanager/

listsecrets) and create a secret named salesforce-secret:

e Select Store a New Secret.

e  For Secret Type, choose Other type of secret, and in the Key/value pairs section,
for Key, enter Consumer Secret, and for Value, enter USER_MANAGED_CLIENT_
APPLICATION_CLIENT_SECRET. Then, click Next:

Key/value pairs i

Key/value Plaintext

| consumer Secret || ‘R_MANAGED_CLIENT_APPLICATION_CLIENT_SECRET |

Figure 4.19 - Create a Salesforce secret

e  For the secret name, enter salesforce-secret. Click Next and then Next again

on the next page, and then select Store.
e Create an IAM role named sales-force-glue-role:

e Navigate to IAM (https://console.aws.amazon.com/iam/home).

e In the left navigation pane, choose Roles, and on the page that opens up, select
Create Role.

e OntheSelect Trusted Entity page, in the Trusted entity type section, choose AWS
Service. In the Use case section, for Service or use case, choose Glue.

e  Click Next and Next again. On the Name, review and create page, for Role name,

enter salesforce-glue-role, and then select Create Role.


https://console.aws.amazon.com/secretsmanager/listsecrets
https://console.aws.amazon.com/secretsmanager/listsecrets
https://console.aws.amazon.com/iam/home
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e  Ontherolespage, for salesforce-glue-role,choose Add permissions, and with-
in that, choose Create inline policy. For Policy Editor, choose JSON and paste
the following JSON:

{
"Version": "2012-10-17",
"Statement": [
{

"Effect": "Allow",

"Action": [
"secretsmanager:DescribeSecret”,
"secretsmanager:GetSecretValue",
"secretsmanager:PutSecretValue",
"ec2:CreateNetworkInterface”,
"ec2:DescribeNetworkInterface",
"ec2:DeleteNetworkInterface"

1,

"Resource": "*"

e Name the policy secretmanager-ec2 and click Save.
e AnIAM role attached to an Amazon Redshift data warehouse that can access Amazon S3;
we will reference it in the recipe as [Your-Redshift_Role].

e An Amazon S3 bucket created in eu-west-1; we will reference it as [Your-Amazon_S3_
Bucket].
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e  Create afree Salesforce developer account (https://developer.salesforce.com/form/
signup/freetrial.jsp). Note down the sign-ininformation and the easy login URL from

the confirmation email you received. We will refer to it as [ Your-salesforce_login_URL]:

~ Yesterday &

2 D le]| =]

8 developer@salesforce com @[ ’

developer@salesfarce.com IS
Sat10:57 PM

[EXTERMAL] Walcome to Salesforce: Verify your account

Click below to verify your account,

To easily log in later, save this URL:

https:/; d.develop.my.salesforce.com
Username:

t@amazon.com

Figure 4.20 - Confirmation email after signing up for a free trial

How to do it...

Create a connection in AWS Glue for Salesforce:

1. Navigate to the AWS Glue console (https://console.aws.amazon.com/glue/home).

2. In the left navigation pane, choose Data connections, and in the Connections section,

select Create connection:

NULELUURY

Job run monitoring
Data Catalog tables Connections (3) o ( Actions ¥ ) ( Create connection ) Create job
You €an manage your connections or use a connection in a job.
Waorkflows {orchestratian) [ Q, Filter connections by property ] 1

Figure 4.21 - Create a new AWS Glue connection


https://developer.salesforce.com/form/signup/freetrial.jsp
https://developer.salesforce.com/form/signup/freetrial.jsp
https://console.aws.amazon.com/glue/home
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3. On the Choose data source page, search for salesforce. Choose Salesforce - new and

then click Next:

Choose data source

@ Salesforce - new o
SalesForee is a customer relationship management [CRM) soluticn that

provides a single, shared view of every customer

Learn more [
J

Figure 4.22 - Choose Salesforce as the source for connection

4. Onthe Connection details page, for Instance URL, enter [your-salesforce_login_URL].
For Salesforce environment, choose Production. For IAM service role, select salesforce-

glue-role:
Configure connection

Connection details

Instance URL
Salesforce instance url to be used For connecting.

https: dev-ad.develop.my.salesforce.com ]

Salesforce environment
Select Lhe Salesforce environment you want to connect te.

Production =
Cannecting to Salesfarce Production envivonment:

1AM sarvice role
Specily an LM role from your account Lhat will be used Lo acoess AWS Secrel Manager and
assign IP if VPC is spocified.

[ salesforce-glue-role v ] ( G)

Figure 4.23 - Provide Salesforce connection details - part 1



122 Zero-ETL Ingestions

5. In the Authentication section, for OAuth grant type, choose Authorization Code. For

AWS Secret, choose salesforce-secret. Scroll down and choose Test connection:

Authentication
OAuth grant type

The authorization grant type used when requesting access to your salesforce data

[ Authorization Code v J

Authorzation Code

Use AWS managed client application
When enabled, the AWS managed client application handlés the authentication process
seamlessly, eliminating the nead o provide DAULHZ 0 credentials manually.

AWS Secret  Info
Choose a secret fram AWS Secrets Manager [, AWS secrets eliminate hardooding

sensitive information.

|

[_ salesforce-secret v

% Connection not tested
To validate the connection configurations at an earlier stage, test the
connection before creating one.

Test connection [?

Figure 4.24 - Provide Salesforce connection details - part 2

6. Youwill beredirected to a Salesforce page to enter your login credentials and allow access.

Once this is successful, you will see a Connection test successful message:
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salesforce

Allow Access?

AWS Glue is asking 1o

# Access the identity URL service
= Manage user data via APls

* Perform reguests at any time

Do you want to allow access for

@ amaron.oom? (Mot pou?)

Dieny “

To revoke access at any timme, go to your persaenal settings

(%) Connection test successful
Connection is successfully tested, it will be ready to use once created.

Figure 4.25 - Validate Salesforce connection

7. Oncethe connection is validated, click Next. In the Connection Properties section, for the
name, choose salesforce-connection and then click Next. On the Review and Create

page, review the details and select Create Connection.



124 Zero-ETL Ingestions

Create a zero-ETL integration in the AWS Glue console between Salesforce and Amazon Redshift:

1. Navigate to the AWS Glue console (https://console.aws.amazon.com/glue/home) and

select Zero-ETL integrations from the left navigation pane. Then, select Create zero-ETL

integration:
e AWS Glue » Zero-ETL integrations 6] @
ST Ty oLl ACOvE WACuve e
Data Catalog tables 0 0 0 0
Data connections
Workflows {orchestration)
Zero-ETL integrations New - i i Last updated {UTC) C i i
9 Zero ETL InteQratlons (0’ February 23, 2025 at 04:35:05 G eI Eiatearation
¥ Data Catalog View and manage the zero-ETL integrations feeding data to this account. Select an integrafion to view details.

Figure 4.26 - Create Zero-ETL integration

2. On the Select Source page, you will see various SaaS applications, like Facebook Ads,
Instagram Ads, Salesforce, Salesforce Marketing Cloud Account Engagement, SAP OData,
ServiceNow, Zendesk, and Zoho. You can create zero-ETL integrations from any of the SaaS

applications into Amazon Redshift. For this recipe, choose Salesforce and then click Next.

3. On the Configure source and target page, for Salesforce connection, choose sales-

force-connection. For Source IAM role, choose salesforce-glue-role:

Source details

Configure the details for your source in your AWS Glue zero-ETL integration.

Source type

@ Salesforce

Salesforce connection
Choase the 2WS Glue connection for Salesforce, or create a new connection.

[ salesforce-connection v J

Source ARM
IO armaws:glueius-east-1:563723154194:connection/salesforce-connection

Source |1AM role

Chaose an 1AM role 1o assooiate with your source data, or create a mew LAM role [A

salesforce-glue-role - ] @ ( View E}

Figure 4.27 - Provide source details for the zero-ETL integration

4. Inthe Select Source Data section, you will see the Salesforce tables available. Choose the

Account, Opportunity, and Contact tables for this recipe.


https://console.aws.amazon.com/glue/home
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5. Inthe Target details section, choose Use the current account for AWS account. For Data
warehouse or catalog, choose your target Amazon Redshift data warehouse. If your target
data warehouse doesn’t have the parameters required for this zero-ETL integration, a Fix

it for me option will appear. Select it, review the tables in Output settings, and click Next:

Target details i

AWS account

Choose the target in the current AWS account or o different account
l_ﬂ Use the current account |

() Specify a different account

Data warehouse or catalog

Choose or creatle an Amazon Redshift data warehouse E of AWS Glue catalog B Only encrypled dats
gaiebpyses aqe guailabis

=== e

Worle: The Targel 07 & serd-E TL siDaeds oTean Cannad De mddimied aller Créalion

(*) Fix resource policy and case sensitivity parameter
The selected target does not have the correct resource policy and case sensitvity parameter
to support a zero-ETL integration. You can have AWS Glue fix this for you, or you can
manually update them in the Redshift consaole.

| Fix it for me

Output settings (3)
Configure output settings for the selected source data. You can add ar delete source data in the
source details section above

[ Q Find objects

o

1
Selected source data 1D Reld Partition keys
Account Id Default partition key
Opportunity id Default partition key
Contact Id Default partition key

Figure 4.28 - Provide target details for the zero-ETL integration
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6. If you chose Fix it for me in the previous step, a Review changes popup will appear.
Review the changes that the setup wizard will apply on your target Amazon Redshift data
warehouse and then select Continue.

7. Onthe Configure Integration page, notice that the refresh interval is 60 minutes. In the In-
tegration details section, for Name, enter salesforce-redshift-zetl-integ. Click Next.

8. OntheReview and Create page, review the integration details and click Create and launch
integration. Wait until the integration status changes to Active. It takes around 10-15
minutes for the integration to be active.

9. Once the integration is active (refresh the page to get the latest status), you will notice a

dialog box with the Create database from integration option. Select it:

salesforce-redshift-zetl-integ ©

( Create database from integration )

/N Database creation required
To activate your integrations and access the data, you need to create a database for each
integration. To create a database for the integration, choose the "Create database from integration”

button,

Figure 4.29 - Create database from integration - part 1

10. On the Create database from integration page that opens, for Destination database

name, enter salesforce and select Create database:

Create database from integration X

To start querying data in integration, create a database from the integration.

Integration ID

Data warehouse name
cookbook-demo

Destination database name
Enter a new name for your database.

( salesforce ]

Cancel Create database

Figure 4.30 - Create database from integration - Part 2
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Navigate to Amazon Redshift Query Editor V2 (https://console.aws.amazon.com/

11.

sqlworkbench/home#/client) and connect to the target database. Under native databases,
you will see the database you created, for example, salesforce, and under it, under the
public schema, you will see the tables Account, Opportunity, and Contact. You can start

analyzing that table by running select queries, as shown in the following screenshot:

select count(®) from salesforce.public."Account";
select count(@) from salesforce.public."Account™; I

~ B native databases (4) [ =

> @& dev
> B music
w @ public : 1
B2 Result1 (1)
v B Tables 3
| | count
B Account L — l
L]l 143
E5 Contact
B Opportunity

Figure 4.31 - Query Salesforce data in Amazon Redshift

12. Login to your Salesforce developer account and select Account and then + New Account
On the New Account page, for Account Name, enter Test Account and click Save:

. ! Q, Search.
e
22 Sales Home  Opportunities ~  Lleads Tasks ~  Files ~ | Accounts | Contacts
| -+ Nuwf\l_tuurn[l

s get seling!

Se] Eet’ Home Good merning, Anusha. Let
Plan My Accounts
Accounts owned by me

Close Deals
Cpportunities owned by me and closing this quarter
New Account

* = Required Information

Account Infermation
Account Cwner Rating
] Anusha Challa i S
= Account Name o) Phane
Test Account
Parent Account Fax
Q

Account Mumbe

Figure 4.32 - Create a new account using a Salesforce developer account


https://console.aws.amazon.com/sqlworkbench/home#/client
https://console.aws.amazon.com/sqlworkbench/home#/client
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13. Go back to Amazon Redshift Query Editor V2 after 60 minutes and query the Account
table again. You will notice that the count of accounts has increased by 1 to 14. As of the
time of writing, the minimum latency between applications like Salesforce and Amazon

Redshift is 60 minutes:

select count(@) from salesforce.public."Account";

v % Serverless: cookbook-demo (i B I 1 select count(®) from salesforce.public."Account"; I

v B native databases (4)

> @ dev

> mm music

-—

~ @ salesforce 1 i
B3 Result1 (1)

~ @ public
| count
~ [ Tables 3 E] l -
]| 14
B3 Account
E3 Contact
B2 Opportunity

Figure 4.33 - Query Amazon Redshift for updated account count

14. Query Amazon Redshift for the account name Test Account using the following SQL

statement:

select * from salesforce.public."Account”

where "Name" = 'Test Account';
Q Filter resaurces o I Schedule | 1 |52 -
+ [T P Tesores TR
vl it ditbases 1) 2| where "Name” = ‘Test Account’;
» mm dev
> B music Row ), Colb1, Chr 74
v [ salesforce - :
B Result1 (1) Export = JU Chart BZ ¥
v [ public . — —
w [Eh Tables 3 E' I [ kﬁ _.~'| l W [ llm,., L
| 001aj00000vzUcOAAR false NULL Test Account
B Account
= Contact
2 Opportunity

Figure 4.34 - Query Amazon Redshift for updated account details
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Ingesting streaming data from Amazon Kinesis Data
Streams (KDS)

Streaming data is a continuous flow of data originating from sources like IoT devices, log files,
websites, and more. Ingesting this streaming data into Amazon Redshift allows running near-
real-time analytics by combining it with historical and operational data to produce actionable
insights. For example, analyzing sensor data streams from manufacturing equipment can help

predict failures and enable preventive maintenance.

In this recipe, we will simulate a product review data stream to be ingested into an Amazon Red-
shift data warehouse (serverless or provisioned cluster) materialized view using Amazon KDS.
KDS provides a seamless integration to capture, process, and load streaming datasets directly into
Redshift materialized views configured for streaming ingestion. As the stream data arrives, it can
be parsed and mapped to the materialized view’s schema using SQL functions like JSON_PARSE.
The materialized view then provides low-latency, continuous access to the latest streaming data

for running analytics queries on the ingested data in near-real time.

Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.
e Amazon Redshift data warehouse admin user credentials.
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.

e  Access to Kinesis Data Generator. This is a Ul that helps to send test data to Amazon Ki-

nesis. Use this blog post to configure the open source Kinesis Data Generator (https://
aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-

new-amazon-kinesis-data-generator/).
e TheARN of the IAM role attached to your Amazon Redshift data warehouse. We will refer
toitas [Your-Redshift-Role].


https://aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-new-amazon-kinesis-data-generator/
https://aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-new-amazon-kinesis-data-generator/
https://aws.amazon.com/blogs/big-data/test-your-streaming-data-solution-with-the-new-amazon-kinesis-data-generator/
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How to do it...
This recipe will illustrate the loading of product reviews data that is being streamed using KDS

into Amazon Redshift:

1. Navigate to the AWS Management Console, search for Kinesis, and navigate to the Amazon
Kinesis service home page. In the left navigation menu, choose Data streams, and then

select Create data stream, as shown in the following screenshot:

Amazon Kinesis ¢ Amazon Kinesis > Data streams @

Data streams (0} i @
Dashboard = r : 0

Process data in real time Create a Firehose stream  Create data ) @
0 Fid data streae ] 1
' L
Amazon Data Firehase [4 New i
Managed Apache Flink [ New Name A Status v | Capacity B Provisiened Pl v | retentior
- mode shards policy
period
¥ Resources

CloudFarmation templates ——

AWS Glue Schema Registry [4

Figure 4.35 - Creating an Amazon KDS data stream

2. Give a name to the data stream, such as product_reviews_stream. For Capacity mode,
choose On-demand. Leave the other options as the defaults and then select Create data
stream to initiate creation. Wait until the status of the stream is Active, as shown in the

following screenshot, before you go to the next step:

Amazon Kinesis £ (2 Data stream product_reviews_stream successfully created.

Amazon Kinesis » Datastreams » product_reviews_stream

Dashboard
product_reviews_stream ..

Data streams

Amazan Data Firehose [ New Data stream summary

Managed Apache Flink [ Mew Status Capacity mode
@) Active On-demand
¥ Resources
Data retention period
1 day

CloudFormation templates

AWS Glue Schema Registry [

Figure 4.36 - AKS data stream is active
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3. Now, let’s use Amazon Kinesis Data Generator (https://github.com/awslabs/amazon-

kinesis-data-generator) to produce streaming data and send it to the product-re-

views-stream data stream as follows:

S avaikebasne airaan e T I s

Ppoond: per weoared I
Caoreriasi Parncic

Comonos Mecords

Megand lermpisin d)

TR | e -

Tl T
i ] T4 manduim ;o iy i b

Sl Ol = [N e R

1 aRaly,

[T L L L
Figure 4.37 - Amazon Kinesis Data Generator

4. Here, you will use the stream/delivery stream as product_review_stream to send the
streaming data and copy-paste the template from https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chaptere4/kinesis_data_generator_

template.json to generate the product reviews data:

{

"marketplace": "{{random.arrayElement(
["us","uK","JIP"]
),

"review_headline": "{{commerce.productAdjective}}",
"review_body": "{{commerce.productAdjective}}",
"review_date": "{{date.now("YYYY-MM-DD")}}",
"year":{{date.now("YYYY")}}


https://github.com/awslabs/amazon-kinesis-data-generator
https://github.com/awslabs/amazon-kinesis-data-generator
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/kinesis_data_generator_template.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/kinesis_data_generator_template.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/kinesis_data_generator_template.json
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In your Amazon Redshift data warehouse, you can now create an external schema pointing
to Kinesis and a materialized view to load data from the Kinesis data stream you created.
Navigate to Amazon Redshift Query Editor V2, connect to your Amazon Redshift data
warehouse, and create an external schema and materialized view using the following
SQL statements:

CREATE EXTERNAL SCHEMA kds
FROM KINESIS
IAM _ROLE '[Your-Redshift_Role]';

CREATE MATERIALIZED VIEW mv_product_reviews_from_kds
AUTO REFRESH YES AS
SELECT approximate_arrival_timestamp,
partition_key,
shard_id,
sequence_number,
json_parse(kinesis_data) as payload

FROM kds."product_reviews_stream"

The payload field in the materialized view contains the raw data. It has the SUPER datatype
asitisin JSON format. You can use PartiQL to un-nest the JSON. In Query Editor V2, run
the following SQL statement to view the data. The first statement enables a case-sensitive

identifier as the semi-structured attribute names can be case-sensitive:

SET enable_case_sensitive_identifier TO true;

select
payload."marketplace" :: varchar,
payload."customer_id" :: varchar,
payload."review_id" :: varchar,
payload."product_id" :: varchar
from

mv_product_reviews_from_kds;
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ct

payload. "marketplace” :: varchar,
payload. "customer_i 11 varchar,
payload. "review : varchar,
payload."product_id" :: varchar

mv_product_reviews_from_kds;

Result 1 (100)

marketplace customer id review_id product id

us 53312040 AKFi3RNymoilLa6 BO006HOPRK
UK 57042219 IE6SEDBVLA9HjgB BOO0O6HOPRK
UK 55860321 FillnHFfEL7ffVX BO001FAX2E
us 54059227 DaHEcNe0OcmljPHy BOOOIZT7DI

Figure 4.38 - Query streaming materialized view

Ingesting streaming data from Amazon Managed
Streaming for Apache Kafka (MSK)

In addition to KDS, Amazon Redshift also supports streaming ingestion directly from Amazon
MSK, which is a fully managed Apache Kafka service. This allows ingesting streaming data from
sources like database log files, IoT sensor data, clickstreams, and more that are already producing

data to Kafka topics.

In this recipe, we will see how data from Amazon MSK can be loaded in near-real time to an
Amazon Redshift data warehouse (serverless or provisioned cluster). The process works like
Kinesis—an Amazon Redshift materialized view is configured to consume data from an Amazon
MSK Kafka topic. As new records are published to the topic, they flow directly into the material-
ized view without intermediate storage. SQL functions like JSON_PARSE can parse and map the

streaming data to the view’s schema on arrival.

The materialized view provides low-latency querying access to this freshly ingested streaming
data combined with existing data in Redshift tables. This enables running real-time analytics
queries and dashboards on the continuous data stream. Streaming ingestion from MSK can allow
the ingestion of hundreds of megabytes per second per refresh into the materialized view, which

can optionally be set to auto-refresh for continuous ingestion.
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Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.
e Amazon Redshift data warehouse admin user credentials.
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.

e The ARN of the IAM role attached to your Amazon Redshift data warehouse. We will refer
toitas [Your-Redshift-Role].

e An MSK cluster. For instructions on how to create one, please refer to https://docs.aws.

amazon.com/msk/latest/developerguide/create-cluster.html.

e Create a topic in your MSK cluster where your data producer can publish data (https://

docs.aws.amazon.com/msk/latest/developerguide/create-topic.html).

e  Adataproducer to write data to the topicin your MSK cluster. Refer to msk-data-generator
to understand how to send sample data to an MSK cluster (https://github.com/awslabs/

amazon-msk-data-generator/tree/main).

How to do it...

This recipe will illustrate the loading of product reviews data thatis being streamed using Amazon
MSK into Amazon Redshift:

1. Inyour Amazon Redshift data warehouse, create an external schema pointing to Amazon
MSK and a materialized view to load data from the Kafka topic you created. Navigate to
Amazon Redshift Query Editor V2, connect to your Amazon Redshift data warehouse, and

create an external schema and materialized view using the following SQL statements:

CREATE EXTERNAL SCHEMA msk_schema
FROM KAFKA

IAM_ROLE 'iam-role-arn'
AUTHENTICATION { none | iam }
CLUSTER_ARN 'msk-cluster-arn';

CREATE MATERIALIZED VIEW mv_orders_stream
AUTO REFRESH YES AS
SELECT kafka_partition,

kafka_offset,

refresh_time,


https://docs.aws.amazon.com/msk/latest/developerguide/create-cluster.html
https://docs.aws.amazon.com/msk/latest/developerguide/create-cluster.html
https://docs.aws.amazon.com/msk/latest/developerguide/create-topic.html
https://docs.aws.amazon.com/msk/latest/developerguide/create-topic.html
https://github.com/awslabs/amazon-msk-data-generator/tree/main
https://github.com/awslabs/amazon-msk-data-generator/tree/main
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JSON_PARSE (kafka_value) as Data
FROM msk_schema."[Your-Topic-Name]"
WHERE CAN_JSON_PARSE (kafka_value);

Amazon Redshift can automatically refresh the streaming materialized view with new
data. Auto-refresh needs to be turned on explicitly for a materialized view. To do this,

specify AUTO REFRESH in the materialized view definition.

2. The column kafka_value has the raw data and its datatype is SUPER. You can use PartiQL

to extract the fields of interest, as shown in the following SQL:

SELECT
data."OrderID"::INT4 as OrderID
,data."ProductID"::VARCHAR(36) as ProductID
,data."ProductName": :VARCHAR(36) as ProductName
,data."CustomerID": :VARCHAR(36) as CustomerID
,data."CustomerName": :VARCHAR(36) as CustomerName
,data."Store_Name"::VARCHAR(36) as Store_Name
,data."OrderDate"::TIMESTAMPTZ as OrderDate
,data."Quantity"::INT4 as Quantity
,data."Price"::DOUBLE PRECISION as Price
,data."OrderStatus"::VARCHAR(36) as OrderStatus
, "kafka_partition"::BIGINT
, "kafka_offset": :BIGINT

FROM mv_orders_stream;

How it works...

Streaming ingestion allows low-latency, high-speed data ingestion directly from Amazon KDS
or Amazon MSK into an Amazon Redshift materialized view, without using temporary storage.
Amazon Redshift also supports streaming ingestion from the Confluent-managed cloud and
self-managed Apache Kafka clusters on Amazon EC2 instances, expanding its capabilities beyond
Amazon KDS and Amazon MSK. Amazon Redshift supports mutual Transport Layer Security
(mTLS) as the authentication protocol for secure communication between Amazon Redshift and
Kafka. The Redshift data warehouse or serverless workgroup acts as the consumer of the data
stream. As data arrives, it can be parsed using SQL functions to map it to the materialized view’s
columns. When refreshed, Redshift ingests data from the allocated Kinesis shards or Kafka parti-
tions until the view is fully updated with the latest stream data. Ingestion can process hundreds

of megabytes per second per refresh.
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The materialized view can use auto-refresh to automatically ingest new streaming data as it arrives
by specifying the AUTO REFRESH option when creating or altering the view. With auto-refresh
enabled, the view continuously updates without manual intervention, allowing low-latency

access to the latest streaming data as part of the normal Redshift workload.
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fav P BT

Figure 4.39 - How streaming ingestion works

You can remove records from a materialized view that’s used for streaming ingestion, using
TRUNCATE or DELETE:

truncate my_streaming _materialized view;

delete from my_streaming_materialized_view;

Near-realtime ingestion of data from Amazon S3
using auto-copy

Amazon Redshift supports auto-copy support to simplify data loading from Amazon S3 into
Amazon Redshift. You can now set up continuous file ingestion rules to track your Amazon S3
paths and automatically load new files without the need for additional tools or custom solutions.

This also enables end users to have the latest data available in Amazon Redshift shortly after the

source data is available.

In this recipe, you will learn how to build automatic file ingestion pipelines in Amazon Redshift
when source files are located on Amazon S3 by using a simple SQL command. You will enable
auto-copy using auto-copy jobs, learn how to monitor jobs, and review considerations and best

practices for this feature.
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Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.

e Amazon Redshift data warehouse admin user credentials.

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.
e An Amazon S3 bucket. We will refer to it as [Your-S3-Bucket-Name].

e Add the following to the Amazon S3 bucket policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "Auto-Copy-Policy-01",
"Effect": "Allow",
"Principal": {

"Service":"redshift.amazonaws.com"
¥
"Action": [
"s3:GetBucketNotification",
"s3:PutBucketNotification",
"s3:GetBucketLocation”
1,
"Resource": "arn:aws:s3:::<<your-s3-bucket-name>>",
"Condition": {
"StringlLike": {
"aws:SourceArn": "arn:aws:redshift:<region-
name>:<aws-account-id>:integration:*",

"aws:SourceAccount": "<aws-account-id>"
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How to do it...

Set up Amazon S3 event integration:

1. Navigate to the Amazon Redshift console (https://console.aws.amazon.com/redshift/).
Under the Integrations section, choose S3 event integrations and then select Create S3

event integration:

x I n Fi r
v Integrations n my account rom other accounts

Zero-ETL integrations

53 event integrations New

S3 event integrations (D)

share data Actions v | | Create S3 event integration

IAM Identity Center connections

Figure 4.40 - Create S3 event integration

2. For Integration name, enter orders-s3-redshift-integration and then click Next.
3. Onthe Select source page, select Browse S3 buckets and then choose the S3 bucket you
want to use for this recipe. Click Next. Note that when browsing S3 buckets, only buckets

that are in the same AWS account and same AWS Region are shown.

4. Onthe Select target page, for AWS Account, choose Use the current account. Then, click
the Browse Redshift data warehouses button and select your target Amazon Redshift

data warehouse.

5. If your target Amazon Redshift data warehouse doesn’t have the necessary parameters
for auto-copy, you will see a Fix it for me option. Select it and click Next. If you chose Fix
it for me, after clicking Next, you will see a popup for Review changes for you to review

the changes that the zero-ETL integration setup wizard will apply.


https://console.aws.amazon.com/redshift/
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Review them carefully and click Continue:

Target
Selack the targ et Bedshift daia warshouse, lased on the srooamt selectcn, you st specty swthorized principals and Infegmtion saaroei
on the =gt warshouse bafnre you oreats an intagration. Redshift Gr mompkstn these chaps for wou duning e, & you e canfiaums

them manuslly. LE3mM more I-’.

NS ACOOUNT
Chinosn 1T the (ReQer I i e Cumene NS 00T of 2 dHfMens accm

O Use the current accownt

T Specly & iferenl scaurt
Amazon Redshift data wanohouse

Anlere the target Redehift dra warsnnuss, fnly srcrypied fata warehnoses am geaitabie b
riegraticn. To creste a mew Reckhife data warshouse go bo creste a chster [ or go to creste o
workgroup [

cnakbosk-dems view & |-:3|

| Browse Redshift data warchouses ||

Resouree policy arror
The selacted target does not have the comrect resauree policy to suppart a 53 event integration. You can
havie Redshift fiv this for you, or you can manually update It

B Fixin o me
Revichift will fix this by addieg the ssrmed 53 bucket in the Tecounng poliy

Cancel . Previows -

Review changes X

Redshift will update the target data warehouse resource policy ta have the following
authorized integration source. The policy will be applied when you choose Continue.

Resource policy

Autharized integration source
amaws:s3idemo-563723154194

e |

Figure 4.41 - Provide target details for S3 event integration
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6. On the next page, click Next, and on the Review and create page, review the details of
the integration and select Create S3 event integration.
7. Once the integration is created, on the integration details page, you will see an option

to Create autocopy job. Click on it and you will be directed to Amazon Redshift Query

Editor V2:
Amazon Redshift » 53 event integrations » am:aws:redshift
orders-s3-redshift-integration i C || actions v || createautocopyjob & || sharedata
@ Create autocopy jobs for integration | €Create autocopy job [3
Wou can create an autocopy job for this integration on Amazan Redshift Query Editor V2,

Figure 4.42 - Create autocopy job

8. InAmazon Redshift Query Editor V2, first create an orders table using the following DDL:

create table s3_orders (
o_orderkey int8 not null,
o_custkey int8 not null,
o_orderstatus char(1) not null,
o_totalprice numeric(12,2) not null,
o_orderdate date not null,
o_orderpriority char(15) not null,
o_clerk char(15) not null,
o_shippriority int4 not null,
o_comment varchar(79) not null,
Primary Key(O_ORDERKEY)

) distkey(o_orderkey) sortkey(o_orderdate, o_orderkey) ;

9. Next, create an auto-copy job that can load data from your S3 bucket into this table using
the following SQL statement. Replace [Your-S3-Bucket-Name] and [Your-Redshift-

Role] with your S3 bucket name and the Amazon Redshift data warehouse’s IAM role:

COPY s3_orders

FROM 's3://[Your-S3-Bucket-Name]/orders'
IAM_ROLE [Your-Redshift-Role]

FORMAT CSV

gzip

JOB CREATE job_orders AUTO ON;
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10. In your S3 bucket [Your-S3-Bucket-Name], create a folder named dt=2024-01-09 and
upload the file (https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-
2E/blob/main/Chaptere4/2024-01-09-000.gz) to that folder.

11. This file will automatically be copied into the s3_orders table within 30 seconds after
you upload it. Verify by running a count of records on the s3_orders table using the

following SQL:

Select count(®) from s3_orders;

1 select count(®) from s3_orders;
FE Result1 (1)
J | count
(] 43769

Figure 4.43 - Count from S3_orders after the first file upload

12. In your S3 bucket [Your-S3-Bucket-Name], create another folder named dt=2024-01-
11 and upload the file (https://github.com/PacktPublishing/Amazon-Redshift-
Cookbook-2E/blob/main/Chaptere4/2024-01-11-000. gz) to that folder.

13. The data from this file will also automatically be copied into the s3_orders table within
30 seconds after you upload it. Verify by running a count of records on the s3_orders

table using the following SQL:

Select count(®) from s3_orders;

1 select count(@) from s3_orders;
ES Result1 (1)
O | count
() 873497

Figure 4.44 - Count from S3_orders after the second file is uploaded


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/2024-01-09-000.gz
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/2024-01-09-000.gz
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/2024-01-11-000.gz
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter04/2024-01-11-000.gz
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How it works...

The auto-copy feature in Amazon Redshift leverages the S3 event integration to automatically
load data into Amazon Redshift and simplifies automatic data loading from Amazon S3. You can
enable Amazon Redshift auto-copy by creating auto-copy jobs. An auto-copy job is a database
object that stores, automates, and reuses the COPY statement for newly created files that land
in the S3 folder. The auto-copy job stores the list of files that are already loaded by the copy job
into the target Amazon Redshift table. When it notices any new file with a file name different
from what it already has, it automatically loads it into the table. Note that if you have updated
the contents of an existing file and did not change the file name, it will not be loaded into the

Amazon Redshift table.

You can create multiple auto-copy jobs from multiple Amazon S3 locations into the same Amazon

Redshift table. The following diagram illustrates this process:

Amazon Simple Storage — Amazon Redshift
Service (Amazon S3) Managed Storage (RMS)
Table 1
X COPYJOB 1
S3 Prefix 1
I_—’
COPYJOB 2
S3 Prefix 2 |
Table 2
X COPYJOB 3
S3 Prefix 3

Figure 4.45 - Automatic data ingestion from Amazon S3 into Amazon Redshift
If necessary, users can manually invoke an auto-copy job as shown in the following SQL:

copy job RUN <auto-copy job Name>

You can alter existing auto-copy jobs to disable AUTO ON using the following command:

copy job ALTER <auto-copy job Name> AUTO OFF



Scalable Data Orchestration for
Automation

AWS provides a rich set of native services to integrate a workflow. These workflows may involve
multiple tasks that can be managed independently, thereby taking advantage of purpose-built

services and decoupling them.

In this chapter, we will primarily focus on workflows such as an Extract, Transform, and Load
(ETL) process thatis used to refresh the data warehouse. We will illustrate different options that

are available using the individual recipes, but they are interchangeable depending on your use case.
The following recipes are discussed in this chapter:

e  Scheduling queries using Amazon Redshift Query Editor V2

e Event-driven applications using Amazon EventBridge on Amazon Redshift provisioned

clusters
e  Event-driven applications using AWS Lambda on Amazon Redshift provisioned clusters
e  Orchestration using AWS Step Functions on provisioned clusters

e  Orchestration using Amazon Managed Workflows for Apache Airflow on provisioned

clusters
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Technical requirements

Here are the technical requirements to complete the recipes in this chapter:

e Youneed access to the AWS console.

e The AWS administrator should create an IAM user by following Recipe 1 in the Appendix.
This IAM user will be used in some of the recipes in this chapter.

¢ The AWS administrator should create an IAM role by following Recipe 3 in the Appendix.
This IAM role will be used in some of the recipes in this chapter.

e The AWS administrator should deploy the AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere5/
chapter_5_CFN.yaml) and create two IAM policies:

e AnIAM policy attached to the IAM user, which will give them access to Amazon Redshift,
Amazon EC2, AWS CloudFormation, Amazon S3, Amazon SNS, Amazon Managed Work-
flows for Apache Airflow (MWAA), Amazon EventBridge, Amazon CloudWatch, Amazon
CloudWatch Logs, AWS Glue, AWS Lambda, and AWS Step Functions

e AnIAM policy attached to the IAM role, which will allow Amazon Redshift data warehouse
to access Amazon S3, AWS Lambda, and Amazon EventBridge

e Attach an IAM role to the Amazon Redshift data warehouse (serverless or provisioned
cluster) endpoint by following Recipe 4 in the Appendix. Take note of the IAM role name;
we will reference it in the recipes as [Your-Redshift_Role].

e  Youneed an Amazon Redshift data warehouse deployed in the AWS Region, eu-west-1.

e Youneed Amazon Redshift data warehouse master user credentials.

e  Youneed access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.

e  Youneed an AWS account number; we will reference it in recipes as [ Your-AWS_Account_
1d].

e Youneed an Amazon S3 bucket created in eu-west-1; we will refer to it as [Your-Amazon_
S3_Bucket].

e You need the code files referenced in the GitHub repository (https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapteres).


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/chapter_5_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/chapter_5_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/chapter_5_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter05
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter05
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Scheduling queries using Amazon Redshift Query
Editor V2

Amazon Redshift Query Editor V2 (QEV2) allows users to schedule queries on the Redshift data
warehouse. Users can schedule long-running or time-sensitive queries, refresh materialized views

atregular intervals, and load or unload data.

In this recipe, we will automate the refresh of the customer_agg_mv materialized view, so that

the data is up to date when the base tables change.

Getting ready

To complete this recipe, you will need the following:

e  Amazon Redshift data warehouse (serverless or provisioned cluster) endpoint deployed
in AWS Region eu-west-1

e IAM user with access to Amazon Redshift, Amazon Redshift QEV2, and Amazon Event-
Bridge

e IAM role attached to Amazon Redshift data warehouse that can access Amazon Event-
Bridge; we will reference it in the recipes as [ Your-Redshift_Role]

e  Wewill reuse the customer_agg_mv materialized view that was set up using the Chapter

2 recipe titled Managing materialized views in a database

How to do it...
1.  OpenAmazon Redshift QEV2 and connect to your data warehouse where you have created
finance.customer_agg mv.

2. Inthe query editor, enter the following code:

REFRESH MATERIALIZED VIEW finance.customer_agg mv
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3. Choose Schedule, which opens the Schedule query window. In the Schedule query win-
dow, there are four sections: Scheduler permissions, Query information, Scheduling
options, and Monitoring.

= Untitled 1 x

@ Limit100 ® Explain (/@ Isolated session €) = Serverless:re... ~

B Schedule [ E£2

1 REFRESH M. finance. customer_agg_m\.i

Figure 5.1: Schedule query using Amazon Redshift QEV2
4. In Scheduler permissions, enter the following details:

e IAM role: Select the created role that has access to schedule queries — [Your-
Redshift_Role].

e Authentication: There are two modes of authentication — Temporary credentials
and AWS Secret Manager. By default, Temporary credentials is selected, which
uses the GetCredentials IAM permission and the db user to generate the tem-
porary credentials. You can also select AWS Secret Manager, where you can use

secrets stored in AWS Secret Manager.

e  Cluster or workgroup: Select the Amazon Redshift data warehouse.
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Database name: Enter the database name.

Scheduler permissions

1AM role

arm:aws:lam::02830537 1340:role/service-rolef/Amazo...

Authentication

& Temporary credentials

() AWS Secret Manager

Cluster or workgroup
Serverless: redshift-serverless-workgroup-age4kOrmy...

Database name

dev

Figure 5.2: Setting up the schedule options for refresh
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5. In Query information, enter the following details:

e  Scheduled query name: Enter the recognizable name of the query

e Query description: You can type a query description

Query information

Scheduled query name
RefreshCustomerMV

The name must have 1-64 characters. Valid characters: A-Z, a-z, 0-9, .(dot), -{hypen), and

_lunderscore).

Query description - optional

Daily refresh of customer MV

SQL query

REFRESH MATERIALIZED VIEW finance.customer_agg_mv

Figure 5.3: Setting up the schedule name and query
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6. In Scheduling options, you can schedule queries by Run frequency or Cron format.

Scheduling options

Schedule query by:

& Run frequency () Cron format

Schedule repeats every

1 DayorD... =

Value must be from

1-859

Schedule repeats every 1 day(s) at 05:00 U
© schedul y 1 day(s) at 05:00 UTC

Figure 5.4: Setting up the schedule interval

7. Inthe Monitoring section, you can optionally configure SNS notifications.
8. Choose Schedule query to save the schedule.

9. Choose Scheduled queries from the left pane. This will show a list of scheduled queries

and their respective state.

Scheduled queries(1)

Q Search scheduled queries Serverless: redshift-serverless-workgroup-age4kOrmy3ds13 «

Query name v Query description Frequency

Daily refresh of customer MV At 05:00

Figure 5.5: List of scheduled queries and their state
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How it works...

The Schedule option in Amazon Redshift QEV2 is a convenient way to run a SQL statement. You
can create a schedule to run your SQL statement at time intervals that match your business needs.
When it’s time for the scheduled query to run, Amazon EventBridge (https://aws.amazon.com/

eventbridge/) invokes the query.

Event-driven applications using Amazon EveniBridge
on Amazon Redshift provisioned clusters

Event-driven data pipelines (where applications run in response to events) are increasingly used
by organizations. Event-driven architectures are loosely coupled and distributed. This provides
the benefit of decoupling producer and consumer processes, allowing greater flexibility in ap-

plication design.

In an event-driven application, one action automatically triggers another. For example, when
data arrives from a source system (the event), it automatically starts a chain of processing tasks
in other connected systems. At the end of this workflow, another event gets initiated to notify
end users about the completion of those transformations so that they can start analyzing the

transformed dataset.

In this recipe, you will see the use of Amazon EventBridge serving as an event bus. Amazon Event-
Bridge is a fully managed serverless event bus service that simplifies connecting with a variety
of your sources. Think of EventBridge as a smart postal service for your digital world. It picks up
messages and updates from everywhere — your own apps, the software services you use, and AWS
tools. Like a skilled mail carrier who knows exactly where each package should go, EventBridge
follows your instructions to deliver this information to the right destination at exactly the right
time. This creates a smooth, automated flow of information that keeps your entire system running

and responding in real time.

This recipe will use Amazon EventBridge to schedule the run of the Redshift data pipeline for the
parts table. Lambda functions will use the Amazon Redshift Data API to make asynchronous calls.
On the completion of the code execution, the pipeline will send an Amazon Simple Notification

Service (Amazon SNS) notification.


https://aws.amazon.com/eventbridge/
https://aws.amazon.com/eventbridge/
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Getting

To complete this recipe, you will need the following:

ready

e  AnAmazon Redshift provisioned cluster deployed in the AWS Region eu-west-1. Note the

data warehouse ID; we will refer to it as [Your-Redshift_Cluster].

e  Amazon Redshift provisioned cluster master user credentials. Note the username; we will

refer toit as [Your-Redshift_User].

e Access to any SQL interface, such as a SQL client or Amazon Redshift QEV2.

e  AnIAM user with access to Amazon SNS, Amazon EventBridge, and AWS Lambda.

e An IAM role with access to AWS Lambda; we will reference it in the recipes as [Your-
Redshift_Role].

e An AWS account number; we will reference it in the recipes as [ Your-AWS_Account_Id].

How to do it...

1. Createaproductreviews table in the Amazon Redshift database using a SQL client or QEV2:

CREATE TABLE daily_product_reviews

(

)

DISTSTYLE KEY DISTKEY (customer_id) SORTKEY

marketplace
customer_id
review id
product_id
product_parent
product_title
star_rating
helpful votes
total_votes

vine

verified purchase

review_headline

review_body
review_date
YEAR

VARCHAR(2),
VARCHAR(32),
VARCHAR(24),
VARCHAR(24),
VARCHAR(32),
VARCHAR(512),
INT,

INT,

INT,

CHAR(1),
CHAR(1),
VARCHAR(256) ,
VARCHAR (MAX) ,
DATE,

INT

(review_date);
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2. Create a materialized view (daily_product_review_fact_mv) using the results of the

query based on daily_product_reviews:

CREATE MATERIALIZED VIEW public.daily product_review_fact_mv
AS
SELECT marketplace,
product_id,
COUNT(1) as count_rating,
SUM(star_rating) as sum_rating,
SUM(helpful_votes) AS total_helpful votes,
SUM(total_votes) AS total_votes,
review_date
FROM public.daily_product_reviews
GROUP BY marketplace,
product_id,

review_date;

3. Create the stored procedure that will enable you to build the ETL pipeline:

CREATE OR REPLACE PROCEDURE products_review etl()

AS $%
BEGIN

truncate public.product_reviews_daily;

COPY public.product_reviews_daily FROM 's3://packt-
redshift-cookbook/amazon-reviews-pds/parquet/product_category=Home/'

iam_role ‘'arn:aws:iam: [Your-AWS_Account_
Id]:role/redshift-spectrum’

PARQUET ;

REFRESH MATERIALIZED VIEW public.daily product_review_
fact_mv;

END;
$$ LANGUAGE plpgsql;

4. Navigate to the AWS console and select Amazon SNS. From the menu on the left side,
click on Topics, choose Standard, and name it products-review-communication. This

SN topic will be used for communication on the status of the data pipeline.
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Also, note down the ARN value; let’s call this [Your-SNS_ARN], as follows:

Arnm Sl Seman pried et By e Dot rarnkod b

products-review-communication i Driets Pablivh crmage
Details
Raime Eplea Mo

AL T TS 10 P T

e Tl (AR
AMTAACIRS = = - S | - P SR L T
[T T r i o

el

Sanias

Figure 5.6: products-review-communication

5. To subscribe to the products-review-communication topic, create a subscription. Select
the ARN for the products-review-communication topic. Use the Protocol email and give

it your email ID. Select Create subscription:

Create subscription

Details

Topic ARN

Q, arn:aws:sns:{ Jproducts-review-communication b

Protocol
The type of endpoint to subscribe

Email v

Endpoint
An email address that can receive notifications from Amazon SNS.

| —

(@) After your subscription is created, you must confirm it. Info

Figure 5.7: Creating the Amazon SNS subscription
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6. You will receive an email to confirm the subscription for the product-review-

communication topic. Select Subscription confirmed.

Next in the pipeline, we will create a Lambda function that will execute the stored pro-
cedure using the Redshift Data API. This function will also check the status of the query

execution and send notifications on the execution status.

7. Navigate to the AWS console, select AWS Lambda, choose Functions from the left-hand

menu, and create the function as follows:
e Function name: product-reviews-etl-using-dataapi

¢  Runtime: Python 3.13

¢ Change default execution role: Choose the Lambda role you created in the Getting

started section

= Lambda » Functions » Createfunction

[ product-reviews-atl-using-dataapi J
Functlon name must be 1 to B4 characters, must be unigue to the Region, and can’t include spaces. Valid characters are a-z, A-Z, 0-8, hyphens (-}, and underscores [ ).

Runtime Info
Choose the Language to use w writé your function. Note that the console code editor supports only Node s, Python, and Ruby

Python 3.13 v] @

Architecture info
Chonse the instruction sat architecture you want for your function code.

0 x86_64
O arme4

Permissions fo

By default, Lambda will create an execution role with permissions to upload fogs to Amazen CloudWateh Logs: You can customize this default role Later when adding triggess.

¥ Change default execution role

Execution role
Chooss a role that defines the permissions of your function. To create a custom role, oo to the |AM consale [A

(O Create a new role with basic Lambda permissions
O Use an existing role
(O Create a new role from AWS policy templates

Figure 5.8: Creating the AWS Lambda function

e  Function code: Copy the code for the product-reviews-etl-using-dataapi func-
tion from https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-
2E/blob/main/Chaptere5/src/event-bridge-lambda-function.py

e  Choose Deploy

¢ Change basic settings: Set the Lambda timeout to 30 seconds


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/event-bridge-lambda-function.py

https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/event-bridge-lambda-function.py
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8. Let’s now create the scheduler event rule to trigger the product-reviews-etl-using-
dataapi Lambda function. Navigate to the AWS console, select Amazon EventBridge,
choose Rules from the left-hand menu, select default from the Event bus dropdown, and

click on Create rule. Select the following options in the rules:

e Name: schedule-productsreview-etl-execution
e  Define pattern: Schedule

e Cron expression:® 20 ? * MON-FRI *

\G/\, Note

This rule will trigger at 3 AM UTC from Monday to Friday.

9. InSelect targets, choose Lambda function for the target and pick the product-reviews-

executesql function from the dropdown, as follows:

Select targets

Select trgetis) w ivoke when an event matches your event pattem o when schedule s triggered Mimit of 5 tangets
per nde)

| |
Target | Remove
Llerd |.|r|;r-ll'1.'|r|,| reyokie whein an et mstches vour evert pattem orwhen schedods B Snggened Lt of T Emrgeby per
ruls
Lambda function v
Frimction
producT-reviews-executesgl v

¥ Configure version/falias

w Configure inpud

Matched events info
Part of the matched evert  Infe

0 Constant (150N text) infe
{input™{"redshift_dluster_id™"redshift-cluster- 17, “redshift_databese”:"dev®, “redshift_wser®:"awsuser” "action:"exscut
Inpuit transfonmer. lefo

¢ ety palicy and dead-letter queue

Figure 5.9: Selecting the targets for the Amazon EventBridge rules
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10. Under Configure input, select Constant (JSON text) and provide the following, replacing
[Your-Redshift_Data warehouse], [Your-Redshift_User], and [Your-SNS_ARN] with

the respective values and click Create:

{
"Input":{
"redshift_data warehouse_id":"[Your-Redshift Data warehouse]",
"redshift_database”:"dev",
"redshift_user":"[Your-Redshift User]",
"action":"execute sql",
"sql_text":"call
products_review etl();",
"sns_topic_arn":"[Your-SNS_ARN]"

11. Let’s create another rule to check the status of the stored procedure execution. Click on

Rules from the left menu and select the options as follows:

T

L PR e T e S L L S R

rmarers e i e e —avsr b s g rae e,

Dy i - e

Duline pattirn

Eraid =rnusamiom - £ sene e or e Sohesdols o invoion Tage

O BT RIEY e Schmoiids il
Bl ot e e R e i W e C O O B ol
e gamam Swva Camrral
T O L O DATOST DCvRORE O B e O O —————a
FAE D -
Pro- g iesl pan e by pinad e |
0 oo umes L ofEt e -

|
Y ernal
PRmE
LRerbiRag —————— el
e A R o £ =SB e T T
e B ol et -
|

Figure 5.10: Creating a notify-productreview-execution-status rule
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e Name: notify-productreview-execution-status
¢  Define pattern: Event pattern
¢  Eventmatching pattern: Custom pattern

e Event pattern: Provide the following, replacing [Your-AWS_Account_Id] and

[Your-Redshift_Role] with their respective values. Then, select Save:

{

"source": [
"aws.redshift-data"
1,
"detail": {
"principal”: [
"arn:aws:sts::[Your-AWS_Account_Id]:assumed-role/[Your-
Redshift_Role]/product-reviews-executesql”

]

12. Under Target, select Lambda function and choose the product-reviews-executesql

function, as follows:

]-.-“";IEt Ramaue
Selct taegeril to imetkal valies AT D MEnChes Vol Sent cananm of whsit schoduls iz trigoensd |limin of S terne per
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Function
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* Configure versongalias

¥ Configure imput
Matched events  nls
Part of the matched semt oo
Constant (J50M text] Infa

O input transtarmer infa

[“bady":"§ detail"]

17, redshift database™: "dew” “redshift_user™: awsusers "action ™ "notify”, subject”:"Extract Laad Transform process. =
campleted inAmazon Redshift’, body™<body> “uns_tapic_arm®" armaess: sns: .
L 111

Figure 5.11: Configuring targets for the notify-productreview-execution-status rule
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CloudWatth 3 ToodWatch Logs 5 Log groas

13. Choose Input transformer and enter {"body":"$.detail"} in the input path.

14. In the Input template textbox, enter the following, replacing [Your-Redshift_Data

warehouse], [Your-Redshift_User], and [Your-SNS_ARN] with the respective values,

and click on Create:

{"Input"

{"redshift_data warehouse_id":"[Your-Redshift_Data

warehouse]", "redshift_database":"dev","redshift_user":"[Your-
Redshift_User]","action":"notify","subject":"Extract Load Transform
process completed in Amazon Redshift","body":[body],"sns_topic_
arn":"[Your-SNS_ARN]"}}

15. When the set schedule is met, the Lambda function will trigger. To validate that the

event pipeline is working correctly, navigate to the AWS console and select CloudWatch.

From the left menu, choose Log Groups and filter for the product-reviews-executesql

Lambda function.
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Figure 5.12: Verifying the Lambda function trigger using Cloudwatch



Chapter 5 159

16. On completion of the query, you will receive an email notification on the completion status:

ton

PO COMMUNICAtion <no-re|

Extract Load Transform process completed in Amazon Redshift

To

{principal’: ‘arn:aws:sts] 1} role/MyLambdaFul lAccess/ product-revi utesgl’, " d584-847b-2680-e8622e 1d08CF, ‘redshiftQueryld; -1.0, 'state"
FINISHED', “rows": 0.0, 'expireAt’: 1607488611.0)

If you wish to stop recelving notifications frem this topic, please click or visit the link below to unsubscribe
hitps:/fens, us-east-1.amaronaws.comfunsubscribe.htmPSubscriptiondrn=arn aws:sns|

72e6e136522&Endpoint L]

products-review-communication: 4e216b7-2acc-4927-810e-

Figure 5.13: Email notification on completion of the event

17. Let’s also validate the query execution on Amazon Redshift. In the AWS console, navigate
to Amazon, click on Query monitoring, and notice the product_review_etl call in the
list to confirm successful execution.

Queries and loads (35)

Terminate query

lo.i‘.'c queries | <1 > @

. i Insacti
. Start time v Query v | Status v Duration v SQL v User @ PID "r: saction |

- Dec 7th, 2020 11:19:34 PM

668611,668612,668602... @ Completed 11 sec (3 call products_review_etl() awsuser 1957 4919581
35 minutes ago

Figure 5.14: Verifying query execution using the Amazon Redshift console

How it works...

Amazon EventBridge is used to orchestrate the product reviews data pipeline. Here is the archi-

tecture of this setup:

! RS Dol

..... it OatadP L
Exwcite Quary l

&mazon CuentBridge AWS Lambda Amazan Redshiit ﬁ

Evant Compivia -
Listery

Evenf hphiicatian

Amazon Simpla Notification
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Figure 5.15: Architecture of Amazon EventBridge setup
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This workflow uses Amazon EventBridge to invoke the AWS Lambda function based on a schedule.
AWS Lambda executes the data pipeline queries through the Amazon Redshift Data API. Amazon
Redshift publishes custom notifications through Amazon SNS for the completion and notifies the

users. You are able to integrate a serverless decoupled pipeline that is scalable.

EventBridge allows you to connect applications using events. An event is a trigger when the system
state changes that can be used to drive a workflow such as ETL. This also allows you to integrate
your own AWS applications with microservices, Saa$S applications, and custom applications as

event sources that publish events to an event bus.

Event-driven applications using AWS Lambda on
Amazon Redshift provisioned clusters

AWS Lambda helps you build an event-driven microservice. This serverless process can be in-
voked using a variety of events such as when a file arrives, when a notification is received, and
so on. This helps build a decoupled data workflow that can be invoked as soon as the upstream
dependencies are met, instead of a schedule-based workflow. For example, let’s say we have a

website that is continuously sending clickstream logs every 15 minutes into Amazon S3.

Instead of accumulating all the log files and processing them at midnightin a typical ETL process,
Amazon S3 can send an event to a Lambda function when an object is created and processed
immediately. This provides several advantages, such as processing in smaller batch sizes to meet

an SLA and to have the data current within the provisioned cluster.

In this recipe, you will learn how to use Python-based AWS Lambda to copy data into Amazon

Redshift as soon as the file arrives at the Amazon S3 location.

There are several ways to invoke an AWS Lambda using an event that is detailed in

https://docs.aws.amazon.com/lambda/latest/dg/lambda-invocation.html

Getting ready
To complete this recipe, you will need the following:
e Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1. Note the
data warehouse ID; we will refer to it as [Your-Redshift_Cluster].

e Amazon Redshift data warehouse master user credentials. Note the username; we will

refer to it as [Your-Redshift_User].


https://docs.aws.amazon.com/lambda/latest/dg/lambda-invocation.html
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e  Access to any SQL interface, such as a SQL client or Amazon Redshift QEV2.
e IAM user with access to Amazon Redshift, Amazon S3, and AWS Lambda.
e Amazon S3 bucket created in eu-west-1; we will refer to it as [Your-Amazon_S3_Bucket].

e AWS account number; we will reference it in recipes as [Your-AWS_Account_Id].

How to do it...

In this recipe, we will use Python-based AWS Lambda to copy data into Amazon Redshift as soon

as the file arrives at the Amazon S3 location. Follow these steps:

1. The AWSLambda packageisavailableathttps://github.com/PacktPublishing/Amazon-
Redshift-Cookbook-2E/blob/main/Chaptere5/src/my-lambda-deployment-package.

zip. Download this deployment package to your local folder.

2. Navigate to the AWS console, select the Lambda service, and click on Create function,

as follows:
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Figure 5.16: Creating an AWS Lambda function using the AWS console


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/my-lambda-deployment-package.zip
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/my-lambda-deployment-package.zip
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/my-lambda-deployment-package.zip
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3. In the Create function section, enter lambda_function under Function name, choose

Python 3.13 for Runtime, and click on Create function:

Create function i

Choose one of the following options to create your function.

© Author from scratch ) Use a blueprint O Container image
Start with a simple Hello World example Build a Lambda application from sample code and Select a container image to deploy for your function
configuration presets for common use cases,

Basic information

Function name
Enter a nama that describes the purpose of your function.

[ lambda_function ]

Function name must be 1 to 64 characters, must be unique to the Region, and can’t Include spaces. Valid characters are a-z, A-Z, -9, hyphens {-}, and underscores _)

Runtime Info
Choose the language to use to write your function, Note that the console code editor supports only Node js, Python, and Ruby.

[ Python 3.13 - J ©

Figure 5.17: Creating the lambda_function function

4. In the Code source section, choose to upload from .zip file. Select the my-lambda-
deployment-package. zip from your local folder and click on Save. Now, the Lambda code
and Python package will be successfully imported.

5. Click on lambda_function.py and edit the values for the following parameters to point

to your Amazon Redshift data warehouse:

db_database = "[database]"

db_user = "[user]"

db_password = "[password]”

db_port = "[port]"

db_host = "[host]"

iam_role = "'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-

Redshift-Role]"

6. Click on Deploy to save the changes.

7. You can now test lambda_function by clicking on the Test option. In the Test option,
choose Create new test event. In the Event template, choose hello-world, and for the
event name, enter myevent, and copy and paste the following test stub event value:

{

"Records": [

{

"eventVersion": "2.1",
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"eventTime": "2030-12-06T18:43:42.795Z2",
"s3": {

"s3SchemaVersion": "1.0",

"configurationId": "test",
"bucket": {
"name": "packt-redshift-cookbook"
¥
"object": {
"key": "part/000.gz",
"size": 540
}
}
}
]
}
Note
i J

S

This test event will output the bucket name and key. It will also perform a

COPY operation in Amazon Redshift to create the stg_part table and ingest
data from s3://packt-redshift-cookbook/part/eee.gz.

8. Now, let’s create an Amazon S3-triggered event so that files can be automatically copied

into Amazon Redshift as they get put into your S3 location. Navigate to the Amazon S3

service in the AWS console and click on the [Your-Amazon_S3_Bucket] bucket. Select

Properties, then click on Event notifications, as follows:
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Figure 5.18: Creating event notifications from Amazon S3
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9. For Create event notification, set up the event details as follows:
— Arnazan 53 Craats cvant noti lcatl
Create event notification
The natification canfigurstion identifes the esents wou want Asnan 55 e poblich and the destinators wihene you wesd
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General configuration
Evert nans
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Suli - aEpandi
LW
Figure 5.19: Configuring the event notification
¢ Eventname: Any event name of your choice
e  Prefix: Your S3 folder location where you plan to put the files to be copied, for
example, events/
e  Suffix: .csv
e Eventtypes: Check Put
¢ Destination: Lambda Function
e  Specify Lambda function: Choose lambda_function from the list
10. Now), click on Save changes.
11. Download the s3://packt-redshift-cookbook/part/000.gz and s3://packt-redshift-
cookbook/part/eee.gz public S3 files to your location folder.
12. Navigate to your Amazon S3 bucket, [ Your-Amazon_S3_Bucket], and upload 0. gz from
your local folder, followed by @01.gz.
13. From the AWS console, navigate to Lambda and select the lambda_function function.

Click on Monitoring and you will notice that there are two invocations of Lambda that

copied the uploaded files automatically to Amazon Redshift.
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To verify the execution of lambda_function, click on View logs in CloudWatch, which shows

the execution logs.

How it works...

The AWS Lambda deployment package bundles the Python function code and the dependent
psycog? library (https://www.psycopg.org/), which is used to connect to Amazon Redshift.
You can include any other dependent packages that you may need to meet your organizational

requirements when creating this deployment package.

Also, as abest practice, you can enhance the lamda_function code to retrieve the Amazon Redshift
credentials using AWS Secret manager, as illustrated in https://docs.aws.amazon.com/code-

samples/latest/catalog/python-secretsmanager-secrets_manager.py.html.

See also...

e  There are several ways to invoke an AWS Lambda function using an event. These are de-

tailed athttps://docs.aws.amazon.com/lambda/latest/dg/lambda-invocation.html.

e You can build this deployment package from scratch using the instructions at https://
docs.aws.amazon.com/lambda/latest/dg/python-package.html and https://pypi.
org/project/aws-psycopg2/.

Orchestration using AWS Step Functions on
provisioned clusters

AWS Step Functions allow you to author a workflow where each step is decoupled, but the ap-
plication state can be maintained. AWS Step Functions is integrated with multiple AWS services

that allow flexibility to call the specific service in each of the tasks.

AWS Step Functions supports the Amazon States Language, which allows the workflow to be
authored and maintained like a JSON file. You can harness AWS Step Functions to execute any
complex ETL workflow in Amazon Redshift. AWS Step Functions also integrates with Amazon

Redshift serverless.

In this recipe, we will use AWS Step Functions to orchestrate a simple ETL workflow that will
submit queries to Amazon Redshift asynchronously using the Amazon Redshift Data API. We
will start with creating an AWS Lambda function that will be used to submit and status poll for

the queries.


https://www.psycopg.org/
https://docs.aws.amazon.com/code-samples/latest/catalog/python-secretsmanager-secrets_manager.py.html
https://docs.aws.amazon.com/code-samples/latest/catalog/python-secretsmanager-secrets_manager.py.html
https://docs.aws.amazon.com/lambda/latest/dg/lambda-invocation.html
https://docs.aws.amazon.com/lambda/latest/dg/python-package.html
https://docs.aws.amazon.com/lambda/latest/dg/python-package.html
https://pypi.org/project/aws-psycopg2/
https://pypi.org/project/aws-psycopg2/
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Getting ready
To complete this recipe, you will need the following:
e Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1. Note the
data warehouse ID; we will refer to it as [Your-Redshift_Cluster].

e Amazon Redshift data warehouse master user credentials. Note the username; we will

refer to it as [Your-Redshift_User].

e Access to any SQL interface such as a SQL client or Amazon Redshift QEV2.

e IAM user with access to Amazon Redshift and AWS Lambda.

How to do it...

1. Navigate to the AWS console, select the AWS Lambda service, and click on Create func-

tion, as follows:

AWE Lambda k!
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Figure 5.20: Creating an AWS Lambda function using the AWS console

2. In the Create function section, enter submit_redshift_query under Function name,
choose Python 3.6 for Runtime, and click on Create function.

3. In the function code for lambda_function.py, copy and paste the code from https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapteres/

src/stepfunction/lambda_submit_redshift_query.py and click on Deploy, which will
save the function.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_submit_redshift_query.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_submit_redshift_query.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_submit_redshift_query.py
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4. Inthe Permissions tab of the AWS Lambda function, click on the auto-created Role name

value (submit_redshift_query-role-***) asfollows:

submit_redshift_query Throttle | Qualifiers ¥ | Actions ¥ | o c o | Tese |
Configuration Permisslons Monitering
Execution role Edit |
Role rame
subrmit_redshift_guery-rolesyu7fringn 4

Figure 5.21: Configuring the permissions for the AWS Lambda

5. In Identity and Access Management (IAM), which opens in a different tab, copy and

paste the following policy by clicking on Add inline policy, which is available athttps://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere5/

src/stepfunction/lambda_execute_policy.json.

6. Click on Test, select Configure events, choose Create new test event, and set the event

template as hello-world:

Test cvent action

[ 0 Create new event

L J

Event namae
| rmymeent

asirnum of 25 tharaciors consistng of feters, mumbers, dots, hyphens and undorscoocs

Event sharing settings

O Private
t i isanby onoibabbe o] went croatar Yoo can configuec 3 tatal of 100 Lesen moee [
Ty Sharcabl
< sale o 1AM wsers withen the same atcaunt who have permissiong to.occess and wse:shareable avents. Leam mooe [
Template - pptional
| helio-eorld
Event JSON

Figure 5.22: Setting up the test event for AWS Lambda


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_execute_policy.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_execute_policy.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_execute_policy.json

168 Scalable Data Orchestration for Automation

7. In the event textbox, copy the following sample input, replacing [Your-Redshift_
Cluster], [Your-Redshift_DB],and [Your-Redshift_User] with your Amazon Redshift

data warehouse, and press the Create button:

{
"input": {
"redshift_data warehouse_id": "[Your-Redshift Data warehouse]",
"redshift_database": "[Your-Redshift_DB]",
"redshift_user": "[Your-Redshift_User]",
"sql_text": "select sysdate"
}
}

8. Pressthe Test button and you should be able to see that the sample query was submitted

in the execution results, as follows, for successful submission:

START RequestId: 43df694d-3716-474f-b279-cd7b976ef05c Version:

$LATEST
{"input': {'redshift_data warehouse_id': 'demodata warehouse-
71f3476d",
'redshift_database': 'dev’,
'redshift_user': 'demo’,
'sql_text': 'select sysdate'}}
{'Data warehouseIdentifier': 'demodata warehouse-71f3476d",

"CreatedAt': datetime.datetime(2020, 12, 9, 0, 47, 2, 353000,

tzinfo=tzlocal()),

'Database’': 'dev’',

'DbUser': 'demo',

'Id': '@ce38431-be55-4c4b-97c8-230624a01c76', 'ResponseMetadata’:

{'RequestId': 'dbabb5dc-8de8-4f59-80f9-367319%eeaechb’,
'HTTPStatusCode': 200,
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'"HTTPHeaders': {'x-amzn-requestid': 'dbabb5dc-8de8-4f59-80f9-
367319eeaechb’,

'content-type': ‘'application/x-amz-json-1.1', ‘'content-
length': '150',

"date': 'Wed, 09 Dec 2020 00:47:02 GMT'}, 'RetryAttempts’:
0}}
END RequestId: 43df694d-3716-474f-b279-cd7b976ef05c

9. Repeat steps 1-8 to create another AWS Lambda function named poll_redshift_query
using the following code:

e AWS Lambda code: https://github.com/PacktPublishing/Amazon-Redshift-
Cookbook-2E/blob/main/Chaptere5/src/stepfunction/lambda_poll_
redshift_query.py

e AWS Lambda test event: https://github.com/PacktPublishing/Amazon-
Redshift-Cookbook-2E/blob/main/Chapter@5/src/stepfunction/lambda_
poll redshift_query_test.json

10. Let’s now start creating the AWS Step Functions function to orchestrate a simple work-
flow to submit and monitor the job using the AWS Lambda functions we have created.

Navigate to the AWS console and select the Step Functions service. Click on Create state
machine, as follows:

Step Functions x

State machines | [+ Vi details Edit Eapy to.n

Figure 5.23: Creating a Step Functions state machine


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_poll_redshift_query.py

https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_poll_redshift_query.py

https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_poll_redshift_query.py

https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_poll_redshift_query_test.json

https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_poll_redshift_query_test.json

https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/lambda_poll_redshift_query_test.json
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11. Select Generate code snippet and Standard to copy and paste the following code (which
is available athttps://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/
blob/main/Chapter®5/src/stepfunction/stepfunction_job_redshift.json) in the
Definition section and click Next:
Q Standard Exprass
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Figure 5.24: Setting up the Step Functions workflow definition

Under the Permissions tab, click on Create new role and click Next to create the AWS

Step Functions state machine.

Click on Start execution and, under the input, provide the following details, which are
also available at https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-
2E/blob/main/Chapter@5/src/stepfunction/stepfunction_job_redshift_test.json:

{
"input": {
"redshift_data warehouse_id": "[Your-Redshift_Data warehouse]",
"redshift_database": "[Your-Redshift_DB]",
"[Your-Redshift_User]",
"sql_text": "select sysdate"

"redshift_user":

¥

"wait_time": "3"


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/stepfunction_job_redshift.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/stepfunction_job_redshift.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/stepfunction_job_redshift_test.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/stepfunction/stepfunction_job_redshift_test.json

Chapter 5 171

14. Now, you can monitor the execution of this workflow under the Details tab, as follows:

3d711576-1ba3-38c0-82c¢3-8979f69d33c6

Dietails Exerution input Execution oubput Diefinition

Ewprution Status

(=) Succeaded

Emecution ARN

Graph inspector

art
'r-'. 2
sl

Figure 5.25: Monitoring the event function workflow

How it works...

AWS Step Functions uses the Amazon States Language, which is JSON-based. You can author most
kinds of ETL process and drive a workflow that can wait for dependency between each task and
also allow for parallelism when needed. The AWS state machine can be triggered either through

an event or scheduled for automation.
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See also...

e You can see the list of natively supported integrations here: https://docs.aws.amazon.

com/step-functions/latest/dg/concepts-service-integrations.html.

e Formoreinformation on the Amazon States Language, go to https://docs. aws.amazon.

com/step-functions/latest/dg/concepts-amazon-states-language.html.

Orchestration using Amazon Managed Workflows for

Apache Airflow on provisioned clusters
Amazon Managed Workflows for Apache Airflow (MWAA) brings automation to life by manag-

ing complex data pipelines from beginning to end. At its core, it handles Apache Airflow, which
creates, schedules, and monitors your workflows with precision. Each data pipeline breaks down

into smaller, interconnected tasks that work together seamlessly in a coordinated flow.

Using Python, developers craft these workflows as Directed Acyclic Graphs (DAGs), defining the
exact path and sequence for data processing. The system grows and adapts through powerful
plugins, while a user interface provides clear visibility into every workflow’s status and progress.
Working hand in hand with Amazon Redshift serverless, it creates a complete ecosystem for data

processing, all while Amazon manages the underlying infrastructure.

In this recipe, we will build the underlying infrastructure used for Apache Airflow using Amazon

MWAA. After the infrastructure is built, we will build a data pipeline for the part table.

Getting ready
To complete this recipe, you will need the following:
e Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1. Note the
cluster ID; we will refer to it as [Your-Redshift_Cluster].

e Amazon Redshift data warehouse master user credentials. Note the username; we will

refer to it as [Your-Redshift_User].
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.
e IAM user with access to Amazon Redshift and Amazon MWAA. Version 2.10.1

e Amazon S3 bucket created in eu-west--1; we will refer toit as [Your-Amazon_S3_Bucket].


https://docs.aws.amazon.com/step-functions/latest/dg/concepts-service-integrations.html
https://docs.aws.amazon.com/step-functions/latest/dg/concepts-service-integrations.html
https://docs.aws.amazon.com/step-functions/latest/dg/concepts-amazon-states-language.html
https://docs.aws.amazon.com/step-functions/latest/dg/concepts-amazon-states-language.html
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How to do it...

In this recipe, we will set up a data pipeline using Apache Airflow that will connect to Amazon

Redshift to orchestrate a workflow:

1.

Browse to the Amazon S3 console and select [Your-Amazon_S3_Bucket]. Create a folder
called airflow within the bucket. We will use this folder to store the Airflow DAGs and
requirements file providing the list of dependencies needed to run the Python DAG.

You can use the CLI or the S3 console to upload the files. Upload the requirements file
(https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/
Chaptere5/src/requirements.txt) to the bucket location at s3://[Your-Amazon_S3_
Bucket]/airflow.

Download the DAG script from https://github.com/PacktPublishing/Amazon-
Redshift-Cookbook-2E/blob/main/Chapter@5/src/redshift_parts_airflow_dag.py.
For load_sql, replace the name of the s3 bucket <Your-Amazon_S3_Bucket > and iam
role <your-Redshift-role> in the script. Save it and upload the workflow Python script

(DAG) to the newly created dags folder in your airflow bucket.

Name a Type v
3 dags/ Folder
[Y requirements.txt txt

Figure 5.26: Setting up an Apache Airflow DAG

We are now ready to build the infrastructure and setup needed for Apache Airflow. Nav-
igate to the AWS console in the AWS Region eu-west-1 and select Managed Workflows
for Apache Airflow (MWAA). Choose Create environment.

Name the environment MyAirflowEnvironment.
Choose the latest Airflow version.

For S3 Bucket, specify the s3://[Your-Amazon_S3_Bucket bucket. The bucket needs to

be in the same Region in which you are creating MWAA.

For DAGs folder, enter s3://[Your-Amazon_S3_Bucket]/airflow/dags


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/requirements.txt
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/requirements.txt
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/redshift_parts_airflow_dag.py
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter05/src/redshift_parts_airflow_dag.py
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9. For Requirements file, enter s3://[Your-Amazon_S3_Bucket]/airflow/requirements.
txt

DAG code in Amazon 53 .

53 Bucket
Th 3 buca IR T
| ‘o =3 fademaingut ¥ | view [® B
l ' j jI% 7
DAGs folder

. | ™
| Q. 53/ fademaingut dags K| view®d )
Format =55 mybudkntnamermvdsgReded

Plugins file - optional

CA00SE O WEsian WEw

Requirements file - optional

e —
[ Q 5%/ fademainput/roquine ments 4 ] Choose a wersion L Miew [3 )
: R s e o,

Figure 5.27: Configuring the source Amazon S3 bucket

10. Choose Next. If you have an existing VPC, choose it from the dropdown; if you do not have
an existing VPC, choose Create MWAA VPC. This will launch a CloudFormation template,
create the stack, and, on completion, navigate back to the MWAA setup step.

11. From the dropdown, select the VPC and the subnets. Set the web server access as Public

network:

Configure advanced settings

Metworking
Virtual private cdowud (WPC)  1nta

earn mare [

wpr-OFecddcaddesefa? = | ({'__:) f- Croate MWAA VIEC [] /'I
I inG EionmatiECous neaL 14 T 73045 F0 38 kack fmakd g
Subnat 1
F o one. E: o =
¥ ety
subnet-0doG2ch 584991222 l'{:-l
; v | =
Arivate |
Subnat 2
Privats 1 ot Lo avakahiiry 20 EiCh cnvionment oocoples 2 avalab '
subnet-07c652adaa903 eds { {:_‘!)
‘ il e

Figure 5.28: Setting up the network access to connect to Amazon Redshift
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12. Select the mwl.small instance type. For the rest, keep the defaults for an IAM role.

Environment class =i

Each Armazon MWAA ervironment incledes 2 schedulers, 2 web servers. and 1 workes, Workers and web servers auto-scale up and down accerding 1o system load. You can rmenitos the load
an your enviranmeant and meodify its dass 3t any tine,

DAG Capaty Sonadules CPU Wikes CPU Wb server TPU

| ) mw micra ipto#4s TuCEl 1wCPL T eLhy
\

[ [« JOEURREDE] Lip to 50 1 viCPL) 1 wCPU 1 wCPL
J

Z) mealmediom U o250 Py 2vCPU | wCPL

| ) mw large Upto 1000 ERTAT] Aveil 2vCPU
/

| ) mw xlarge Up to 2000 EvCPU avopy 4vCpPu

| ) v Zxlarge  Up Lo 4000 16 vCPUY 16vCPU 8 wCPu

Figure 5.29: Configuring the Amazon EC2 instance for Airflow

13. Choose Create environment. On completion of the setup, it will make the environment

available with Apache Airflow. We are now ready to execute the workflow.

14. Select Open Airflow UI from the environment.
Name v Status v Created date v Airflow version v Airflow UI v
MyAirfiowEnvironment @ Avallable Dec 09, 2020 16:44:13 (UTC-05:00) 11042
Figure 5.30: Setting up the Airflow environment

15. From the UI, click on Admin and choose Connections. We will configure the connection

for the Amazon Redshift data warehouse, which will be used in the workflow tasks.

DAGs o Security ~ @ Browse~ & Admin~ & Docs~

Configurations

Connections

Pools

’ Paused o Variables
XComs

Figure 5.31: Setting up the Amazon Redshift connection
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16. Navigate to the conn_id Postgres connection and choose Edit.

17. Specify your Redshift data warehouse endpoint, username, password, and port number.

Click on Save.

Conn id*

Comn Type

Host

Sehama

Ligin

Paszword

18.

radshilt_conn

Posigres *

redsnuft-ciisier2 clamhikoé ve east-2 redshift amaconaras. com

-1

wsLEal

Figure 5.32: Configuring the Amazon Redshift connection properties

Now that the setup is complete, from the U], click on DAGs. This will list the parts-
redshift-datapipeline-dag DAG that you uploaded to the S3 bucket.

o] “Encusty @ Hrowse i - Dacs M Ahout=

19.

Fifinr tags Search:
Rasef
Schedule Gwner  Recent Tasks 8 Last Run i@ DAG Runs 8 Links

[ igniry | aitiow DS MBLEFEDD

Figure 5.33: Configuring the Airflow DAG

Let’s check the DAG. Click on the DAG name. This workflow has three tasks: the first will
create the part_stgtable using PostgresOperator. The second will use the copy command
to load the parts sample data from S3. In the final step, it will check the record count in

the part_stg table using PythonOperator.
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o parts_redshiﬂ_daiapipline_dag Schedule: @daily Next Run ID: 2025-03-20, 00:00:00UTC  » a u]
03/29/2025M 12:42:53 PM Al Aun Types ' All Run States W C Filtars Auto-refresh 25 -

Press shift + ¢ for Shomouts
remavod ) (rstating) (unning) (hoauea) (Sicown) (dosed) (i for rechechse) (.o rey) (G aed o st

,
an

parts-redshift-datapipline-dag
A Details "§Graph [ Gantt <>Code (5 EventLeg ¥ Run Durati § Task Durafi (3 Calend
| redshift_parts_stg_croate | | redshift_parts_stg_load redshifl_parts_stg_recordcount Layout:
PostgresCperator LI PostgresOperator ‘_‘ PythonCperatar Lot > Right  ~
. | | |
[ |
Figure 5.34: Verifying the DAG setup on Airflow
20. Click on DAGs in the Ul and toggle the DAG to the On state — this will put the DAG in the
schedule.
DAGs

m perva @ Faved € —— Search:

Frasat

L] DaG Schaduls Crwrmer Recant Tasks & Last Run @ DAG Runs @ Links

SES N i | o DeeaANiE+SE0E

Figure 5.35: Scheduling the workflow execution

21. This will start the execution. Click on the green number under DAG Runs.

22. The workflow will execute as per the set dependency. It will run redshift_parts_stg_
createfirstand, onit’s completion, run the second task. When redshift_parts_stg_load
has completed successfully, it will execute redshift_parts_stg_recordcount. This is
the monitoring step.

Press shift + / for Shortcuts
oo i) (i

'
AR

scheduied [snutduwn] [sklpped] [success] [ip_for_(escﬁedﬂi_el up_for_retry

parts-redshift-datapipline-dag ' (©2025-03-17, 00:00:00 UTC

A Details ®"§Graph [ Gantt <¢>Code [ EventLog

redshift_parts_stg_create redshift_parts_stg_load redshift_parts_stg_recordcount
B success B success B success
PostgresOperator PostgresOperator PythenOperator

Figure 5.36: Verifying the execution of the workflow
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[2025-93-18, 18:22:
[2025-93-18, 18:22:34 UTC]
[2025-93-18, 18:

[2025-93-18, taskinstance.py:352} INFO - Marking task as SUCCESS. da
12025-83-18, OCAT TSR JOD_TOTner: Pyt =
[2025-93-18, {local_task_job_runner.py:245} aaa Log group end

23. Let’svalidate the logs for the copy and record count step. Click on redshift_parts_stg_load.
Then, select Logs.

Task Instance

Download Log (by attempis):

:l lgnore All Deps | lgnore Task State | lanore Task Deps |

[ Past ‘ Fusture | Upstream [ Downstream-‘ Recirsive | Failed

Figure 5.37: Viewing the task execution details

24. Capture the log_url value and open a new browser window and paste the URL. The

copy task completed successfully; this is logged in the logs and you can verify how many

records got loaded.

[2025-93-18, 17156855 UTC] (taskinstance,py:s1225} INFO - Marking task as FAILED. dag id=parts-redshift-datapipline-dag, task_id=redshift_parts_stg_lead, run_id=schedu
[2025-93-18,
[2025-03-18,
[2025-83-18, 18:22:
[2025-93-18, 1B:22:33 UTC] {taskinstance,py:2612} INFD — Dependencies all met for dep_context=requeveable deps ti=<TaskInstance: parts-redshift-datapipline-dag,redshd
[2025-83-18, 1B:
[2025-03-18, 18:22:33 UTC] {taskinstance.py:2688) INFD — Executing <Task{PostgresGperator): redshift_parts_stg_load> on 2025-03-17 00:00:80400:00
[2025-93-18, 18:22:33 UTC] {standard_task_runner.py:72} INFO - Started process 763 to run task

{taskinstance.py: 348} » Post task execution logs
{local_task_job_runner.py:123} v Pre task execution logs
{taskinstance.py:2612} INFO - Dependencies all met for dep_context=non-requeveable deps ti=<TaskInstance: parts-redshift-datapipline-dag.re

233 UTC] {taskinstance.py:2865} INFD = Starting attempt 1 of 1

{standard_task_runner.py:184} INFO - Running: ['airflow®, ‘tasks', 'run’, 'parts-redshift-datapipline-dag', 'redshift_parts_stg_load', ‘sch:

[2025-03-18, 1

[2025-03-18, 1 {standard_task_runner.py:185} INFO - Job 23: Subtask redshift parts stg load

[2025-03-18, 1 {task_command.py: 467} INFO - Running <Taskinstance: parts-redshift-datapipline-dag.redshitt_parts_stg_load scheduled_ 2025-03-17TH0:00:0048
[2025-93-18, 1 {taskinstance.py:3131} INFO - Exporting env vars: ATRFLOW_CTX_DAG_OWMER='airflew' AIRFLOW_CTX_DAG_ID='parts-redshift-datapipline-dag’ AIRFL

[2025-93-18, 1f |
[2625-83-18, 1 (sql.py:266) INFD - Executing: copy public.part_stg from 's3://| ) =irflow/ssb/part/' ian_role ‘arniaws:ism: N rc)

[2025-83-18, 1f base.py:84} INFO - Retrieving connection 'redshift_conn®

(base.py:04} TNFO - Retrieving connection 'redshift_conn®
sql.py:589} INFO - Rumning statesent: copy public.part_stg Trom *s3://NN - i { Low/ssh/part/ ' iam_role ‘arn:aws:ias: SN
(taskinstance.py:348} v Post task execution Logs

:14 UTC)

, task_id=redshift_parts_stg lead, run_id=schedy

Figure 5.38: Verifying the task execution detailed logs
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25. Similarly, capture the log for the final task and verify the log as a data quality check. This

record count of the part_stg table is 20000000 records.

#4x Reading remote log from Cloudwatch log group: airflow-MyAirflowEnvironment-v2-Task log_stream: dag_id=parts-redshift-datapipline-dag/run_id=sc
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{local_task_job_runner.py:123} v Pre task execution logs

{taskinstance.py:2612} INFO - Dependencies all met for dep_context=non-requeueable deps ti=<TaskInstance: parts-redshif

{taskinstance.py:2612} INFO - Dependencies all met for dep_context=requeueable deps ti=<TaskInstance: parts-redshift-da
ki 0 2 — .1 1

{taskinstance.py: 2888} INFO - Executing <Task{PythonOperator}: redshift parts_stg recordcount> on 2825-83-17 @8:88:00+

{standard_task_runner.py:72} INFO - Started process 778 to run task

{standard_task_runner.py:184} INFO = Running: [‘airflow', 'tasks', *run', 'parts=redshift-datapipline-dag’, °redshift_|

[{standard_task_runner.py:185} INFO - Job 24: Subtask redshift _parts_stg_recordcount

{task_command.py:467} INFO - Renning <TaskInstance: parts-redshift-datapipline-dag.redshift_parts_stg_recordcount schel

{taskinstance.py:3131} INFO - Exporting env vars: AIRFLOW_CTX_DAG_OWNER='alrflow' AIRFLOW_CT¥_DAG_ID='parts-redshift-d|

{taskinstance.py:731} ass Log group end

{base.py:B4} INFO - Retrleving connection 'redshift_conn'

{sql.py:589} INFO - Running statement: SELECT COUNT (%) FAOM public.part_stg, parameters: None

{=ql.py:518} INFO - Rows affected: 1

{redshift_parts_airflow_dag.py:39} INFO —Ea‘ra gualin on_table nublic.gart 5tg check Eassed with JRRARGRA r‘ecurdsl
thon.py: 248+ INFO = Done. Returned value was: Kone

{taskinstance.py:348} v Post task execution logs

{taskinstance.py:352} INFO - Marking task as SUCCESS. dag_id=parts-redshift-datapipline-dag, task_id=redshift_parts_stg

{local_task_job_runner.py:266} INFO - Task exited with return code @

Figure 5.39: Verifying the task execution for the part_stg table

How it works...

Amazon MWAA simplifies the setup needed to build and orchestrate a data pipeline using Apache

Airflow. Apache Airflow provides the means to build reusable data pipelines programmatically.






Platform Authorization and
Security

Amazon Redshift provides out-of-the-box features that enable you to build the data warehouse
to meet the requirements of the most security-sensitive organizations. In AWS, security is the
highest priority and is a shared responsibility (https://aws.amazon.com/compliance/shared-
responsibility-model/) between AWS and you. Using Amazon Redshift managed service, the
data center and network architecture come out of the box to meet the security-sensitive organi-
zations. You can now configure the data and cluster management controls to meet your organi-
zation’s requirements. Data can be encrypted to keep your data secure in transit and at rest using
industry-standard encryption techniques. Amazon Redshift resources are controlled in the four
differentlevels of cluster management (creating and configuring the cluster), cluster connectivity,

database access to objects, and temporary/single sign-on.
Specifically, the following topics are covered in this chapter:

e Managing infrastructure security

e  Dataencryption atrest

e Dataencryption in transit

e Managing superusers using an Amazon Redshift provisioned cluster

e  Using IAM authentication to generate database user credentials for an Amazon Redshift

serverless cluster


https://aws.amazon.com/compliance/shared-responsibility-model/
https://aws.amazon.com/compliance/shared-responsibility-model/

182 Platform Authorization and Security

e  Managing audit logs
e  Monitoring Amazon Redshift
e Single sign-on using AWS IAM Identity Center

e  Metadata security

Technical requirements

Here are the technical requirements to complete the recipes in this chapter:

e  Accesstothe AWS Console.

e An AWS administrator should create an IAM user by following Recipe 1in the Appendix.
This IAM user will be used in some of the recipes in this chapter.
e The AWS administrator should also create an IAM role by following Recipe 3 in the Ap-

pendix. This IAM role will be used in some of the recipes in this chapter.

e The AWS administrator should also deploy the AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere6/

chapter_6_CFN.yaml) to create the following two IAM policies:

e An IAM policy attached to the IAM user that will give them access to Amazon
Redshift, Amazon S3, AWS Secrets Manager, Amazon CloudWatch, Amazon Cloud-
Watch Logs, Amazon EC2, Amazon SNS, AWS IAM, AWS KMS, AWS Glue, and
Amazon VPC.

e An IAM policy attached to the IAM role that will allow Amazon Redshift data
warehouse to access Amazon S3 and AWS IAM Identity Center.

e  Attach an IAM role to the Amazon Redshift data warehouse (provisioned or serverless)
by following Recipe 4 in the Appendix. Make a note of the IAM role name; we will use it

in the recipes as [Your-Redshift_Role].
e  Amazon Redshift data warehouse deployed in the eu-west-1 AWS region.
e Amazon Redshift data warehouse master user credentials.
e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor.
e  AWS account number; we will use it in the recipes as [ Your-AWS_Account_Id].
e Amazon S3 bucket created in eu-west-1; we will use it as [Your-Amazon_S3_Bucket].

e  Codefilesin the GitHub repo: https://github.com/PacktPublishing/Amazon-Redshift-
Cookbook-2E/tree/main/Chaptero6.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter06/chapter_6_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter06/chapter_6_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter06/chapter_6_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter06
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter06
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Managing infrastructure security

Amazon Virtual Private Cloud (Amazon VPC) allows you to launch an Amazon Redshift data
warehouse in a logically isolated virtual network where you define the IP address range and
subnets and configure the infrastructure security. When you provision an Amazon Redshift data
warehouse, it is locked down by default, so nobody has access to it. To grant inbound access to
an Amazon Redshift data warehouse, you associate the cluster with the security group. Making

your Amazon Redshift data warehouse follow the least access security principle is a best practice.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon VPC, Amazon EC2, and Amazon Redshift

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor

How to do it...
In this recipe, you will launch an Amazon Redshift Provisioned cluster inside a custom VPC and

subnet using the following steps:

1. Navigate to the AWS Console and select the VPC service. Click on Launch VPC Wizard
and choose the default VPC with a Single Public Subnet option. Enter the following values
and click on the Create VPC button:

e IPv6 CIDR block - Amazon provided IPv6 CIDR block
e VPCname-vpc-redshift
e Subnetname - subnet-redshift

e  Service endpoints - com.amazonaws .eu-west-1.s3
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Choosing the service endpoints from Amazon S3 allows the traffic to and from Amazon

Redshift to be within the VPC rather than the default of via the internet.
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Figure 6.1 - Creating the VPC and subnet for Amazon Redshift
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2. Navigate to Your VPCs in the left-hand menu and note the VPC ID associated with vpc-

redshift. Click on Security Group in the left menu and click on the security group asso-

ciated with the VPC ID. Click on Inbound Rules, remove the default rules selection, and

choose My IP, as shown in the following screenshot:

Edit inbound rules ...

Inbcund rides comtrol the Incomang traffic that's allowed to reach the instance

Inbound rules 1.

Security group rule ID Type nfa Protocol inte Port range

Info

4ge-D4ETL 1 dec 55061 [ wirree -

:r Add rule \‘
\_ /

Source Infe Description - optionsl nfo
| Coston & | | Q | { oelare )
——————————— e
[ Cistam o

|

Amypwhere-1Fed
Anywhere-IPvb

| yip Caneel Save riles

r "
( Preview changes
Ny

2

Figure 6.2 - Editing the inbound rules for the security group

In the list of Inbound Rules, instead of individual IP addresses, configuring the CIDR IP

ranges allows flexibility for allowing connections within your organization.

Note

&

html#add-ipv4-cidr.

You can learn more about setting up VPC by using this guide: https://

docs.aws.amazon.com/vpc/latest/userguide/working-with-vpcs.


https://docs.aws.amazon.com/vpc/latest/userguide/working-with-vpcs.html#add-ipv4-cidr
https://docs.aws.amazon.com/vpc/latest/userguide/working-with-vpcs.html#add-ipv4-cidr
https://docs.aws.amazon.com/vpc/latest/userguide/working-with-vpcs.html#add-ipv4-cidr
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3.

Navigate to the AWS Amazon Redshift console, click on the Config menu, and choose
subnet groups. Click on Create subnet group, choose vpc-redshift, add all the subnets
in this VPC, provide a friendly description, and click on Create cluster subnet group, as

shown in the following screenshot:

e« Create cluster subnet group
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Figure 6.3 - Creating a subnet group for Amazon Redshift
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4. Click on the cluster menu and navigate to Amazon Redshift > Clusters > Create cluster.
Navigate to the Additional Configurations section and toggle off the Use default option.
Choose vpc-redshift in the VPC, as shown in the following screenshot, and click on

Create cluster:

Additional configurations O use defouns
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Figure 6.4 - Configuring the network and security when creating the Amazon Redshift
provisioned cluster

5. Connect to the SQL client using the masteruser credentials to verify the connection. Re-
fer to the Connecting to Amazon Redshift using SQLWorkbench/J client section in Chapter 1,
Getting Started with Amazon Redshift, for step-by-step instructions.
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Data encryption at rest

Amazon Redshift by default provides the option to encrypt the cluster at rest using the AES al-
gorithm with a 256-bit key. Key management can be performed by AWS KMS or your hardware
security module. When an Amazon Redshift data warehouse is encrypted at rest, it provides
block-level encryption. When the data warehouse is encrypted the metadata, snapshots, and
recovery points are also encrypted. This enables you to meet your security requirements to comply
with PCI, SOX, HIPAA, or GDPR, depending on your needs. Amazon Redshift serverless clusters

on creation require encryption using a default or customer-managed key.

Amazon Redshift uses envelope encryption using a robust four-tier hierarchy of encryption keys:

master key, cluster encryption key, database encryption key, and data encryption key.

- Your HSM Amazon Redshift Cluster Level
nt Level)

encrypts encrypts encrypts encrypts
Data Block

Customer Managed Key {(CMK) or  Cluster Encryption Key Database Encryption Key Data Encryption Keys
KMS-Generated Master Key [CEK) (DEK) (DK}

Figure 6.5 - Amazon Redshift encryption

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon KMS and Amazon Redshift

e  Reference for encryption at rest in the AWS documentation: https://docs.aws.amazon.
com/redshift/latest/mgmt/working-with-db-encryption.html

e Reference for the AWS CLI for Redshift: https://docs.aws.amazon.com/cli/latest/
reference/redshift/index.html

e Reference for the Amazon Redshift API: https://docs.aws.amazon.com/redshift/
latest/APIReference/Welcome.html

How to do it...

In this recipe, we will see how to encrypt a new and an existing Amazon Redshift Provisioned

cluster:

Let’s see how to turn on encryption while creating an Amazon Redshift provisioned cluster.


https://docs.aws.amazon.com/redshift/latest/mgmt/working-with-db-encryption.html

https://docs.aws.amazon.com/redshift/latest/mgmt/working-with-db-encryption.html

https://docs.aws.amazon.com/cli/latest/reference/redshift/index.html

https://docs.aws.amazon.com/cli/latest/reference/redshift/index.html

https://docs.aws.amazon.com/redshift/latest/APIReference/Welcome.html

https://docs.aws.amazon.com/redshift/latest/APIReference/Welcome.html
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Navigate to the Amazon Redshift console and choose Create cluster. Scroll to Additional con-
figurations and toggle the defaults. This will allow you to expand Database configurations. You
have two options to choose from: an AWS managed key or a customer-managed key. When you

choose an AWS managed key, you have the option to use the default Redshift key or use a key

from an existing AWS account.

Database encryption

& enorypion hetps protect data &t rest, Dat o

apshots: Learn more about service int

© Enable cluster encryption

Encrypt your custer's data, using keys managed by the AW Key Man:

Choose a key type

Encrypt all the dataon your claster. Chaose one of the |

) Custemer managed key {advanced)

TWICES Creates in your AWE AEMS key that you create.

(3 AWS managed key
B EME ko that AWS ue

dcoount

3 Disable cluster encryption
Tust Jata won't be r ypted. Tis ian'E pewer 1le after vou croate the custer

Figure 6.6 - Enabling AWS KMS encryption in Amazon Redshift
You can also create a cluster with encryption using the AWS CLI or an Amazon Redshift API call.
Let’s see how to turn on encryption for an existing Amazon Redshift provisioned cluster:

1. Navigate to the Amazon Redshift console. Choose your provisioned cluster. Choose prop-

erties and select Edit encryption:

Edit encryption

Encryption
Encrypt all data on your cluster

Default Redshift key
Use key from current account
© Use key from different account
KMS key ARN
arn:aws:kms:us-east-1:. 77~ ~Z. ikey/bb5ca7a9-4797-42

‘ Cancel Save changes

Figure 6.7 - Modifying encryption for an existing Amazon Redshift Provisioned cluster
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The AWS CLI and the Amazon Redshift API support conversion to a KMS encrypted cluster.

2. Using the Amazon Redshift console, navigate to the existing Amazon Redshift cluster.

Choose Action and select rotate encryption. You will see the following dialog box:
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Figure 6.8 - Rotating encryption

You will see the following dialog box. Amazon Redshift will rotate the CEK for the clus-
ter and the snapshot. The data encryption key for the cluster will change, but the data
encryption key (DEK) cannot be changed for the snapshots that are on S3. During key
rotation, the cluster is putin the ROTATING_KEY state until Amazon Redshift decrypts and
re-encrypts the data. You can set the frequency of rotation to meet your organizational
needs. You can balance the plan of rotating the keys with the availability considerations

for your cluster.
Rotate encryption keys x

Rotating encryption keys causes the following results:

# The duster encryption key (CEK) for the cluster rotates
« The CEK for each automated or manual snapshot of the dustar rotates
= Keys for snapshots stored in Amazon 52 don't rotste

Levnmiace [

fire wour sure that you want to rotate encryption keys for dataapi?

M Your clusters will be momentarily unavailable until the key rotation process
campletes.

Canced

Figure 6.9 - Amazon Redshift rotating the AWS KMS keys

You can rotate the encryption keys using the AWS CLI and the Amazon Redshift APIL.
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Data encryption in transit

With Amazon Redshift, you can encrypt your data in transit. Enabling the Secure Sockets Layer

(SSL) allows SQL clients to encrypt data in transit using certificates. In addition, the AWS CLI,

SDK, or API client can communicate using HTTS endpoints. For communication between AWS

services such as Amazon S3 and DynamoDB, Amazon Redshift uses hardware-accelerated SSL.

Getting ready

To complete this recipe, you will need:

IAM user with access to Amazon Redshift.

Download the JDBC driver from https://docs.aws.amazon.com/redshift/latest/mgmt/
configure-jdbc-connection.html.

ASQL clientusing a JDBC or ODBC connection. This recipe uses SQL workbench/j: http://
www.sql-workbench.net/.

Create a new parameter group for your Amazon Redshift Provisioned cluster: https://
docs.aws.amazon.com/redshift/latest/mgmt/managing-parameter-groups-console.

html.

How to do it...

In this recipe, we will enable SSL connectivity in Amazon Redshift and the SQL Workbench client:

1.

To configure your Amazon Redshift provisioned cluster to require an SSL connection,
navigate to the Amazon Redshift console. Choose your Amazon Redshift cluster and se-

lect the Properties tab. Scroll to database configuration and select the parameter group:

Database configurations

Database name Port Master user name

dev 5439 awsuser

Parameter group

autowlm

Encryption
Disabled

e parameter and query queues for all the databases.

Figure 6.10 - Pick the parameter group associated with your Amazon Redshift cluster


https://docs.aws.amazon.com/redshift/latest/mgmt/configure-jdbc-connection.html
https://docs.aws.amazon.com/redshift/latest/mgmt/configure-jdbc-connection.html
http://www.sql-workbench.net/
http://www.sql-workbench.net/
https://docs.aws.amazon.com/redshift/latest/mgmt/managing-parameter-groups-console.html
https://docs.aws.amazon.com/redshift/latest/mgmt/managing-parameter-groups-console.html
https://docs.aws.amazon.com/redshift/latest/mgmt/managing-parameter-groups-console.html
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Click on the parameter group, which will bring you to the workload management con-
figuration page.
Set require_ssl to true. Choose Save. Navigate to the Redshift cluster. When the cluster

is in the pending-reboot state, reboot the cluster by selecting reboot under action.
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Figure 6.11 - Enabling the require_sql parameter in the parameter group

When require_ssl is set to true, Amazon Redshift accepts connections that are TLS en-
crypted. When ssIMode is set to verify-ca, then the server is verified by checking the
certificate chain up to the root certificate bundled with the Amazon Redshift JDBC/ODBC
driver. When sslMode is set to verify-full, the server hostname provided in the con-
nection will be checked against the name stored in the server certificate. If hostname
matches the names stored in the server certificate, the connection is successful, otherwise

it will be rejected.
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5. Connect to Amazon Redshift Provisioned cluster using your SQLclient. This recipe is using
SQLWorkbench/j. Get the cluster connection JDBC URL from the cluster’s connection
details on the properties tab. We are using sslMode=verify-full.

Delault group

RadshiftAmwsuser
Ciriwesr Amazon Redshife Imn.a'na':m.ﬂda‘d'tid:t..ﬂl'rr:r:l ol
LEL e e el 17 55 MMy e Py Pl ph eepibve=tiue

LESIName  awsuser

Passwold ®esssssssss Shaw password
| Butocommit []  Fetch size Tt s S84 Exterded Properties
[ Prompt For ussrnams [] Confirm updates [ JReadorly £/} Remembar DbExplorer Schema
| [7] Sawe passward ] CoamFirm DL without WHERE [ Stowe completion cache locally
: Saparate connection per kab D Rolback before disconnect E R&mave Cormmerts
] Ignare DROP aiors | ] Ervpby string is NULL [ ] Hidle siarrings
[ Trim CHAR data [ dnchude MULL columms in INSERTS | Cieck For uncomntted chanigs

Figure 6.12 - Connecting to Amazon Redshift using SQL Workbench and SSL

6. Let’s check whether the connection is using ssIMode. Run the following code:

select * from stl_connection_log
order by recordtime desc
limit 2;

Here is the output of the preceding code:

avent regordtime remobehost remoteport pid  dbname  username authmethod  duration | sshersion salcipher
set application_name ... 2020-12-24 11:00:14 1:ffff:205.251.233.176 ... 12295 ... 10116 dev ... awsuser ...password ... 7SE99TLSvl.2 ... ECDHE-RSA-AES2S6-GCM-SHAZS4
set apphication_name ... 2000-12-24 11:00:14 1:ffff:205.251.233.176 ... 17264 o 1011Sdev ... awsuser ... password ... 7344S00TLSw1.2 ... ECDHE-RSA-AESIS6-GOM-SHAIS4

Figure 6.13 - Verifying the SSL connection using the STL_CONNECTION_LOG

We have now successfully connected to Amazon Redshift using a TLS-encrypted connection.

Note

For an Amazon Redshift serverless cluster to configure SSL, you can modify your

e workgroup using require_ssl. This will restart your workgroup to take effect:

aws redshift-serverless update-workgroup --workgroup-name
yourWorkgroupName --config-parameters parameterKey=require_
ssl,parameterValue=true
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Managing superusers using an Amazon Redshift
provisioned cluster

A superuser allows you to get complete access to Amazon Redshift, independently of all permis-
sion checks; this is used for administrative tasks. For example, you can create other users, execute
diagnostic queries on system tables, and take action as needed. Superuser access has to be granted

sparingly; do not use this for day-to-day work.

masteruser is a special type of superuser that you set up when launching the cluster.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon Redshift
e An Amazon Redshift provisioned cluster deployed in the eu-west-1 AWS region
e Amazon Redshift provisioned cluster master user credentials

e  Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor V2

How to do it...

This recipe will illustrate how to create a superuser, use it to list all the active SQL statements,

and terminate a particular statement:

1. Connect to Amazon Redshift using the SQL client using the masteruser credentials and
execute the following statement to create another superuser, replacing [masteruser_

password] with the password of your choice:

create user myadmin createuser password '[masteruser_password]';

2. Ifyouhave forgotten the masteruser credentials, you can navigate to the Amazon Redshift
AWS Console, click on your cluster-id (Amazon Redshift -> Clusters -> YOUR_CLUS-

TER), click on Actions, and click on Change master user password to reset it.

3. Now, use the myadmin superuser to reconnect to Amazon Redshift using the SQL Work-
bench/] client. Execute the following statement to see a list of all the Running SQL state-

ments:

SELECT pid,
TRIM(user_name),
starttime,

duration,
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SUBSTRING(query,1,50) AS stmt
FROM stv_recents
WHERE status = 'Running’;

Here is the expected output:

pid btrim starttime duration stmt
18764 user_a 2021-03-28 18:39:49 3000 select part_id,

seller_id
18790 user_b 2021-03-28 18:39:49 60 Insert into parts(

Queries from user_a are taking over 3,000 seconds to execute and probably consume
resources (this can be confirmed using the AWS Console), and we assume you would like
to terminate this query.

4. Execute the following statement to terminate the query with pid = 18764:

set query_group to 'superuser';
cancel 18764,

5. Usingtheoptional query_groupto 'superuser' allows access to a special superuser queue,

which makes the query execute immediately.

See also...

To learn more about WLM queue assignment rules please refer to (https://docs.aws.amazon.

com/redshift/latest/dg/cm-c-wlm-queue-assignment-rules.html).

Using IAM authentication to generate database user
credentials for Amazon Redshift serverless clusters

Amazon Redshift allows us to programmatically generate temporary database user credentials
that can be used for automated scripts to connect to the cluster. Using the get-credentials
command in the AWS CLI and GetCredentials in the API, you can generate temporary credentials
that can then be used in JDBC and ODBC.


https://docs.aws.amazon.com/redshift/latest/dg/cm-c-wlm-queue-assignment-rules.html
https://docs.aws.amazon.com/redshift/latest/dg/cm-c-wlm-queue-assignment-rules.html
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Getting ready

To complete this recipe, you will need the following setup:

An IAM user with access to Amazon Redshift and AWS IAM.

An Amazon Redshift serverless cluster deployed in the eu-west-1 AWS region. We will use

the cluster ID as [Your-Redshift_Cluster].
Amazon Redshift serverless cluster master user credentials.
Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor V2.

AWS CLI on your local client.

How to do it...

In this recipe, we will generate temporary credentials to connect to an Amazon Redshift provi-

sioned cluster:

Open the Command line interface (CLI) tool on your local client where AWS CLI is con-
figured. Type the following command to verify that the AWS CLI has been installed. This

should show the help manual:

aws help

Execute the following command to generate temporary credentials for your Amazon
Redshift serverless cluster. Remember to replace [Your-Redshift_Cluster] and [Your-

Redshift_DB] with the respective values:

aws redshift-serverless get-credentials --workgroup cookbook --db-
name dev

The preceding CLI command returns dbuser and dbpassword. This can be used to log in

to Redshift. Credentials generated using the CLI are temporary:

{

"dbPassword": "ENnq6ge8K1ZsGSWMTIM8Ko7/Z13IrJvLIQC5t1jX7xNxxLvtm
j+dEiLzcQcurIjzPqFPjk6h/e6SbwVI+2y9wDswyqzEgLrMdksS/EHX3kY+hruUPvzn6L
0hgn3Xf8vLVdA0JBAM1saRI+j9fqQOvvgzmFsWxqN77uHs2wtfYE+9Xan9J+KLMtfDAOv
63wTAMeGZiqcfMO9bovSyWKFrsB2DFzbuhN/EWKL3+6nj1g6LPZILKAXVKGhMUVKtNX
jyPBETUUMUp6@4K /UTC9yvpbol8nccdk3d4TkapOPafDFkkVcNgdoD90cv+9s46utks
TQVhI8JASSIKFLULNNGjW7iAtzxGGHXIpI1V7ENYsTjD9grc7WX83KOPjiglrCyh+vit
9FwV9rpGUr7bNugPYbWKVCPUdE1+nCqFveIqrfTcWsoxsGQWMKI407E1Q4JcA6TSsTxt
EUs8nShtpi947EmQuie+1swuUNroU7A4PCEDIry+831Brte3zHf/p8WCngWZDrxphjF
1IN10VWp6V9yoQFhmidaXu5Rzdy1ka80KvsMIaQ27S9csA3kntItwKZL7R8R/LEjcSF1
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YQ4dB14wotjgxHpBkSYFK+QMKQ1//
y6fULlmOi5e504aVHOF /yOW12DvVRKzXc4PEOzZRTOiZHr2p/
FXCufWen3LFCOWORFY4byWsgZXQwdD7nTefRowukr8gqrmOo8oQYaG
xd9/01f5vkf242x1volhAjymvAC2mAdpactPPSQqnwjWjt1Y4900qP0zAu3jYe561tIw/
Zac0GcJQgsmICesK5jWYtMMqzIsnfCh03zAxBYA7V5r/21H3x2rycihX3wojOXKAL jKwP
Fhzc8LbHsuxz@qtBhsK9HaB4hOOA2wDz+1ogLINGM/UFgqBv2XMHdWHLKozgmWkrv4
PCjsuKA8vpvQ5DIkiHRw6LV1irYP1tvHuzZYI3CKRt1TWgWOa3yR7BvjkXaSRrfdoS/
1TBkRO++rvnoAWOg/8ZB1pRokkgqBjMxgSMZhfmIeVTKY+olkgT/
I150jRw508u@rs9hCbvj57jVD74UcX5EABgRAUSNSMiNNr3LIzbwBP8sQIWKSLCROgODI
cnpS7826y84hkWOVQCclr/Cli7Pvowjygz1x9aq9B40z7DBIERX3/
NVYOvDauEo4bP/yAfSWwPjUQ/002WgebwZL /
X1HbZT35EAmMNewCmPTs7M1WXF65M806WNgjIDTIFAzan7i8
VKSF2ap09+C7NKo2/gIkiS+fmlXEjrox9whqsKhSsWayz/
moosrPc4603HO9QByf4NApV
VQOKN7LxTdRDX1Ca5i1403BjalL10L5LcOTw400XIqT8QpxPO08B70VbuvSbGBq607Zza2s
3rhkfJSLgGQOAXKSIRz68I6EV+YInZrz30mmXQc7W79dwIgME8puStQi+6VefzGlptHTZR
xzikYzKNYLg+KFdmOejevThhmTNUOKeMaxzTSz/MK/SnsjbSg9DNDR7HvLbDs/
FAMd5tT/
sXCzpEuUd6E+Rm8YMGajp+dUMHNn/
eGzGARW5LCIOZRs6CtZ96TSMnuY2UGkmnArJe936ER
rt7040MwcW69nSYKIONoKEVgWY9k jMcGQmp3wAewpXYB2MO1zxRTQ80jh/
YR8c6ibliiCfZtD6cjfg=",

"dbUser": "IAMR:admin",

"expiration": "2024-09-30T23:04:17.932000+00:00",

"nextRefreshTime": "2024-10-01T700:49:17.932000+00:00"

Managing audit logs

Amazon Redshift allows you to log user activity, connections, and database operations by using
auditlogs. Auditlogs are published asynchronously into Amazon S3 or to AWS CloudWatch. These
logs are a way to monitor the requests to your clusters, which can be used for implementing secu-
rity requirements and for troubleshooting purposes. For example, let’s say that you want to find
the user who might have truncated a particular table on a particular day in the past. Audit logs
can uncover this information. Amazon Redshift provisioned clusters can be configured to send
auditlogs to either Amazon S3 or AWS CloudWatch (https://docs.aws.amazon.com/redshift/
latest/mgmt/db-auditing.html#db-auditing-cloudwatch-provisioned). For Amazon Redshift
serverless endpoints, auditlogs can be sent to Amazon CloudWatch. (https://docs.aws.amazon.

com/redshift/latest/mgmt/serverless-audit-logging.html).


https://docs.aws.amazon.com/redshift/latest/mgmt/db-auditing.html#db-auditing-cloudwatch-provisioned
https://docs.aws.amazon.com/redshift/latest/mgmt/db-auditing.html#db-auditing-cloudwatch-provisioned
https://docs.aws.amazon.com/redshift/latest/mgmt/serverless-audit-logging.html
https://docs.aws.amazon.com/redshift/latest/mgmt/serverless-audit-logging.html
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Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon Redshift and AWS Glue.

e An Amazon Redshift provisioned cluster deployed in the eu-west-1 AWS region. We will
use the cluster ID as [Your-Redshift_Cluster].

e Amazon Redshift provisioned cluster master user credentials.
e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor V2.

e AnIAM role that can access Amazon S3. We will use it in the recipes as [Your-Redshift_
Role].

e  An AWS account number. We will use itin recipes as [ Your-AWS_Account_Id].

How to do it...

In this recipe, we will illustrate how to turn on audit logging into Amazon S3 (it is turned off by

default) and easily query it:

1. Connecttothe AWS Amazon Redshift console and navigate to Amazon Redshift | Clusters
| [YOUR_CLUSTER]. Click on the Maintenance and monitoring tab and scroll down to

the Audit Logging option, as shown in the following screenshot:

Audit logging | Edit '

e bt comnections and veef sctivities in your detabase to manitor for security and troubleshooding

A duraran 5T buckety Mee coimil sl Jeoess
Addit ngging 53 bucket 53 key prefix View I5g5an 53 [
Enabled
Last iog 2 hours age &t 0d:04 pm (UTC -06:00) Log delivery to 53 was seccessul.

Figure 6.14 - Enabling Amazon Redshift audit logging
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2. Click on the Edit button in Audit logging, set Enable audit logging to Yes, and select (or
create) an Amazon S3 bucket, as shown in the following screenshot:
Configure audit logging ,
§ il i
Erate s logging
0 ves
Hn
59 berea
D e dting bocket

Cragie ey buche
Baackr

53 key pretig

Cancil l- : :.

Figure 6.15 - Configuring the target S3 buckets for logging

The previous option turns on connection logging, which will start capturing connec-
tion information such as client host IP and username, as detailed in https://docs.aws.
amazon.com/redshift/latest/mgmt/db-auditing.html#db-auditing-logs. Logs will

be delivered asynchronously hourly into the S3 prefix location.

3. Once the user connections are made in the Amazon Redshift cluster, connection logs are
delivered to the previously specified target Amazon S3 location, which can be verified
using the AWS Console for Amazon S3 or the AWS CLI using the aws s3 1s [AWS S3

Target bucket] command.

The logs files are organized as <AWS Account #>/redshift/<region>/<Year>/<Month>

/<Day>/<Hour>.

4. Create a new crawler named audit_crawl with a database called audit_logs_db and a
table called auditawslogs by using the Amazon S3 location configured in the preceding
step. Choose Add crawler under Tutorials. For step-by-step instructions on configuring
the AWS Glue crawler, refer to Chapter 10, Lakehouse Architecture


https://docs.aws.amazon.com/redshift/latest/mgmt/db-auditing.html#db-auditing-logs
https://docs.aws.amazon.com/redshift/latest/mgmt/db-auditing.html#db-auditing-logs
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5. Run the audit_crawl crawler. Once the crawler has finished, you will find a new table

named auditawslogs under Data Catalog | Databases | Tables, as shown in the following

screenshot:
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Figure 6.16 - auditawslogs

6. Connectto the SQL client using the superuser credentials and create audit_logs schema

pointing to the AWS Glue audit_logs_db database created previously:

create external schema audit_logs
from data catalog
database 'audit_logs_db'

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]’

create external database if not exists;

7. Use the following query to retrieve audit information:

SELECT col@ AS event,
coll AS recordtime,
col2 AS remotehost,
col3 AS remoteport,
cold AS pid,
col5 AS dbname,
col6 AS username,
col7 AS authmethod,
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col8 AS duration,
col9 AS sslversion,
colle AS sslcipher,
colll AS mtu,
coll2 AS sslcompression,
coll13 AS sslexpansion,
coll4 AS iamauthguid,
coll5 AS application_name,
coll6 AS driver_version,
coll7 AS os_version,
col18 AS plugin_name
FROM audit_logs.auditawslogs
WHERE partition_5 = 25
AND  partition_4 = 12
AND partition_3 = 2020 LIMIT 10;

Here is the output of the preceding code:

event, recordtime, remotehost, remoteport,pid,dbname,username, authmethod,
duration,sslversion,sslcipher,mtu,sslcompression,sslexpansion,

iamauthguid,application_name,driver_version,os_version,plugin_name
authenticated Fri, 25 Dec 2020 ©9:02:04:228 [local]

49050 dev rdsdb Ident 0 (%]

initiating session Fri, 25 Dec 2020 09:02:04:228 [local]

49050 dev rdsdb Ident 0 (%]
disconnecting session Fri, 25 Dec 2020 ©9:02:04:346 [local]
49050 dev rdsdb Ident 118856 (%]
authenticated Fri, 25 Dec 2020 09:02:40:156 [local]

49238 dev rdsdb Ident (%] 0

As observed in the preceding output, all the session activity is logged as part of audit logging and

can be easily queried using SQL statements.

How it works...

Auditlogs are also available in system log tables, SYS_USERLOG (https://docs.aws.amazon.com/
redshift/latest/dg/r_STL_USERLOG.html) and SYS_CONNECTION_LOG (https://docs.aws.
amazon.com/redshift/latest/dg/r_STL_CONNECTION_LOG.html), but retention is limited in

system tables.


https://docs.aws.amazon.com/redshift/latest/dg/r_STL_USERLOG.html
https://docs.aws.amazon.com/redshift/latest/dg/r_STL_USERLOG.html
https://docs.aws.amazon.com/redshift/latest/dg/r_STL_CONNECTION_LOG.html
https://docs.aws.amazon.com/redshift/latest/dg/r_STL_CONNECTION_LOG.html
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For longer retention and convenient sharing of the audit information, Amazon Redshift logs can
be enabled, which asynchronously send logs to Amazon S3. The user activity log can be enabled
by setting the enable_user_activity_logging parameter to true in the database parameter

group in addition to the connection logs.

Monitoring Amazon Redshift

Monitoring the cluster performance metrics allows you to ensure the cluster is healthy. Amazon
Redshift publishes metrics such as CPU, disk utilization, and query workloads continuously, which
can be automatically monitored for anomalies to trigger notification events. Amazon Redshift
publishes cluster performance metrics to AWS CloudWatch (https://docs.aws.amazon.com/
AmazonCloudWatch/latest/monitoring/WhatIsCloudWatch.html) as well, which allows you

to monitor all your AWS services in a centralized location.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon Redshift and Amazon SNS

e An Amazon Redshift provisioned or serverless endpoint deployed in the eu-west-1 AWS
region

e AnAmazon SNS topic (called AmazonRedshiftHealthNotification) toreceive the alarm

notifications using https://docs.aws.amazon.com/sns/latest/dg/sns-create-topic.
html

How to do it...

In this recipe, we will illustrate how to watch the cluster and query monitoring metrics and also

set up a health check alarm:

1. Connecttothe AWS Amazon Redshift console and navigate to Amazon Redshift | Clusters
| [YOUR_CLUSTER]. Click on Cluster performance to view metrics such as CPU and disk

utilization, as shown in the following screenshot:


https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/WhatIsCloudWatch.html
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/WhatIsCloudWatch.html
https://docs.aws.amazon.com/sns/latest/dg/sns-create-topic.html
https://docs.aws.amazon.com/sns/latest/dg/sns-create-topic.html
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Figure 6.17 - Monitoring cluster performance

2. Click on the Query Monitoring tab, which displays the data warehouses’s performance
along with query history, a list of queries that are running/completed, along with the
status of the queries:

Data warehouse pert

Figure 6.18 - Data warehouse performance

Performance metric monitoring also allows us to get insights into the overall workload
in the cluster. You can drill down into individual queries or look at users with the highest

workload.
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3. Choose Query History. Search by query_id or sql text. Select query_id, this will bring

you to the query details. This view provides detailed insights into each query.

Query details

Query ID Type Query start time Total rows returned
2118861 SELECT Mar 16th, 2025 04:57:47 PM (UTC -04:00) 100

Status User Query end time Total data returned
© Success - Mar 16th, 2025 04:58:03 PM (UTC -04:00) 3.61KB

Total elapsed time - 17sec

M Lock wait time [l Queue time [l Planning time [l Compile time [l Execution time

SQL ‘ Query plan Data warehouse metrics during query runtime

sQL Copy

/* RQEV2-3r95VecGVK */
SELECT
TOP 106 S_NAME,

Figure 6.19 - Query details

4. Choose Query plan. Select child query. This will bring you to a detailed view of the query
plan. This view gives insights into query performance and what streams in the query can
be optimized. In this example, the query used a nested loop join, which is cross-joining

two tables. This could be the result of overlooking the join condition in the query.



Chapter 6 205
| LE .1
i
[ine]
Child query details s
Aggregate
& Chilil quary sequisncs 1
-!.-;-5 | Expcution tima 18 mes
Porcentage of query time L
| AgiEenate
i
— 1 Child query iresms Child query text
| 172 458 roven |
L
Streams (4 i @
Hestioop
i
S R— 1] L4 Execaitian T1 Percantage: ¥
|_ T ALE e | | 2w |
= 1 — 2 o] 3 T ms %
Sean - Sakes ™
§7 458 rowa Saye o 2 2 1%
r ) o] 1 i ma 1%
I_':! [« T s um
Beoadcas

Figure 6.20 - Query plan performance breakdown

5. Click on Amazon Redshift | Alarms | Create alarm and choose the following options to

set up a health check alarm for the cluster:

a. Cluster identifier: Choose the Amazon Redshift cluster that you want to set up

the alarm with

b. Alarm for metric: Choose the maximum for all nodes

c. When metric value is: Less than (<) 1

d. Ifthe alarm state is maintained for: 10 consecutive periods of 5 minutes

6. Inthe alarm details, choose the following options:

a. Alarm name: Any meaningful name for the health alarm

b. Notification: Enabled

c. Notify SNS topic: Select AmazonRedshiftHealthNotification

7. Click on Create alarm to complete the setup of the health check alarm.
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How it works...

The health check alarm is a binary value, where 1 indicates a healthy cluster node and @ indicates
an unhealthy node. The health check alarm is monitoring for any value that is less than 1 for 10
consecutive instances for a duration of 5 minutes, at which point it will notify the SNS topic. Simi-

larly, other performance metrics and be configured and notified when the thresholds are breached.

Single sign-on using AWS IAM Identity Center

AWS IAM Identity Center allows you to manage single sign-on access to your AWS accounts and
applications from a single location. Amazon Redshift now integrates with AWS IAM Identity
Center, supporting trusted identity propagation (https://docs.aws.amazon.com/singlesignon/
latest/userguide/trustedidentitypropagation-overview.html) and the use of third-party
identity providers for the authentication and authorization of Redshift users. A list of supported
third-party identity providers can be found at https://docs.aws.amazon.com/singlesignon/
latest/userguide/tutorials.html.IAM Identity Center allows automatic provisioning of users
and groups from an identity provider (IdP) into IAM Identity Center using the SCIM v2.0 protocol.
This integration ensures accurate and up-to-date user and group data is in AWS IAM Identity
Center. This integration simplifies access to the Redshift data warehouse and enables the use of

database role-based access control for enhanced security.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to the Amazon Redshift console and AWS IAM.

e An Amazon Redshift serverless endpoint deployed in the eu-west-1 AWS region.
e Amazon Redshift serverless endpoint master user credentials.

e Access to the Amazon Redshift query editor V2.

e EnableIAM Identity Center. For more information, follow the steps athttps://docs. aws.
amazon.com/singlesignon/latest/userguide/get-set-up-for-idc.html.

e An Okta account that has an active subscription. You need an admin role to set up the
application on Okta. If you’re new to Okta, you can sign up for a free trial (https://www.
okta.com/free-trial) or sign up for a developer account (https://developer.okta.

com/). Create a user called ethan. joe@mail.com and a group called awssso-idp-sales.


https://docs.aws.amazon.com/singlesignon/latest/userguide/trustedidentitypropagation-overview.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/trustedidentitypropagation-overview.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/tutorials.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/tutorials.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/get-set-up-for-idc.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/get-set-up-for-idc.html
https://www.okta.com/free-trial
https://www.okta.com/free-trial
https://developer.okta.com/
https://developer.okta.com/
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e Connect IAM Identity Center with your preferred IdP and sync users and groups. For
this recipe, we will use Okta. Follow the steps in https://docs.aws.amazon.com/

singlesignon/latest/userguide/gs-okta.html.

e An AWS account number. We will reference it in the recipes as [Your-AWS_Account_Id].

How to do it...

In this recipe, we will demonstrate how to use Okta identity provider with AWS IAM Identity
Center to enable single sign-on access to Amazon Redshift in a single account setup. We will use

the query editor v2:

1. Enable Amazon Redshift as an AWS-managed application with IAM Identity Center. In
the Redshift console, on the left navigation pane, choose IAM Identity Center connections
(https://us-west-2.console.aws.amazon.com/redshiftv2/home?region=us-west-2#/

serverless-iam-idc-integration).

Amazon Redshift

Serverless dashboard
Query editor v2 [4
Workgroup configuration
Namespace configuration

Data backup

¥ Monitoring

Query and database

monitoring

Resource monitoring

Datashares
Manage tags

Zero-ETL integrations New

Alarms

IAM Identity Center
connection

Figure 6.21 - Redshift console IAM Identity Center connections


https://docs.aws.amazon.com/singlesignon/latest/userguide/gs-okta.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/gs-okta.html
https://us-west-2.console.aws.amazon.com/redshiftv2/home?region=us-west-2#/serverless-iam-idc-integration
https://us-west-2.console.aws.amazon.com/redshiftv2/home?region=us-west-2#/serverless-iam-idc-integration
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2. Choose Create Application, then select Next:

Amaron Redshifit 3 WM identity Center connections 3 Create appdlcation

Samp 1 3 .
AT IAM Identity Center connection e
connection
Connect Amazon Redshift to 1AM Identity Center

$tep 2
Marmzan Redshift connection
aelth Lad identity Centar imstance of 1AM [dentity Center

Manage arcess to Amaron Redshift by assigning users and groups from your Identity Canter directony
Saep 3 3 armawsissoinstance/ssoins-[ETEEEEEEEEEDY]
Client connections through
third parties

Samn 4 abaut the 1AM identity Center [A
Fewbew and create application

Figure 6.22 - Redshift console IAM Identity Center connection
3. TheIAM Identity Center Redshift connection setup has three sections:

a. Connection properties: For the IAM Identity Center display name, use redshift-

idc-app. For the Managed application name, use the default name.

Connection properties

|AM Identity Center display name
The application display name appears in the IAM Identity Center console, AWS access portal, and APls.

redshift-idc-app

The display name must be from 1-127 characters. Valid characters are A-Z, a-z, 0-9 and special characters _+#@5%-.

Managed application name
This is a unique identifier for the managed application that's integrated with IAM Identity Center. You can use it for multi-application
identification.

redshift-pdx-C_

The identifier must be from 1-63 characters. Valid characters are a-z (lower case) and 0-9 {(numbers)

Figure 6.23 - Redshift connection with IAM Identity Center

b. For Connection with third party identity providers, use awsidc.
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Connection with third party identity providers

Identity provider namespace

An ldentity Provider (IdP) namespace establishes a connection between Amazon Redshift and your external identity provider. It allows users
to authenticate and access Amazon Redshift resources using their existing identity provider credentials from Okta, Tableau or another
provider.

awsidc

The identity provider namespace must be from 1-127 characters. Valid characters are A-Z, 3-z, 0-9 (numbers), and special characters +=,.@-.

Figure 6.24 - Connection with third party identity providers

c. For IAM role for IAM Identity Center access, select the Redshift role.

1AM role for IAM Identity Center access info

This 1AM role is used for IAM Identity Center onboarding, integration and management.

Choose an existing IAM role for managing 1AM Identity Center connections. If
you don't have an IAM role, create a role in IAM console [

arn:aws:iam: g Jrole/service-role/AmazonRedshift-Comm... ¥

Figure 6.25 - IAM role for IAM identity Center access

4. Select Enable the query editor V2 application to allow IAM Identity Center users and
groups to connect to Redshift and run queries based on the provided permissions. Select

AWS Lake Formation access grants for trusted identity propagation.

Query editor vZ application
An application is created =o' 1AM |dentity Center users and groups can run quenes and perform other database tasks in guery
difar w2

Query editor v2 access For IAM Identity Center users,

Enable the query editor v application

a3l the comnections use the same query. editor v application i AR Igentity Center

Trusted identity propagation - optional nfe

This imakes it possbia for idantities (o be shaned aceoss appication: and servies

AWS Lake Formation access grants

L= Lake Formation pormissions (o con ol scvems to database resources with underiyir g data in Amazan 55

Figure 6.26 - Enable Redshift query editor V2 and trusted identity propagation
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5. Choose Next

6. As for this recipe we will be using query editor V2 choose No

Configure client connections that use third-party IdPs

Do you have any client tools that connect through a third-party IdP?
Choose whether you have client tools that connect through a third-party IdP that is registered with 1AM Identity Center as a
trusted token issuer. If you choose yes, you must specify a trusted token issuer.

O Yes
O No

Figure 6.27 - Client connections through third-party IdPs

7. Choose Next.

8. Validate the configuration and choose Create application.

9. With a successful setup, you will see that the status is now connected for the application.
Managed application name v | Amazon Redshift managed appli... ¥ | IAM Identity Center instance ARN ¥ ‘ Status

)] redshift-pdx-_~" ~ 1 (@ arm:aws:wredshift— -~ :0551... arn:aws:sso::instance/ssoins-79... @ Connected

Figure 6.28 - Successful setup of the Redshift managed application

10. Chooseredshift-integration-app. Save the IAM Identity Center managed application ARN.
This will be referred to as [IDC-APPLICATION-ARN].

General configuration

1AM Identity Center instance ARN Identity provider namespace |AM |dentity Center display name
(@ arn:awsssocinstance /ssolns- AWSIDC radshift-idc-app
1AM role for 1AM Ide ¢ Center access h1 |dentity Centar managed application ARN I
Connection status armawstiam:_ .- ___ ___ . rolefoervice- ﬁ
@ Success rolefamazonRadshift-CommandsAccassRole- AMMawsss0> - ..application/ssaln
SEnTTENE TR LT 5-7907ed787cB11008, apl-
144bdfa6313cdaal
Query editor v2 application
@ Enabled Managed application name

redshift-integration-app

Enabled trusted identity propagation

AWS Lake Farmatian Amazon Redshift integration application ARN
armawsiredshiftius-west
2 . _ o227 credshiftidcapplication:80d4
daBa-21c9-4bbc-Bd07-53884FB60db4

Figure 6.29 - Managed application configuration
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11. Assign users or groups from IAM Identity Center (IDC) to the Redshift application. On
the Redshift console, choose the managed application that was created in the previous
step. This configuration allows you to add all or selected groups from IAM Identity Center
to the Redshift application. This allows you to control who should get access to connect
to the Redshift data warehouse. Choose Groups.

Users Client connections

Users (0) o (& . Assign Remove

Q. Search for user by princigal 1D 1 @

Display name v Principal type Principal 1D

Figure 6.30 - Select groups to add to Redshift managed application

12. Choose Assign. Enter the name of the group, awssso-idp-sales, and select the group.

Assign groups X
Q, awsq x
Use "awss"

Groups

awssso-idp-sales

Figure 6.31- Add groups to the Redshift managed application

13. Choose Assign.

Groups (1) info c Assign Remave
Q. Search for group by principal 10 1 ®
Display name v Principal type Principal ID
awssso-idp-sales GROUP

a8516390-4021-707b-6f8b-757418..,
Figure 6.32 - Sales group addition to Redshift managed application
Let’s now associate an IAM Identity Center application with a Redshift serverless endpoint:

1.  Connect to the Redshift serverless endpoint using the SQL client or query editor v2. Con-
nect using admin credentials.
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2. Enter the following code to create the integration:

CREATE IDENTITY PROVIDER "redshift-idc-app" TYPE AWSIDC
NAMESPACE 'awsidc’
APPLICATION_ARN 'IDC-APPLICATION-ARN]'

IAM_ROLE ‘'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]';

3. To check that the identity provider has been created, you can run the following code:

select * from svv_identity_providers;

4. Wewill now create Redshift roles corresponding to the names of the IAM Identity Center
groups that were synched from Okta. Use the following code to create a role in Redshift.

Here, the awsidc namespace is the prefix for the group name in IAM Identity Center:

create role "awsidc:awssso-idp-sales”;

5. Setup the schema and tables for this recipe. Use the following code to create the store_

sales schema and table:

create schema sales_schema;
CREATE TABLE IF NOT EXISTS sales_schema.store_sales
(

id INTEGER ENCODE az64,

produce_name varchar(20),

purchase_amount INTEGER ENCODE az64

)
DISTSTYLE AUTO

5

Insert into sales_schema.store_sales values (1, 'productl’',1000);
Insert into sales_schema.store_sales values (2, 'product2',2000);
Insert into sales_schema.store_sales values (3, 'product3',3000);

Insert into sales_schema.store_sales values (4, 'product4’',4000);

6. Grant access to the store_sales schema and table to the "awsidc:awssso-idp-sales"
Redshift role:

grant usage on schema sales_schema to role "awsidc:awssso-idp-
sales";

grant select on all tables in schema sales_schema to role
"awsidc:awssso-idp-sales”;
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We will now create a permission set to grant console access to the Amazon Redshift query editor

V2 application:

1. Navigate to the IAM Identity Center console. From the left navigation pane, choose Per-

mission sets.

2. Choose create permission. Then choose Custom permission set. Choose next.

Permission set type
Types
() Predafined permission set QO Custom permission set
Create a predefned permission set by chonsing s AWS -defned template Creste o rustomn permission set by selecting AWS managed poliries and
This tomplate onabies you 1o selact 3 tingle AWS managod palicy. For crusting am infine policy (rocommanded|. You canalen Sttach custmar
exarrple, you con select o policy that grants permissions for a common job managed polices and =4 § permissions boundany ladvarced)

function, such as BAnG, o 3 Spedific lowel of accass 10 AWS Servicas and
rezources, such 2= ViesOnbrdorese, You can updase the permission s=t g
your needs ovotve.

Figure 6.33 - Custom permission setup

3. Expand the custom managed policy and enter the name Chapteré6RedshiftPolicy, which
is the policy created using the CloudFormation template in Chapter 6.

v AWS managed policies (5ot)
AWS maraged galicies sre standalome polickes that are created and managed by AWS. Differant types of AWE managed pabicies enable you ta
grant predefined permtidsions for many commman use cases: For exarmgde, you <an uss jobr function policies to gramt permissions far comman job
functions, full access policies to grast service administrators full access to an AWS service, and partisd socess policies b grant specific levels of
Brrass bo AUWS Serviced Yoo can Sefack ug b 10 maraged pelicies (ANS managed policies and custarmer minsosd podicies) for yaur perrmisdion set
Lesarn rrmoee [

Select policies (1/950)
Filter by Type
[ Q queryeditod o ] Al types v J 5 rreabrhies < 2| @
=] Palicy name [ & Type L4 Description
O 0¥ AumazonRedshiftQ iy Edito WS rranaged :
O B8 AWS managed =

O hiftQuery Editon/2NoSharing AWS managed :
[ﬂ Q] 7] ."-r.:|J..'.x.'||H|:-E‘.*.hifLQ_Lir_-'[dll:x‘.'ZRMrJSIﬁu|||g AWE managed .
O 3 W asnizonRedhifto weryEditoV 2 Read WriteSharing BWS managed -

Figure 6.34 - AWS Managed Policy Redshift query editor V2 read sharing
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* Customer managed policies (521)
Customar managead polices are standsdone policses that you saons. You can
wp to 10 managed poli AWS managed police ying the namas of the
5 exactly 25 they app your soeounts. Cust hat wou understand
paur shared seciirity respan: y anil best practices e[A
Policy names
2 [.'ﬂ '.r -
[ ChaptarGRedshiftPolicy ]
l:l A.ll...il.'h unu.r? )
Figure 6.35 - Customer managed policy

4. Choose Next.

5. Enter the permission set name redshift-permission-set and put https://eu-west-2.
console.aws.amazon.com/sqlworkbench/home in the relay state field. The following
screenshot shows the values:

Permission set details
Pésmiddion st name
The name that you speofy for th T T N o I ¥ 4 i 1 | A
AWS prrownt, they [} I ; :
| redshift-permission-set
i g 3 il h T T act ) I} i h
Description - aptional
A
vhe | an | " 1 1 thmir = . Laarm more [A
|l 1 hour #
Relay state - optiomal
Thia valesd Used i th federation process foe redacTing uiers within the arcoant Learm s '-'r_l"
[ bt feu-west- 2 consale. aws. amaza carmfsglwarkbenchhome J
Figure 6.36 - Permission set
6. Choose Next. Review the permission set configuration and choose Create.

Let’s assign IAM Identity Center groups to accounts:

From the left navigation pane of the IAM Identity Center, under Multi-account
permissions, choose AWS accounts.
Select the account you want to assign single sign-on to. Then, choose Assign users or

groups.


https://eu-west-2.console.aws.amazon.com/sqlworkbench/home
https://eu-west-2.console.aws.amazon.com/sqlworkbench/home
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3.

4.
5.

Choose awssso-idp-group. Choose Next.

Assign users and groups to '

Selact one or moa usars or groups in 1AM Identity Center that you want to give mustti-account access to

Users Groups

Groups (1/1)

| O Evd groums by grows aeme

Group name [4

P —

reate groups [ ;I

1

®

v

» Selected users and groups (1)

Figure 6.37 - Assigning users and groups to an AWS account

Choose the redshift-permission-set permission set. Choose Next.

Choose submit. This step completes the setup.

Federate access to Amazon Redshift query editor V2:

1.

2.

Navigate to the IAM Identity Center console. Choose dashboard.

Choose the AWS access portal URL from Settings summary on the right pane.

Go to settings

[ (@ Specify a unique name for your instance. J

Instance name - Edit

Identity source
External identity provider

Region

US West (Oregon) | us-west-2

Organization ID
o-httbw7lebe

AWS access portal URL - Edit
https://d-2cu. v .awsapps.com/start [4

Issuer URL

https://identitycenter.amazonaws.com/ssoins-790

Figure 6.38 - Access portal URL from IAM Identity Center

Cangal
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3. Thiswill open a browser window. Type in the username ethan.joe@mail.com, enter the

credentials, and choose Sign in.

okta

Signin

Username

ethan.joe@mail.com

Password

TTITITITIIT ] ©

Keep me signad in

Figure 6.39 - Authentication using Okta sign in

4. Expand the account and choose redshift-permission-set. This will take you to Redshift

query editor v2.
5. Choose your Redshift serverless endpoint and edit the connection.

6. Choose IAM Identity Center.

Edit connection for cookbook X

©) 1AM Identity Center
Connect to Amazon Redshift with your single sign-on credentials from your identity provider (IdP).
Your cluster or workgroup must be enabled for |AM Identity Center.

O Other ways to connect Learn more [4

Database

= \

The database name must be 1-64 characters. Valid characters are lowercase alphanumeric characters.

Figure 6.40 - Redshift query editor v2 connection
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7.

8.

9.

Run the following code to check the current user:

select current_user;

Run the following code to select the sales_schema.store_sales table:

| current_user

awsidc:ethan joe@mail.com

Figure 6.41 - Current user output

select * sales_schema.store_sales;

id produce name purchase_amount
1 producti - 1000
2 product2 2000
3 product3 3000
4 product4 4000

Figure 6.42 - Query output

Let’s try to delete a record. This will produce a permission denied error as the user does

not have delete access:

delete
Output:

ERROR: permission denied for relation store_sales

from sales_schema.store_sales where id =

1;



218 Platform Authorization and Security

How it works...

By turning on the metadata security flag for a database, you can restrict the listing of metadata
objects to only the objects that the user or role has access to. This enables you to hide metadata
from one tenant when the schema names and table names include tenant names in order to

comply with privacy controls.

I ssasiot
Oktﬂ. AWS 1AM igensity Cornr [
@ @
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H R | e . B
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Brows il plegia :
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Figure 6.43 - Redshift query editor V2 workflow with IAM Identity center and an external
identity provider

Access the AWS IAM Identity Center dashboard in the Management Account to get the URL for
the AWS access portal. Use the URL to go to the AWS access portal. A browser popup will appear,
prompting you to enter your IdP credentials. After successful authentication, you’ll be logged
into the AWS Console as a federated user. Choose your AWS account and choose the Amazon
Redshift query editor v2 application. In the query editor v2, select the IAM Identity Center au-

thentication method.

Query editor v2 invokes the browser flow, where you re-authenticate using your IdP credentials.
You have already entered your IdP credentials, which are cached in the browser. At this step, the
federation flow with IAM Identity Center initiates, and at the end of this flow, the session token

and access token are available to the query editor v2 console in the browser as cookies.
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Redshift retrieves your authorization details based on the session token retrieved and fetches the

user’s group membership from IAM Identity Center.

You are redirected back to query editor v2 upon successful authentication, logged in as an IAM

Identity Center authenticated user.

See also...

If you have a multi-account setup with management and member accounts, take a look at this
blog: https://aws.amazon.com/blogs/big-data/integrate-identity-provider-idp-with-
amazon-redshift-query-editor-v2-and-sql-client-using-aws-iam-identity-center-for-

seamless-single-sign-on/.

Metadata security

Metadata security (https://docs.aws.amazon.com/redshift/latest/dg/t_metadata_security.
html) in Amazon Redshift allows more granular control over who can view metadata about data
objects such as tables, views, and functions. When enabled, users can only see metadata for objects
they have access to. This metadata security feature can be beneficial in scenarios where a single
data warehouse holds data for multiple tenants, and tenant-specific schema or table names are
used. By restricting metadata visibility between tenants, you can prevent tenants from viewing
the metadata of other tenants. This helps maintain the privacy and separation between different
tenants occupying the same data warehouse infrastructure. Metadata security supports all data
object types and can be enabled or disabled using the ALTER SYSTEM command. Granting the

ACCESS CATALOG permission to a role is one way to control who can view the data.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region
e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor v2


https://aws.amazon.com/blogs/big-data/integrate-identity-provider-idp-with-amazon-redshift-query-editor-v2-and-sql-client-using-aws-iam-identity-center-for-seamless-single-sign-on/
https://aws.amazon.com/blogs/big-data/integrate-identity-provider-idp-with-amazon-redshift-query-editor-v2-and-sql-client-using-aws-iam-identity-center-for-seamless-single-sign-on/
https://aws.amazon.com/blogs/big-data/integrate-identity-provider-idp-with-amazon-redshift-query-editor-v2-and-sql-client-using-aws-iam-identity-center-for-seamless-single-sign-on/
https://docs.aws.amazon.com/redshift/latest/dg/t_metadata_security.html
https://docs.aws.amazon.com/redshift/latest/dg/t_metadata_security.html
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How to do it...

In this recipe, we will use the multi-tenant scenario to permit users to only see the metadata of

objects the user has access to:

1. Connect to the Amazon Redshift data warehouse using the SQL client or Redshift query

editor v2. Create a database called metadata_security using the following code:

Create database metadata_security.

2. Connecttothemetadata_security database and create schema and tables for tenantl

and tenant2 using the following code:

Create database metadata_security.
create schema tenantl_schema;
create table tenantl_schema.tenantl
(tenantl_coll varchar(10)

)

create schema tenant2_schema;
create table tenant2_schema.tenant2
(tenant2_coll varchar(10)

)

3. Create users and roles using the following code:

create user tenantl_user with password 'Test1243!';

create user tenant2_user with password 'Test1234!’;

create role tenantl_ro;

create role tenant2_ro;

grant role tenantl_ro to tenantl_user;

grant role tenant2_ro to tenant2_user;

4. Grant tenantl_ro access to tenantl_schema using the following code:

grant select on all tables in schema tenantl_schema to role tenantl_
ro;

grant usage on schema tenantl_schema to role tenantl_ro;
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5. Granttenant2_ro access to tenant2_schema using following code.

grant select on all tables in schema tenant2_schema to role tenant2_
ro;

grant usage on schema tenant2_schema to role tenant2_ro;
6. Turn metadata security on:
ALTER SYSTEM SET metadata_security = TRUE;

7. Connecttothemetadata_security database as the tenantl_user user. Expand the meta-

data of the database. tenant1_user is only able to see the tenantl_schema metadata.

v @ metadata_security
> @ public

v @ tenant1_schema

v B Tables 1
B tenant1

> © Views 0

» fx Functions 0

> s> Stored procedures 0

Figure 6.44 - Metadata view for tenantl_user

8. Connecttothemetadata_security database asthe tenant2_user user. Expand the meta-

data of the database. tenant2_user is only able to see tenant2_schema metadata.

v mm metadata_security
> @ public

v @ tenant2_schema

v EH Tables 1
B tenant2

> © Views 0

> fx Functions 0

> e Stored procedures 0

Figure 6.45 - Metadata view for tenant2_user
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How it works...

By turning on the metadata security flag for a database, you can restrict the listing of metadata
objects to only the objects that the user or role has access to. This enables you to hide metadata
from one tenant when the schema names and table names include tenant names in order to

comply with privacy controls.
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Amazon Redshift provides robust security features to help you protect sensitive data through
multiple layers of access control. We will cover how to implement fine-grained access controls
in Amazon Redshift using role-based access control (RBAC), including data masking, row-level,
and column-level security. These security mechanisms allow you to precisely manage who can
access specific data elements, ensuring that users can only view and modify the data they are

authorized to handle.
Specifically, the following topics are covered in this chapter:

e Implementing RBAC
e Implementing column-level security
e Implementing row-level security

e Implementing dynamic data masking

Technical requirements

Here are the technical requirements to complete the recipes in this chapter:

e  Accessto the AWS Console.

e An AWS administrator should create an IAM user by following Recipe 1in Appendix. This

IAM user will be used in some of the recipes in this chapter.
e  Amazon Redshift data warehouse deployed in the eu-west-1 AWS region.
e Amazon Redshift data warehouse master user credentials.

e  Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor.
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Implementing RBAC

Itis best practice to design security by giving users the minimum privileges they need to do their
work. Amazon Redshift applies this principle through RBAC (https://docs.aws.amazon.com/
redshift/latest/dg/t_Roles.html), which grants privileges based on a user’s specific role.
Privileges are assigned at the role level, without needing to grant permissions individually for each
user. Redshift provides four system-defined roles (https://docs.aws.amazon.com/redshift/
latest/dg/r_roles-default.html) to start with, and you can create additional, more specific
roles with targeted privileges. RBAC allows you to limit access to certain commands and assign
roles to authorized users, as well as set object-level and system-level privileges for those roles.
Roles can be nested using role hierarchy. RBAC enables you to apply fine-grained access control

such as column-level security, row-level security, and dynamic data masking.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region
e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor v2

How to do it...

In this recipe, we will create three database roles: read-only, read-write, and admin. Using the rec-
ipetable as an example. The analyst user with the read-only role will be able to run select queries.
The dataengineer user with the read-write role will be able to insert, delete, and update rows in
the customer table. The dbaadmin user with the admin role will be assigned the system-defined

sys:dbarole. Let’s look at the steps:

1. ConnecttoAmazon Redshift data warehouse using the SQL client or Redshift query editor

v2. Create schema data_analytics using the following code;

CREATE SCHEMA if not exists data_analytics;

2. Create the recipe table using the following code:

CREATE TABLE data_analytics.recipe (
recipe_id INT PRIMARY KEY,
recipe_name VARCHAR(100) NOT NULL,
ingredients VARCHAR(500) NOT NULL,
instructions VARCHAR(1000) NOT NULL,


https://docs.aws.amazon.com/redshift/latest/dg/t_Roles.html
https://docs.aws.amazon.com/redshift/latest/dg/t_Roles.html
https://docs.aws.amazon.com/redshift/latest/dg/r_roles-default.html
https://docs.aws.amazon.com/redshift/latest/dg/r_roles-default.html
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cuisine VARCHAR(50) NOT NULL,
dietary_tags VARCHAR(50),
cook_time_minutes INT NOT NULL,
prep_time_minutes INT NOT NULL,
rating INT NOT NULL,
num_reviews INT NOT NULL

)5

3. Insertdatainto the recipe table using multi-value insert:

INSERT INTO data_analytics.recipe
(recipe_id,recipe_name, ingredients, instructions, cuisine,
dietary_tags, cook_time_minutes, prep_time_minutes, rating, num_
reviews)
VALUES
(1, 'Vegetable Stir-Fry',
'Broccoli, Bell Peppers, Carrots, Mushrooms, Tofu, Soy Sauce,
Garlic, Ginger',
'Sauté vegetables in o0il, add tofu and soy sauce, serve over
rice."’,
"Asian', 'Vegetarian, Vegan', 20, 15, 4.7, 112),
(2, 'Lentil Curry',
'Lentils, Coconut Milk, Spinach, Onion, Garlic, Ginger, Curry
Powder, Cumin',
'Sauté onions and spices, add lentils and coconut milk, simmer
until lentils are tender, add spinach.’,
'Indian', 'Vegetarian, Vegan', 45, 20, 4.3, 89),
(3, 'Vegetable Lasagna',
'Lasagna Noodles, Ricotta Cheese, Mozzarella Cheese, Spinach,
Zucchini, Eggplant, Tomato Sauce',

'Layer lasagna noodles, ricotta, vegetables, and tomato sauce,
bake until heated through.',

‘Italian', 'Vegetarian', 60, 45, 4.6, 134);

4. Create three users using the following code:

create user analyst password disable;
create user dataengineer password disable;

create user dbaadmin password disable;
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5. Create three database roles, read_ro, readwrite_ro, and admin_ro using the following

code:

create role read_ro;
create role readwrite_ro;

create role admin_ro;

6. Grantread-only access for the recipe table to the read_ro role. Grant the read-ro role

to the analyst user:

grant usage on schema data_analytics to role read_ro;
grant select on table data_analytics.recipe to role read_ro;

grant role read_ro to analyst;
7. Let’srunselect on the recipe table as the analyst user to view the data using the following
code:

set session authorization 'analyst';

select * from data_analytics.recipe;

1 Vegetable Stir-Fry Broccoli, Bell Peppers, C... Sauté vegetables inoll. ... Asian ‘Vegeianan, Viegan 20 15

2 Lentil Curry Lentils, Coconut Misk, Spi Sauté onons and spices, | Indian  Vegelanan Vegan 45 20
3 Vegatable Lasagna Lasagna Noodiss, Ricolta Layer lasagna noodies, i Itahan Vegetanan 60 45

Figure 7.1 - List of records in the recipe table

8. Now, try torun an update as the analyst user on the table recipe using the following code.

You will get a permission denied error:

set session authorization 'analyst';

update data_analytics.recipe

set cook_time_minutes = 25

where recipe_name = 'Vegetable Stir-Fry'

--output

ERROR: permission denied for relation recipe [ErrorId: 1-66e5fe89-
060afafb3c5f700022ce6f7b]

9. Inherit the read_ro role to the readwrite_ro role to allow inheritance of permissions.

Grant write access on the recipe table to the readwrite_ro role:

reset session authorization;

grant role read_ro to role readwrite_ro;

grant update, insert, delete on table data_analytics.recipe to role
readwrite_ro;
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10. Grant readwrite_ro to the dataengineer user:

grant role readwrite_ro to dataengineer;

11. As the dataengineer user, let’s update the table recipe using the following code. The

diagram below shows the updated value for the cook_time_minutes column for the row

with the Vegetable Stir-Fry recipe:

set session authorization 'dataengineer';
update data_analytics.recipe

set cook_time_minutes = 25

where recipe_name = 'Vegetable Stir-Fry';
select * from data_analytics.recipe;

reset session authorization;

| | Vegetable Stir-Fry  Broccoli, Bell Peppers, G Sauté vegetablesinoil, a | Asian | Vegetarian, Vegan |
2 Lentil Curry ; Lentils, Coconut Milk, Spi...  Sauté onions and spices, . Indian Vegetarian, Vegan - 45
| Vegetable Lasagna Lasagna Noodles, Ricotta .. Layer lasagna noodles, ri._.  Italian | Vegetarian . 80

Figure 7.2 - Updated cook_time_minutes to 25
12. Grant the system-defined sys:dba role to admin_ro using the following code:

grant role sys:dba to role admin_ro;

13. Grantadmin_ro to the dbaadmin user using the following code:

grant role admin_ro to dbaadmin;

15
- 20
45

14. Drop the data_analytics schema as the admin_ro user using the following code. This

drops the entire data_analytics schema:

set session authorization 'dbaadmin’;
drop schema data_analytics cascade;
reset session authorization;
--output:

Output: drop cascades to table data_analytics.recipe
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15. Let’sreview theroles assigned to users using the svv_user_grants system view. Run the

following code:

select * from svv_user_grants;

102 analyst | 348939  read ro | false
103 dataengineer 348940  readwrite_ro = false
104 dbaadmin 348941  adminro  false

Figure 7.3 - Users to roles relationships

How it works...

RBAC allows you to do role inheritance. This simplifies the management of permissions. Roles
can be used to grant and revoke permissions at the system level and at the object level. It pro-
vides you with security controls to create custom roles with the added benefit of out-of-the-box
system-defined roles. System views (https://docs.aws.amazon.com/redshift/latest/dg/
svv_views.html) provide insights into the list of roles, role inheritance, and which role has access
to which database objects. This allows you to more easily understand and manage the access and

permissions in your Redshift database. This diagram summarizes RBAC.

User
dbaadmin,

role

Privilege Privilege
Update :db
Delete
Privilege Insert
select

Figure 7.4 - Role inheritance with privileges


https://docs.aws.amazon.com/redshift/latest/dg/svv_views.html
https://docs.aws.amazon.com/redshift/latest/dg/svv_views.html
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Implementing column-level security

Amazon Redshift supports fine-grained data security with column-level controls. Column-level
security can be applied to local tables, views, and materialized views. Applying column-level
security allows you to restrict access to personally identifiable information (PII) or payment
card information (PCI) to selective personas. For instance, the finance or human resources team
can be granted access to sensitive information but you can restrict access from the sales and

marketing team.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region
e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor v2

How to do it...

1. Inthisrecipe, we will use the customer table. Using column-level access control, the sales

user will be restricted from accessing the phone number column.

2. Connect to the Amazon Redshift cluster using the SQL client or query editor. Create the

customer table using the following code:

create table customer
(C_CUSTKEY integer,

C_NAME varchar(15),
C_NATIONKEY integer,
c_PHONE varchar(15),
C_ACCTBAL decimal(6,2),
C_MKTSEGMENT varchar(15),
C_COMMENT varchar(25));

3. Insert the following records into the customer table:

Insert into customer values

(1, 'customer-0001', 1, '123-123-1234', 111.11, 'MACHINERY', 'FIRST
ORDER'),

(2, 'customer-0002', 2, '122-122-1234', 222.11, 'HOUSEHOLD', 'SECOND
ORDER');
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Let’s create the sales user:

CREATE user sales with password 'Sales1234';

4. Grantaccess to the sales users on all the columns in the customer table except the c_phone

column:

GRANT SELECT (C_CUSTKEY, C_NAME, C_NATIONKEY, C_ACCTBAL, C_
MKTSEGMENT, C_COMMENT) ON customer TO sales;

5. Let’sverify the column-level access for sales users. Run the following code. You will receive
a permission denied error message, as the sales user does not have access to the c_phone

column:

SET SESSION AUTHORIZATION 'sales';
SELECT CURRENT_USER;
SELECT * FROM customer;

ERROR: 42501: permission denied for relation customer

6. Let’s select the columns in the select statement that the sales users have access to:

SET SESSION AUTHORIZATION ‘sales’;

SELECT CURRENT_USER;

SELECT C_CUSTKEY, C_NAME, C_NATIONKEY, C_ACCTBAL, C_MKTSEGMENT, C_
COMMENT FROM customer;

Here is the output of the preceding code:

ccustkey | X V-Di c_name 7 -hi c_nationkey | X V-ﬁ| cacctbal | E V-ﬁi c_mkisegment 74=l| c_comment
1 customer-0001 1 111.1100 MACHINERY FIRST ORDER
2 customer-0002 2 2221100 HOUSEHOLD SECOND ORDER

Figure 7.5 - Verify the successful selection of the PIl columns

How it works...

Using the GRANT and REVOKE statements, you can manage column-level access control in Am-
azon Redshift by enabling or disabling permissions for users, roles, and groups on tables, views,
and materialized views. You can refer to the GRANT and REVOKE syntax to get fine-grained
access control using https://docs.aws.amazon.com/redshift/latest/dg/r_GRANT.html and
https://docs.aws.amazon.com/redshift/latest/dg/r_REVOKE.html.


https://docs.aws.amazon.com/redshift/latest/dg/r_GRANT.html
https://docs.aws.amazon.com/redshift/latest/dg/r_REVOKE.html
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Implementing row-level security

Amazon Redshift using RBAC supports row-level security (RLS) (https://docs.aws.amazon.
com/redshift/latest/dg/t_rls.html) for granular access control over sensitive data, letting

you specify which users or roles can access specific records. RLS policies defined at the table level

restrict access to particular rows, complementing column-level security. Enforcing RLS policies

on tables limits the result sets returned to users based on the policy expressions. As a user with

the necessary permissions, such as a superuser and the sys:secadmin role, you can create, mod-
ify, or manage all row-level security policies for tables. Multiple RLS policies can be attached to

objects, roles, or users. Depending on the RLS CONJUNCTION TYPE setting for the table, Amazon

Redshift applies all the policies defined for a user using either AND or OR syntax.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region
e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor v2

How to do it...

1. In this recipe, we will use row-level security on the customer table so users can only see
their own data. The Customer table contains multi-tenant data, data across internal and

external customers.

2. Connect to the Amazon Redshift data warehouse using the SQL client or the Redshift

query editor v2. Create schema data_analytics using the following code:

CREATE SCHEMA if not exists data_analytics;

3. Create the customer table using the following code:

Drop table if exists data_analytics.customer;
CREATE TABLE data_analytics.customer

(
C_CUSTKEY BIGINT NOT NULL,
C_NAME VARCHAR(25),
C_NATIONKEY  BIGINT,
C_PHONE VARCHAR(15),

C_ACCTBAL DECIMAL(18,4),


https://docs.aws.amazon.com/redshift/latest/dg/t_rls.html
https://docs.aws.amazon.com/redshift/latest/dg/t_rls.html
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C_MKTSEGMENT  VARCHAR(10),
C_COMMENT VARCHAR (117)

)5
4. Insertdatainto the customer table using the following code:

Insert into data_analytics.customer values
(1, 'customer-00@01', 1, '123-123-1234', 111.11, 'MACHINERY', 'FIRST

ORDER'),

(2, 'customer-0002', 2, '122-122-1234', 222.11, 'HOUSEHOLD', 'SECOND
ORDER'),

(3, 'customer-0003', 3, '122-122-1234', 333.11, 'RETAIL', 'Third
Order');

5. Let’s create users and roles, and grant roles to users:

CREATE ROLE internal;
CREATE ROLE external;

create user "customer-0001" PASSWORD DISABLE;
create user "customer-00010" PASSWORD DISABLE;

create user "external-user" password DISABLE;

GRANT ROLE internal TO "customer-0001";
GRANT ROLE internal TO "customer-00010";
GRANT ROLE external TO "external-user";

6. Create RLS policies for users who are logging directly into the data warehouse:

CREATE RLS POLICY see_only own_user_rows

WITH ( c_name varchar(25) )
USING ( c_name = current_user);Attach RLs policy to table

7. Attach the RLS policy to tables and roles:

ATTACH RLS POLICY see_only own_user_rows
ON data_analytics.customer
TO ROLE internal;
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10.

11.

12.

13.

Grant the internal select access role on the customer table and the data_analytics sche-

ma:

GRANT USAGE on SCHEMA data_analytics to role internal;
GRANT SELECT ON data_analytics.customer to role internal;

Turn on RLS at the table level:

ALTER TABLE data_analytics.customer ROW LEVEL SECURITY on;

Let’s verify that the 'customer-0001' user only has one record:

SET SESSION AUTHORIZATION '‘customer-0001°;
select * from data_analytics.customer;

reset session authorization;

1 [ customer-0001 = 1 1231231234 11111 MACHINERY  FIRST ORDER
Figure 7.6 - Output for customer-0001 with RLS

Let’s verify the number of users for ' customer-00010'. The output will be zero records:

SET SESSION AUTHORIZATION '‘customer-00010°';
select * from data_analytics.customer;
--output zero records

reset session authorization;

Now let’s verify the number of users for externa-user:

SET SESSION AUTHORIZATION 'external-user';
select * from data_analytics.customer;
--output zero records

reset session authorization;

If you have an external-facing application for external users, you can set a context variable
for that session. In this example, it will be customer_name. Let’s create an RLS policy for

external users:

CREATE RLS POLICY see_only own_customer_rows_external
WITH ( c_name varchar(25) )

USING ( c_name = current_setting('app.customer_name', FALSE));
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14. Attach RLS to the table:

ATTACH RLS POLICY see_only own_customer_rows_external ON data_
analytics.customer TO ROLE EXTERNAL;

15. Grantthe external select role on the customer table:

grant usage on schema data_analytics to role EXTERNAL;
GRANT select ON TABLE data_analytics.customer TO ROLE EXTERNAL;

16. Apply RLS with the OR conjunction type:

ALTER TABLE data_analytics.customer ROW LEVEL SECURITY ON
CONJUNCTION TYPE or;

17. Let’s verify RLS for an external user using a context variable for the session:

SET SESSION AUTHORIZATION 'external-user';
select set_config('app.customer_name', 'customer-0003', FALSE);
select * from data_analytics.customer;

reset session authorization;

3 | customer-0003 = 3  1224122-1234 | 33311 RETAIL . Third Order

Figure 7.7 - Output for an external user with RLS

How it works...

Row-level security is built on the foundation of RBAC. A superuser or user with the sys:secadmin
role creates policies to apply fine-grained access control. These policies are attached to the table
and apply to SELECT, UPDATE, and DELETE operations. When the user queries tables with RLS,
based on the policy, it only returns records the user is authorized to see. Multiple policies can be
attached to a table, and a single policy can be attached to multiple tables. All attached policies on
the table can use the or or and conjunction types. System views can be used to audit and monitor

RLS policies (https://docs.aws.amazon.com/redshift/latest/dg/t_rls_ownership.html).


https://docs.aws.amazon.com/redshift/latest/dg/t_rls_ownership.html

Chapter 7 235

Implementing dynamic data masking
Dynamic data masking (DDM) (https://docs.aws.amazon.com/redshift/latest/dg/t_ddm.

html) lets you hide sensitive data. Itis often used to meet regulations or privacy standards. DDM
allows you to control how sensitive data is displayed, based on a user’s permissions. This is done
at the time the data is accessed, not when it is stored. DDM is an alternative to permanently ob-
scuring the data during the dataloading process. With DDM, you don’t need to modify your data
pipelines. You set up masking policies that determine who can see what data. These policies are
attached to tables and columns. The policies apply to individual users, roles, or everyone. DDM
makes it easier to adapt to changing privacy requirements, without needing to change your data

transformations, underlying data, or application queries.

Using DDM and Amazon Redshift Lambda User-Defined Functions (https://docs.aws.amazon.
com/redshift/latest/dg/udf-creating-a-lambda-sql-udf.html), you can apply data tokeni-
zation with your own policies or through integration with third-party partners. For reference, see
the Protegrity blog (https://aws.amazon.com/blogs/apn/data-tokenization-with-amazon-
redshift-dynamic-data-masking-and-protegrity/).

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 AWS region
e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or the Amazon Redshift query editor v2

How to do it...

1. Inthis recipe, we will use a DDM security policy on the card_number column in the pci_
data table to define how sensitive data is returned to users at query time.
2. Connect to Amazon Redshift data warehouse using the SQL client or the Redshift query

editor v2. Create the data_analytics schema using the following code:

CREATE SCHEMA if not exists data_analytics;


https://docs.aws.amazon.com/redshift/latest/dg/t_ddm.html
https://docs.aws.amazon.com/redshift/latest/dg/t_ddm.html
https://docs.aws.amazon.com/redshift/latest/dg/udf-creating-a-lambda-sql-udf.html
https://docs.aws.amazon.com/redshift/latest/dg/udf-creating-a-lambda-sql-udf.html
https://aws.amazon.com/blogs/apn/data-tokenization-with-amazon-redshift-dynamic-data-masking-and-protegrity/
https://aws.amazon.com/blogs/apn/data-tokenization-with-amazon-redshift-dynamic-data-masking-and-protegrity/
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3. Create the pci_data table using the following code:

Drop table if exists data_analytics.pci_data;

CREATE TABLE data_analytics.pci_data (
card_number VARCHAR(16) NOT NULL,
expiration_date VARCHAR(7) NOT NULL,
customer_id VARCHAR(50) NOT NULL

);
4. Insertdatainto the pci_data table using the following code:

INSERT INTO data_analytics.pci_data (card_number, expiration_date,

customer_id)

VALUES
('41111112121111121", '@3/25', 'John Doe'),
('5555555555554444"', '08/26', 'Jane Smith'),
('6011111111111117"', '12/24', ‘'customer-111"'),
('3456789012345678"', '©5/27', 'Sarah Williams'),
('4012888888881881"', '11/23', 'Michael Brown');

5. Let’s create users and roles, and grant roles to users. Grant select to the public role for

the pci_data table:

create user "agent" PASSWORD DISABLE;
create user "jane" PASSWORD DISABLE;
create user "cust_ro" password DISABLE;

CREATE ROLE agent_ro;

CREATE ROLE nopci_ro;

CREATE ROLE cust_ro

-- Grant Roles to Users

GRANT ROLE agent_ro to agent;

GRANT ROLE nopci_ro to jane;

GRANT ROLE cust_ro to "customer-111";

GRANT SELECT ON data_analytics.pci_data TO PUBLIC;

GRANT usage on schema data_analytics to public;
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6. Create masking policies for the card_number column. The first policy, "Mask_CC_Full",
completely masks card_number; the second policy, Mask_CC_Partial, is redacting the
credit_cardnumber; and Mask_CC_Rawuses an expression to return the raw card_number

for the current user matching customer_id:

CREATE MASKING POLICY Mask_CC_Full
WITH (credit_card VARCHAR(256))
USING (" XXXXXXXXXXXXXXXX " : :text);

CREATE FUNCTION REDACT_CREDIT_CARD (text)
returns text
immutable
as $%
select left($1,6) || " XXXXXX'||right($1,4)
$$ language sql;

CREATE MASKING POLICY Mask_CC_Partial
WITH (card_number VARCHAR(16))
USING (REDACT_CREDIT_CARD(card_number));

CREATE MASKING POLICY Mask_CC_Raw
WITH (card_number varchar(16), customer_id VARCHAR(59))

USING (
CASE customer_id WHEN current_user THEN card_number ELSE NULL END
)

7. Attach a masking policy to fully mask access to PUBLIC. PUBLIC is the default role:

ATTACH MASKING POLICY Mask_CC_Full
ON data_analytics.pci_data(card_number)
TO PUBLIC;

8. Attach the Mask_cc_partial and Mask_cc_Raw masking policies. Both of these masking
policies are attached to the pci_data table for the card_number column. Both masking

policies have been assigned priority to remove potential conflicts:

ATTACH MASKING POLICY Mask_CC_Partial
ON data_analytics.pci_data(card_number)
TO ROLE agent_ro
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9.

priority 2;

ATTACH MASKING POLICY Mask_CC_Raw

ON data_analytics.pci_data(card_number)
USING (card_number, customer_id)

TO ROLE cust_ro

priority 1;

To check masking policies have been created, use the following code:

SELECT * FROM svv_masking_policy;

mask_cc_full : [{"colname“:"cardfnumbe_..E [{"expr""CAST('XXXXXX... awsuser 2024-09-22 20:26:41
mask_cc J)arlialig [("colname":"cardfnumbe...E [{"expr':"\"public\".\"redacl._.i awsuser 2024-09-22 20:58:08
mask_cc_raw [{"colname"i"card_numbe,,,f [{"expr""CASE WHEN (\",,,i awsuser 2024-09-22 20:58-13

Figure 7.8 - Output for svwv_masking_policy

10. To that confirm masking policies have been attached to tables, use the following code:

SELECT * FROM svv_attached_masking policy;

mask_cc_full | data_analytics | pci_data table awsuser  public | public | o
| mask_cc_partial | dala_analytics | pei_dala table | awsuser  agent o | role | 2
mask_cc_raw | data_analytics | pci_data 1able awsuser  cust ro | role i1

Figure 7.9 - Output for svv_attached_masking_policy

Let’s run the following code to verify masking for the agent user. The agent user is able

to see the redacted card_number:

set session authorization 'agent';

select * from data_analytics.pci_data;

reset session authorization;
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AT XXX 1111 03/25 John Doe
555555XXXXXX4444 | 08/26 Jane Smith
BOT1T1XXXXXX 1117 12/24 customer-111
J456TBXXXXXXD678 | 05/27 Sarah Williams
401288XXXXXX1881 11/23 Michael Brown

Figure 7.10 - Output for redacted card_number

12. Let’s verify the masking policy for the Jane user using the following code:

set session authorization 'jane';

select * from data_analytics.pci_data;

reset session authorization;

KXXXXXXXKXKXKXXX | 03/25 John Doe
XHXXXXXXXXXXXAXXK | 08126 Jane Smith
1.9.0.0.0.9.9.0.9.0.6.9.9.0.90.¢ 12124 customer-111
.9.0.9.0.0.9.9.0.9.¢.0.0.0.6.0 G R TVT Sarah Williams
) 8.0.9.0.0.9.0.0.9.9.6.9.0.9.0.¢ 11/23 Michael Brown

Figure 7.11 - Output for fully masked card_number

13. Let’s verify the masking policy for the 'customer-111" user using the following code:

set session authorization 'customer-111';
select * from data_analytics.pci_data;

reset session authorization;

~ NULL . 03/25 John Doe
NULL | 08126 Jane Smith
CEOMIMIIIIINIT | 12124 customer-111
NULL - 05/27 Sarah Williams
. NULL 11/23 Michael Brown

Figure 7.12 - Output for conditional masked card_number
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How it works...

DDM allows you to define configuration-driven, consistent, format-preserving, and irreversible
masked data values. This capability enables you to control your data masking approach using
familiar SQL. You can use RBAC to implement different levels of data masking. This involves cre-
ating a masking policy to identify which columns need to be masked, and you have the flexibility
to choose how the masked data will be displayed. For example, you can completely hide all the
information in the data, replace partial real values with wildcard characters, or define your own
masking method using SQL expressions, Python, or Lambda User-Defined Functions (UDFs).
Additionally, you can apply conditional masking based on the values in other columns, which
selectively protects the data in a table. You can use row-level masking, DDM, and column-level
security together on the table, materialized views, and late binding views to achieve fine-grained

access control.



Performance Optimization

Amazon Redshift provides out-of-the-box performance for most workloads. It defaults table de-
sign choices such as compression, sort, and distribution key to AUTO and is able to learn from user
workloads to automatically set up the right structure. For more information, see the Working with
automatic table optimization page in the docs (https://docs.aws.amazon.com/redshift/latest/
dg/t_Creating_tables.html). Amazon Redshift provides you with flexible controls that allow
you to optimize performance and make alternative configuration choices whenever necessary.
The sort, distribution key, and table encoding choices influence the performance of queries. In
this chapter, we will discuss the optimization techniques to improve throughput. Also, we will

take a deep dive into analyzing queries to understand the rationale behind the tuning exercise.
In this chapter, we will look into the following recipes:

e  Configuring Amazon Redshift Advisor for provisioned clusters

¢ Managing column compression

e  Managing data distribution

e  Managing the sort key

e Analyzing and improving queries for provisioned clusters

e  Configuring Workload Management (WLM) for provisioned clusters
e  Utilizing concurrency scaling for provisioned clusters

e  Optimizing Spectrum queries for provisioned clusters


https://docs.aws.amazon.com/redshift/latest/dg/t_Creating_tables.html
https://docs.aws.amazon.com/redshift/latest/dg/t_Creating_tables.html
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Technical requirements

Here are the technical requirements in order to complete the recipes in this chapter:

e  Access to the AWS Management Console.

e AWS administrator permission to create an IAM user by following Recipe I in Appendix.

This IAM user will be used in some of the recipes in this chapter.

e  AWS administrator permission to create an IAM role by following Recipe 3 in Appendix.

This IAM role will be used in some of the recipes in this chapter.

¢ AWS administrator permission to deploy the AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapteres/

chapter_8_CFN.yaml) and create two IAM policies:

e An IAM policy attached to the IAM user that will give them access to Amazon
Redshift, Amazon EC2, AWS Secrets Manager, AWS IAM, AWS CloudFormation,
AWS KMS, AWS Glue, and Amazon S3.

e AnIAM policy attached to the IAM role that will allow the Amazon Redshift data

warehouse to access Amazon S3.

e Attach anIAM role to the Amazon Redshift data warehouse (provisioned or serverless) by
following Recipe 4 in Appendix. Take note of the IAM role name; we will refer to it in the

recipes with [Your-Redshift_Role].
e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.
e Amazon Redshift data warehouse master user credentials.
e  Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2.
e  An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id].

e The code files available in the GitHub repo (https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/tree/main/Chapteres).

e  Access to AWS CloudShell.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter08/chapter_8_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter08/chapter_8_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter08/chapter_8_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter08
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter08
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Configuring Amazon Redshift Advisor for
provisioned clusters

Amazon Redshift Advisor was launched in mid-2018. It runs daily and continuously observes the
workload’s operational statistics on the data warehouse with the lens of best practices. Amazon
Redshift Advisor uses sophisticated algorithms to provide tailored best practice recommendations,
which enable you to get the best possible performance and cost savings. The recommendations
are prioritized based on their severity level and potential impact on the system, which eases

administration. Some of the recommendations include:
e  Optimization of the copy command for optimal data ingestion
e  Optimization of physical table design
e  Optimization of manual workload management
e  Cost optimization with a recommendation to delete clusters after taking a snapshot, if

the cluster is not utilized

Along with the Advisor recommendations, the automatic table optimization feature allows apply-
ing these recommendations automatically without requiring administrator intervention, creating

a fully self-tuning system.

In this recipe, you will see where to find Amazon Redshift Advisor to view the recommendations.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to an Amazon Redshift provisioned cluster
e  An Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1

e AWS CloudShell with the latest AWS CLI (https://docs.aws.amazon.com/cli/latest/
userguide/getting-started-install.html#getting-started-install-instructions)


https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html#getting-started-install-instructions
https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html#getting-started-install-instructions
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How to do it...

In this recipe, we will use the Amazon Redshift console and the AWS CLI to access the Advisor

recommendations for our cluster:

1. Navigate to the AWS Management Console and select Amazon Redshift.
2. On the left-hand side, you will see ADVISOR. Click on it.
3. Ifyou have multiple clusters in a Region, you will be able to view the recommendations

for all the data warehouses. You can group the recommendations by data warehouse or

by category — cost, performance, security, or other.
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Figure 8.1 - Access Amazon Redshift Advisor

4. Youcan distribute the recommendations by exporting them from the console to a file. To

export the recommendations from the Advisor page, select Export.
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Figure 8.2 - Amazon Redshift Advisor recommendations

5. Using AWS CloudShell, run the following code using the AWS CLI to list the output of

Advisor’s recommendations for all clusters in the account:

aws redshift list-recommendations
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How it works...

Amazon Redshift builds recommendations by continuously analyzing the operational data of
your data warehouse. Advisor provides recommendations that will have a significant impact
on the performance of your data warehouse. Advisor, alongside automatic table optimization,
collects the query access patterns and analyzes them using a machine learning (ML) service to
predict recommendations about the sort and distribution keys. These recommendations are then
applied automatically to the target tables in the data warehouse. Advisor and automatic table

optimization run when the workload is low so that there is no impact on user queries.

Managing column compression

Amazon Redshift columnar architecture stores data column by column on the disk. Analytical
queries select a subset of the column and perform aggregation on millions to billions of records.
The columnar architecture reduces the I/O by selecting a subset of the columns and hence improves
query performance. When data is ingested into an Amazon Redshift table, it provides three to
four times compression. This further reduces the storage footprint, which in turn reduces I/O and
hence improves query performance. Reducing the storage footprint also saves you costs. Amazon

Redshift Advisor provides recommendations for compressing uncompressed tables.

In this recipe, you will see how Amazon Redshift automatically applies compression on new and
existing tables. You will also see how column-level compression can be modified for existing

columns.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1

e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2

e AnIAM role attached to an Amazon Redshift data warehouse that can access Amazon S3;

we will refer to it in the recipes with [Your-Redshift_Role]

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]
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How to do it...
In this recipe, we will be analyzing the automatic table-level compression applied by Amazon
Redshift:

1. Connect to the Amazon Redshift data warehouse using a SQL client or Query Editor V2

and create the customer table using the following command:

drop table if exists customer;
CREATE TABLE customer

(
C_CUSTKEY BIGINT NOT NULL,
C_NAME VARCHAR(25),
C_ADDRESS VARCHAR (40),
C_NATIONKEY  BIGINT,
C_PHONE VARCHAR(15),
C_ACCTBAL DECIMAL(18,4),
C_MKTSEGMENT  VARCHAR(10),
C_COMMENT VARCHAR (117)

)

diststyle AUTO;
2. Let’snow analyze the compression types applied to the columns. Run the following com-
mand:
SELECT "column", type, encoding FROM pg_table_def
WHERE tablename = 'customer';
Here is the expected output:

encoding

c_custkey

Cc_name character varying(25)

c_address character varying(4e)

c_nationkey bigint

c_phone character varying(15)
c_acctbal numeric(18,4)
c_mktsegment character varying(10)

c_comment character varying(117)
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3.

When no encoding type is specified for columns, the table is created with ENCODE AUTO.
Listing the encoding type of columns shows the default encoding, which is preserved. With
ENCODE AUTO, when Redshift determines a better encoding type based on the operational
metrics of your workload, it will automatically apply encoding. Amazon Redshift auto-
matically applies a compression type of az64 or AZ64 for INT, SMALLINT, BIGINT, TIMESTAMP,
TIMESTAMPTZ, DATE, and NUMERIC column types. az64 is Amazon’s proprietary compression
encoding algorithm designed to achieve a high compression ratio and improved query

processing. The default encoding of 1zo is applied to varchar and character columns.

Refer to this page in the docs to learn more about different encoding types
7 in Amazon Redshift:

=

https://docs.aws.amazon.com/redshift/latest/dg/c_Compression_
encodings.html

Now, let’s recreate the customer table with C_CUSTKEY encoded as raw using the following
SQL:

drop table if exists customer ;
CREATE TABLE customer

(
C_CUSTKEY BIGINT NOT NULL encode raw,
C_NAME VARCHAR(25),
C_ADDRESS VARCHAR(49),
C_NATIONKEY BIGINT,
C_PHONE VARCHAR(15),
C_ACCTBAL DECIMAL(18,4),
C_MKTSEGMENT  VARCHAR(19),
C_COMMENT VARCHAR(117)
)

diststyle AUTO;
SELECT "column", type, encoding FROM pg_table_def

WHERE tablename = ‘customer’';


https://docs.aws.amazon.com/redshift/latest/dg/c_Compression_encodings.html
https://docs.aws.amazon.com/redshift/latest/dg/c_Compression_encodings.html
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Here is the expected output:

‘ column type | encoding
I&custkey bigi nt none I

c_hame character varying(25) lzo

c_address character varying(40) lzo

c_nationkay bigint azf4

c_phone character varying(15) lzo

¢_acctbal numeric(18.4) azbd

c_mkisegment character varying(10) lzo

¢_comment character varying(117) lzo

Figure 8.3 - Output of the preceding query

Notice that the c_custkey column is encoded with raw encoding (none).

4. Let’snow use COPY toload data from Amazon S3 using the following command, replacing

[Your-AWS_Account_Id] and [Your-Redshift_Role] with the respective values:

COPY customer from 's3://packt-redshift-cookbook/RetailSampleData/
customer/' iam_role ‘'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-
Redshift Role]' (CSV gzip COMPUPDATE PRESET;

SELECT "column", type, encoding FROM pg_table_def

WHERE tablename = 'customer’;

Here is the expected output:

| column | type | encoding
Eo ustkey big int az64 I
c_hame character varying(25) Izo
c_address character varying(4Q) lza
c_nationkey bigint az64
¢_phone character varying(15) Izo
c_aecctbal numeric(18,4) az64
c_mktsegment character varying(10) lzo
¢_comment character varying(117) lzo

Figure 8.4 - Output of the preceding query
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Note

An Amazon Redshift command that contains COMPUPDATE determines the encoding
v V4 for the columns for an empty table even for columns set to raw encoding with no
\ 2 compression. We first create the table with the column c_custkey set to encode raw.
Then, run the COPY command with the compupdate preset option, which determines
the encoding of the columns for an empty table. Then, we verify the encodings of the

columns and that the column c_custkey has the encoding type of az64.

How it works...

Amazon Redshift by default applies compression, which helps to reduce the storage footprint
and hence improve query performance due to a decrease in I/O. Each column can have different
encoding types and columns that can grow and shrink independently. When no encoding is
specified, Redshift uses AUTO encoding and automatically switches to the optimal encoding type
based on workload performance. For an existing table, you can use the ANALYZE COMPRESSION

command to determine the encoding type that results in storage savings.

It is a built-in command that will find the optimal compression for each column. You can then
apply the recommended compression to the table using an alter statement or by creating a new

table with the new encoding types and copying the data from the old to the new table.

Managing data distribution

Distribution style is a table property that dictates how that table’s data is distributed throughout
the compute nodes. The goal of data distribution is to leverage the massively parallel processing
of Amazon Redshift and reduce the I/O during query processing to improve performance. Amazon
Redshift Advisor provides actionable recommendations on distribution style for the table with
the alter statement. Using automatic table optimization enables you to self-manage the table

distribution style based on workload patterns:

e  KEY: The value is hashed; the same value goes to the same location (slice)
e  ALL: All table data goes to the first slice of every compute node

e EVEN: Round-robin data distribution across the compute nodes and slices



250 Performance Optimization

e AUTO: Applies EVEN, ALL, and KEY distribution based on the scenario

Figure 8.5 - Data distribution styles

In this recipe, you will see how Amazon Redshift’s automatic table style works and the benefits
of different distribution styles.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1

e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2

e AnIAM role attached to an Amazon Redshift data warehouse that can access Amazon S3;

we will refer to it in the recipes with [Your-Redshift_Role]

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]
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How to do it...

In this recipe, we will create the customer table with different distribution keys and analyze the

join effectiveness and data distribution:

1. Connect to the Amazon Redshift data warehouse using a SQL client or Query Editor V2.

2. Let’s create the dwdate table with the default auto-distribution style. Then, run the COPY

command, replacing [Your-AWS_Account_Id] and [Your-Redshift_Role] with the re-

spective values:

DROP TABLE IF EXISTS dwdate;

CREATE TABLE dwdate

(
d_datekey
d_date
d_dayofweek
d_month
d_year
d_yearmonthnum
d_yearmonth
d_daynuminweek
d_daynuminmonth
d_daynuminyear
d_monthnuminyear
d_weeknuminyear
d_sellingseason
d_lastdayinweekfl
d_lastdayinmonthfl
d_holidayfl
d_weekdayfl

)s

INTEGER NOT
VARCHAR (19)
VARCHAR (10)
VARCHAR (10)
INTEGER NOT
INTEGER NOT

NULL,
NOT NULL,
NOT NULL,
NOT NULL,
NULL,
NULL,

VARCHAR(8) NOT NULL,

INTEGER
INTEGER
INTEGER
INTEGER NOT
INTEGER NOT
VARCHAR(13)

NOT
NOT
NOT

NULL,
NULL,
NULL,
NULL,
NULL,
NOT NULL,

VARCHAR(1) NOT NULL,
VARCHAR(1) NOT NULL,
VARCHAR(1) NOT NULL,
VARCHAR(1) NOT NULL

COPY public.dwdate from 's3://packt-redshift-cookbook/dwdate/"' iam_
role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_Role]"
CSV gzip COMPUPDATE PRESET dateformat 'auto';
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Here is the expected output:

schema | table | diststyle | skew rows |
public dwdate AUTO(ALL) NULL :

Figure 8.6 - Output of the preceding query

Amazon Redshift by default sets the distribution style to AUTO(ALL). Amazon Redshift
automatically manages the distribution style for the table; for small tables, it sets ALL as
the distribution style. With the distribution style ALL, the data for this table is stored on
every compute node slice 0. The distribution style of ALL is well suited for small dimension

tables, which are not updated frequently.

Let’s create the customer table with the default AUTO distribution style using the following,
replacing [Your-AWS_Account_Id] and [Your-Redshift_Role] with the respective values:

DROP TABLE IF EXISTS customer;
CREATE TABLE public.customer

(
C_CUSTKEY BIGINT NOT NULL encode raw,
C_NAME VARCHAR(25),
C_ADDRESS VARCHAR (40),
C_NATIONKEY  BIGINT,
C_PHONE VARCHAR(15),
C_ACCTBAL DECIMAL(18,4),
C_MKTSEGMENT ~ VARCHAR(10),
C_COMMENT VARCHAR(117)
)

COPY customer from 's3://packtcookbook-hsp/ssb/customer/"’
iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]"' CSV gzip compupdate preset region 'eu-west-1';

To verify the distribution style of the customer table, execute the following command:

select "schema", "table", "diststyle", skew_rows
from svv_table_info

where "table" = 'customer';
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Here is the expected output:

| schema | table diststyle skew_rows
public customer AUTO(EVEN) NULL

Figure 8.7 - Output of the preceding query

Here, Amazon Redshift sets the distribution style to EVEN, based on the table size. The
distribution style of AUTO converts the table from ALL to EVEN based on the threshold of

records in the table.

5. Let’s now modify the distribution style of the customer table using the c_nationkey

column, by executing the following query:

alter table customer alter distkey C_NATIONKEY;

6. Now, let’s verify the distribution style of the customer table. Run the following query:

select "schema", "table", "diststyle", skew_rows
from svv_table_info

where "table" = 'customer';

Here is the expected output:

l schema l table l diststyle | skew_rows

public customer KEY(c_nationkey) 100

Figure 8.8 - Output of the preceding query

c_nationkey causes the skewness in the distribution, as shown by the skew_row column,
since it has less distinct values (low cardinality). Ideally, the skew_row ratio should be
less than 5. When data is skewed, some compute nodes will do more work compared to

others. The performance of the query is affected by the compute node that has more data.

7. Let’s now alter the distribution key for the customer table using a high-cardinality col-

umn, c_custkey. Run the following query and verify the table skew:

alter table customer alter distkey c_custkey;
select "schema", "table", "diststyle", skew_rows
from svv_table_info

where "table" = 'customer';
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Here is the expected output:

I schema | table [ diststyle skew_rows

public customer KEY(c_custkey) 1.02

Figure 8.9 - Output of the preceding query

Now, the customer table has low skew_rows that will ensure all the compute nodes can perform

equal work when processing the query.

How it works...

Amazon data distribution is a physical table property. It determines how the data is distributed
across the compute nodes. The purpose of data distribution is to have every compute node work in
parallel to run the workload and reduce the I/O during join operations, to optimize performance.
Amazon Redshift’s automatic table optimizations enable you to achieve this. You also have the
option to select your distribution style to fine-tune your most demanding workloads to achieve
significant performance. Creating a Redshift table with automatic table optimization will auto-
matically change the distribution style based on the workload pattern. You can review the alter
table recommendationsin the svv_alter_table_recommendations view and the actions applied

by automatic table optimization in the svl_auto_worker_action view.

Managing the sort key

Data sorting in Amazon Redshift refers to how data is physically sorted on the disk. Data sort-
ing is determined by the sort key defined on the table. Amazon Redshift automatically creates
in-memory metadata, called zone maps. Zone maps contain the minimum and maximum values
for each block. Zone maps automatically enable eliminating I/O by not scanning blocks that do

not contain data for queries. Sort keys make zone maps more efficient.

A sortkey can be defined on one or more columns. The columns defined in the sort keys are based
on your query pattern. Most frequently, filtered columns are good candidates for the sort key. The
order of sort key columns is defined from low to high cardinality. Sort keys enable range-restricted
scans to prune blocks, eliminating I/O and hence optimizing query performance. Redshift Advisor
provides recommendations on optimal sort keys and automatic table optimization handles the

sortkey changes based on our query pattern.

In this recipe, you will see how the Amazon Redshift compound sort key works.
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Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1

e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2

e AnIAMrole attached to an Amazon Redshift data warehouse that can access Amazon S3;

we will refer to it in the recipes with [Your-Redshift_Role]

e  An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]

How to do it...

In this recipe, we will use the 1ineitemtable with sort keys and analyze the performance queries:

1. Connect to the Amazon Redshift data warehouse using a SQL client or Query Editor V2.

2. Let’s create the lineitemtable with the default AUTO sort key using the following, replacing

[Your-AWS_Account_Id] and [Your-Redshift_Role] with the respective values:

drop table if exists lineitem;
CREATE TABLE lineitem

(

L_ORDERKEY
L_PARTKEY
L_SUPPKEY
L_LINENUMBER
L_QUANTITY
L_EXTENDEDPRICE
L_DISCOUNT
L_TAX
L_RETURNFLAG
L_LINESTATUS
L_SHIPDATE
L_COMMITDATE
L_RECEIPTDATE
L_SHIPINSTRUCT
L_SHIPMODE
L_COMMENT

BIGINT NOT NULL,
BIGINT,

BIGINT,

INTEGER NOT NULL,
DECIMAL(18,4),
DECIMAL(18,4),
DECIMAL(18,4),
DECIMAL(18,4),
VARCHAR(1),
VARCHAR(1),

DATE,

DATE,

DATE,
VARCHAR(25),
VARCHAR(10),
VARCHAR (44)
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)

distkey (L_ORDERKEY);

COPY lineitem from 's3://packt-redshift-cookbook/lineitem/' iam_role
‘arn:aws:iam::[Your-AWS_Account_Id]:role/[Your- Redshift_Role]' CSV
gzip COMPUPDATE PRESET;

Note

y
Y 4

=2 Depending on the size of the data warehouse, the COPY command will take

around 15 minutes due to the size of the data.

g

Let’s verify the sort key of the lineitem table with the default auto sort key using the
following query:

select "schema", "table", "diststyle", skew_rows, sortkeyl, unsorted
from svv_table_info

where "table" = 'lineitem’;

Here is the expected output:

| schema | table | diststyle skew_rows sortkeyl unsorted
public lineitern KEY(_orderkey)  1.01 AUTO(SORTKEY) NULL

Figure 8.10 - Output of the preceding query

As shown in the preceding output, the lineitemtableis set with a sort key of AUTO(sortkey).
Amazon Redshift Advisor, based on your workload pattern, will make a recommendation

and the automatic table optimization will alter the table with the optimal sort key.

To see the effectiveness of block pruning using the sort key, run the following query and

note down the query_id:

SELECT
1 returnflag,
1 linestatus,
sum(1l_quantity) as sum_qty,
sum(1l_extendedprice) as sum_base_price,
sum(1l_extendedprice * (1 - 1_discount)) as sum_disc_price,
count(*) as count_order

FROM

lineitem
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WHERE
1 shipdate = '1992-01-10'
GROUP BY
1 _returnflag,
1 linestatus
ORDER BY
1 returnflag,
1 linestatus;
select last_user_query_id() as query_id;

Here is the expected output:

query_id
5409
Note
r—#  Amazon Redshift captures operational statistics of each query step in

N

@

system tables. Details of SVL_QUERY_SUMMARY can be found at this link:
https://docs.aws.amazon.com/redshift/latest/dg/r_SVL_QUERY_
SUMMARY . html.

5. Run the following query to measure the effectiveness of the sort key for the above query,

replacing [query_id], with the output from the preceding step:

SELECT query_id, step_id, table _name, is_rrscan, input_rows, output_
rows

from sys_query_detail where query_id in (5409)

and table_name like '%lineitem%’

order by query_id,step_id;

Here is the expected output:

query_id | step_id | table_name | is_rrscan | input_rows | output_rows

5409 0 dev.public.lineitem t 173634575 18385

Figure 8.11 - Output of the preceding query


https://docs.aws.amazon.com/redshift/latest/dg/r_SVL_QUERY_SUMMARY.html
https://docs.aws.amazon.com/redshift/latest/dg/r_SVL_QUERY_SUMMARY.html
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input_rows indicates that Amazon Redshift was effectively able to use the sort key to
pre-filter records. is_rrscan is true for these range scans. Amazon Redshift automati-
cally leverages zone maps to prune out the blocks that do not match the filter criteria of

the query.

6. Let’salter the lineitem table to add the column 1_shipdate as the sort key. Most of the
queries we will run will use 1_shipdate as the filter. 1_shipdate is a low-cardinality

column:

alter table lineitem alter sortkey (L_SHIPDATE);

Note

\G/* Depending on the size of the data warehouse, the ALTER statement will take

around 15 minutes to complete due to the size of the data.

7. To see the effectiveness of the sort key, run the following query and capture the query ID:

SELECT
1 returnflag,
1 linestatus,
sum(1l_quantity) as sum_qty,
sum(1l_extendedprice) as sum_base_price,
sum(1l_extendedprice * (1 - 1 _discount)) as sum_disc_price,
count(*) as count_order
FROM
lineitem
WHERE
1 shipdate = '1992-01-10'
GROUP BY
1 returnflag,
1 linestatus
ORDER BY
1 returnflag,
1 linestatus;
select last_user_query_id() as query_id 1;

Here is the expected output:
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query_id_1
5596

8. Run the following query to measure the effectiveness of the sort key for the above query,
replacing [query_id_1] with the output from the preceding step:
SELECT query_id, step_id, table name, is_rrscan, input_rows, output_
rows
from sys_query_detail where query_id in ([query_id_1])
and table_name like '%lineitem%’

order by query_id,step_id;

Here is the expected output:

query_id step_id table_name is_Irscan input_rows output_rows

5596 0 dev. public.lineitem t 2033144 18385

Figure 8.12 - Output of the preceding query

With the sortkey 1_shipdate applied to the table, block pruningis very effective, reducing
the pre-filtered records to 2,033,144.

9. Now, let’s modify the query to cast the 1_shipdate column to the varchar data type and
then apply the filter. Run the following modified query and capture the query_id_2 output:

set enable_result_cache_for_session = off;

SELECT
1 _returnflag,
1_linestatus,
sum(l_quantity) as sum_qty,
sum(1l_extendedprice) as sum_base_price,
sum(1l_extendedprice * (1 - 1_discount)) as sum_disc_price,
count(*) as count_order
FROM
lineitem
WHERE
cast(l_shipdate as varchar(10) ) = '1992-01-10'
GROUP BY
1 returnflag,

1_linestatus
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ORDER BY
1 returnflag,

1 linestatus;
select last_user_query_id() as query_id 2;

query_id 2
5759

10. Now, let’s run the following query to analyze the effectiveness of the sort key columns,
replacing [query_id_1] and [query_id_2] with the query IDs from the preceding steps:
SELECT query, step, label, is_rrscan, rows, rows_pre_filter, is_
diskbased
from svl_query_summary where query in ([query_id 1],[ query_id_2])
and label like '%lineitem%’
order by query,step;

Here is the expected output:

| query_id | step_id | table_name is_rrscan input_rows output_rows
5409 0 dev.public.lineitem t 173634575 18385
5759 0 dev public.lineitem t 599037902 18385

Figure 8.13 - Output of the preceding query

[query_id_1],which used the 1_shipdate filter, has an input_rows value of 173634575,
compared to [query_id_2], which used the pre-filtered and has an input_rows value
0f 599037902, which means a full table scan was carried out. To make sort keys effective,

itis best practice to avoid applying functions or casting to sort key columns.

How it works...

Using the sort keys when creating tables allows efficient range-restricted scans of the data, when
the sort key is referenced in the where conditions. Amazon Redshift automatically leverages the
in-memory metadata to prune out the blocks. Sort keys make the zone maps more pristine. Ap-
plying sort keys on the most commonly used columns as filters in a query can significantly reduce
the I/O and hence optimize query performance for workloads of any scale. You can learn more

aboutsortkeysathttps://docs.aws.amazon.com/redshift/latest/dg/t_Sorting_data.html.


https://docs.aws.amazon.com/redshift/latest/dg/t_Sorting_data.html
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Analyzing and improving queries for provisioned
clusters

The default table encoding, sort key, and distribution key in Amazon Redshift is AUTO. Amazon
Redshift can learn from the workloads and automatically set the right encoding and sort and
distribution style, which are the biggest contributors to table design and optimization. Amazon
Redshift also provides insights into the query plan, which helps to optimize the queries when
authoring them. It lists the detailed steps it takes to fetch the data.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e  An Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1

e Amazon Redshift provisioned cluster master user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2

e AnIAMrole attached to an Amazon Redshift provisioned cluster that can access Amazon

S3; we will refer to it in the recipes with [Your-Redshift_Role]

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]

How to do it...

In this recipe, we will use the retail system dataset from Chapter 3, Loading and Unloading Data,

to perform analytical queries and explore opportunities to optimize them:

1. Connect to the Amazon Redshift provisioned cluster using any SQL interface, such as a

SQL client, and run EXPLAIN on a query:

explain
SELECT o_orderstatus,
COUNT(o_orderkey) AS orders_count,
SUM(1_quantity) AS quantity,
MAX(1_extendedprice) AS extendedprice
FROM lineitem
JOIN orders ON 1_orderkey = o_orderkey
WHERE
L_SHIPDATE = '1992-01-29'
GROUP BY o_orderstatus;
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Here is the expected output:

QUERY PLAN

XN HashAggregate (cost=97529596065.20..97529596065.22 rows=3
width=36)

-> XN Hash Join DS_BCAST_INNER (cost=3657.20..97529594861.20
rows=120400 width=36)

Hash Cond: ("outer".o_orderkey = "inner".1l orderkey)

-> XN Seq Scan on orders (cost=0.00..760000.00
rows=76000000 width=13)

-> XN Hash (cost=3047.67..3047.67 rows=243814 width=31)

-> XN Seq Scan on lineitem (cost=0.00..3047.67
rows=243814 width=31)

Filter: (1_shipdate = '1992-01-29'::date)

As noted in the above output, the explain command provides insights into the steps
taken by the query. As you can see above, the 1ineitemand orders table are joined using
a hash join. Each step also provides the relative cost to review the expensive steps in the

query for optimization.

Note

\/V Please also see https://docs.aws.amazon.com/redshift/latest/dg/c-

query-planning.html for a step-by-step illustration of the query planning
and execution steps.

2. Now, run the analytical query using the following command to capture the query_id for

analysis:

SELECT o_orderstatus,
COUNT (o_orderkey) AS orders_count,
SUM(1_quantity) AS quantity,
MAX(1_extendedprice) AS extendedprice
FROM lineitem
JOIN orders ON 1_orderkey = o_orderkey
WHERE L_SHIPDATE = '1992-01-29'


https://docs.aws.amazon.com/redshift/latest/dg/c-query-planning.html
https://docs.aws.amazon.com/redshift/latest/dg/c-query-planning.html
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GROUP BY o_orderstatus;

select last_user_query_id() as query_id;

Here is the expected output:

query_id

24580051

Make note of the above query_id, which will be used in later steps to analyze the query.

3. Run the following command to analyze the effectiveness of the sort key column on the

lineitem table by replacing [query_id] with the query ID from the previous step:

SELECT step, label, is_rrscan, rows, rows_pre_filter, is_diskbased
from svl_query_summary where query = [query_id]

order by step;

Here is the expected output:

step | label is_rrscan rows
| rows_pre filter | is_diskbased

@ | scan tbl=1450056 name=lineitem
57856 | 599037902 | f

© | scan tbl=361382 name=Internal Worktable | f

1 | o | f

© | scan tb1=1449979 name=orders | t
79119 | 76000000 |

@ | scan tb1=361380 name=Internal Worktable | f
173568 | e | f

@ | scan tbl=361381 name=Internal Worktable | f
32 | o | f

As can be noticed from the above output, the query optimizer is able to effectively make
use of the range-restricted scan (is_rrscan) onthe 1_shipdate columnin the lineitem
table, to reduce the number of rows from 599037902 to 57856. Also, none of the steps spill
to disk, as indicated by is_diskbased = f.
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4.

5.

Amazon Redshift provides consolidated alerts from the query execution to prioritize the

analysis effort. You can run the following query to view the alerts from the query execution:

select event, solution
from stl_alert_event_log
where query in (24580051);

Here is the expected output:

Very selective query filter:ratio=rows(2470)/rows_pre_user_
filter(2375000)=0.001040 Review the choice of sort key to enable

range restricted scans, or run the VACUUM command to ensure the
table is sorted

In the above query output, since we already confirmed that sort keys are being used ef-
fectively, performing VACUUM will ensure data is sorted and range-restricted scans can be

more effective.

Another alert that you can see in the stl_alert_event_log is Statistics for the tablesin the

query are missing or out of date. To fix this issue, you can run the analyze query as follows:

analyze lineitem;

Here is the expected output:

ANALYZE run successfully

Now, lineitem is updated with the current statistics that will enable the optimizer to pick an

optimal plan.

How it works...

Amazon Redshift automates performance tuning as part of the managed service. This includes

automatic vacuum delete, automatic table sort, automatic analyze, and Amazon Redshift Ad-

visor for actionable insights into optimizing cost and performance. These capabilities are en-

abled through an ML model that can learn from your workloads to generate and apply precise

high-value optimizations. You can read more about automatic table optimization here: https://
aws.amazon.com/blogs/big-data/automate-your-amazon-redshift-performance-tuning-

with-automatic-table-optimization/.


https://aws.amazon.com/blogs/big-data/automate-your-amazon-redshift-performance-tuning-with-automatic-table-optimization/
https://aws.amazon.com/blogs/big-data/automate-your-amazon-redshift-performance-tuning-with-automatic-table-optimization/
https://aws.amazon.com/blogs/big-data/automate-your-amazon-redshift-performance-tuning-with-automatic-table-optimization/
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Configuring Workload Management (WLM) for
provisioned cluster

Amazon Redshift workload management (WLM) enables you to set up query priorities in a
data warehouse. WLM helps you create query queues that can be defined based on different pa-
rameters, such as memory allotment, priority, user groups, query groups, and query monitoring
rules. Users generally use WLM to set priorities for different query types, such as long-running
versus short-running, ETL versus reporting, and so on. In this recipe, we will demonstrate how
to configure WLM within a Redshift data warehouse. Hence, you can manage multiple workloads
running on the same data warehouse and each of them can be assigned different priorities based

on business needs.

Note

\E"\.—;‘ Amazon Redshift serverless automatically manages WLM. You do not need to con-

figure WLM on a serverless endpoint.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon Redshift

e An Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1

How to do it...
In this recipe, we will configure the WLM for your data warehouse using the AWS Management

Console:

1. Open the Amazon Redshift console: https://console.aws.amazon.com/redshiftv2/

home.


https://console.aws.amazon.com/redshiftv2/home
https://console.aws.amazon.com/redshiftv2/home
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2. Intheleft-hand toolbar, browse to CONFIG and select Workload management.

a_\E'S Services ¥

Northern Virginia

4 1 2 2
CLUSTERS Clusters Total nodes On-demand nodes
>
QUERIES
Bl Cluster overview

EDNTOR

& {6} Configurations
CONFIG

Workload management
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wr Subnet groups SE CONMECTIONS — DISK SPACE USED
MARKETPLACE
HSM
Q Manage tags
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Figure 8.14 - Navigate to Workload management in the AWS Redshift console

3. On the Workload management page, we will need to create a new parameter group by

clicking the Create button.
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Workload management
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O Search 1
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o
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Q
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Figure 8.15 - Configure a new parameter group
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4. AcCreate parameter group popup will open. Enter a Parameter group name and Descrip-

tion. Click on Create to finish creating a new parameter group.

Create parameter group X

Parameter group name
Identifier for the cluster parameter group

custom-parameter-group

« Must be 1-255 alphanumeric characters or hyphens,

= First character must be a letter,

+ Can't end with a hyphen or contain two consecutive hyphens,
= Must be unigue within your AWS account,

Description
Description for the cluster parameter group

Description of the custom parameter group

®

P

Figure 8.16 - Create a new parameter group called custom-parameter-group

Must be 1-255 characters.

5. By default, Automatic WLM is configured under Workload Management. Automatic
WLM is recommended, and it calculates the optimal memory and concurrency for query
queues.

6. Tocreate anew queue, click on Edit workload queues under the Workload queues section.

On the Modify workload queues: custom-parameter-group page, click on Add queue.

7. You can configure the queue name by replacing the Queue 1 string and configuring other
settings, such as Concurrency scaling mode to auto or off and Query priority to one of
five levels ranging from lowest to highest. Additionally, you can include the user groups,

user roles, or query groups that need to be routed to this specific queue.
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For example, we created an ETL queue, with concurrency scaling disabled, a query priority

of Normal, and a user role of data_engineers. The load and transform query groups will

be routed to this queue.

PPN -

L] Lo
L ImiEs

7] T

daa_prgracn Fistein
e i He

(1 o -, i Hi i D om i 128 i

LBET GITAEES

MR i

B3 abid g

e W e b=m s
N L g peeey
pe ® [N s
Ty O FILgTN
T S
Irdr i Firleie
wrrkirs Bikle

Sy g

B L e PR 1 Ol EL T
Bkl el il e i L

e e e il o

Figure 8.17 - Configure the ETL queue on the parameter group

8. You can repeat steps 6 and 7 to create a total of eight queues.

9. Youcan create query monitoring rules by selecting either Add rule from template or Add
custom rule. This allows you to perform alog, abort, or change query priority action based

on the predicates for the given query monitoring metrics.

For example, we created arule to abort the query if more than 100 million rows are returned.

¥ Query monitoring rules (1) Add rule from template = Add custom rule

Rule names

Predicates Actions

Rule 0 Return row count (rows) v > 100000000 abort v Delete

rule
0-999999999999999

Add predicate

Figure 8.18 - Configure a query monitoring rule

10. To finish the configuration of the WLM settings, browse to the bottom of the page and
click Save.
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11. To apply the new WLM settings to the cluster, browse to CLUSTERS and choose the
checkbox beside the Amazon Redshift data warehouse to which you want to apply the
new WLM settings. Go to Actions and select Modify.

= Amazon Redshift Clusters
on Clusters ('I ) G Query cluster Actions A ‘ CIﬂuﬂmr
M L ) ] 1
DASHEORRD Manage cluster
Q 1 @
Resize
I v |
All status Modify ‘
Reboot
> Cluster a Cluste ! Storage capacity
QUERIES
redshift-cluster-1 Pause
s €
= o de2.large | 2 nodes | 320 GB R0 1
EDITOR Add AWS Partner integration

Figure 8.19 - Apply custom-parameter-group to your data warehouse

12. Under the Modify page, browse to the second set of Database configurations. Drop down

Parameter groups and select the newly created parameter group.

13. Go to the bottom of the page and select Modify Cluster. The changes are in the queue
and applied after the data warehouse is rebooted.

14. To reboot the data warehouse at an appropriate time that suits the business, click the
checkbox beside the Amazon Redshift data warehouse, go to Actions, and select Reboot.

A popup will appear to confirm the reboot. Select Reboot Cluster.

How it works...

Amazon Redshift’s WLM settings allow you to set the workload priorities and concurrency of
different types of workloads that run on an Amazon Redshift data warehouse. In addition, you
can apply Auto WLM (recommended), which manages the short query acceleration, memory
allotment, and concurrency automatically. Using manual WLM, you can configure the memory

and concurrency values for your workloads if needed (not recommended).
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Utilizing concurrency scaling for provisioned clusters

The concurrency scaling feature in Amazon Redshift allows you to support concurrent users and
queries for steady query performance. Amazon Redshift utilizes resources that are available in
a data warehouse to maximize throughput for an analytical query. Amazon Redshift uses WLM
to optimize query execution by running a limited number of queries concurrently, prioritizing
those that can complete quickly and managing the remaining queries to ensure efficient resource

utilization and overall performance.

With the concurrency scaling feature turned on, Amazon Redshift is able to instantly bring up
additional redundant data warehouses to run the queued-up queries and support burst traffic
into the data warehouse. The redundant data warehouses are automatically shut down once the

queries complete/there are no more queries waiting in the queue.

Note
\\ 4
\{\E}‘ In Amazon Redshift, serverless concurrency scaling is enabled by default. You do not

need to configure concurrency scaling on a serverless endpoint.

Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift provisioned cluster deployed in the AWS Region eu-west-1 with the
retail system dataset from Chapter 3, using the Loading data from Amazon S3 using COPY
recipe

e Amazon Redshift provisioned cluster master user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2

e Install the client tool par_psql (https://github.com/gbb/par_psql) and psql (https://
docs.aws.amazon.com/redshift/latest/mgmt/connecting-from-psql.html) on a Linux

machine that can connect to an Amazon Redshift data warehouse


https://github.com/gbb/par_psql
https://docs.aws.amazon.com/redshift/latest/mgmt/connecting-from-psql.html
https://docs.aws.amazon.com/redshift/latest/mgmt/connecting-from-psql.html
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How to do it...
In this recipe, we will use the par_psql (https://github.com/gbb/par_psqgl) tool to run parallel

queries on Amazon Redshift to simulate a concurrent workload:

1. Navigate to the Amazon Redshift console and then to Amazon Redshift > CLUSTERS >
your Amazon Redshift data warehouse. Click on the Properties tab and scroll down to

Database configurations, as shown in the following image:

Database configurations [ Edi

Databast Nama Part Masher WSS ramn

—

farameber groun
by Safplime pararrener and guery guesns Tor gl Be databasn

Encirppdicen ES ey |0
Enallad ATHE TP
mant-om e A0S d G- 87 9520 10-

a4a5-5505#5 33016

Ratste sifryplinon keys

Figure 8.20 - Database configurations

2. Select the parameter group associated with the Amazon Redshift data warehouse.


https://github.com/gbb/par_psql
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3. Verify that max_concurrency_scaling_data warehouses is set to avalue > =1 and Work-
load queues has Concurrency scaling mode set to auto, as shown below:

Workload gueues Edlit worklaad queues
Shart query acoeleration i sabled For queries whoss i untime i dymareic, Ceaeomeee 5
Default gueus
Thiy i the defoel guens
Menmcry [™6§) CONCLETERG coenain Toreuirercy soaling ke Quiesy peicrily
gt Al =] Hremaal
* Query menitorimg rules (6]
Figure 8.21 - Workload queues
For a step-by-step guide to setting concurrency scaling, refer to the Configuring Workload
Management (WLM) for provisioned cluster recipe of this chapter.

4. Download the par_psql script from the following GitHub location: https://github.
com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere8/conc_
scaling.sql. Copy it into the same location that par_psql is installed. This script uses
the retail system dataset, mentioned in the Getting started section.

5. Run the following command using the SQL client to capture the starttime of the test:

select sysdate as starttime
Here is the expected output:
starttime
2020-12-04 16:10:43
6. Run the following command on the Linux box to simulate 100 concurrent query runs:
export PGPASSWORD=[PASSWORD ]
./par_psql --file=conc_scaling.sql -h [YOUR AMAZON REDSHIFT HOST] -p
[PORT] -d [DATABASE_NAME] -U [USER_NAME]
7. Wait until all the queries have completed. Run the following query to analyze the query

execution, replacing [starttime] with the value corresponding to the date and time at

the start of the script execution:


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter08/conc_scaling.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter08/conc_scaling.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter08/conc_scaling.sql
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SELECT w.service_class AS queue
, case when g.concurrency_scaling status = 1 then 'Y' else 'N'
end as conc_scaled
» COUNT( * ) AS queries
, SUM( qg.aborted ) AS aborted
, SUM( ROUND( total_queue_time::NUMERIC / 1000000,2 ) ) AS
queue_secs
, SUM( ROUND( total exec_time::NUMERIC / 1000000,2 ) ) AS
exec_secs
FROM stl_query q
JOIN stl wlm_query w
USING (userid,query)
WHERE qg.userid > 1
AND g.starttime > '[starttime]’
GROUP BY 1,2
ORDER BY 1,2;

Here is the expected output:

queue | conc_scaled | queries | aborted | queue_secs | exec_secs

As can be noticed from the above output, Amazon Redshift was able to take advantage of

the concurrency scaling feature to run 25% of the queries on the burst data warehouse.

How it works...

Concurrency scaling in Amazon Redshift automatically and elastically scales query processing
power to handle peak workloads, ensuring fast performance and preventing query delays by
routing eligible queries to concurrency scaling clusters when a WLM queue’s concurrency exceeds
defined limits. You can find more details on the queries that are eligible for concurrency scaling

here: https://docs.aws.amazon.com/redshift/latest/dg/concurrency-scaling.html.


https://docs.aws.amazon.com/redshift/latest/dg/concurrency-scaling.html
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Optimizing Spectrum queries for provisioned
clusters

Amazon Redshift Spectrum allows you to extend your Amazon Redshift data warehouse to use
SQL queries on data that is stored in Amazon S3. Optimizing Amazon Redshift Spectrum queries
allows optimal throughputs for the SQL queries, as well as saving on the costs associated with
them. In this recipe, we will demonstrate techniques to get insights into the performance of

Spectrum-based queries and optimize them.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift and Amazon S3

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1

e Amazon Redshift data warehouse master user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2

e AnIAM role attached to an Amazon Redshift data warehouse that can access Amazon S3;

we will refer to it in the recipes with [Your-Redshift_Role]

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]

How to do it...

In this recipe, we will use the Amazon.com customer product reviews dataset (refer to Chapter 3,
Loading data from Amazon S3 using COPY recipe) to demonstrate getting insights into Spectrum

SQL performance and tuning it:

1. Open any SQL client tool or Redshift Query Editor V2 and connect to Amazon Redshift.
Create a schema to point to the reviews dataset using the following command by replacing

the [Your-AWS_Account_Id] and [Your-Redshift_Role] values:

CREATE external SCHEMA reviews_ext_schema

FROM data catalog DATABASE ‘'reviews_ext_schema’

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]’

CREATE external DATABASE if not exists;
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2. Using the reviews dataset, create the Parquet version of the external tables using the

command below:

CREATE external TABLE reviews_ext_schema.amazon_product_reviews_
parquet(

marketplace varchar(2),
customer_id varchar(32),
review_id varchar(24),
product_id varchar(24),
product_parent varchar(32),
product_title varchar(512),
star_rating int,
helpful_votes int,
total_votes int,

vine char(1),
verified_purchase char(1),
review_headline varchar(256),
review_body varchar(max),
review_date date,

year int)

stored as parquet

location 's3://packt-redshift-cookbook/reviews_parquet/"';

3. Usingthe reviews dataset, create the plain-text file (tab-delimited) version of the external

tables using the command below:

CREATE external TABLE reviews_ext_schema.amazon_product_reviews_tsv(

marketplace varchar(2),
customer_id varchar(32),
review_id varchar(24),
product_id varchar(24),
product_parent varchar(32),
product_title varchar(512),
star_rating int,
helpful_votes int,

total _votes int,

vine char(1),
verified_purchase char(1l),

review_headline varchar(256),
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review_body varchar(max),
review_date date,
year int)
row format delimited
fields terminated by '\t'
stored as textfile
location 's3://packt-redshift-cookbook/reviews_tsv/';

4. Run the following analytical queries to calibrate the throughputs and note down the

parquet_query_id and tsv_query_id outputs:

SELECT verified_purchase,
SUM(total_votes) total_votes,
avg(helpful_votes) avg_helpful_votes,
count(customer_id) total_customers

FROM reviews_ext_schema.amazon_product_reviews_parquet

WHERE review_headline = "Y'

GROUP BY verified_purchase;

select PG_LAST_QUERY_ID() as parquet_query_id;

SELECT verified_purchase,
SUM(total_votes) total votes,
avg(helpful_votes) avg_helpful_votes,
count(customer_id) total_customers

FROM reviews_ext_schema.amazon_product_reviews_tsv

WHERE review_headline = 'Y'

GROUP BY verified_purchase;

select PG_LAST_QUERY_ID() as tsv_query_id;

5. Analyze the performance of both of these queries using the following command by substi-

tuting [parquet_query_id] and [tsv_query_id] with the values from the previous step:

select query, segment, elapsed as elapsed_ms, s3_scanned_rows, s3_
scanned_bytes, s3query_returned_rows, s3query_returned_bytes, files

from svl_s3query_summary
where query in ([parquet_query_id], [tsv_query_id])

order by query,segment ;
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Here is the expected output:

query,elapsed_ms,s3_scanned_rows,s3_scanned_bytes, s3query_returned_

rows, s3query_returned_bytes,files

parquet_query_id 3000554 5906460 142428017 4 1917
10

tsv_query_id 9182604 5906460 2001945218 4 5222

10

As you can notice above, the TSV version of the datasets took 9 seconds, compared to
the 3 seconds it took in Parquet, since the TSV version had to scan 2 GB of data while the
Parquet format scanned 0.14 MB of data, despite the content of the files being the same.

Having the datain a columnar format such as Parquet improves the query throughput and reduces

the costs incurred with the query as the scan being carried out on the dataset is most optimal.

How it works...

Optimizing Amazon Redshift Spectrum queries works on the principle of reducing the Amazon

S3 scan and pushing down operations as much as possible into the scalable Spectrum engine.
This can be achieved by using the following techniques:

e Amazon Redshift Spectrum supports structured and semi-structured data formats such
as Avro, Parquet, ORC, file, JSON, etc., and using a columnar file format like Parquet or

ORC can reduce I/O by reading only the needed columns.

e  Compress the row formatfile, e.g., textfile, with compression such as gzip, Snappy, or bzip

to save costs and allow faster performance.

e  Usethe optimal file size:

e  Avoid excessive small files (<1 MB)
e Avoid large files (1 GB) if the file format is not splittable, e.g., gzip/Snappy com-
pressed text file

e  Organize the files as partitions. Take advantage of partition pruning to save costs when

running the query.

You can read more about optimization techniques here: https://aws.amazon.com/blogs/big-

data/10-best-practices-for-amazon-redshift-spectrum/.


https://aws.amazon.com/blogs/big-data/10-best-practices-for-amazon-redshift-spectrum/
https://aws.amazon.com/blogs/big-data/10-best-practices-for-amazon-redshift-spectrum/
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Amazon Redshift allows you to operate your data warehouse from a few gigabytes to a petabyte
in a way that is simple to manage and cost effective. The cost is predictable even with unpredict-
able workloads and provides up to 7x better price performance than any other data warehouse,

atjust $1,000 per terabyte per year.

Amazon Redshift provides flexible pricing options, both on demand and reserved for provisioned
clusters. With Reserved Instance pricing, you save up to 63% by committing to a 1-year or 3-year
term. There are multiple cost controls you can choose from to manage your Redshift serverless
spend. There are several best practices you can follow to ensure you're getting the best value with
Amazon Redshift. This chapter also discusses some of the common cost optimization methods

to get the best cost performance.
The following recipes will be covered in this chapter:

e  AWS Trusted Advisor

e Amazon Redshift Reserved Instance pricing

e  Scheduling pause and resume for an Amazon Redshift provisioned cluster

e  Scheduling elastic resizing for an Amazon Redshift provisioned cluster

e  Using cost controls to set actions for Spectrum

e  Using cost controls to set actions for concurrency scaling for an Amazon provisioned cluster

e  Using cost controls for Redshift serverless
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Technical requirements

Here are the technical requirements to complete the recipes in this chapter:

e  Accesstothe AWS Console.

e An AWS administrator should create an IAM user by following Recipe 1 in the Appendix.

This IAM user will be used in some of the recipes in this chapter.

¢ The AWS administrator should deploy the AWS CloudFormation template at https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chaptere9/

chapter_9_CFN.yaml and create one IAM policy and one IAM role:

e An IAM policy attached to the IAM user that will give them access to Amazon
Redshift, AWS Secrets Manager, Amazon CloudWatch, Amazon CloudWatch Logs,
AWS KMS, AWS Glue, Amazon EC2, AWS Trusted Advisor, AWS Billing, AWS Cost

Explorer, and Amazon S3.
e AnIAM role with the ability to schedule pause and resume, and elastic resizing

for a Redshift cluster. We will refer to this as Chapter9RedshiftSchedulerRole.

e  An Amazon Redshift cluster deployed in the eu-west-1 AWS region.

AWS Trusted Advisor

AWS Trusted Advisor provides you with a summarized dashboard and detailed real-time guidance
to help you provision your resources following AWS best practices. Its checks help you to optimize
your AWS infrastructure, reduce your overall costs, and increase security and performance, and

it also monitors your service limit.

AWS Trusted Advisor provides cost optimization checks for unutilized Amazon Redshift clusters.
It also provides cost optimization checks for the on-demand Amazon Redshift clusters that can

benefit from Reserved Instance pricing, providing you with significant savings.
Getting ready
To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift and AWS Trusted Advisor

e An Amazon Redshift cluster deployed in the eu-west-1 AWS region


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter09/chapter_9_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter09/chapter_9_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter09/chapter_9_CFN.yaml
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How to do it...

In this recipe, we will use AWS Trusted Advisor to identify opportunities for potential savings:

1. Navigate to the AWS Management Console and select AWS Trusted Advisor. On the
dashboard, you will see a summary of the checks for cost optimization with potential

monthly savings:

Trusted Advisor Dashboard

Cost Optimization Performance Security Fault Tolerance Service Limits

A © o ™
98 5A 00 108 0A 00 1208 1A 40 1208 4A 10 468 0A 20

$12,260.63

Patential monthly savings

Figure 9.1 - AWS Trusted Advisor Dashboard

2. Tofurther drill down into the details of cost optimization, select Cost Optimization from
the left pane. If the Amazon Redshift clusters are underutilized, it will list the clusters
with the corresponding cost. You can choose to pause the clusters or delete the clusters
for savings on on-demand clusters:

: Refreshed 2 hodrs age
« A Underutilized Amazon Redshift Clusters Preious st Goon | ||

Checks your Amazon Redehift configlration for clusters that appear to be underutilized. If an Amazon Redshift cluster haa not had a connection for a
prolonged period of time or is uzsing a low amount of CPU, you can uze lower-cost options such as downsizing the cluster or shutting down the cluster and
taking a final snapshat. Final snapshota are retained even after you delete your cluster.

Alert Criteria
Yeflow: A running ciuster has not had a connection in the'last 7 days.

fuster had less than 5% cluster-wide sverage CPU utilization for 39% of the last 7 daya.

Recommended Action
Congider shutting down the cluster and taking a final enapshat, or downsizing the cluster. See Shutling Down and Deleting Clusters and Besizing a Cluster.

Additional Resources
SoudWat

weloper Guide

3of 3 Amazon Redshift clusters appear to be idle. Menthly savings of up to 58,1 50,40 are avallable by shutting down the clusters If they are bilked a1 the an-
demand rate,

Exclude & Refresh | Item View  Included |

v Colurmns View | Columns Display =
MM 1tobof 30 B View 20 -~

Regicn Cluster Instance Type Reason Extimated Monthly Sa._

A et redenift-chamtersgipre_ i dalarge Ma database connections o past 7 days £2247.30

Figure 9.2 - Cost optimization recommendations
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3. Costoptimization recommendation results in potential savings with Reserved Instances

for the on-demand cluster. This is based on the usage for the past 30 days:

-~ o

Aenapon Redshifi Reserved Node Oplimization
Checka o ussge of Redshift and
Tnananions by sl
beer af each type of Raserved ot

SBGomENEndatons o pchans of
he past 30 b
ase b0 mamize your

vl Lsag

sormamedment. This check is net availsbie 1o accounts nked 0 Consolidated Biling. Recommendations are anly mailable for the Paying dccoont.

Aert Criteria

Yesfiow: Optimizing the purchase of Hedshtt Resened Hodes oan Asip reduce costs

Recommendad hction

wd Wodes 1o help sec
isate svery combi

v e i ging Red:
seralions in tha gen

penyment aption with 1-ye

Fatrashad 7 min

1es These
aregony of g In gicke 10 g

Siee the Giret Eepbanes page or e cetated reconmmendtalinn, Custonization SEtomns (e g Kok-feck perio, payment aption, £10.) and 1o purhass Redahill Resensed Nodes

Additionsl Resources.

Information an Redshift feserved Nodes and how they can save yau money can be found feee

Far mane

Far mare detaile; riptior of fiekds, ses Gogt Brporsr documentiion

Tristla n 5 - mizziion Check Suesiins i the Trusted Advisor FAls.

Figure 9.3 - Amazon Redshift cost optimization opportunities

4. Toview the potential cost savings, navigate to Cost Explorer from the Management Con-

sole. Choose Recommendations under Reservations. The recommendations are to use

Reserved Instances instead of on-demand, which would result in potential savings of 34%:

Amsaration: » Rscomma

P Cont Managament

$120,439.54

Extimated Annwal Savings

34%

Savings vs. On-Demand

Purchase Recommantdations

Console
Ganerate recommendations based on:
Miaccounts individual accounts

Purchase Aecammendations (&)

Buy 4 dc2.8xlarge reserved nodes

S Bt (N, Virgiriia)

B3 6 v past 30 dars of an-gemivd usage we rcammend parehasing 4
2 Belarge nodes.

fiows Associated Redslsft Usage

Buy 4 ra¥.dxlarge reserved nodes

S East {N. Vinginia)

Based o your past 30 days of an-temdnd usoge, we recamrend parchising 4
s galarge roserued oo

Baser an your past 80 days of Rershift usago, we have kdentified & ane-year, all=upfron Ri pu sawean 54

rually, repiresening 8 $avirygs of 34% versus of-damand costs. You Car ke 16N O twese recomendations i the Redsiit Resertion Purchase

Sartby:
Manthly Extimated Savings - Downlaad €5V

Detaits

$4,797.12 monthly savings
Upfrons Cost: §110,560.00
Hocuring Monthiy Cost: 3000
Expacted RI UtRization: 100%

$3,235.01 monthly savings
Upfront Cost: $75,89200
Recuring Monthly Cost: 30,00

Wiew Cost Anpmaly Detaction
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Reilt

Rl Recommendation Paramaters €

Ritorm
@1 year
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Paymmam option
@Al uofront
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Based on the past
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@
R0ty

Additional Filters
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Figure 9.4 - Amazon Redshift cost optimization recommendation

We will dive deeper into the potential savings with Reserved Instance pricing in the next recipe.

How it works...

AWS Trusted Advisor is an application that infers best practices based on operational data derived

from thousands of AWS customers. These checks fall into categories such as cost optimization,

security, fault tolerance, performance, and service limits. For a full list of checks, visit https://

aws.amazon.com/premiumsupport/technology/trusted-advisor/best-practice-checklist/.


https://aws.amazon.com/premiumsupport/technology/trusted-advisor/best-practice-checklist/
https://aws.amazon.com/premiumsupport/technology/trusted-advisor/best-practice-checklist/
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Amazon Redshift Reserved Instance pricing

Amazon Redshift Reserved Instance pricing is a billing construct that results in significant savings
for on-demand provisioned clusters that are utilized 24x7. To get deep discounts on the cluster
for your data warehouse workload, you can reserve your instances. Once you have determined
the size and number of clusters for your workload, you can purchase Reserved Instances with

discounts from 30% to 63% compared to on-demand pricing.

Reserved Instances can be purchased using full upfront, partial upfront, or sometimes a no upfront
payment plan. Reserved Instances can be purchased for one or three years. Reserved Instances are
not tied to a particular cluster; they can be pooled across clusters in your account. The following
table shows the significant cost optimization you can get by using Reserved Instance pricing with

one year and three years for different instances for the upfront payment option:

Reserved Instance
Instance Managed Memory g S
storage limit per vCPUs discount
oype node (GB)
1-Year 3-Year
ra3.16xlarge 128 TB 384 48 34% 63%
ra3.4xlarge 128 TB 96 12 34% 63%
ra3.xlplus 32TB 32 4 34% 62%
ra3.large 8 TB 16 2 34% 63%

Table 9.1 - Representative Reserved Instance savings
Please see https://aws.amazon.com/redshift/pricing/ for the latest pricing and savings.

In this recipe, we will use Cost Explorer to see the significant cost savings using Reserved Instances
for an existing on-demand cluster. Then, using the Amazon Redshift console, we will dive into

how to purchase the reserved nodes.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift, AWS Billing, and AWS Cost Explorer

e An Amazon Redshift provisioned cluster deployed in the eu-west-1 AWS region


https://aws.amazon.com/redshift/pricing/
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How to do it...

1. Navigate to the AWS Management Console and select Cost Explorer.

2. On the left side, choose Recommendations under Reservation. By selecting a 1 year Re-

served Instance with All upfront, you get 34% savings compared to on-demand:

WS Cost Mg Resssevatinns

34%

Savings vs. On-Demsnd

$120,439.54

Estimated Annsal Savings®

Select recommendation type
6 Recahift -

Furchase fecommandations RI Recommandation Paramaters ©

Hased on your past 30 days of Redshife usage, we have i vear, all-upfromt d to-save an $120,435.54
ainmiblly, representing & Svings oF 34% verius on-demand costs. You an 1ake S0 N thets rogmemendations in the RBedsliln Reseration Purhase
Cansale,
Gendrate recammendations based o Sort by:
Al Acconts. Individus! pocounts Manghily Estimated Savings « Dosrlond C5V
Purchase Recommendations () Detaily
A

Buy 4 dc2.Extarge reserved nodes

LIS East (M. Wirginia}

Baser on your post 30 days of on-demand usoge. we reoammend purchosing 4
a2, Bxlarge resored modes.

 View Asscrinted Redshilt Uhage

Buy 4 ra3.dxlarge reserved nodes
LS East M. Virginial
s an your past 0 digps of en-dermand isage, we recammmend purchnsitg &

%4,797.12 monthly savings
upfront Cost $714,560.00
Recurring Monthly Cost: $0.00
Expacted B Wdtilization: 100%

Additional Filters

$3,235.01 monthly savings Linked Accaunt

Wpfront Cost §75.35200

Figure 9.5 - AWS cost optimization recommendations

3. Now,let’s see the benefits of cost savings with three Reserved Instances. If we have three

years all upfront, we get a significant saving of 65% compared to on-demand pricing:

WS Cast M

65%

Savings vs, On-Demand

$230,936.88

Estimated Annual Savings

Basedd on your past 30 days of Reoshift usage, we lave dontifed § thres-year, sll-upfront B purchase recommendations to savse a0 5 mated $230,936.88
annually, represeting 3 savengs of B5% versus on-demand ensts. You can take scan on these recammendations in the Fodshift Resoruation Furthass

Conb.

Generste recommendations based on:

Allaccounts individual accoants

Purchase Recommendatians (6]

Buy 4 dc2.8xlarge reserved nodes

S East (. Virgina)

Bnsed on your past 30 days of an-demand usage, we reeommend parchasing 4
el Rekuge reservid nodes.

# lew Azsocatod Redshift Usage

Buy 4 ra3 dxlarge reserved nodes

S East (N, Vinginiis)

Based on your past 30 days of an-demand usage, we moommend parchasing 4
[EE A

* view Amsocated Redshift Usage

Select recommendation type
6 Fecsift .

Purchass Rocammendations Ri Recommendation Parameters €

sort by
Monthly Estimated Savings =  Download CSY
Details

49,624.90 monthly savings
Upfront Cost: §157,280.00
Recurring Monhly Cost 30,00
Experted Rl Utiization: 100%

Additional Filters
45,948,071 monthly savings Lioked Actolint
Uphront Cost: 512850600

Recurring Manthiy Cost: 30.00

Experted Al Urilzation: 100%

Figure 9.6 - AWS cost optimization benefits
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4. Topurchase thereserved nodes, navigate to the Amazon Redshift console. Choose Clusters

and then select Reserved nodes:

alvfl Services ¥ [}
= Amazon Redshift Clusters

on Purchase reserv

|
DASHBOARD

¥ QP Clusters

CLUSTERS
Reserved nodes

> Snapshots

QUERIES .
Figure 9.7 - Purchasing Reserved Instances
5. Choose the instance types and the Reserved Instance term, 1year or 3 years:

Choose an offering
sa from the optlons beldw and enter the niEmbar of nodes thag Ll
satian pricing aad then choose Purchase reserved aodes to-subemit your order

toresarne with this grdar, Whed youre dans, sokaowebge

Mosle type

rad.dx=large -

Cag type: MANAGED Managed stamge: up to &4 TBfnode

Tarm
Tyear @ 3 years

Payment per pode

The pphrant cost o niEn the reserved nodes se puichased, The manthdy cost 15 for compadnsoan anly and ks thi gotal
hioilty COSE PET T

all upfront Upfram Manthiy Effective hauely

Full upfront pagment far the dusrion 437 427.00 .- 41232

of the reservation i
B2 savings

Pastial upfront Upfram Manthiy Effective hauely
$16,920.00 £470.00 41.288
E1% savings
Upfront Hanthly Effective hourly
$1.035.213 $1.418
56 savinas®

Figure 9.8 - Reserved Instance plans and savings
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6. Enter the number of nodes you need, check the acknowledgment checkbox, and select
Purchase reserved nodes. Once you have purchased the reserved nodes, your billing will

reflect the savings:
Pricing

Plimbey oF rades

SRS | P HE

Figure 9.9 - Purchasing the Reserved Instance

See also...

Find out more about Reserved Instance pricing for Amazon Redshift here:
e https://docs.aws.amazon.com/redshift/latest/mgmt/purchase-reserved-node-
instance.html

. https://aws.amazon.com/redshift/pricing/

Scheduling pause and resume for Amazon Redshift
provisioned cluster

The customers generally have a set of development, test, and production workloads. While pro-
duction workloads need to be up and running 24/7, the same can’t be said for development and
test workloads. To make cost-conscious decisions, customers can use the pause and resume
feature within Amazon Redshift to only resume for the development and test clusters when they
are in use and pause when not in use. The customers can perform this action on-demand or even

schedule on a specific interval.


https://docs.aws.amazon.com/redshift/latest/mgmt/purchase-reserved-node-instance.html
https://docs.aws.amazon.com/redshift/latest/mgmt/purchase-reserved-node-instance.html
https://aws.amazon.com/redshift/pricing/
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In the recipe, we will learn how to pause and resume the Amazon Redshift cluster on a schedule.

Getting ready

To complete this recipe, you will need:

An IAM user with access to Amazon Redshift

An IAM role called Chapter8RedshiftSchedulerRole with the ability to schedule pause

and resume for Redshift clusters

An Amazon Redshift provisioned cluster deployed in the eu-west-1 AWS region

How to do it...

1.

Open the Amazon Redshift console: https://console.aws.amazon.com/redshiftv2/
home.
Select the cluster that you would like to pause, click on Actions, and select Pause, as

shown in the following screenshot:

= Amazon Redshift Clusters

et Clusters (1) E Query cluster | | Actions &
a Manage cluster
Resize
B Cluster F Cluster namespace v Status Edit PU utilization
-!L\:J Rehoot
:‘;ﬁ‘l'grtlc&ff::;} i %a709984-1429-4261- ) suzilable 8%
won Pause

Add AWS Partrer integration

Figure 9.10 - Select your cluster from the Amazon Redshift Console
In the Pause cluster window, you have multiple options:

¢  Resume now: This option allows you to perform resume operations on demand.

e  Resume later: This option allows you to perform a resume operation at a partic-
ular date and time.

¢  Resume and pause on schedule: This option allows you to perform pause and

resume operations on a given schedule.


https://console.aws.amazon.com/redshiftv2/home
https://console.aws.amazon.com/redshiftv2/home
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4. We will review resuming the cluster by scheduling a pause and resume operation here.

We will select Pause and resume on schedule. Provide Schedule name and Description:

Pause cluster

Pause now Pause later © Pause and resume on
schedule
Schedule name Description - optional
The name of the scheduled action Description for the schedule
daily-pause-and-resume-schedule Pause and resume schedule for daily developer use

The name must be 1-63 charactars. Valid characters are a-z
(lowercase only), 0-9, and - (hyphen).

Figure 9.11 - Create a schedule for pause and resume

5. For the schedule, select the Starts on and Ends on dates that should be applied. In the

Editor, you can choose Week, Day, or Month for the pause and resume schedule:

Starts on Ends on
2021/02/09 2021/12/31
Editor Cran syntax
Pause every Time (UTC)
Day v 14:00
Resume every Time (UTC)
Day v 23:00

Figure 9.12 - Pick the times to pause and resume

6. In the Scheduler permissions section, you will need to select the pre-created IAM role
from the dropdown that can perform the modify operation on the Redshift cluster and

can call the Redshift scheduler.
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Finally, click on the Schedule recurring pause and resume button to schedule the

operation:

Scheduler permissions

1AM role

RedshiftSchedulerlAMRole v

This 1AM role must allow the Amazon Redshift scheduler (Principal
scheduler.redshift.amazonaws.com) to assume permissions on your behalf. Learn mare [

Cancel Schedule recurring pause and resume

Figure 9.13 - Associated permissions to perform pause and resume

How it works...

When you pause a cluster, a snapshot is created, queries are terminated, and the cluster enters
the paused state. From a pricing perspective, on-demand billing is suspended for that cluster, and
only storage incurs charges. When you resume the cluster, it creates a cluster from the snapshot

that was taken during the pause operation.

Note

Pause and resume operations can be can also be performed using the Redshift API

\C:{ or SDK (https://docs.aws.amazon.com/redshift/latest/APIReference/
= API_Operations.html). This allows you to automate your operational tasks easi-
ly. For example, you can pause your development/ test cluster when it’s not in use

during non-business hours.

Scheduling elastic resizing for an Amazon Redshift
provisioned cluster

The analytics workload requirements for enterprises change over time, and resizing makes it
easy to scale the workload up or down and even change to newer instance classes with few clicks.
Elastic resize is a mechanism to add nodes, remove nodes, and change node types for an existing
Amazon Redshift cluster. In this recipe, we will cover how to schedule a resize operation based
on business requirements. For example, you might want to upsize your cluster before the start

of your scheduled ETL process to satisfy the SLA needs.


https://docs.aws.amazon.com/redshift/latest/APIReference/API_Operations.html
https://docs.aws.amazon.com/redshift/latest/APIReference/API_Operations.html
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In this recipe, you will learn how conduct elastic resizing on a Redshift cluster using a schedule:

Getting ready

To complete this recipe, you will need:

e  AnIAM user with access to Amazon Redshift

e AnlIAMrole called Chapter9RedshiftSchedulerRole with the ability to schedule elastic
resize for a Redshift cluster

e  An Amazon Redshift provisioned cluster deployed in the eu-west-1 AWS region

How to do it...

1. Open the Amazon Redshift console: https://console.aws.amazon.com/redshiftv2/

home.

2. Select the cluster, click Actions, and select Resize:

Clusters (1/1) info c ‘ Querydata ¥ | Actions & Creata clustar
3 Manage cluster
QU Find clusters |

‘ Resize

Cluster L Status - Cluster nameaspaca = | Average querydy  Ldit
Rehaat
myredshificluster (S available 23ASANEN-ERDR-A7T0- Rane
25ulplus| Z nades | &4 T8

Adc AWS Partner integration
Lelets

Modify publicly amessible secting
Figure 9.14 - Cluster management for resizing

3. Under Resize Cluster, keep the default selection for Elastic resize (recommended).

4. Under Schedule resize, the options are Resize the cluster now, Schedule resize at alater
time, and Schedule recurring resize events. For a resize based on a recurring event, we
will select Schedule recurring resize events to repeat upsize/downsize operations based

on a schedule:
Resize the cluster now

Schedule resize at a later time

© Schedule recurring resize events

Figure 9.15 - Creating a recurring resize event


https://console.aws.amazon.com/redshiftv2/home
https://console.aws.amazon.com/redshiftv2/home
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5.

Under Scheduling options, enter the name for the schedule under Schedule name and
enter the dates when this schedule needs to start and stop in the Starts on and Ends on
fields. You can now select when and how the cluster configuration needs to change by

selecting Node type, Number of nodes, and Increase size every.

For instance, we want to scale the workload up to 4 nodes on every last Monday of the
month to manage the end-of-month reporting workload and scale it back down to 2
nodes at the start of the month.
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Figure 9.16 - Creating an elastic resize (upsize and downsize) schedule
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6. In the Scheduler permissions section, select the pre-created IAM role from the drop-
down that can perform the resize operation on the Redshift cluster and can call the Red-
shift scheduler. Finally, click on the Schedule resize button to schedule the elastic resize

operation.

For instance, we are selecting the IAM role from the dropdown called Chapter9RedshiftS-

chedulerRole, which was pre-created with correct access:

Scheduler permissions

1AM role
RedshiftSchedulerlAMRole v

Thils 1AM role mist atlow the Amazon Redshift scheduler (Principal
scheduler redshift. amazonaws.com] to assume pernmisslons on your behalf Learn more ]

Cancel

Figure 9.17 - Selecting the IAM role for scheduling the elastic resize

7. Validate that the resize operation has been created, click on your cluster from the main
CLUSTER option, and select the Schedule tab. In the Resize schedule section, you will

have the resize operations listed.
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Figure 9.18 - Validate the elastic resize schedule

How it works...

An elasticresize takes around 10-15 mins to complete, and during this time the cluster is in read-on-
ly mode. When changing just the node count but keeping the node type the same, the data is
redistributed at the backend, queries are temporarily paused, and connections are held open.
When changing the node type, the operation creates a new cluster from a snapshot, and open

connections will be terminated.
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Using cost controls to set actions for Redshift
Spectrum

Amazon Redshift allows you to extend your data warehouse to the data lake by performing SQL
queries directly on data on Amazon S3. You will be charged based on the number of bytes scanned
by Redshift Spectrum, rounded up to the next MB, with a 10 MB minimum per query (https://
aws.amazon.com/redshift/pricing/#Redshift_Spectrum_pricing). There are no charges for
Data Definition Language (DDL) statements like CREATE/ALTER/DROP TABLE statements for

managing partitions and failed queries.

In the recipe, we will set up cost controls on the Amazon Redshift spectrum usage to prevent any

accidental scan by a monstrous query.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e An Amazon Redshift cluster deployed in the eu-west-1 AWS region

How to do it...

1. Navigate to the AWS Amazon Redshift console and navigate to Amazon Redshift | Clusters
and click on your Amazon Redshift cluster. Click on the Properties tab and scroll down

to the Database configurations, as shown in the following screenshot:

Databaie configurations. Edit

THILr e Pest WAL mhE P

Ercraptioe KRS ey 1D

I'|-.|!||-: LA TR
-1 -— THIS T e - A T 0 S 1 O
Fe it b ol Tl

Rotate encryption keys

Figure 9.19 - Selecting the parameter group associated with the Amazon Redshift
cluster


https://aws.amazon.com/redshift/pricing/#Redshift_Spectrum_pricing
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2. Click on the Parameter group associated with the cluster. Click on the edit workload queues

and click on Add custom rule, as shown in the following screenshot:
Default gueue
.This is the default queue.

Memary (%) Concurrency on main Concurrency scaling mode Query priority

Auto Auto off v | | Normal v

¥ Query monitoring rules {0)

No rules have been defined. Add rule from template | Add custom rule

Figure 9.20 - Modifying workload queues

Note
\/V You cannot edit the default parameter groups and will have to create a cus-
tom parameter group to edit the queues and monitoring rules associated

with your cluster.

3. Choose a rule name (any user-friendly name) and click on the Predicates dropdown to
select Spectrum scan (MB). Choose values > 100,000,000 and set Actions to abort, as

shown in the following screenshot, and click on Save:
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Figure 9.21 - Adding a custom query monitoring rule for Spectrum
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6.

Amazon Redshift will now abort any query that scans data over 100 TB, and you will not
be charged for any queries that were aborted. This prevents any user from accidentally

scanning a large amount of data for your data warehouse.
You will now create cost controls at the Amazon Redshift cluster level. Navigate to Amazon
Redshift | Clusters | Actions | Manage usage limit.

Click on Add limit and set a limit corresponding to Redshift Spectrum usage limit, as

shown in the following screenshot:

Redshift Spectrum usage limit

Control your data usage by setting limits and actions. $5 is charged per terabyte of data scanned.

No actions and limits defined.

Add limit

You can add up to 4 limits.

Figure 9.22 - Configuring limits and action for Spectrum

For Time period, select Monthly and set Usage Limit (TB) to 1000 and click on Save
changes:

Redshift Spectrum usage limit
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Hanthly v 1000 | Dibarode featung v Humuovs

SWS configuration - Culiia!
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Add limit
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Figure 9.23 - Setting up monthly limits for Spectrum usage
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The Amazon Redshift Spectrum feature is disabled when the monthly limit of 1,000 TB

of data scanned is exceeded.

See also...

For a step-by-step guide to setting up the workload management, refer to the Configuring Work-
load Management (WLM) for provisioned cluster recipe in Chapter 8.

Using cost controls to set actions for concurrency
scaling for an Amazon provisioned cluster

Amazon Redshift offers a feature called concurrency scaling that automatically adds temporary
clusters when your system needs to handle multiple user queries at once. Every day that your
main Redshift cluster is running, you earn one hour of free credits to use these temporary clusters,
though these credits expire at the end of each month. If you need more capacity beyond your free
credits, you’ll only be charged when the temporary clusters are actively processing queries. The
billing is calculated per second at the on-demand rate, with a minimum charge of one minute
each time a temporary cluster is activated. This way, you only pay for the extra processing power
when you actually need it, making it a cost-effective solution for handling periodic spikes in que-
ry volume. In the recipe, we will set up controls for concurrency scaling usage on your Amazon

Redshift cluster.

Getting ready
To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e  An Amazon Redshift cluster deployed in the eu-west-1 AWS region

How to do it...
1. Navigate to Amazon Redshift | Clusters | Actions | Manage usage limit.

2. Click on Add limit and set a limit corresponding to Concurrent scaling usage limit, as

shown in the following screenshot:
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Araion fedshll > Clasters 3 Monage usage limit
Manage usage limits

Concurrency sallng usage limit
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Figure 9.24 - Configuring limits and actions for Spectrum

3. For Time period, select Monthly, for and Usage Limit (hh:mm), set 30 and click on Save

changes:

Concurrency scaling usage limit
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Figure 9.25 - Setting up monthly limits for concurrency scaling usage

Now, the Amazon Redshift concurrency scaling feature is disabled when the monthly

limit exceeds 30 hours.
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In addition to disabling concurrency scaling when limits are exceeded in your cluster, you can also
limit the number of concurrent clusters that are spun up using the max_concurrency_scaling_

clusters parameter we saw in Chapter 8.

See also...

Concurrency scaling pricing: https://aws.amazon.com/redshift/pricing/#Concurrency_
Scaling pricing

Using cost controls for Redshift Serverless

Redshift Serverless automatically adjusts capacity based on the workload demand when there
is a query running against it and it shuts down when it’s not in use. The workload is charged on
a per-second basis (with a 60 seconds minimum charge). There are three crucial settings, Base
Capacity, Max RPU-hours, and Max RPU, to fine-tune your Redshift serverless cost efficiency

while maintaining performance.

In this recipe, you will learn how to have cost controls when using the Amazon Redshift Serverless

to prevent any surprises by adjusting Base Capacity, Max RPU-hours, and MaxRPU.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift

e Amazon Redshift Serverless cluster deployed in the eu-west-1 AWS region

How to do it...
1. Navigate to Amazon Redshift | Serverless dashboard and click on your workgroup.

2. Go to the Performance tab and select Edit for Performance and cost controls.


https://aws.amazon.com/redshift/pricing/#Concurrency_Scaling_pricing
https://aws.amazon.com/redshift/pricing/#Concurrency_Scaling_pricing
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3. Under Performance and cost controls, you can manually select the Base capacity from

the dropdown ranging from 8 to 512. Click on Save changes to confirm the selection:

Amazon Redsh 7t Serverless > Workgroup configuration > myredshifteswg > Edit performance and cost controls

Edit performance and cost controls

Performance and cost controls -«

52t a bace capacity o2 indicate tha base amawmt of Redsh 7 processmg wmies (RI°U5) that Amazan itedshift can use o run
queries Alternacvyaly, set price-cerformence fargot to octimiee rosaurces. Arrazon HedshfTuses Al-dmven scaling and
octimEatien to sutematcally adjust yaur resou -tes when Funning gueres.

Perfarmance and cast contrnls

O Base capacity

Set the base capacty in Resshitt processing units (RPLs) nsed ta process yous wnrddoad

i Price-pertarmance [arget - new
Choose 3 prca-pesformance Target, and Amazen Redshifz will actamat cally apply Al-drkvan cprimizations 1o meet your
Target

Base capacity

Towe defanilt waiie is 120 RPU=. Ta change the base caparity, thooss anathes RPL valise
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Q
52

i Cancel  Savechanges

£

48
56

Figure 9.26 - Setting up base capacity

Now, the base capacity for the Amazon Redshift Serverless cluster is configured at 8 RPUs,
which means when the workgroup starts it defaults at 8 RPUs before scaling up for ad-

ditional demand as needed.
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4.

Optionally, you can select Price-performance target, where Redshift automatically ap-
plies Al-driven optimization to meet your target, ranging from 1 for cost optimization to
100 for performance optimization. This feature works best when the system has learned
the specific workload pattern and when the base RPU is between 32 and 512. Click on Save

changes to confirm the selection:
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Figure 9.27 - Setting up the price-performance target

The price-performance target value of 1indicates that Amazon Redshift’s Al-driven scaling
is configured to prioritize cost optimization. At this setting, the system will make scaling
decisions that emphasize cost efficiency over maximum performance, helping to balance

workload requirements with cost management
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5. Tosetthe MaxRPU (which will cap the maximum RPU Serverless will scale up to), browse

to Limits tab and select Edit for Max Capacity.

6. In the Edit max capacity section, set the Max capacity ranging from 8 to 5632 in incre-

ments of 8. Click on Save changes to confirm the selection:
Edit max capacity x
Set the maximum RPU capacity to limit the compute resources the workgroup uses at

any point in time.

Base capacity
8

Max capacity
To set the maximum capacity in RPUs, enter a number.

400 ‘ Remove

If base capacity in performance and cost contrels is chosen, max capacity must be greater than or
equal to your base capacity. This value must be in increments of B.

Cancel Save changes

Figure 9.28 - Setting up max capacity

7. Now, the max capacity for the Amazon Redshift Serverless cluster is configured at 400,
which means when the workgroup will not scale beyond 400 RPUs. To set the Max RPU
hours (the budget cap for potential spending), browse to the Limits tab and select Man-
age usage limits.

8. Inthe Manage usage limits section, under Maximum Redshift processing units (RPU),
select Add limit.

9. In the Compute usage limits section, you have the option to set the frequency to daily,

weekly, or hourly. You can also select the Usage limit (RPU hours).
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10. Under Action, you can select from different options, from tracking by logging to system
tables to turning off user queries if you have hard budget limits. You have the option to

configure up to 4 limits.

Computa usage limies
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Figure 9.29 - Setting up usage limits

Now, the maximum number of hours the RPUs will operate is 1000 beyond which no user

queries will run on the workgroup.

How it works...

The following settings allow us to build cost controls for the Redshift Serverless environment:

e  Base Capacity: This is your cost foundation. By setting the Base RPUs, you're essentially
choosing your minimum ongoing cost. While a higher base can improve performance for
data-intensive tasks, it also means a higher fixed cost. The key here is to find the sweet
spot where you’re not overpaying for unused capacity during quiet periods but still have

enough power for your regular workload.
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e  MaxRPU-hours: This is your cost ceiling. By specifying Max RPU-hours over daily, week-
ly, or monthly periods, you’re putting a hard limit on your potential spending. It’s like
setting a budget cap — Amazon Redshift will take automatic actions to ensure you don’t
exceed this limit. This feature is crucial for maintaining predictable costs, especially if
your workload can be variable or if you’re working within a strict budget.

¢ MaxRPU (Max Capacity): This acts as your cost safeguard against unexpected spikes.
While automatic scaling can help handle sudden increases in demand, unrestricted scaling
could lead to unexpectedly high costs. The MaxRPU setting prevents this by capping the

maximum resources your warehouse can scale up to, even during peak periods.
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Lakehouse Architecture

Lakehouse is an architectural pattern that makes data easily accessible across a customer’s ana-
lytics solutions, thereby preventing data silos. Amazon Redshift is the backbone of the lakehouse
architecture. It allows enterprise customers to query data across the data lake, operational da-
tabase, and multiple data warehouses to build an analytics solution without having to move
data in and out of these different systems. The key benefits of a lakehouse include unified data
management (no need to maintain separate copies of data), consistent security and governance
across all data, and the ability to use multiple query engines and tools to access the same data.
AWS’s implementation specifically allows customers to use different storage options (S3 buckets,
S3 tables, or Redshift managed storage (RMS)) while providing access through standard Iceberg
APIs, making the data accessible to both AWS services and third-party tools without requiring

data migration or copies.

In this chapter, you will learn how you can leverage the lakehouse architecture to extend a data
warehouse to services outside Amazon Redshift to build your solution, while taking advantage

of the built-in integration.
The following recipes are discussed in this chapter:

e Building a data lake catalog using AWS Lake Formation

e  Carrying out a data lake export from Amazon Redshift

e Extending a data warehouse using Amazon Redshift Spectrum
e  Querying an operational source using a federated query

e Amazon SageMaker Lakehouse
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Technical requirements

Here are the technical requirements to complete the recipes in this chapter:

e  Access to the AWS Management Console.

e AWS administrator permission to create an IAM user by following Recipe I in Appendix.
This IAM user will be used for some of the recipes in this chapter.

e AWS administrator permission to create an IAM role by following Recipe 3 in Appendix.
This IAM role will be used for some of the recipes in this chapter.

e AWS administrator permission to deploy an AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapterie/

chapter_10_CFN.yaml) to create two IAM policies:

e An IAM policy attached to the IAM user that will give them access to Amazon
Redshift, Amazon EC2, Amazon S3, Amazon SNS, Amazon CloudWatch, Amazon
CloudWatch Logs, AWS KMS, AWS IAM, AWS CloudFormation, AWS CloudTrail,
Amazon RDS, AWS Lake Formation, AWS Secrets Manager, and AWS Glue

e AnIAM policy attached to the IAM role that will allow an Amazon Redshift data

warehouse to access Amazon S3, Amazon RDS, and AWS Glue

e Attach an IAM role to the Amazon Redshift data warehouse by following Recipe 4 in Ap-
pendix. Make note of the IAM role name; we will refer to it in the recipes with [Your-
Redshift_Role].

e AWSadministrator permission to run the CLI commands using AWS Cloud Shell (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapterie/

Chapter1e_DataTransferRoleAndLakeFormation). This will create DataTransferRole

and configure AWS LakeFormation settings.

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.

e Amazon Redshift data warehouse admin user credentials.

e  Access to any SQL interface such as a SQL client or Amazon Redshift Query Editor.

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id].

e An Amazon S3 bucket created in eu-west-1; we will refer to it with [Your-Amazon_S3_
Bucket].

e The code files can be found in the Git repo: https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/tree/main/Chapterie.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/chapter_10_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/chapter_10_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/chapter_10_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/Chapter10_DataTransferRoleAndLakeFormation
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/Chapter10_DataTransferRoleAndLakeFormation
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/Chapter10_DataTransferRoleAndLakeFormation
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter10
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/main/Chapter10
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Building a data lake catalog using AWS Lake

Formation
The data lake design pattern has been widely adopted by the industry. Data lakes help to break

data silos, by allowing you to store all of your data in a single, unified place. You can collect the
data from different sources. Data can arrive at different frequencies, for example, clickstream
data. The data format can be structured, unstructured, or semi-structured. Analyzing a unified

view of data allows you to derive more value and insight from the data to drive business value.

Your data lake should be secure and meet your compliance requirements. It should include a
comprehensive, searchable index of all the data stored in the lake. This catalog makes it easy
for users to locate and access the specific data they need. One of the advantages of data lakes is
that you can run a variety of analytic tools against it. It also allows you to carry out new types
of analysis on your data. For example, you may want to move from answering questions about
what happened in the past to focusing on real-time insights and using statistical models and
forecasting techniques to understand and answer what could happen in the future. To do this,
you need to incorporate machine learning (ML), big data processing, and real-time analytics.
The pattern that allows you to integrate your analytics with a data lake is the lakehouse archi-
tecture. Amazon S3 object stores are used for centralized data lakes due to their scalability, high

availability, and durability.
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Figure 10.1 - Lakehouse architecture
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Typical challenges and steps involved in building a data lake include the following:

e Identifying sources and defining the frequency with which the data lake needs to be
hydrated

e Cleaning and cataloging the data
e  Centralizing the configuration and application of security policies
e Integrating the data lake with analytical services that adhere to the centralized security

policies

The following is a representation of the lakehouse workflow moving data from raw format to

ready for analytics:
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Figure 10.2 - Data workflow using the lakehouse architecture

The AWS Lake Formation service allows you to simplify the build, centralize the management,
and configure security policies. AWS Lake Formation leverages AWS Glue for cataloging, data

ingestion, and data transformation.

In this recipe, you will learn how to use Lake Formation to hydrate a data lake from a relational

database, catalog the data, and apply security policies.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon RDS, Amazon S3, and AWS Lake Formation.

e An Amazon RDS MySQL database; create an RDS MySQL cluster: https://aws.amazon.
com/getting-started/hands-on/create-mysql-db/.

In this recipe, the version of MySQL engine is 5.7.44.

e Acommand line to connectto RDS MySQL: https://docs.aws.amazon.com/AmazonRDS/

latest/UserGuide/USER_ConnectToInstance.html.


https://aws.amazon.com/getting-started/hands-on/create-mysql-db/
https://aws.amazon.com/getting-started/hands-on/create-mysql-db/
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html
https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/USER_ConnectToInstance.html
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This recipe uses the AWS EC2 Linux instance with the MySQL command line. Open the
security group for the RDS MySQL database to allow connectivity from your client.

How to do it...

In this recipe, we will learn how to set up a data flow with a MySQL-based transactional database

to be cataloged using a Lake Formation catalog and query it easily using an Amazon Redshift data

warehouse (serverless or provisioned cluster):

1

2.

Let’s connect to a RDS MySQL database using the following command line. Enter the

password and it will connect you to the database:

mysgl -h [yourMySQLRDSEndPoint] -u admin -p

We will create an ods database in MySQL and create a parts table in the ods database:

create database ods;
CREATE TABLE ods.part

(
P_PARTKEY BIGINT NOT NULL,
P_NAME VARCHAR(55),
P_MFGR VARCHAR(25),
P_BRAND VARCHAR(10),
P_TYPE VARCHAR(25),
P_SIZE INTEGER,
P_CONTAINER VARCHAR(10),
P_RETAILPRICE  DECIMAL(18,4),
P_COMMENT VARCHAR(23)

)

On your client server, download the file part.tbl from https://github.com/
PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapterl@/part.tbl
to your local disk.

Now we will load this file into the ods.part table on a MySQL database. This will load
100 records into the parts table:

LOAD DATA LOCAL INFILE 'part.tbl’
INTO TABLE ods.part
FIELDS TERMINATED BY '|'
LINES TERMINATED BY '\n';


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/part.tbl
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/part.tbl
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5. Let’s verify the count of records loaded into the ods . part table:

MySQL [(none)]> select count(*) from ods.part;

1 row in set (0.00 sec)

6. Navigate to AWS Lake Formation and select Get started.

AWS Lake Formation
Create and manage data lakes with

Get started

With AWS Lake Forrmation, it is easy to create and

centralized access control across g o do ik it hving o condipn

and integrate each underlying AWS service.

Amazon Web Services

The easiest way to and manage your data loke an Amazon 53

Figure 10.3 - Navigate to Lake Formation

7. Now, let’s set up the data lake location. Select Register location.

» Data lake setup

{uickly st up your dota lake in Laks Formation

Stage 1 Stage 2 Stage 3
Register your Amazon 53 storage Create a database Grant permissions
Lake Formation manages access to designated storage Lake Formation organizes data Into a catalog of logical Lake Formation manages acoess for 1AM users, roles, and
Incations within Amazon 53, Register the storage datahases and tables. Create one or more databases and Active Directory users and groups via flexible database,
Incations that you want to be part of the data lake then automatically generate tables during data Ingestion table, and columa permissions. Grant parmissions to one
for commen workflows, or mana resaurces for your selected usars,
Register location Create database | | Grant permissions

Figure 10.4 - Data lake setup

8. Enter thelocation of an S3 bucket or folder in your account. If you do not have one, create
a bucket in S3 in your account. Keep the default IAM role and click on Register location.

With this, Lake Formation will manage the data lake location.
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Register location

Amazon 53 location

Regizter am Amaron 53 path a3 the storage location For yoor dato bakos,

Aumazan 53 path

Chogye an fumizon 53 peth for yoor catn eke
a3 Mhap-lake-Farmation | Browse |

Resview location pesmissions - strangly recommended
Registerrg the selacted [gostion may result o your users gaining scoss 1o dets steady st that Incatiom, Before regictering o bocation, we
recommien] That Yoo red ow GasTing hecathon penmiEsions oo resources in thac locatan.

Review location permissions

Lk rola

To sdd or update deta, Leke Formation nesech mad fwirie scoess b0 the dhosen Amaeos S5 poth. Choose o mole that you knoes has permission
to dix this, or choces the AWSServiceRoleForLakeformaticalataficcess service-linked mide. When yoo megister the fwss Amaon 54 path
the servite-linked miz and a new inkne policy are created on pour bebalf Lake Formation addy the first path ta the inline pofay and
mHtarkies i bo the servire-linkad role, When oo register subsequent paths, Lake Formption adds the peth 4o the aisting pobey,

AwsservicefoleForLakeFormationDatabocess v

£ Do not select the service linked rala if you plan 1o use EMRL

Figure 10.5 - Register the Amazon S3 location in the data lake

9. Next, we will create a database, which will serve as the catalog for the data in the data
lake. Click on Create database, as shown:

AWS Lake Formation » Dashboard

¥ Data lake setup

Duickly set up yoor data lake m Lake Fooration

Stage 1 Stage 2
Register your Amazon 53 storage Create a database
Lake Formation manapes access to designated storage Lake Farmation crganizes data inte a catalog of logical
locations within Amazon 53 Register the storage databases and tables. Create one or more databases and
lacations that you want to be part of the data lake, then automatically genarate tahles during data ingestion
for common warkflows
Register location | Creata database |

Figure 10.6 - Create a database in Lake Formation
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10. Use cookbook-data-1lake as the database name. For Catalog, select the default catalog,
which is named with your account number. Select the s3 path that you registered in AWS
Lake Formation. Select the checkbox Use only IAM access control for new tables in this

database. Click on Create database.

Create database
Database details
Creste g detabase in the Data Cataleg
Hame
Erier @ unmum nanm fzr the Semabne. The nams cernet b= changed aleer ihe datatsae mzresise This Aeld oo e

I conakhnok-data-lake

Catatog
Dataitese & cancaned saithen this caalog
=
L TH R TN v ]
Locatian = apeioms
Fipez e oo Aempron £3 paih 4o thls dnabase. which SEminaies the nssa o grant data Sacaion perm ks ng an cabalog e e that

tiE thes looatien's chiddesn

: 2 &5 hep-lake-foemathon - ] @

Description - aptional

Entar 0 desoriidin

Degrpiions can be up o J0&3 charamens Ly

Pefault permasions for newlty created tabiles

Tha satitzg mantsim saakbng Oska Chisng ebeaoe Tou can 55l Sri neracus. perrmmmions, ‘which will fake sHect when you ieoke the
Sz prrrnamoes e AL osed P eipans See Thangien Del il Satiings har Yoer e Leer |;_'1

B Use orly L socess control for new tabdes in this datshase

Figure 10.7 - Configure the Lake Formation database

11. Now we will hydrate the data lake using MySQL as the source. From the left menu, select
Blueprint, then click on Use blueprint.

12. Select Database snapshot and then click on Create a connection in AWS Glue. It will open

in anew tab:
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Blueprint type

Comfigure o blueprnt io create 8 workfow,

0 Database snapshot
Incremaental database

AWS CloudTrail

Sulk Joad data from AWS CloodTrail sosces
Classic Load Balancer logs

Load daia from Classic Load Balancar loge
Application Lead Balancer logs

Load data fmm Applkcaibon Load Salancer boge

Import source

Coanfiguene ihe workibos souroe

ik bosd dots fo pour data [aks From Mh U8, Postorebiel, Ciracke, snd Migroeort 501

il istia data oo youn data lake froem MySOL, Postgra S, Orac

Server f stalbuse

i, el SO Somvei darahass

Ciarabase cannection

Chooso the connacticn 1o the dals soon

Creats 3 connection in AWS Glus I

e

Figure 10.8 - Use a blueprint to create a database snapshot-based workflow

13. Choose JDBC and click Next. Set the following properties, as shown in the following

screenshot:

e JDBCURL: jdbc:mysql://<your-mysql-instance-endpoint>:3306/0ds.

e  Your username and password.

e  For Network options, specify the VPC, subnet, and security group from your RDS

MySQL instance. You can find this information on the RDS console for your in-

stance under the Connectivity and Security tab.

e Select Next.

e  For the name of the connection, enter datalake-mysql.
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Configure connection

Connection details

JDBLC URL

Lise chie JOBC proacdnl in sccess Ameaeon Redshilt, Smeeon A0S, &d peblldy arcessblo datatases
| iEcmysglf fras-mysgl ook TIbZesh 37 us-east-1.rds.amazonaws.com 3306 ads

J0BE wymtae for most daetafuse pgnes = jdboprotocol f fhost portdatabasermame

JDBL Driver Clasz name - optiamal
o "

L= A

Trpdl & custoen JOEC driver Class nannss Tor the crader bo correact 10 tha data soewre

DAL Driver 53 Fath - optionad

: Q3 =3kt dprefiabiyect View [A [ Browse53 |

Hhrawrse Par or enberan exeting 55 path boop jor bile

Credential type

D Usernaime and password
[} BWWS Secrets Manager

Usermame

| admin

Pazsward

' i
EEEEEEnEE
L -

Figure 10.9 - Configure Amazon RDS connection properties

14. Selectthe connection datalake-mysql. Choose Action and select TestConnection. For the
IAM role, use AWSGlueServiceRole-cookbook. Select TestConnection. It will take a few
minutes for the test to run. When it is successful, it will show the connected successfully
to your instance message. If you run into issues with the connection setup, you can refer
to the following URL:

https://aws.amazon.com/premiumsupport/knowledge-center/glue-test-
connection-failed/


https://aws.amazon.com/premiumsupport/knowledge-center/glue-test-connection-failed/

https://aws.amazon.com/premiumsupport/knowledge-center/glue-test-connection-failed/
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The successful connection message looks as follows:

Connections A connection contains the properties needed to connect to your data.

datalake-mysql connected successfully to your instance.

Figure 10.10 - Verify successful connection to the MySQL database
15. In AWS Lake Formation, set the following properties under Import source:

e  For Database connection, from the dropdown, select datalake-mysql

e  For Source data path, enter ods/part

Use a blueprint

Blueprint type
Conrfiguire o hsrocint e orasts 3 sxeieiow.

0 Duipboee snapsho

Bl bl ot g ool s il R Broiews B S, Py, Cleacd, @l dmorganrd bSO Sy b=,
Inremarrel detsbaee

Lz raoss Jmea o e dads ke Frorn BEEL Foagebli, Crarle snd B0 Teerwr S st

NS Clouci el

Fril haas ceia fromm AL Coes Tl smrar

Clazsic Load Balanger loge

Lz iy e Climic Socod) lalacer foge

Appalanon Losd Bxlancer kngs
Lz el den Aprsiication Lond Belace kage

Impart sourde
ot P e wpakiloon soasme

Dratatas connection

Chiaaus tha ponaeciian o ihe dals wieon. Chiske 8. casnecdon s ANS Glue [5

datala k- nivgesl L] | s | |

Spirce e path
Ermes i paaeh Pz aehich ke ingoer dieip. Fe EHOC tiaisbases with whems npsrs L, 2 EF Seistaaei e horraiosh (o Ermihae
Eobrpun: P pui oWl Pl Ao o Sl P e B

adsipart

Figure 10.11 - Use a blueprint to create a database snapshot-based workflow
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16. Under Import target, for Target database, select cookbook-data-lake. For Target storage
location, specify your bucket path with mysql as the folder. We will unload the data from

mysql in Parquet format.

Import target
Configure the target of the workflow,

Target database
Choose a database in the AWS Glue Data Catalog. Create databasa [5

| cookbook-data-lake v i

o]

Target storage location
Choose a data lake location or other Amazon 53 path.

s3://hsp-lake-formation/mysgl

Data format
Choose the output data format.

| Parquet v |

Figure 10.12 - Set up the target for the data workflow

17. Under Import frequency, select Run on demand.

Import frequency
Schedule the workflow.

Frequency

{ orkflow.
Run on demand 'S

4 Run on demand
Hourly

Daily
Weekly
Monthly
Choose days

Custom

Figure 10.13 - Configure the import frequency for the workflow
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18. Under Import options, specify the name of the workflow as hydrate-mysql. Under IAM
role, use AWSGlueServiceRole-FooGlue. For Table prefix, use mysql. Select Create.

Impart aptions

L b 1 e i

Waork iy name
Fepdirale- il
Sorm may coetialn Leibere 4R-2] nomison (25 Bypees (-, o oncdamnsemn | erd mwid be e chon 1560 sy lans
A rod
BRG] e S ook Foodlos -
Tal:-lr |:reﬁl
Tra b et thar o e bor crbeng tanees al e comvod.
rnsal
Tishiln profios sy ool e v (200 aiters (e-r], muntaery D=5, sppifers | - | or encerscoail |

H-:.:in'..mu:maﬁl-.- Al
o Y L o el g o P T 0 D e e WA T o e, & L B O (el PRErrt O S Sl
L [N e -l_-ulr--fr :-.lll..ll1r.-!w. Lopi oy o] T G [ Ay

Loty - aplidrial

ey S0y P e o o B | v, L i abimened [ Do aneh, by Brede S oDy oo e Crpestand i B s bl T (e |
mi

5

et I
Figure 10.14 - Configure import options for the workflow

19. On creation of the workflow, select Workflow. Select Action and start the workflow:

a. The workflow will crawl the mysql table metadata, which will catalog it in the

cookbook-data-1lake database.

b. Itwill thenunload the datafrom themysqgl ods.part table in Parquet formatinto
the S3 location you provided.
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c. Finally, it will crawl the Parquet data in S3 and create a table in the cookbook-

data-1lake database.

& Successfully created workflow: hydrate-mysql. Start it now?

x
Workflows (0/1) [@ ][ actions & |
Warkdlows ane instancos of ingestion blueprirts in Lake Formation. ! Start |
a T T Delete 1 o)
View graph
Name - Created on - Last Epﬂﬂbﬂ v Last run status v
0 ydrete-nmysal Man, Mar 1, 2021, 1513 AM UTC Mon, Mar 1, 2021, 1213 AM UTC

Figure 10.15 - Crawl the target S3 Parquet bucket

20. To view the status of the workflow, click on runid. Then, select View graph.

AWS Lake Formation » Blueprints > hydrate-mysql

/s

hydrate_mysql ’ Start H Delete H View graph

Figure 10.16 - Visualize the data workflow

21. You can view the workflow steps and the corresponding status of the steps.

Legend: « Succeeded £ Running X Stopped M Failed M Timeowt @ Eror A Waming O Resume [l Mot started

@ 5 o He B ¢ Bis B+ B ]
H [a |
B

Figure 10.17 - Data workflow steps
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22. On successful completion of the workflow, Last run status will be marked as COMPLETED.

Workflows (0/1) | C || Actions ¥ |

Workflows are instances of ingestion blueprints in Lake Formation.

Q Find 105 &
Name ¥  Created on v Last updated v Last run status v
[« ] hydrate-mysql Mon, Mar 1, 2021, 12:13 AM Mon, Mar 1, 2021, 12:13 AM UTC @ COMPLETED

Figure 10.18 - Data workflow execution status

23. Let’s now view the details of your first data lake. To view the tables created in your cat-

alog, in the AWS Lake Formation console, from the left, select Databases. Select cook-
book-data-lake.
24. Select View tables.

AWS Lake Formation Databases > cookbook-data-lake
Actions ¥ || View tabl | Edit || Detete |

cookbook-data-lake o = _J Vewlhbks B Ee J Rt

Database details

Mame Amazon 53 path

conkbook-data-lake 53/ fhsp-lake-farmation [

Description Default permiszions for newly created tables

cookbook data lake

Figure 10.19 - View tables created for the target
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25. Note that the blueprint cataloged the tables.

Tables 13] _9_. Actions ._Cleale ta& uir:Ea_criwler E_I
Q 1 C]
"Daubast: '(n;:kbnuk-a.éw-l.ake' | i £|nar P:lr-er i

Name v Database ¥ Location L Classification ¥

mysql_ods_part cookbook,, 531/ fhep-Lake-formation/mysql/mysal_sds_part/version_0/ [ PARQUET

_temp_mysgl_ocds_part coakbook, 53 fhep=lake-formation/mysgl/mysal_ods_part/version_0/ [3 FARQUET
mysgl_ods_part ookbook__. ods.part mysagl

Figure 10.20 - Verify the target dataset

26. Toview the metadata of the unloaded Parquet data, select the mysql_ods_part table. This

table contains the metadata of the data. The crawler identified the column names and

the corresponding data types.

Column # Name

1 p_container
2 p_mfgr

3 p_comment
a4 p_size

5 p_partkey

6 p_retailprice
7 p_name

8 _type

9 p_brand

v Data type

string

string

string

int

bigint

decimal(18,4)

string

string

string

Figure 10.21 - View metadata for the target
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27. The classification is PARQUET and the table points to the location in S3 where the
data resides.

Table details
Table name
mysql_ods_part

Description

Database

cookbook-data-lake

Classification
PARQUET

Location

s3://hsp-lake-formation/mysql/mysql_ods_part/version_0/ [4

Figure 10.22 - Verify the target table format

28. To view the unloaded files on S3, navigate to your S3 location.

Objects (2) @ ( I5 CopyS3URI ) ( I Copy URL ) (

Objects are the fundamental entities stored in Amazon 53. You can use Amazon S3 inventory [ to:
permissions. Learn more [2

[ Q, Find objects by prefix ]
(J | Name A | Type v
O [ _temporary/ Folder

[ part-00000-fddc987f-f27b-4be8-
b76c-74b7c4fd409c-c000.snappy.parquet

parquet

Figure 10.23 - Verify the underlying Parquet files in Amazon S3
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29. Going back to AWS Lake Formation, let’s see how the permissions can be managed. In
this step, we will use the mysql_ods_part table. Select the mysql_ods_part table, select

Action, and select Grant:

AWS Lake Formation > Tables
Tables (3) i c i Actions & Create table using a crawler [3 ' m
Table
Q e by propert v 1 &
= = Edit
Database: "cookbook-data-lake® X Clear filter b
8 - rop
View data
Name v Database v | Classification ¥ Last updated
Create resource link
[+ ] miysql_ods_part cookbook-data-lake t  permissions PARQUET Mon, Mar 1, 2021, 12:38 AM
_temp_mysql_ods_part cookbook-data-lake ; Grant ;PARQUET Mon, Mar 1, 2021, 12:38 AM
Revoki
_mysgl_ods_part cookbook-data-lake t miysgl Man, Mar 7, 2027, 12:20 AM
Verify permissions

View permizsions

Figure 10.24 - Set up permission for the target dataset

30. AWS Lake Formation enables you to centralize the process of configuring access permission
to the IAM roles. Table-level and fine-grained access at the column level can be granted

and controlled in a centralized place.
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Grant permissions: mysql_ods_part s
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Figure 10.25 - Administer the Lake Formation catalog

Later in the chapter, in the Extending a data warehouse using Redshift Spectrum recipe, you will learn

how to query this data using Amazon Redshift.
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How it works...

AWS Lake Formation simplifies the management and configuration of a data lake by providing
a centralized place for doing so. AWS Glue’s extract, transform, load functionality, leveraging
Python and the Spark shell, as well as ML transform, enables you to customize workflows to
meet your needs. The AWS Glue/Lake Formation catalog integrates with Amazon Redshift for
your data warehousing, Amazon Athena for ad hoc analysis, Amazon SageMaker for predictive

analysis, and Amazon EMR for big data processing.

Carrying out a data lake export from Amazon
Redshift

Amazon Redshift allows the use of the lakehouse architecture, enabling you to query data within a
data warehouse or a data lake using Amazon Redshift Spectrum and also export your data back to
the data lake on Amazon S3, to be used by other analytical and ML services. You can store data in
open file formats in your Amazon S3 data lake when performing the data lake export to integrate

with your existing data lake formats.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon Redshift

e AnAmazon Redshift data warehouse deployed in the AWS Region eu-west-1 with the retail
dataset created in Chapter 3, using the recipe Loading data from Amazon S3 using COPY

e Amazon Redshift data warehouse admin user credentials
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor
e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]

e An Amazon S3 bucket created in eu-west-1; we will refer to it with [Your-Amazon S3_
Bucket]

e AnIAM role attached to an Amazon Redshift data warehouse that can access Amazon S3;

we will refer to it in the recipes with [Your-Redshift_Role]

How to do it...

In this recipe, we will use the sample dataset created in Chapter 3, using the recipe Loading data

from Amazon S3 using COPY to write the data back to an Amazon S3 data lake:

1.  Connecttothe Amazon Redshift data warehouse using a client tool such as SQL Workbench.
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2. Execute the following analytical query to verify the sample dataset:

SELECT c_mktsegment,
COUNT (o_orderkey) AS orders_count,
SUM(1_quantity) AS quantity,
COUNT(DISTINCT P_PARTKEY) AS parts_count,
COUNT(DISTINCT L_SUPPKEY) AS supplier count,
COUNT(DISTINCT o_custkey) AS customer_count
FROM lineitem
JOIN orders ON 1_orderkey = o_orderkey
JOIN customer c ON o_custkey = c_custkey
JOIN dwdate
ON d_date = 1_commitdate
AND d_year = 1992
JOIN part ON P_PARTKEY = 1_PARTKEY
JOIN supplier ON L_SUPPKEY = S_SUPPKEY
GROUP BY c_mktsegment 1limit 5;

Here’s the expected sample output:

c_mktsegment | orders_count | quantity | parts_count | supplier_

count | customer_count

MACHINERY 2107972.0000
72439 |

AUTOMOBILE 2109248 .0000
72345 |

HOUSEHOLD 2112594.0000
72322 |

BUILDING 2115677 .0000
72740 |

FURNITURE 83405 | 2129150.0000
73048 | 67876

3. Create a schema to point to the data lake using the following command, replacing [ Your-

AWS_Account_Id] and [Your-Redshift_Role] with the relevant values:

CREATE external SCHEMA datalake_ext_schema
FROM data catalog DATABASE ‘'datalake_ext_schema'
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iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role] '

CREATE external DATABASE if not exists;

4. Create the external table that will be used to export the dataset:

CREATE external TABLE datalake_ext_schema.order_summary
(c_mktsegment VARCHAR(10),
orders_count BIGINT,
quantity numeric(38,4),
parts_count BIGINT,
supplier_count BIGINT,
customer_count BIGINT
)

STORED

AS

PARQUET LOCATION

's3://[Your-Amazon_S3_Bucket]/order_summary/';

Note

\/‘,’ You can specify the output data format as PARQUET. You can use any of the supported
data formats, listed here: https://docs.aws.amazon.com/redshift/latest/
dg/c-spectrum-data-files.html.

5. Use the results of the above analytical query to export the data into the external table,

which will be stored in Parquet format in Amazon S3. Use the following command:

INSERT INTO datalake_ext_schema.order_summary
SELECT c_mktsegment,
COUNT (o_orderkey) AS orders_count,
SUM(1_quantity) AS quantity,
COUNT(DISTINCT P_PARTKEY) AS parts_count,
COUNT(DISTINCT L_SUPPKEY) AS supplier_count,
COUNT(DISTINCT o_custkey) AS customer_count
FROM lineitem
JOIN orders ON 1_orderkey = o_orderkey
JOIN customer c ON o_custkey = c_custkey
JOIN dwdate


https://docs.aws.amazon.com/redshift/latest/dg/c-spectrum-data-files.html
https://docs.aws.amazon.com/redshift/latest/dg/c-spectrum-data-files.html
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ON d_date = 1_commitdate
AND d_year = 1992
JOIN part ON P_PARTKEY = 1_PARTKEY
JOIN supplier ON L_SUPPKEY = S_SUPPKEY
GROUP BY c_mktsegment;

6. You can now verify the results of the export using the following command:

select * from datalake_ext_schema.order_summary limit 5;

Here’s the expected sample output:

c_mktsegment | orders_count | quantity | parts_count | supplier_

count | customer_count

HOUSEHOLD 2112594 .0000
72322 |

MACHINERY 2107972 .0000
72439 |

FURNITURE 2129150.0000
73048 |

BUILDING 2115677 .0000
72740 |

AUTOMOBILE 82692 | 2109248.0000
72345 | 67306

7. Inspect the Amazon S3 location s3://[Your-Amazon_S3_Bucket]/order_summary/ for

the presence of Parquet files, as shown below:

$ aws s3 1s s3://[Your-Amazon_S3 Bucket]/order_summary/

-- expected sample output--
2021-03-02 00:00:11 1588 20210302 _000002_331241 25860550 00
02_part_00.parquet

2021-03-02 00:00:11 1628 20210302_000002_331241_ 25860550 00
13_part_00.parquet
2021-03-02 00:00:11 1581 20210302_000002_331241_ 25860550_00
16_part_00.parquet
2021-03-02 00:00:11 1581 20210302_000002_ 331241 25860550 00
20_part_00.parquet
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The previous sample output shows a list of all the Parquet files in the external table.

Extending a data warehouse using Amazon Redshift
Spectrum

Amazon Redshift Spectrum empowers Amazon Redshift customers to directly query data from
Amazon S3. This capability enables the seamless integration of data warehouse data with a data
lake, leveraging open-source file formats such as Parquet, CSV, Sequence, Avro, and more. Fur-
thermore, it allows querying data in open table formats like Apache Iceberg and Hudi. As a server-
less solution, Amazon Redshift Spectrum relieves customers of the burden of provisioning or
managing infrastructure. It enables unified analytics on data residing in both Amazon Redshift
data warehouses and Amazon S3 data lakes, facilitating the effortless creation of insights from

disparate datasets.

Getting ready

To complete this recipe, you will need the following setup:

e AnIAM user with access to Amazon Redshift

e AnAmazon Redshift data warehouse deployed in the AWS Region eu-west-1 with the retail
dataset created from Chapter 3, using the recipe Loading data from Amazon S3 using COPY

e Amazon Redshift data warehouse admin user credentials

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id]

e An Amazon S3 bucket created in eu-west-1; we will refer to it with [Your-Amazon S3_
Bucket]

e AnIAM role attached to an Amazon Redshift data warehouse that can access Amazon S3

and AWS Glue; we will refer to it in the recipes with [Your-Redshift_Role]

How to do it...

In this recipe, we will create an external table in an external schema and query data directly from

Amazon S3 using Amazon Redshift:

1. Connect to the Amazon Redshift data warehouse using a client tool such as SQL
Workbench.
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2.

5.

Execute the following query to create an external schema, replacing [ Your-AWS_Account_

Id] and [Your-Redshift_Role] with the respective values:

create external schema packt_spectrum

from data catalog

database 'packtspectrumdb’

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift
Role]"’

create external database if not exists;

Execute the following command to copy data from the Packt S3 bucket (s3://packt-
redshift-cookbook/) to your S3 bucket by replacing [Your-Amazon_S3_Bucket] with

the respective value in the following command:

aws cp s3://packt-redshift-cookbook/spectrum/sales s3://[Your-

Amazon_S3 Bucket]/spectrum/sales --recursive

Execute the following query to create an external table, replacing [Your-Amazon_S3_

Bucket] with the respective value:

create external table packt_spectrum.sales(
salesid integer,

listid integer,

sellerid integer,

buyerid integer,

eventid integer,

dateid smallint,

qtysold smallint,

pricepaid decimal(8,2),

commission decimal(8,2),

saletime timestamp)

row format delimited

fields terminated by '\t'

stored as textfile

location 's3://[Your-Amazon_S3 Bucket]/spectrum/sales/'

table properties ('numRows'='172000");

Execute the following command to query data in S3 directly from Amazon Redshift:

select count(*) from packt_spectrum.sales;
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expected sample output -
count

172462

6. Execute the following command to create a table locally in Amazon Redshift:

create table packt_event(

eventid integer not null distkey,
venueid smallint not null,

catid smallint not null,

dateid smallint not null sortkey,
eventname varchar(200),

starttime timestamp);

7. Execute the following command to load data in the event table, replacing [Your-AWS_

Account_Id] and [Your-Redshift_Role] with the respective values:

copy packt_event from 's3://packt-redshift-cookbook/spectrum/event/
allevents pipe.txt'

iam_role 'arn:aws:iam::[Your-AWS_Account_Id]:role/[Your-Redshift_
Role]

delimiter '|' timeformat 'YYYY-MM-DD HH:MI:SS' region 'us-east-1';

8. Execute the following query to join the data across a Redshift local table and a Spectrum
table:

SELECT top 10 packt_spectrum.sales.eventid,
SUM(packt_spectrum.sales.pricepaid)
FROM packt_spectrum.sales,
packt_event
WHERE packt_spectrum.sales.eventid = packt_event.eventid
AND  packt_spectrum.sales.pricepaid > 30
GROUP BY packt_spectrum.sales.eventid
ORDER BY 2 DESC;

expected sample output--

eventid | sum
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289 | 51846.00
7895 | 51049.00
1602 | 50301.00

851 | 49956.00
7315 | 49823.00
6471 | 47997.00
2118 | 47863.00

984 | 46780.00
7851 | 46661.00
5638 | 46280.00

Now, Amazon Redshiftis able to join the external and the local tables to produce the desired results.

Querying an operational source using a federated
query

Amazon Redshift federated queries enable unified analytics across databases, data warehouses,
and data lakes. With the federated query feature in Amazon Redshift, you can query live data
across Amazon RDS and Aurora PostgreSQL databases. For example, you might have up-to-date
customer address data that you want to join with the historical orders data to enrich your reports.

This can be easily done using the federated query feature.

Getting ready

To complete this recipe, you will need:

e AnIAM user with access to Amazon Redshift, AWS Secrets Manager, and Amazon RDS.

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1 with the
retail sample data from Chapter 3.

e An Amazon Aurora serverless PostgreSQL database. Create an RDS PostgreSQL cluster
using this guide: https://aws.amazon.com/getting-started/hands-on/building-
serverless-applications-with-amazon-aurora-serverless/.Launch thisin the same
VPC as your Amazon Redshift data warehouse.

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor

e An IAM role attached to an Amazon Redshift data warehouse that can access Amazon
RDS; we will refer to it in the recipes with [Your-Redshift_Role].

e An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id].


https://aws.amazon.com/getting-started/hands-on/building-serverless-applications-with-amazon-aurora-serverless/
https://aws.amazon.com/getting-started/hands-on/building-serverless-applications-with-amazon-aurora-serverless/
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How to do it...
In this recipe, we will use an Amazon Aurora serverless PostgreSQL database as the operational
data store to federate with Amazon Redshift:
1. Let’s connect to an Aurora PostgreSQL database using Query Editor. Navigate to the Am-
azon RDS landing page and select Query Editor.

2. Choose the RDS instance from the dropdown. Enter the username and password. For the

database name, enter postgres and then select Connect to database.

Connect to database b4

You need to choose a database and enter the database credentials to use the query
editor. We will be storing your credentials and the connection in the AWS Secrets
Manager service. Learn more [4

Database instance or cluster
| rds-2ee55abd v
Database username

Database password

Enter the name of the database

postgres

Cancel Connect to database

Figure 10.26 - Configure an Amazon Aurora PostgreSQL database

3. Copy and paste the SQL script available at https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chapterl@/aurora_postgresql_orders_

insert.sql into the editor. Select Run.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/aurora_postgresql_orders_insert.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/aurora_postgresql_orders_insert.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter10/aurora_postgresql_orders_insert.sql
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1 CREATE TABLE orders
=l |
3 & ORDEREEY BIGINT NOT NULL,
4 O_CUSTEEY BIGINT,
5 & ORDERSTATUS VARCHAR (1),
6 o _TOTALPRICE DECIMAL (18,4},
) O ORDERDATE DATE,
B ©_ORDERERICRITY VARCHAR (13) ,
2 O _CLERK VARCHAR{15),
i@ O_SHIFFRICRITY INTEGER,
11 O_COMMENT VARCHAR (78)
12 )¢
13 insert inte orders values{404010469,4038496, "F',218040.4000, "1952-01-01", "2-HIGH", 'Clerk§000083309" , 0, "cial, final

packages are bravely. carefully fin');

m_ Save | Clear | Change database

Figure 10.27 - Create the orders tables

4. Wewill now create an Aurora PostgreSQL database secret using AWS Secrets Manager to

store the user ID and password.
5. Navigate to the AWS Secrets Manager console. Select Store a new secret.

6. Select Credentials for RDS database, then enter the username and password. Select your

database instance and click Next.
Store a new secret

Select sacret type wi:

O Creduntists foe ROS Credeatials Far Cresterstiats for Credermials For ctfer Ot type of
databirie DocumenDs FlodshiF cluster database sourels
databass g AP kil

Sty Ll PR A0 padsaie] T T stand i this secet info
Lser s
pestgres
Passeand
Shaw password
Seledt th encrypiion ey ink
SEGRCE 118 AN KM ki D L 10 0T 0 43 ST VROMITAIION Y CoN BEPTVDT 00 et SOrvice ocryNinn by T AWS. Screts MBn D0 CeEanes 1 yovar Dehatf o7 & CATOmer ohastes oy 1EMK) 1At ycis Norst STofe=t 1145 KNS
DetaultEreryptioniesy ||l
B now ey (2

Select which RDS database this secret will access ws.

€ - Seorth imutonce . o B
DB instance v DB engine v Seatus - Creation date w

o rede-Jeatibabd suror-postgresgl vailable B/10/20

Figure 10.28 - Set up credentials for RDS
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7. Enter the name aurora-pg/RedshiftCookbook for the secret. Select Next.

Store a new secret

Secret name and description info

Secret name
Give the secret a name that enables you to find and manage it easily.

aurora-pg/RedshiftCookbook

Secret name must contain only alphanumeric characters and the characters /_+=.@-

Description - optional

aurora-pg/RedshiftCookbook

4
Maximum 250 characters
Figure 10.29 - Create the Aurora PostgreSQL secret
8. Select Next, keep the defaults, and click Store.
9. Select the newly created secret and copy the ARN of the secret.
aurora-pg/RedshiftCookbook
Secret details
Encryption key Secret description
DefaultEncryptionKey aurora-pg/RedshiftCookbook

Secret name
aurora-pg/RedshiftCookbook

Secret ARN
arn:aws:secretsmanagerius-east- ] mee———— secret:aurora-pg/RedshiftCookbook-fZfEjm

Figure 10.30 - Copy the ARN for the secret

10. To configure Amazon Redshift to federate with the Aurora PostgreSQL database, we need
to attach an inline policy to the IAM role attached to our Amazon Redshift data warehouse
to provide access to the secret created in the preceding steps. To do this, navigate to the

IAM console and select Roles.
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11. Search for the role. Add the following inline policy. Replace [ Your-AWS_Account_Id] with

your AWS account number:

{
"Version": "2012-10-17",
"Statement": [
{

"Sid": "AccessSecret",

"Effect": "Allow",

"Action": [
"secretsmanager:GetResourcePolicy",
"secretsmanager:GetSecretValue",
"secretsmanager:DescribeSecret”,
"secretsmanager:ListSecretVersionIds"

1,

"Resource": "arn:aws:secretsmanager:us-east-1:[Your-AWS_

Account_Id]:secret:aurora-pg/RedshiftCookbook™
}s
{

"Sid": "VisualEditori",

"Effect": "Allow",

"Action": [
"secretsmanager:GetRandomPassword",
"secretsmanager:ListSecrets"

1,

"Resource": "*"

}
1
}

12. Let’s set up Amazon Redshift to federate to an Aurora PostgreSQL database to query the
orders operational data. For this, connect to your Amazon Redshift data warehouse using

a SQL client or Query Editor from the Amazon Redshift console.
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13. Create the external schema ext_postgres on Amazon Redshift. Replace
[AuroraClusterEndpoint] with the endpoint of the instance from your account for the
Aurora PostgreSQL database. Replace [Your-AWS_Account_Id] and [Your-Redshift-
Role] with the respective values. Also, replace [AuroraPostgreSQLSecretsManagerARN]
with the value of the secret ARN from Step 9:
DROP SCHEMA IF EXISTS ext_postgres;
CREATE EXTERNAL SCHEMA ext_postgres
FROM POSTGRES
DATABASE 'postgres'
URI '[AuroraClusterEndpoint]’
IAM ROLE 'arn:aws:iam::[Your-AWS Account_Id]:role/[Your-Redshift-
Role]"’
SECRET_ARN '[AuroraPostgreSQLSecretsManagerARN]";
14. To list the external schemas, execute the following query:
select *
from svv_external_schemas;
15. To list the external schema tables, execute the following query
select *
from svv_external_tables
where schemaname = 'ext postgres';
16. Tovalidate the configuration and the setup of the federated query from Amazon Redshift,
let’s execute the count query for the orders table in the Aurora PostgreSQL database:
select count(*) from ext_postgres.orders;
Here’s the expected output:
1000
17. With afederated query, you can join an external table with an Amazon Redshiftlocal table:

SELECT O_ORDERSTATUS,
COUNT(o_orderkey) AS orders_count
FROM ext_postgres.orders
JOIN dwdate
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ON d_date = O_ORDERDATE
AND d_year = 1992
GROUP BY O_ORDERSTATUS;

Here’s the expected output:

o_orderstatus orders_count

F 1000

18. You can also create a materialized view using a federated query. The results of a materi-
alized view query, typically stored virtually in a view, will be stored as a physical table
on Amazon Redshift. You can refresh the materialized view to get more fresh data from
your ODS:

create materialized view public.live orders as
SELECT O_ORDERSTATUS,
COUNT (o_orderkey) AS orders_count

FROM ext_postgres.orders

JOIN dwdate

ON d_date O_ORDERDATE

AND d_year = 1992
GROUP BY O_ORDERSTATUS;

As observed, the materialized view can federate between Aurora PostgreSQL and Amazon Redsbhift.

Amazon SageMaker Lakehouse

Amazon SageMaker Lakehouse unifies all your data across Amazon S3 data lakes and Amazon
Redshift data warehouses, helping you build powerful analytics and AI/ML applications on a
single copy of data. SageMaker Lakehouse gives you the flexibility to access and query your data
in place with all Apache Iceberg-compatible tools and engines. You can secure your data in the
lakehouse by defining fine-grained permissions that are enforced across all analytics and ML tools
and engines. You can bring data from operational databases and applications into your lakehouse

in near-real time through zero-ETL integrations.
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Additionally, you can access and query data in place with federated query capabilities across
third-party data sources.

AWS Analytics services 3rd Party Applications |

{ Iceherg APls T

Amazon SageMaker Lakehouse |
Zero-ETL Zero-ETL Zero-ETL
Sharing Ingestion Federated Queries

I l l

Data wherever it is stored

SEH B BED S

Cloud Ohjert Datnbases | ogs Wrh Roviros Sacial Sensors
Sluonage

Figure 10.31 - Amazon SageMaker Lakehouse

Amazon SageMaker Lakehouse is accessible from the AWS Management Console via the Unified
Studio, using APIs, the AWS CLI, or AWS SDKs. Data from different sources is organized into
logical containers called catalogs in SageMaker Lakehouse. Each catalog represents data either
from existing data sources, such as Amazon Redshift data warehouses, data lakes, or databases,
or new catalogs, which can be directly created in the lakehouse to store data in Amazon S3 or
Amazon RMS. Data in SageMaker Lakehouse can be accessed from Apache Iceberg-compatible
engines such as Apache Spark, Athena, or Amazon EMR. Additionally, these catalogs can be dis-
covered as databases in Amazon Redshift data warehouses, allowing you to use your SQL tools
to analyze your lakehouse data.

In this recipe, we will register an Amazon Redshift data warehouse as a federated source and

query data using Amazon Redshift and Amazon Athena.



Chapter 10 339

Getting ready

To complete this recipe, you will need the following:

e AnIAM user with access to Amazon Redshift and Lake Formation with admin access.

e Two separate data warehouses, one with a two-node Amazon Redshift ra3.x1plus pro-
visioned cluster and one with Amazon Redshift Serverless deployed in the AWS Region

eu-west-1in accountl.
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2.

e AddAwsServiceRoleForRedshift asaread-only datalake admin rolein AWS Lake Formation.

How to do it...

In the recipe, we will use an Amazon Redshift RA3 provisioned cluster:

1. Connectto the Amazon Redshift provisioned cluster using a client tool such as SQL Work-
bench or Query Editor V2.

2. Run the following SQL to create sales and marketing schemas and tables:

create schema sales;

create schema marketing;

CREATE TABLE marketing.marketing campaigns (
campaign_id VARCHAR(20) PRIMARY KEY,
campaign_name VARCHAR(1090),
campaign_type VARCHAR(59),
channel VARCHAR(59),
start_date DATE,
end_date DATE,
budget DECIMAL(12,2),
target_audience VARCHAR(100),
status VARCHAR(20)

)5

CREATE TABLE sales.sales_transactions (
transaction_id VARCHAR(20) PRIMARY KEY,
campaign_id VARCHAR(20),
customer_id VARCHAR(20),
transaction_date TIMESTAMP,
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product_id VARCHAR(29),
quantity INTEGER,
unit_price DECIMAL(10,2),
total_amount DECIMAL(12,2),
region VARCHAR(50),

source VARCHAR(50)

);

INSERT INTO marketing.marketing campaigns VALUES

('CAMEO1', 'Summer Sale 2024', 'Seasonal', 'Email', '2024-06-01',
'2024-06-30', 50000.00, 'All Customers', 'Active'),

('CAM@O2', 'Social Media Push', 'Digital', 'Social Media', '2024-05-
15', '2024-07-15', 75000.00, 'Young Adults', 'Active'),

('CAMOO3', 'Holiday Special', 'Seasonal', 'Multi-channel', '2024-12-
01', '2024-12-31', 100000.00, 'All Customers', 'Planned');

INSERT INTO sales.sales_transactions VALUES

('Teol', 'CAM@O1l', 'CUSTO@1l', '2024-06-01 10:30:00', 'PRODOO1', 2,
99.99, 199.98, 'North', 'Email'),

('Te02', 'CAM@@2', 'CUST002', '2024-06-01 11:45:00', 'PRODEG2', 1,
149.99, 149.99, 'South', 'Email'),

('Tee3', 'CAM@O3', 'CUSTO@3', '2024-05-15 14:20:00', 'PRODOO3', 3,
79.99, 239.97, 'West', 'Instagram');

3. Navigate to the Redshift console and choose Provisioned clusters dashboard from the
left-hand navigation panel.

4. Choose the provisioned cluster. Select Actions. Select Register with AWS Glue Data
Catalog. Click Register. This will register the metadata of databases and schemas with
AWS Glue Data Catalog as the federated catalog.

Actions A Edit Add partner

Manage c lustér
Resize
Reboot
Pause
Delete

Modify publicly accessible setting

Register with AWS Glue Data Catalog

Figure 10.32 - Register an Amazon Redshift data warehouse
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5. Navigate to the AWS Lake Formation console using the LF Admin role. You will see an

invitation.

Pending catalog invitations (1) it

View and manage Redshift namespace/cluster invitations in the AWS Glue Data Catalog.

Q, Find invitations

Source accountID v

b8996a-9130-4e16-bb74-b3665 I

Figure 10.33 - AWS Lake Formation catalog invitation

6. Select the invitation. Click Approve and create catalog.
7. Under Catalog details, use sales_marketing as the name.
Catalog details
A catalog is the top level in the Data Catalog's three-level data hierarchy and contains Data Catalog objects.

Name

Catalog name is required, in lowercase characters d no longer than 255 characters.

Figure 10.34 - Catalog details specifying the name

8. Enable the checkbox Access this catalog from Apache Iceberg compatible engines.

9. Under IAM role, choose DataTransferRole. Click Next.

Access from engines
You can access this catalog from open source engines as well as Amazon Redshift.

Access this catalog from Apache Iceberg compatible engines.
Choose this option to access the data catalog using with Apache Spark running on an EMR cluster.

1AM role

Role used by Redshift for loading data to and from 53 bucket that is created for the managed workgroup.

DataTransferRole

Create an IAM role [A

Figure 10.35 - Catalog configuration to allow other Apache Iceberg engines access




342 Lakehouse Architecture

10. Click Add permissions. Choose IAM users and roles. Select the chapter_10 role. Under

Catalog permissions, select the Super user permission:

Principals
Chodse the prindpals o grant permission.

i M u i | € SAl sors vl orongs {3 External accounts

LAM users and roles

Al ome pr mmoes i

M prin

log permissions

et ofr the catalog. € I':nr-:-:'-'| LD USEr ovaraTIies inciviciias permissions, granting

Figure 10.36 - Catalog IAM principal access settings

11. Click Next. Select Create catalog.

12. Under Catalog, select dev. You will see databases listing Redshift schemas. AWS Glue

Data Catalog supports a hierarchy of registered sources.
Databases (3)
Q. Find databases

Name

O marketing

O public

QO  sales

Figure 10.37 - Catalog listing databases
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13. Choose Marketing. Select View and choose Tables.

Name v | Database

sales_transactions sales

marketing_campaigns marketing

Figure 10.38 - Catalog listing tables

14. Onceyour Redshift data warehouse is registered, all data warehouses in that account and

Region will see Glue Data Catalogs auto-mounted as data shares.

15. Navigate to Query Editor V2 using the chapter_10 role and log on to Redshift Serverless

using a federated role.
16. Browse the external databases and you will see datashare dev@sales_marketing.
> = native databases (2)
v & external databases (2)

v [ dev@sales_marketing

> &2 marketing

» &2 public

> [&2 sales

Figure 10.39 - Amazon Redshift consumer Query Editor V2 listing data shared schemas

17. Select the database dev@sales_marketing in Query Editor. Run the following analytical
query.
SELECT
mc.campaign_name,
mc.channel,
COUNT(st.transaction_id) as total transactions,
SUM(st.total_amount) as total_revenue,
SUM(st.total_amount)/COUNT(st.transaction_id) as avg_
transaction_value
FROM
marketing.marketing_campaigns mc
LEFT JOIN sales.sales_transactions st ON mc.campaign_id =
st.campaign_id
GROUP BY
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mc.campaign_name,
mc.channel
ORDER BY

total_revenue DESC;

E2 Result1 (3)

campaign_name channel total_transactions total_revenue avg_transaction_value
Holiday Special Multi-channel 23997 23997
Summer Sale 2024 Email 199.98 199.98
Social Media Push Social Me-dia 149.99 149.99

Figure 10.40 - Amazon Redshift Query Editor V2 query results

18. The Redshift data warehouse is registered to AWS Glue Data Catalog as an Apache Ice-
berg-compatible table. Glue Data Catalog supports the Apache Iceberg REST catalog API.
This allows a registered Redshift federated catalog to be queried by engines that support
Apache Iceberg libraries.

19. Navigate to the Amazon Athena console using the chapter_10 role.

20. Select Editor. Select sales_marketing/dev as the catalog. You will see the sales and mar-

keting schemas. Choose marketing.

Editor Recent queries Saved que

Data

Data source

AwsDataCatalog

Catalog

sales_marketing/dev

Database

marketing

O

public

sales

Figure 10.41 - Amazon Athena editor listing Redshift federated catalog databases
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21. Let’s run the following analytical query:

SELECT
mc.campaign_name,
mc.channel,
COUNT(st.transaction_id) as total_transactions,
SUM(st.total _amount) as total revenue,
SUM(st.total_amount)/COUNT(st.transaction_id) as avg_
transaction_value
FROM
marketing.marketing_campaigns mc
LEFT JOIN sales.sales_transactions st ON mc.campaign_id =
st.campaign_id
GROUP BY
mc.campaign_name,
mc.channel
ORDER BY

total revenue DESC;

T A T

Figure 10.42 - Analytical query
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How it works...
Amazon SageMaker Lakehouse uses AWS Glue Data Catalog asits unified technical catalog. AWS
Lake Formation manages security and access control for this catalog. Both federated and managed

data tables are registered using the Apache Iceberg table format for compatibility.

AWS Glue Data Catalog supports Apache Iceberg’s REST catalog API, enabling interoperability
with AWS analytics services, open-source Spark, and third-party engines that support Apache

Iceberg libraries.

AWS Analytics
Services Applications

_aws SageMaker Unified Studio
T

Apache Iceberg APls

Unified technical metadata & access control

Federated Catalogs Managed Catalogs

Amazon Federated
Redshift W 53 Table Buckets Sources

Figure 10.43 - Amazon SageMaker Lakehouse
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Data Sharing with Amazon
Redshift

Amazon Redshift’s decoupled architecture to separate storage from compute provides the capa-

bility to share data. Data sharing allows Redshift data warehouses to securely share data with

other Redshift data warehouses, within the same AWS account, across different AWS accounts,

and across different AWS Regions. This data-sharing capability provides a live, transactionally

consistent view of the data without the need to move or copy the data physically.

Here are the key benefits of Redshift data sharing:

1.

Workload isolation: Redshift data sharing allows you to isolate workloads across differ-
ent teams or business units, ensuring that one team’s queries or data processing doesn’t
impact the performance of another team’s workload.

Clear chargeback: With data sharing, you can clearly identify and charge back the costs

associated with data access and usage to the appropriate teams or business units.

Cross-collaboration: Data sharing enables cross-team and cross-organizational collab-
oration by making datasets easily accessible to authorized users, fostering data-driven
decision-making across the enterprise.

Scalable read and write access: Redshift data sharing allows you to scale read and write
access to data, enabling multiple teams to access and work with the same datasets con-
currently without the need to create duplicate copies.

Monetize data as a service: Organizations can leverage Redshift data sharing to mon-
etize their data by offering it as a service to external customers or partners, generating

additional revenue streams.
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Common data-sharing deployment patterns are hub and spoke and data mesh, which allow you

to implement multi-warehouse architecture:

e  Hub and spoke: Using the hub-and-spoke architecture, you bring your data into one or
more central warehouses that are generally used to write all the data. You then share your
data with consumer warehouses that can read and write data. This pattern is also used
for data as a service to share data with external customers.

e Data mesh: Using a data mesh architecture, different business groups can seamlessly
share and collaborate on data. A common use case is enabling teams to collaborate on live
datasets quickly and easily. For example, in this diagram, sales, marketing, and finance

are all collaborating on a common customer 360 model.

Figure 11.1 - Data-sharing patterns

The following recipes are covered in this chapter:

e Datasharing read access across multiple Amazon Redshift data warehouses
e  Data sharing write access across multiple Amazon Redshift data warehouses
e Datasharing using Amazon DataZone for cross-collaboration and self-service analytics

e  Datasharing using AWS Data Exchange for monetization and subscribing to third-party

data
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Technical requirements

Here are the technical requirements in order to complete the recipes in this chapter:

e  Access to the AWS Management Console.

e AWS administrator permission to create an IAM user by following Recipe I in Appendix.

This IAM user will be used in some of the recipes in this chapter.

e AWS administrator permission to create an IAM role by following Recipe 3 in Appendix.

This IAM role will be used in some of the recipes in this chapter.

e AWS administrator permission to deploy the AWS CloudFormation template at https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapterll/

chapter_11_CFN.yaml. This creates:

a. AnIAM policy attached to the IAM user that will give them access to Amazon Red-
shift, Amazon S3, AWS KMS, AWS IAM, AWS CloudFormation, AWS CloudTrail,
AWS Lake Formation, AWS Secrets Manager, AWS SageMaker, and AWS Glue

b. AnIAM policy attached to the IAM role that will allow an Amazon Redshift cluster
to access Amazon S3, AWS Lake Formation, and AWS Glue

e An Amazon Redshift data warehouse (serverless or provisioned) deployed in the AWS

Region eu-west-1in an AWS account.
e Amazon Redshift data warehouse master user credentials.

e  Attach anIAM role to the Amazon Redshift cluster by following Recipe 4 in Appendix. Make

anote of the IAM role name; we will refer to it in the recipes with [ Your-Redshift_Role].
e Access to any SQL interface such as a SQL client or Amazon Redshift Query Editor V2.
e An AWS Region; we will refer to it in the recipes with [Your-AWS_Region].
e  An AWS account number; we will refer to it in the recipes with [Your-AWS_Account].

e An Amazon S3 bucket created in eu-west-1; we will refer to it with [Your-Amazon_S3_
Bucket].

e The code files can be found in the Git repo: https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/tree/master/Chapterll.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/chapter_11_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/chapter_11_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/chapter_11_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/master/Chapter11
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/master/Chapter11
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Data sharing read access across multiple Amazon
Redshift data warehouses

Amazon Redshift RA3 and Amazon Redshift serverless architecture decouple storage and compute.
Decoupled architecture provides the ability to scale compute independently to meet workload
SLAs and only pay for storage that is consumed. The decoupled storage allows data to be read
and written by different consumer data warehouses. This allows for workload isolation. The
data producer data warehouse controls access to the data that is shared. This feature opens up
the possibility of setting up a flexible multi-tenant architecture; for example, within an orga-
nization, data produced by a business unit can be shared with any of the different teams, such
as marketing, finance, data science, etc., that can be independently consumed using their own

Amazon Redshift clusters.

In this recipe, we will use a producer Amazon Redshift RA3 provisioned cluster, with a sample

dataset that will be shared with the consumer serverless endpoint.

Getting ready

To complete this recipe, you will need the following:

e AnIAM user with access to Amazon Redshift.

e Two separate data warehouses, one with a two-node Amazon Redshift ra3.x1plus pro-
visioned cluster and one that is Amazon Redshift serverless deployed in the AWS Region

eu-west-1in accountl.

The first provisioned cluster should be deployed with the retail sample data from Chaptere3
(https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/
Chaptere3/Ssb_Table_Dd1.sql). This cluster will be called the producer Amazon Redshift
provisioned cluster where data will be shared from (outbound). Note down the namespace
of this cluster, which can be found by running the command SELECT current_namespace.

Let’s say this cluster namespace value is [Your_Redshift_Producer_Namespace].

The second serverless endpoint can be an empty data warehouse. This data warehouse
will be called the consumer Amazon Redshift data warehouse from where data will be
consumed (inbound). Note down the namespace of this data warehouse, which can be
found by running the command SELECT current_namespace. Let’s say this data ware-

house namespace valueis [Your_Redshift_Consumer_Namespace].

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Ssb_Table_Ddl.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter03/Ssb_Table_Ddl.sql
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How to do it...

1. Connect to the Amazon Redshift producer provisioned cluster using a client tool such as
SQL Workbench or Query Editor V2.

2. Execute the following analytical query to verify the sample dataset:

SELECT DATE_TRUNC('month',1_shipdate),
SUM(1_quantity) AS quantity
FROM lineitem
WHERE 1_shipdate BETWEEN '1992-01-01' AND '1992-06-30'
GROUP BY DATE_TRUNC('month',1 shipdate);

date_trunc | quantity

1992-05-01 00:00:00
1992-06-01 00:00:00
1992-03-01 00:00:00
1992-02-01 00:00:00
1992-04-01 00:00:00
1992-01-01 00:00:00

196639390.0000
190360957 .0000
122122161.0000
68482319.0000
166017166 .0000
24426745 .0000

3. Createadatashare and add the lineitemtable so thatit can be shared with the consumer
serverless endpoint using the following command, replacing [ Your_Redshift_Consumer_

Namespace] with consumer cluster namespace:

CREATE DATASHARE SSBDataShare;

ALTER DATASHARE SSBDataShare ADD TABLE lineitem;

GRANT USAGE ON DATASHARE SSBDataShare TO NAMESPACE ' [Your Redshift
Consumer_Namespace]';

4. Execute the following command to verify that data sharing is available:

SHOW DATASHARES;

Here’s the expected output:

owner_account,owner_namespace, sharename, shareowner, share_

type, createdate,publicaccess

123456789012, redshift-cluster-data-share-1,ssbdatashare, 100, outbou
nd,2021-02-26 19:03:16.0,false
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S.

Connect to the Amazon Redshift consumer serverless endpoint using a client tool such

as SQL Workbench or Amazon Redshift Query Editor V2. Run the following command:

DESC DATASHARE ssbdatashare OF NAMESPACE [Your_Redshift_Producer_
Namespace];

Here’s the expected output:

producer_account | producer_namespace
type | share_name | object_ type | object_name

123456789012 | [Your_Redshift_Producer_ Namespace]| INBOUND
| ssbdatashare | table | public.lineitem

Create local databases that reference the data shares using the following command:

CREATE DATABASE ssb_db FROM DATASHARE ssbdatashare OF NAMESPACE
[Your_Redshift_Producer_Namespace];

Create an external schema that references the data shares database, ssb_db, by executing

the following:

CREATE EXTERNAL SCHEMA ssb_schema FROM REDSHIFT DATABASE 'ssb_db'
SCHEMA 'public';

Verify the data share access for the linetime table using full qualification, as follows:

SELECT DATE_TRUNC('month',1_shipdate),
SUM(1_quantity) AS quantity
FROM ssb_db.public.lineitem
WHERE 1_shipdate BETWEEN '1992-01-01' AND '1992-06-30'
GROUP BY DATE_TRUNC('month',1_shipdate);

Here’s the sample dataset:

date_trunc quantity

1992-05-01 00:00:00 196639390.0000
1992-06-01 00:00:00 190360957 .0000
1992-03-01 00:00:00 122122161.0000
1992-02-01 00:00:00 68482319.0000
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1992-04-01 00:00:00 | 166017166.0000

1992-01-01 00:00:00 | 24426745.0000

As you will notice, in the preceding step, the data that is shared by the producer provisioned

cluster is available for querying in the consumer serverless endpoint.

How it works...

With Amazon Redshift, you can share data at different levels. These levels include databases, sche-
mas, tables, views (including regular, late-binding, and materialized views), data lake tables, and
SQL user-defined functions (UDFs). You can create multiple data shares for a given database. A

data share can contain objects from multiple schemas in the database on which sharingis created.

By having this flexibility in sharing data, you get fine-grained access control. You can tailor this
control for different users and businesses that need access to Amazon Redshift data. Amazon
Redshift provides transactional consistency on all producer and consumer clusters and shares
up-to-date and consistent views of the data with all consumers. You can also use SVV_DATASHARES,
SVV_DATASHARE_CONSUMERS, and SVV_DATASHARE_OBIJECTS to view the data shares, the objects

within the data share, and the data share consumers.

See also...

For more details on cross-account data sharing across AWS accounts, refer to https://docs.aws.

amazon.com/redshift/latest/dg/across-account.html.

For more details on data sharing across Regions, refer to https://docs.aws.amazon.com/

redshift/latest/dg/across-region.html.

Data sharing write access across multiple Amazon
Redshift data warehouses

In this recipe, we will use a producer Amazon Redshift RA3 provisioned cluster, with the sample
dataset to be shared with the consumes serverless endpoint. The serverless endpoint will write

to the data share. We will also cover granular access control on a data share.

Getting ready

To complete this recipe, you will need the following:

e AnIAM user with access to Amazon Redshift.


https://docs.aws.amazon.com/redshift/latest/dg/across-account.html
https://docs.aws.amazon.com/redshift/latest/dg/across-account.html
https://docs.aws.amazon.com/redshift/latest/dg/across-region.html
https://docs.aws.amazon.com/redshift/latest/dg/across-region.html
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e Two separate data warehouses, one with a two-node Amazon Redshift ra3.x1plus pro-
visioned cluster and Amazon Redshift serverless deployed in the AWS Region eu-west-1

in accountl.

The first provisioned cluster will be called the producer Amazon Redshift provisioned
cluster, where data will be shared from (outbound). Note down the namespace of this
cluster, which can be found by running the command SELECT current_namespace. Let’s

say this cluster namespace value is [Your_Redshift_Producer_Namespace].

The second serverless endpoint can be an empty data warehouse. This data warehouse will
be called the consumer Amazon Redshift data warehouse, where data will be consumed
from (inbound). Note down the namespace of this data warehouse, which can be found
by running the command SELECT current_namespace. Let’s say this data warehouse

namespace value is [Your_Redshift_Consumer_Namespace].

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor V2.

How to do it...
1. Connect to the Amazon Redshift producer provisioned cluster using a client tool such as
SQL Workbench or Query Editor V2.
2. Run the following command to create a table:
CREATE TABLE credit_risk_score (
customer_id VARCHAR(20) NOT NULL,
risk_score INTEGER NOT NULL,
assessment_date DATE NOT NULL DEFAULT GETDATE(),
risk_category VARCHAR(10) NOT NULL
)5

3. Createadatashare and add the credit_risk_score table along with permission to select

and insert into table:

CREATE DATASHARE riskscore_ds;
GRANT USAGE ON SCHEMA public TO DATASHARE riskscore_ds;

GRANT SELECT ON TABLE public.credit_risk_score TO DATASHARE
riskscore_ds;
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GRANT INSERT ON TABLE public.credit_risk_score TO DATASHARE
riskscore_ds;

ALTER DATASHARE riskscore_ds SET INCLUDENEW = TRUE FOR SCHEMA
public;

4. To grantusage on the data share to the serverless consumer namespace, run the following

command:

GRANT USAGE ON DATASHARE riskscore_ds TO namespace '[Your Redshift_
Consumer_Namespace]';

5. Logonto the serverless namespace and create a database from the data share usingWITH
permissions:

CREATE DATABASE riskscore_db WITH PERMISSIONS FROM DATASHARE
riskscore_ds OF NAMESPACE '[Your_Redshift_Producer_Namespace]';

6. Let’s query and write to the data share using the use command:

use riskscore_db;

select * from public.credit_risk_score;

INSERT INTO public.credit risk _score (customer_id, risk_score,
assessment_date, risk_category)

VALUES ('CUST@Q1', 720, sysdate,'Low');

select * from public.credit_risk_score;

How it works...

With Amazon Redshift, you can write through data shares. You can grant usage, create, select,
insert, and update access to data share objects. On the consumer side, you can grant permissions
to data share objects for consumer users and roles. Data sharing enables you to scale your read and
write workloads. The producer is the owner of the objects. When the consumer writes through,

the data share commit is handled by the producer.
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Data sharing using Amazon DataZone for cross-
collaboration and self-service analytics

Amazon DataZone can be effectively utilized to enhance governance for Redshift producers and
consumers. It provides a centralized platform for data discovery, access management, and collab-
oration. For producers, DataZone allows you to catalog your Redshift datasets, add rich business
metadata using generative Al, and define access policies, ensuring that data is properly docu-
mented and secured. Consumers can easily search for and request access to relevant Redshift data
through DataZone’s user-friendly interface. The platform’s built-in approval workflows and fine-
grained access controls help maintain compliance and data security. Additionally, DataZone’s data
lineage features allow both producers and consumers to track data origins and transformations
within Redshift, promoting transparency and trust. By implementing DataZone, organizations
can streamline their Redshift data governance processes, fostering a culture of responsible data

use while maximizing the value of their data assets.

Getting ready

To complete this recipe, you will need the following:

e  AnIAM user with access to Amazon Redshift.

e Two Amazon Redshift serverless endpoints, named sales-wg and marketing-wg.

e Create a sales tables and load data on your Amazon Redshift serverless sales-wg us-
ing Query Editor V2 with the following script: https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chapterll/sales_data.sql.

e  AWSDataExchangeSubscriberFullAccess IAM permission associated with your IAM user/
role.

e AWS administrator permission to deploy the AWS CloudFormation template to create an
Amazon DataZone domain and two projects, SalesPublisher and MarketingConsumer.
Name the stack cookbook-chapteril-datazone (https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chapterll/datazone_domain_CFN.yaml).

How to do it...
In this recipe, we will use Amazon Data Zone as the business catalog for sales data in a Redshift

serverless and subscribe to this data with an approval workflow:

1. Navigate to the AWS CloudFormation landing page. Select the completed stack cook-
book-chapterll-datazone.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/sales_data.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/sales_data.sql
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/datazone_domain_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/datazone_domain_CFN.yaml
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2. Make note of all key-value pairs. We will reference them in this recipe.

Stack info Events - updated Resources Outputs Parameters Template Change sets Git syne
Outputs (4)

Ol Senech ouput
Key - Value ¥ | Description
datamneCarsumerProjectid ceplcrfo S Sir 2 fimaron DataZone Consumer project id
dataranedomainid drd_Evitvggihmhi? Sy Amacon DataZone Damain id
datarneportal bittpess fifzl_Buitvng3hemh Ty, dataenne eo-west-T.om aws/ Amaon DataZone portal AL
dataranePubdisherProjectid Stnoguboddib 2y Amazon DataZone publisher progect id

Figure 11.2 - DataZone CloudFormation outputs

3. Next, we will set up AWS Secrets Manager for Amazon Redshift serverless sales-wg. Nav-

igate to the AWS Secrets Manager console.

4. Choose store anew secret. Select Credentials for Amazon Redshift data warehouse. Enter

User name and Password. Select your serverless sales-wg and choose Next.

Choose secret type

Secret type info

[ () Credentials for Amazon RDS database ] [ (O Credentials for Amazon DocumentDB database ] [ © Credentials for Amazon Redshift data warehouse ]

() Credentials for other database () Other type of secret
APl key, OAuth token, other.

Credentials info

User name
[ admin ]
Password

(7] Show password

Figure 11.3 - AWS Secrets Manager for sales-wg

5. Enter a name for the secret, such as AmazonDataZone-saleswgsecrets. Add the tags
AmazonDatazZoneDomain and AmazonDataZoneProject with the values you captured for
the keys datazonedomainid and datazonePublisherProjectId from the CloudFormation

stack outputin Step 1.



358

Data Sharing with Amazon Redshift

Click Next and choose store:

Canfigure secret

Secret mame and descripton -

Sacral idine
Sodeoa plse wina el e pou T s wacral laba,

[

P T R TTFRITIT- RS T M TRT | PR FT] [WEr TR I A [ YIS COPErT R TR [WERTY CoRp R, 5

Dizacripitioiy - ahianal

Arass i MEEDL i JalEHase S iy S

Mazimum 200 cherssers,

Tags - optlenal

Key il - ptiang!
[J"J'I{BD'II.:'\H:ILD'IE_:I:FI{IH ] [ dze-Leikamoshmhassy ] [ emnwve :I
[;‘-rwa:-'ll:m:n.ﬂc'le-"qe:t J [ SknUgaseddub, J |: ermnuve :l

Figure 11.4 - AWS Secrets Manager for sales-wg with tags

6. Repeat Step 3 and Step 4 to create a secret for the marketing-wg serverless endpoint. Name

this secret AmazonDataZone-marketingwgsecrets. Add the tags AmazonDataZoneDomain

and AmazonDataZoneProject with the values you captured for the keys datazonedomainid

and datazoneConsumerProjectId from the CloudFormation stack outputin Step 1.

Configure secret

Secret name and description -

Secret narme
A dzsa priez comz than elpe e tnd wour w2020 b,

|I 13 20 IDRLAEO A AT B LTSRS

Saril oM et conzin otk apbea e Ccheracorm o s dha sonE s s i

Doscriptlon - aghional

Acoess to MYEQL prog’ aatoGase fov mp Lnedens

Mazinon 25 e ana.

Tags - apticnal

Kuy Walua - goiianal
[ vt iToat vt i | l.|).-.ﬁum..p-!h-..l.?ty | (_ [ _)
[t seriToat aPers o1 | l.-,.hnr:.:ﬁr&).. | (_ [~ _}

Figure 11.5 - AWS Secrets Manager for marketing-wg with tags
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7. Let’'snownavigate to an Amazon SageMaker domain. Select the domain cookbookChapteri11.

8. We will now configure the blueprint. A blueprint allows us to configure the resources

you want to bring to projects. Select the Blueprint tab. Choose Default Data Warehouse.

= e
( isable able
Default Blueprints (1) { pisable ) ®
Blueprints detne the tooks and services for Amazon DataZone environ ments.
| @ Find biuspring by ngene | 1 3]
Name a | Description v Provider v Status =

Access AWS services such as Amazon 53
and AWS Ghue using the 1M rmle provided Amaron DataZone {=) Disaniled
by the Amazon DataZone uger

Custon

Publish and subscribe to data in Glue data
catalog and consisme it using Armazon Arnazon DataZone {5} Dinabiled

Athena

O Default Data Warch Publlizh, subscribe, and cansume data in HaL @ Enstled
Cefault Data Wanshouse A N b Arnazan DataZone ) Enabled

Work with Smazan Glue data and ML

misdils UsIng Amazon 5 agehaker S0 Amazon DataZons =) Diszhled
Mntehnal =nd Mats Weanaler

Figure 11.6 - DataZone domain blueprints

9. Let’s create a parameter set to allow Amazon DataZone to connect to the sales-wg server-
less workgroup. Choose Parameter Set and select Create parameter set. Enter the name

sales-redshift-serverless:

Create parameter set

A parameter set is a group of keys and values, necessary to create an environment of a certain blueprint.

Details

[ sales-redshift-serverless ]

Figure 11.7 - Create parameter set
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10. Select the Region your serverless endpointis in. Choose Amazon Redshift Serverless. For
AWS Secret, it will present you with a dropdown. Select your secret. It will populate with
an ARN. Next, select your Redshift Serverless workgroup name. Enter the name of the

database you loaded sales data in. Select Create parameter set.

Environment parameters

Armagon DataZone will use these parameders to establish conmection to your Amazon Redshife clister o warkgnog

| {7} Amazan Redshift clustes | [ 0 Amacon Redshift Serverless ]

AWE Secret

Proddd an edating WS Sacret ARN o4 creato @ new spcror. Existing soonmt miss B mgged with Amesonlaalonedomai: ded_Srbp2wmdcrSics: Go o Amaron Sacret marage: [
O aTawsSECeramanage neu-west-1 _serretsales_redsheft_se 3 f_ Create new AWS Secret ’:I

Redshift Serveriess workgoup

Entor tha Amnazon feckhi T warkonoun you Want 10 uks Wi Creating Bl enimants Socnt sloctad b Miss Rave 2000k 10 Th saiecind workgiouf

| @ sales x|

Database

Enter tha rsirss of th databass [within chs worlgroun abosws | yois sant oo wss whian onaa bing Brsionmane
day

Impert data lineage

ot clats linmege from sl ciate sources that vee this Bleeprimt

B2 Enable imposteng data lineage,

Figure 11.8 - Parameter set for sales-wg

11. Repeatsteps 8 and 9 to create a parameter set for marketing-wg. Name the parameter set
marketing-redshift-serverless.

12. Let’snow set up environment profiles. Predefined templates called environment profiles
encapsulate technical details such as AWS account, Region, and required resources and
tools needed to create an environment for projects. Navigate to the domain and select

the portal URL.

Summary

Description
Amazon DataZone domain used for a blog sample use-case for Redshift

Enancements

Data portal URL
[0 https://dzd_6v6tvqg3hmh79y.datazone.eu-west-1.on.aws/ [2

Figure 11.9 - DataZone domain portal
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13. It will ask you whether you want to create projects. You can skip this step, as we already

have projects created using a CloudFormation template.

‘ SELECT PROJECT | v ‘

+ CREATE NEW PROJECT

SELECT MY PROJECT What's this?

‘ Find project ’ I

Search data

MarketingConsumer

SalesPublisher

Figure 11.10 - DataZone domain projects navigation

14. Choose the SalesPublisher project. In the following steps, we will create an environment

profile, an environment, and a data source.

15. On the Environments page, select CREATE ENVIRONMENT PROFILE:

SalesPRJ M oVERVIEW QO pata # ENVIRONMENTS =& MEMBERS

EmiEpiimints Working with environments

Enviranment profiles

&

©

Enable blueprints in AWS accounts

Blueprints define the tools and services for Amazon
DataZone i 1AM ad of the

Create envirenment profiles

Ervironment profiles define the configuration

domain and associated AWS accounts can enable
individual blueprints in the AWS console.

R T |
| VIEW ASSOCIATED ACCOUNTS |

and resources that are avallable for your
enviranment. Environment profiles are created using
Blueprints.

[ create emvinonmenT PROFILE |

Create environmants.

A collection of configured resources and a set o
principals that can act on these resources.
Emvironment creation requires an environment
profile.

| cREATE EMVIRONMENT |

Figure 11.11 - Create an environment profile for the SalesPublisher project

16. Enter the name SalesEnvironmentProfile.
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17. Setthe owner as SalesPublisher.

Owner

All environment profiles are owned by a project but can be used to create an environment in any project.

Project

SalesPublisher *

Figure 11.12 - Create the environment profile owner SalesPublisher

18. For Blueprint, select Default Data warehouse.
19. Then, select Choose a parameter set. Select your account AWS account number. Choose

the sales-redshift-serverless parameter set.

Parameter set

A parameter set enables Amazon DataZone to establish a connection to your Amazon Redshift clusters and serverless workgroups.

(® Choose a parameter set (O Enter my own

AWS account

‘::;;f_;f_}::_.u X v ’

Parameter set

sales-redshift-serverless X v ’

Figure 11.13 - Create the environment profile parameter set for SalesPublisher

20. SelectSalesPublisher under Authorized projects. Choose publish from any schema. Choose

create environment profile:

Authorized projects

Specify in which projects this environment profile can be used to create environments.

(® Authorized projects only (O All projects

Authorized projects ADD PROJECTS ‘
Only project listed below can use this environment profile

SalesPublisher

Figure 11.14 - Create environment profile - Authorized projects set to SalesPublisher
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21. Let’s create an environment from a profile before publishing the dataset. Choose Create

Environment on the profile page.

22. For Name, enter SalesEnvironment. Select the profile SalesEnvironmentProfile. Select

Create environment. This will take a few minutes to complete:

Create environment

A collection of configured resources and a set of 1AM principals that can act on these resources.

Environment details

Name

| SalesEnvironment |

Description - gptional

l Enter Environment Description |

Environment profile whats this?

In Amazon DataZone, an environment profile is a template that you can use to create environments.

Environment profile

SalesEnvironmentProfile X v

Figure 11.15 - Create the environment SalesEnvironment
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The following are the automated environment creation steps:

o)

ﬂf\” N

Your new environment will be ready soon!

O Initiating environment creation
O Preparing Data Warehouse blueprint
O Creating environment roles for accessing Amazon Redshift SQL Workbench

C Creating subscription targets

Figure 11.16 - SalesEnvironment creation progress steps

23. Let’s create a data source using this environment for SalesPublisher. On the Data page,

select Create data source.

24. For Name, enter SalesData. For Data source, select Amazon Redshift:
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Data source details

Provide a name and an optional description for the data source.

Name

SalesData

Description - optional

Enter description

Data source type

Select a data source type. The data source type cannot be changed once the data source has been created.

(® Amazon Redshift — O AWS Glue {-7
Connect to your data in Amazon Redshift data ' Connect to your data in the AWS Glue Data b4
warehouses. Catalog.

Figure 11.17 - Data source creation - SalesData

25. For the environment, select SalesEnvironment. For credentials, click Use environment’s

credentials. Under Data Selection, enter the schema name where your datais located, in

this case public, and then specify a table selection criterion, *.

Redshift credentials

Datadune

1 meme yinor Redshift credentests to betch e technonl metadeste of tobbesyouwaes o sdd 1o GataZone
() Use ereironment's cretentials
(71 Enter mmy owm

Fecdshidt warknroug

sakes

Secret

sabes_redshift_secret

Data Selection

mardhing tablec DataZoane will imgpor o tha cabled

ia <l = Liga thi
i o ek i base that match the

| @ Amazon DataZone anly supparts Include flter.

Datsiune name

fay

Schema

| public

Tabile s=lection criteria

0|

Figure 11.18 - Data source creation setup
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26. Click Next.

27. Select Yes under Publish assets to the catalog. Select Automated business name genera-
tion. This means that Amazon DataZone will automatically generate the business names

of the table and columns for that asset using generative Al.

Publishing settings
Publish azsets to the catalog

@ ves

wall 0 2ol b PrEjoct S msanitany 25 vl 35 pulichid 10 M dacoiery catalog
i Mo

e vl Gy e adtid D0 POty oy, Yokl oo LaTor Curdns: the Mttt of thi aseets 50 Chodoes sl Pion 1aims bo publich tham fiom ths wenoany 10 e Jsoswsery caraiog.

D Ay aset publishied through the data sowrce will reguine subsongtion approval by default:

Metadata generation methods

Aurtormated busin

AT pEneration

Figure 11.19 - Data source creation configuration for publishing assets

28. Click Next. Select Run on demand. Click Next:

Run preference

Choose whether to run data source on schedule or on-demand.

(® Runon demand (O Runon aschedule
Once created, this data source will run only on demand. Select the days and time of the week to run this data source.

Once data source has been created, use the RUN button to trigger a data source run manually.
Figure 11.20 - Data source run preference

29. Review the configuration for the data source. Click Select.
30. Once the data source is created, click Run.

Overview / Data sources / SalesData

SalesData [ rUN

Source type: Amazon Redshift « Created at: Mar 16, 2025, 12:21:04 PM  « Source |D: age9vrafx8wqgl2

No description

Figure 11.21 - Data source run to refresh assets
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31. On completion, you will see a list of assets.

Date and time Data source run activities list

EIrP-TUSI A|'|.|. - Rim type [urstion hifligms Lipated S hanged
Cn damand 00011 4 0 0
® Mar 16, 2025, 123241 PM Asset nama Database name Status
= Completed

Customers dlay & Guccessfully craated
producks das 0 Suceesafully craated
ordes_[bems dev = Sugcessfully craated
ordeéss e i Successtully created

Figure 11.22 - Data source assets list

32. Before publishing, let’s generate a business description and terms for these assets using
DataZone’s generative Al. Choose Customers and select GENERATE DESCRIPTIONS:

Back
il ASSET

Customers @

Technical name; customers « Assel type: Redshift Table

No description

BUSINESS METADATA SCHEMA @ ASSET FILTERS DATA QUALITY LINEAGE HISTORY

SUMMARY GENERATE DESCRIPTIONS
Use Al recommendations for descriptions in Amazon DataZone to generate a summary for the tabile and all colomns, potential use cses and 2 security
assessment. Ensure the current metadata is accurate before generating a summary.

Figure 11.23 - Generate descriptions for the Customers asset
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33. Once business metadata has been generated, click Accept. You can choose to modify
metadata. You can view lineage using an OpenLineage-compatible data lineage visual-
ization (https://aws.amazon.com/blogs/big-data/amazon-datazone-introduces-
openlineage-compatible-data-lineage-visualization-in-preview/). You can also
import data quality scores for assets (https://docs.aws.amazon.com/datazone/latest/

userguide/datazone-data-quality.html).

Customers
Technical name cusbormers « Aawet fype Redshift Table

Mo deseription

BUSINESS METADATA @  SCHEMA @  ASSET FILTERS DATA QUALITY  LINEAGE.  HISTORY

Review generated metadata “

REIECT EDIT | m witinfarer
s il

Fee “rustomer_id® colurmn B s origue identifier for each coatomer, wiech mosssential for tracking ond mens

SUMMARY ()

prarch arkinig patvens, and personalizo e Corstoimer o i s

Figure 11.24 - Accept generated business metadata for the Customers asset

34. Navigate to the data quality and lineage tabs.
35. Now publish the Customers asset.

& Back

m ASSET

Customers © | Mook <]
Technical name: customers « Asset type: Redshift Table

MNo description

Figure 11.25 - Publish the Customers asset


https://aws.amazon.com/blogs/big-data/amazon-datazone-introduces-openlineage-compatible-data-lineage-visualization-in-preview/
https://aws.amazon.com/blogs/big-data/amazon-datazone-introduces-openlineage-compatible-data-lineage-visualization-in-preview/
https://docs.aws.amazon.com/datazone/latest/userguide/datazone-data-quality.html
https://docs.aws.amazon.com/datazone/latest/userguide/datazone-data-quality.html
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36. Repeatsteps 31to 33 for the products, order_items, and orders assets.

37. Navigate to the SalesData data source details and validate that PUBLISHING SETTINGS

is set to Yes.

SalesData

Source type: Amazon Redshift e Created at: Mar 16, 2025, 12:21:04 PM  » Source ID: age9vrafx8wqgl2

No description

DATA SOURCE RUNS DATA SOURCE DEFINITION DETAILS SCHEDULE

PUBLISHING SETTINGS EDIT

Publish assets to the catalog
Yes - Assets will be added to project’s inventory as well as published to the discovery catalog

Figure 11.26 - Data source publishing settings

38. Navigate to Data, select Published data, and then choose Assets.

SalesPubisher C 3 1 DATA & ENVIRONMENTS 28 MEMBERS

Dverview Published data

Thies & & List of all published @asets and data products ¢

Dota seurces Find azset il ASSETS

Inventory data

e by this project.

Published data order_items

acheical 1 arder_tams mpset type Redshift Tabie Motadana las updated: Mar 16, 7025, 122257 PM

Incoming requests i

Figure 11.27- Published data view

We will now select MarketingConsumer and subscribe to published assets.
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39. Let’s setup an environment profile and environment for the MarketingConsumer project.

Choose the MarketingConsumer project.

40. Navigate to Create environment profile. For Name, enter MarketingEnvironmentProfile.

Create Environment Profile

Environment profiles define the configuration parameters and resources that are available for your environment.

Environment profile details

Name

| MarketingEnvironmentProfile ‘

Description - optional

| Enter description ‘

Owner

All environment profiles are owned by a project but can be used to create an environment in any project

Project

MarketingConsumer X v

Figure 11.28 - Create a marketing environment profile

41. For blueprint, choose Default Data warehouse. For Parameter set, select your AWS ac-

count and choose the marketing-redshift-serverless parameter set.

Parameter set

A parameter set enables Amazon DataZone to establish a connection to your Amazon Redshift clusters and serverless workgroups.
(@ Choose a parameter set (O Enter my own

AWS account

‘ ——w s LUL TUOUO * ~ ‘

Parameter set

‘marketing—redshiftserverless X v ‘

Figure 11.29 - Create a marketing environment profile parameter set
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42. Choose Authorized project only and select the MarketingConsumer project. For Pub-

lishing, select Don’t allow publishing. Choose Create environment profile.

Publishing

Specify which schemas can be used for publishing by environments created from this profile.

(O Publish from only default environment schema
Only allow publishing from schema created for the environment.

(O Publish from any schema

Allow publishing from any schema in the AWS account where the environment is created.

(® Don't allow publishing

This environment will not be able to publish.

Figure 11.30 - Create the marketing environment profile - Don’t allow publishing
setting

43. Let’s create an environment for MarketingEnvironmentProfile. For Name, enter
MarketingEnvironment. For the profile, choose MarketingEnvironmentProfile. Click

Create environment.

Create environment

& coliection of configured resnurces and a set of 1AM principals that can act on thesa resources

Environment details

MName

MarketingEnvironment

Description - nptoms

Enfer Erviraramert Dedoriptioe

Environment profile  whashs

B Tempdato Na woed Can Us8 DD CTeaio el nonmse

I Amazon Datadoos, an anveommnt pro

Ermvironment profite

MarkatingEmvironmerntPrafile

Figure 11.31 - Create a marketing environment
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44. Let’s submit a request to subscribe to the Customers asset from the SalesPublishing

project. In the search bar, type in customers. From the list, select customers.

MARKETINGCON... g Q, customers

custamers

Matkatingl: s © Customers Asset type. Redehift Table

products

ical mame: products et type: Redehift Table

wevioi Nata cniirre

Figure 11.32 - Search for customers data

45. Click Subscribe. Provide a reason for the subscription. Enter For promotional events

as the reason for the request. Click Request.

Data details

fm ASSET

customers

Technical name: customers - Asset type: RedshiftTableAssetType

Owning project
SalesPublisher

Subscribing project

Project

MarketingConsumer X v

Comment

Reason for request

Provide a short justification for your request.

For promotional events

Figure 11.33 - Subscribe to a request for customers data
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46. Choose the SalesPublisher project. Navigate to Published data, then Incoming requests.

You will see the subscription request for the Customers asset.

Overview

Incoming requests e
ADOITNE OF reject requests from other projects to subiscribe 1o your publshed dats assers

Data sources

R s REQUESTED APPROVED REJECTED REVOKED UNSUBSCRIBED

Fublished data
Published data Type Subseriber Status Requested on Actions

IRCOMING requests
customes T ASSE MarketingComsurner & Requested Mar 16, 2025, 01:09:02 PM View reqiiest

Figure 11.34 - Subscribe request for customers data for approval in the SalesPub-
lisher project

47. Let’s view the request and approve it. Select Full access. For Decision comment, enter

approved. Choose Approve.

FILTER

Approval access
@ Full access

(O Approve with row or column filters

COMMENT

Decision comment - optional

[ approved| J

Figure 11.35 - Subscribe request for customers asset approved
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48. Navigatetothe MarketingConsumer projectand select Subscription and review subscribed

data. It will take a few minutes to add the customers assets to the environment.

S Subscribed data
Thie 12 Nt 56 48 Specriboed) a6 assets and At proslctzin this proet.
DATA PUBLISHING
Data sources
Irventary data

[l ABGET

: ors
Fultlished data SRTRIE
5 BiecdshiftTableAssetType Metactata izt wpdatedt Mar 16, 2025, 011415 FM

InCaming requests H

LCRIPTION

Subscribed data

Figure 11.36 - MarketingConsumer project asset added to the environment

49. Let’s query the customers assets. Navigate to the environment and choose MarketingEn-
vironment. Click Query data with Amazon Redshift. On subscription approval, DataZone
creates a data share in the Redshift serverless marketing-wg, creates a federated user, and
creates a view to access the assets. This abstraction simplifies your collaboration of assets

between projects for analytics.

ronments | MarketingEnvironment

MarketingEnvironment @& pr—
Overview ANALYTICS TOOLS
i s ol
il @
Data sources o
CONFIGURED RESOURCES
Babacstied 2 Sprtacteli oy ENARLE OTHER 53 BUCKETS

Figure 11.37 - Query customers data using Amazon Redshift
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50. Select OPEN AMAZON REDSHIFT.

Open Amazon Redshift?

Signing into Amazon Redshift wel sign wou cult of any other WS management console, Ara you sure you want to go to
Amaron Redshift!

Guide to using Redshift Query Editor 2 with Amazon DataZone
1. Select Badshift Serverless workgroup marketing-wg from the rescurce list, then open the Create connection diziogue.

a It no Redshift Serveress workgroup & shown in the resource list, please contact your demain admin bo manually add
1884 permission redshift-serverless:ListMamespaces with a8 resounces * 1o the environmant e roie
armawsdamC. . " rolefdatazone_usr_brearB5i2pdZs

2, For Awthentication, =elect Federated user,
3. For Database, use dey.

4, Chck Create connection and open a new editor iat, now the granted Redsheft data assets are ready to query

a If an error message ended with no identity-based policy allows the redshift-serverless:GetWorkgroup action is
shown, please contad your doman admin to manually add AR permission redshift-serverles=GetWorkgroup to the

erwlionment usar role arnsawssiam =l I oo swowutiolefdatarone_usr_brear85t2pd2e6, using the same resource as
redshift-serverless-GetCredentials permisaion.

CANCEL CPEN AMATON REDSHIFT

Figure 11.38 - Open Amazon Redshift approval

51. This will bring you to Query Editor V2. Log in to the marketing-wg serverless endpoint
using the federated user. Expand the data explorer. You will see the datazone_env_mar-

ketingenvironment schema as well as customers.

~ % Serverless: marketing-wg [} ]

T

~ = native databases (2)
v @ dev
v [@@ datazone_env_marketingenvironment
> Eh Tables 0
v o Views 1

B} customers

Figure 11.39 - Query Editor V2 data object explorer for marketing-wg
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52. In Query Editor V2, run the following query:

select * from "datazone_env_marketingenvironment"."customers";

id | nrst_name | tast_name | email | phone | address
1 John Doe iohn doedemail com 5550101 123 Main 5t
2 Jana Srmiih Jjane smithifemail com 5550402 456 Oak Ave
3 Bob Johngon bob jiemail com 5550103 789 Fina Rd

Figure 11.40 - Query Editor V2 query results for the customers asset

How it works...

In the producer account, data assets stored across Amazon S3, Redshift, RDS, and third-party
sources are registered in the Amazon DataZone catalog within the central governance account.
Amazon DataZone’s business catalog serves as a central governance hub in a data mesh architec-
ture, enabling domain-oriented teams to autonomously manage and discover data assets. The
catalog leverages generative Al capabilities to automatically generate rich metadata, business
context, and use case descriptions for data assets, making them easily discoverable across orga-
nizational boundaries. This central account serves as the control center, hosting the DataZone
domain and data portal, while connecting producer and consumer AWS accounts through Data-
Zone domain associations. End users access the DataZone portal using IAM credentials or SSO
integration through IAM Identity Center, where they can explore asset information including
data quality metrics and both business and technical metadata. The architecture implements a
self-service model where users request access through DataZone’s subscription feature, subject
to asset owner approval. Once granted access, consumers can leverage the data in their accounts
for various purposes: developing AI/ML models in SageMaker, performing analytics with Athena,

conducting data warehousing operations in Redshift, or creating visualizations using QuickSight.
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Producer Consumer

i Daka

Envirenmaents -:::::--n.:t'.

Arnazon Datadorne
Domains

Projesct

Figure 11.41 - Amazon DataZone data mesh pattern

Data sharing using AWS Data Exchange for
monetization and subscribing to third-party data

AWS Data Exchange enables secure data sharing of Amazon Redshift data through its integration
with Redshift data shares. Organizations can publish their Redshift data as licensed data prod-
ucts, which subscribers can directly query from their own Redshift clusters without copying or
moving the underlying data. To share data, providers first create a data share in their Redshift
cluster using the CREATE DATASHARE command, add specific schemas, tables, or views, and then
publishitasa data product on AWS Data Exchange. Publishers can choose to publicly or privately
share products. Subscribers can discover these data products through the AWS Data Exchange
catalog, and once subscribed, the data appears as a database in their Redshift cluster through
the use of a managed AWS Data Exchange data share. This streamlines data monetization and

consumption while maintaining security.
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Getting ready

To complete this recipe, you will need the following:

e  AnIAM user with access to Amazon Redshift
e Amazon Redshift serverless in the us-east-1 Region

e TheAWSDataExchangeSubscriberFullAccess IAM permission associated with your IAM

user/role

How to do it...

In this recipe, we will subscribe to the AWS Data Exchange data product Worldwide Event At-

tendance. Then, we will use Amazon Redshift serverless to access Worldwide Event Attendance:

1. Navigate to the AWS Data Exchange console.

2. From the left navigation pane, choose Product catalog under Subscribed with AWS

Marketplace.
3. Search for Worldwide Event.

4. Choose Worldwide Event Attendance (Test Product). Select Continue to subscribe. This

product costs zero dollars.

Worldwide Event Attendance (Test Product)

Provided By: Amazan Wel Services [3
Thés Is & test prodisct 10 halp you understaind how to find and subsoibte ta pradacts containing Amazon Redehift data sets that iod can
query, analyze, and bulld applications with in minutes.
Free
12 manth suBscription svailante
Continue to subscribe

Product offers Overview Data sets DBata dictionary and samples Usage Support Similar products

Public offer

Offer 10: offer-8t4FzElg 245l
Faymenn schodda; Updnons paymen | OHer aune-ranewsl: Supporod | Otfer cumency: S0 {5]

© 50 for 12 manths

Figure 11.42 - Amazon Data Exchange test product subscription
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5. Review the terms and conditions. Click Subscribe. You can choose No for Offer auto-re-

newal.

3. Offer auto-renewal

Choose which renewal option you want to use for your subscription,

Auto-renewal
';':' Yes, this contract automatically renews on March 15, 2026, 20000 (UTC-04:00).

© Mo, this contract does not automatically renew.
Figure 11.43 - Amazon Data Exchange test product subscribe

6. Once the subscription is successful, you will be able to see the product under Subscribed

with AWS Marketplace | Active subscriptions.
7. Navigate to the Redshift serverless namespace on the console.

8. Clickthe Datashares tab and create a connection for your Redshift user to the dev database.

Waorkgroup Data hackup Database Security and encryption Datashares Zero-ETL integrations Resaurce policy Tags
» How it works

@ You don't have a database connection. To view datashares, connect to a database. Connect to database |

Figure 11.44 - Amazon Redshift console | Datashares | Connect to database
9. Navigate to Subscriptions to AWS Data Exchange datashares.

suhsil‘ipﬁﬂrﬁ to AWS Data E!l;hange datashares {1/} e Dats product catalag (3 Create database from datsshare

R S g [0-Oatasiares manggsd O AW Dats Sechangs ane feted here: To Fd moce frod octs J00T3I0ING Catashamss oF Oeate 3 databass o an daisiing dalashare i query 1he Jats, Divwee tha dzta

O Find subseriprion st bl 1 L]
Datashara name Producer namespace Publicly accessibie
[ ] wairtdwide_event test data 101 5d33E-b0 e - 4 0d0-bbGT -2 5 Te005 6 36d Enabled

Figure 11.45 - Amazon Redshift data shares from subscriptions
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10. Choose worldwide_event_test_data and select Create database from datashare. Enter the

worldwide_event_test_db database name. Select Without Permissions. Click Create.

Database name

Enter a name for your new database.

worldwide_event_test_db

Datashare database type

() With Permissions (recommended)
Allows you to grant permissions on specific objects to individual users and roles, similar to local
database objects.

© Without Permissions

Employs an all-or-nothing permissions model, providing access to the entire datashare database

for users, user groups, or reles. These identities receive full permissions on all objects within the
datashare.

Cancel

Figure 11.46 - Amazon Redshift create database from the subscriptions data share

11. Logon to Query Editor V2 and connect to your serverless workgroup.

12. Expand the data object explorer on the left. Expand external_databases. Further expand
worldwide_event_test_db.

v & worldwide_event_test_db (i )
v &2 public
v [ Tables 6
ES] category
ES date
E5 event
E5 listing
ES sales
B venue
> © Views 1
> fx Functions 0

Figure 11.47 - Amazon Redshift Query Editor V2 data explorer view listing data share
objects
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13. Let’s analyze the data shared with the third-party dataset using the following SQL. Run
this query:
SELECT event.eventname, event.starttime, venue.venuename, venue.
venuecity, venue.venuestate,venueseats
FROM "worldwide_event_test_db"."public"."event" as event
JOIN "worldwide_event_test _db"."public"."venue" as venue
on event.venueid=venue.venueid

WHERE venue.venueseats > 0;

The following is the output of the preceding query:

Joa Cocker 2008-01-12 14.00:00 MeAlse Colisaurn Dakland CA B3026
Dianed Bryrive 2008-01-13 19.00:00 Safoco Freld Seallie WA 4reg
Jamboree in the Hills 2008-01-27 15:00:00 Reliant Stadium Hauston > 73000
Ben Harper 2008-01-28 15:00:00 Arrowhead Stadium Kansas City MO o451
Daughtry 2008-02-01 20.00.00 Miller Park Milwaukee wi 42200
Missy Higaging 2008-02-02 15:00:00 Great Amencan Ball Park Cincinnati OH 43059
Saquesze 2008-02-04 14:00-00 M&T Bank Stadium Baltmore MD o107
Wiycled Joan 2008-02-07 19:30:00 LP Fieshd HNashville ™ GaBod

Figure 11.48 - Amazon Redshift Query Editor V2 data share query output

How it works...

The process consists of two main workflows — the provider and subscriber paths. On the provider
side, the data analyst first creates an AWS Data Exchange managed data share and loads data into
their Redshift database. They then create a dataset from this data share, add it to a product, and
can create private or public offers for specific customers. The provider can also set up pipelines
to refresh new data to their Redshift cluster automatically. On the subscriber side, once they
subscribe to the product through AWS Data Exchange, a database is automatically created from
the data share in their environment. The subscriber’s data analyst can then launch a serverless

workspace and run queries directly against the shared data through their own Redshift instance.
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This serverless architecture enables seamless data sharing between providers and subscribers

while maintaining data security and governance through AWS’s managed services. This pattern

works for both provisioned and serverless Amazon Redshift.
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Figure 11.49 - AWS Data Exchange provider and subscriber flow
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Generative Al and ML with
Amazon Redshift

In this chapter, we explore how Amazon Redshift is transforming data analytics with integrated
machine learning (ML) capabilities and generative Al. Redshift ML enables users to create, train,
and deploy ML models directly within a Redshift data warehouse, supporting a range of use cases
from supervised learning to advanced generative Al models like large language models (LLMs).
You’ll discover how Redshift ML can streamline processes such as forecasting and sentiment
analysis, and how Amazon Q enhances these capabilities with Al-driven assistants for query

authoring and business intelligence (BI).

Finally, we’ll delve into the future potential of generative Al within the Amazon Redshift data

warehouse (serverless or provisioned cluster) and its broader impact on data analytics.
The following recipes are covered in this chapter:

e Building SQL queries automatically using Amazon Q generative SQL

e Managing Amazon Redshift ML

e  Using LLMs in Amazon Bedrock using SQL statements

e Using LLMs in Amazon SageMaker to jumpstart using SQL statements

e  Querying your data with natural language prompts using Amazon Bedrock knowledge

bases for Amazon Redshift

e  Generative Bl with Amazon Q with QuickSight querying an Amazon Redshift dataset
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Technical requirements

Here are the technical requirements in order to complete the recipes in this chapter:

e  Access to the AWS Management Console.

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1.

e Amazon Redshift data warehouse admin user credentials.

e AWS administrator permission to create an IAM role by following Recipe 3 in Appendix.
This IAM role will be used for some of the recipes in this chapter.

e Attach an IAM role to the Amazon Redshift data warehouse by following Recipe 4 in
Appendix. Make note of the IAM role name; we will refer to it in the recipes with [Your-

Redshift_Role].

e AWS administrator permission to deploy the AWS CloudFormation template (https://
github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapteri2/

chapter_12_CFN.yaml), which creates two IAM policies and the quicksight-role role:
e An IAM policy attached to the IAM user that will give them access to Amazon
Redshift, Amazon RDS, Amazon Kinesis, Amazon Kinesis Data Firehose, Amazon

CloudWatch Logs, AWS CloudFormation, AWS Secret Manager, Amazon Cognito,
Amazon S3, AWS DMS and AWS Glue

e  AnIAM policy attached to the IAM role that will allow the Amazon Redshift data
warehouse to access Amazon S3
e The IAM role quicksight-role gives access to QuickSight to create a VPC
connection to Amazon Redshift
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.
e  An AWS account number; we will refer to it in the recipes with [Your-AWS_Account_Id].
e An Amazon S3 bucket created in eu-west-1; we will refer to it with [Your-Amazon_S3_
Bucket].
e Thecodefiles can be found in the GitHub repo: https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/tree/master/Chapterll.

Building SQL queries automatically using Amazon Q
generative SQL

In this recipe, you’ll learn how to leverage Amazon Q, a generative Al-powered SQL assistant in
Amazon Redshift Query Editor. Amazon Q simplifies query authoring by transforming natural

language prompts into SQL queries, reducing the complexity of writing SQL manually.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter12/chapter_12_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter12/chapter_12_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter12/chapter_12_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/master/Chapter11
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/tree/master/Chapter11
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Whether you're a data engineer, analyst, or non-technical user, Amazon Q generative SQL enables
you to interact with your data more intuitively, speeding up analysis and improving efficiency.
By the end of this recipe, you’ll understand how to use natural language commands to generate

SQL queries that can be run directly using Amazon Redshift for insights.

Getting ready
To complete this recipe, you will need:

¢ An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1, with the

retail dataset from Chapter 3, in the Loading and unloading data recipe
e Amazon Redshift data warehouse master user credentials

e Access to Amazon Redshift Query Editor V2

How to do it...
1. Navigate to the Amazon Redshift console and then to Query Editor V2 (https://console.
aws . amazon. com/sqlworkbench/home) and click on the gear icon, and select Q generative
SQL settings, as shown in the following screenshot:

= Redshift query editor v2

® Create - €» Load data

- (
— Q ab

Editor preferences

- o~ -
¥ Connections

Q Amazon Q generative SQL settings (admin only)

Q generative 5QL

e SQL, t ive Al coding companion, for all users in this account.

Figure 12.1 - Q generative SQL settings in Query Editor V2


https://console.aws.amazon.com/sqlworkbench/home
https://console.aws.amazon.com/sqlworkbench/home
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2. Optionally, you can scroll down to the Custom Context section. In this section, you can
add additional details about the schema in JSON format that generative SQL can leverage
to generate more accurate SQL. Click on Add custom context and paste the sample JSON
from GitHub (https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/
blob/main/Chapteril/SampleCustomContext.json) in the editor, then click Save.

3. Amazon Q generative SQL is available in the notebooks feature of Query Editor V2. Click on
the +icon in Query Editor and choose Notebook. Then, click on the Amazon Q generative
SQL icon, as shown in the following screenshot, to open the Amazon Q generative SQL
window, where you can ask questions about the dataset in natural language to generate

SQL statements.
= Editor

[.I] Motebook

Run all @ Isolated session €  Serverlessim... =

@ Limit 100

i

Figure 12.2 - Opening the Amazon Q generative SQL chat window

4. Typeaquestion about the data, for example, Who are the top 10 high value customers?,
and submit it to Amazon Q. You will receive a SQL statement as output, along with an
Add to notebook button. When you click on it, the query will be added to the notebook

and you can run it to see the results.


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/SampleCustomContext.json
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/SampleCustomContext.json
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Figure 12.3 - Sample interaction with Q generative SQL

How it works...

Amazon Q generative SQL uses the schema of objects in your database or the custom content
you provided as context to the generative Al model. In addition to the schema, it also uses the
user query history as context. The generative Al model then generates a SQL statement that can
answer your natural language question and presents it to you. You can then add it to a notebook,

execute it, and share the results.

Managing Amazon Redshift ML

Amazon Redshift ML enables Amazon Redshift users to create, deploy, and execute ML models
using familiar SQL commands. Amazon Redshift has built-in integration with Amazon SageMaker
Autopilot, which chooses the best ML algorithm based on your data using automatic algorithm
selection. It enables users to run ML algorithms without the need for expert knowledge in ML. On
the other hand, ML experts such as data scientists have the flexibility to select algorithms such
as XGBoost and specify the hyperparameters and preprocessors. Once the ML model is deployed
in Amazon Redshift, you can run the prediction using SQL at scale. This integration completely

simplifies the pipeline required to create, train, and deploy the model for prediction.
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Amazon Redshift ML allows you to create, deploy, and predict using the data in the data warehouse

as follows:

Train
3 Amazon Sagemaker
= automaticatly tunes and
‘ c trains the hest ML model
ind Load Amazaon Redshift ML -
data into your Analyze data and de high A
data warehouss nesformance saparting
Create Deploy Predict
Use the ‘create model’ Amazon Redshift Use S0OL gueries to make
command In QL automaticaily deploys predictions like projected

to create the ML model the ML madel

churn, pricing, and risk
In Amazon Redshift 0

Figure 12.4 - Amazon Redshift ML capabilities

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the eu-west-1 Region.

e  Sample data loaded using the Chapter 3 recipe Loading and unloading data.

e Amazon Redshift data warehouse admin user credentials.

e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor.

e AnIAMrole attached to an Amazon Redshift data warehouse that can access Amazon S3
and Amazon SageMaker. We will refer to it in the recipes with [Your-Redshift_Role].

e An Amazon S3 bucket created in eu-west-1. We will refer to it with [Your-Amazon_S3_
Bucket].
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How to do it...

In this recipe, we will use the product reviews data that was set up in Chapter 3, in the Loading
and unloading data recipe. We will build the model to predict the star_rating values of the
products table:

1. Open any SQL client tool and execute the following query to create the training data to
train the model by using 50000 records for the product category home:

create schema product_reviews;

create table product_reviews.amazon_reviews_train

as SELECT * FROM product_reviews where product_category = 'Home'
limit 50000;

2. To create the model, execute the following query. This will use Autopilot to determine the
problem type, with a max runtime of 900 seconds. This model will predict the star_rating.
The CREATE MODEL SQL will run asynchronously. With this step, Amazon Redshift will
unload the data to the S3 bucket and Autopilot will use that dataset to train the model.
After the model is trained, the code will be compiled using Amazon SageMaker Neo and
will be deployed to the Amazon Redshift data warehouse. The model can then be accessed

using the user-defined function func_product_rating:

CREATE MODEL product_rating

FROM (

SELECT marketplace, customer_id
, review_id, product_id
, product_parent, product_title
, product_category, star_rating
, helpful_votes, total_votes
, vine, verified_purchase
, review_headline, review_body

FROM product_reviews.amazon_reviews_train
) TARGET star_rating
FUNCTION func_product_rating
IAM_ROLE '[Your-Redshift_Role]'

SETTINGS(S3_BUCKET '[Your-Amazon_ S3 Bucket]', MAX_RUNTIME 18060, S3_
GARBAGE_COLLECT OFF);



390

Generative Al and ML with Amazon Redshift

3. To check the status of the model creation, execute the following query. Check if the

model state is Ready. When the model state is Ready, it shows the problem type of

MulticlassClassification and an accuracy of 0.62940 for this model:

show model product_rating;

The preceding query will return output similar to the following:

Key Y Value

Schema Name public

Owner awuser

Creation Time Tue, 30.03.2021 11:21:47
Model State READY

Estimated Cost 0.964440
validation:accuracy 0.629420

Query SELECT MARKETPLAC

CUSTOMER_ID, REVIEV
FROM DEV.PRODUCT_
REVIEWS.AMAZON_RE
WHERE PRODUCT CA-
TEGORY ='HOME'

Target Column STAR_RATING
PARAMETERS: MulticlassClassification

Figure 12.5 - Output of the preceding query

4. To predictthe star_ratings, execute the following query to validate the accuracy of the

ML model. The user-defined function func_product_rating predicts the star_rating

and we compare it to the actual value to determine the accuracy of the model:

WITH infer_data

AS (

SELECT star_rating AS actual

,func_product_rating(marketplace

3

3

3

B

customer_id, review_id, product_id
product_parent, product_title
product_category, helpful votes
total_votes, vine, verified_purchase
review_headline, review_body) AS predicted
CASE WHEN star_rating = predicted

THEN 1::INT ELSE ©::INT

END AS correct
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FROM product_reviews.amazon_reviews

where product_category = 'Home'

)

,aggr_data AS (

SELECT SUM(correct) AS num_correct

,COUNT(*) AS total

FROM infer_data

)
SELECT (num_correct::FLOAT / total::FLOAT) AS accuracy
FROM aggr_data;

The preceding query will return the following output:

accuracy

0.627847778989157

How it works...

Amazon Redshift simplifies the pipeline to create the models and use the model for prediction
using SQL. With Amazon Redshift, you can build models for different use cases, such as customer
churn prediction, predicting whether a sales lead will close, fraud detection, etc. You can use
simple SQL statements to create ML workflows. Use the CREATE MODEL SQL command to specify
training data as either a table or a SELECT statement. Redshift ML then compiles and imports the
trained model inside the Redshift data warehouse and prepares a SQL inference function that
can beimmediately used in SQL queries. Redshift ML automatically handles all the steps needed

to train and deploy a model.

Using LLMs in Amazon Bedrock using
SQL statements

In this recipe, you’ll learn how to leverage LLMs for language translation directly within Amazon
Redshift through its native integration with Amazon Bedrock. Amazon Redshift ML now extends
its SQL-based ML capabilities to include foundation models available through Bedrock, enabling
you to perform sophisticated natural language processing tasks using familiar SQL commands.
We’ll demonstrate this capability by translating order comments from Spanish to English using
Anthropic Claude 3 Haiku, one of the foundation models available through Amazon Bedrock. This
integration showcases how you can combine Amazon Redshift’s data warehousing capabilities
with advanced language models to perform translations directly within your database environment,

eliminating the need for external translation services or data movement.
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Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1
e Amazon Redshift data warehouse admin user credentials
e Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor

e AnIAM role attached to an Amazon Redshift data warehouse with the managed policy

AmazonBedrockFullAccess attached to it

How to do it...

We will start by configuring access to the Anthropic Claude 3 Haiku model through Amazon
Bedrock and load sample order data into Amazon Redshift. Then, we’ll create a model using
Amazon Redshift ML that connects to the Amazon Bedrock foundation model. Finally, we’ll write
SQL queries to invoke this model and translate the Spanish comments to English, demonstrating

the seamless integration between these AWS services:

1. Navigate to the Amazon Bedrock console (https://console.aws.amazon.com/bedrock/).

2. Inthe navigation pane, choose Model Access, as shown in the following screenshot:

source Groups & Tag Editor

Projects

Amazon Bedrock

Overview i«

User guide [

Bedrock Service Terms [?

¥ Bedrock configurations

Model access

Bedrock Studio Preview
Settings Foundation models

Figure 12.6 - Amazon Bedrock model access

3. Ifyou are accessing Amazon Bedrock for the first time, you will see the Enable specific

models button. Selectit. Otherwise, you will see the Modify model access button. Select it.


https://console.aws.amazon.com/bedrock/
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4. Inthesearchbox, search for the Claude 3 Haikumodel. Selectit and click Next, as shown

in the following screenshot:

Edit model access
Base models (1/14) ( Expand all ) ( Collapse all :)
Mot seeing a model you're interested in? Check out all supported models by reglon here [7.
| @ Find model | 1 rnatch[ Group by pravider v |
[ Claude 3 Haiku [ X] ( Clear filters )
-] Madels Access status Modality EULA[A
H w Anthropic (1) 0/1 access granted
[ Claude 3 Haiku @ Available to request Text & Vision EULA ]

Figure 12.7 - Amazon Bedrock model selection

5. Read the terms and click the Submit button.

6. Next, connect to your Amazon Redshift data warehouse using Query Editor V2 (https://
console.aws.amazon.com/sqlworkbench/home).

7. Create an order_comments table and load some sample data into it using the SQL
statements provided below. The insert statement loads some orders with Spanish

comments into the table:

create table order_comments (order_id int, comment varchar(100));

insert into order_comments values (1, 'Direccidén de envio
actualizada'),
(2, 'Por favor manipular con cuidado fragil'), (3, 'Llamar antes de

entregar');

8. Create an external model using the SQL statement below. This will create a SQL function
named 'translate_to_english' that can be invoked in SQL statements. For MODEL_ID,
Anthropic Claude 3 Haiku’s ID is provided. Refer to this documentation page for more
information about Amazon Bedrock model IDs (https://docs.aws.amazon.com/bedrock/
latest/userguide/model-ids.html). The model’s behavior is configured using two
key parameters: 'Prompt’ and 'Suffix'. The 'Prompt' parameter provides the initial

instruction to the LLM describing the translation task.


https://console.aws.amazon.com/sqlworkbench/home
https://console.aws.amazon.com/sqlworkbench/home
https://docs.aws.amazon.com/bedrock/latest/userguide/model-ids.html
https://docs.aws.amazon.com/bedrock/latest/userguide/model-ids.html
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Your input data from Amazon Redshift is then automatically appended between the
prompt and suffix. The 'Suffix' parameter adds any final instructions needed to complete

the prompt before it’s sent to the LLM:

CREATE EXTERNAL MODEL claude_model_ translate_to_english
FUNCTION translate_to_english
IAM_ROLE DEFAULT
MODEL_TYPE BEDROCK
SETTINGS (
MODEL_ID ‘'anthropic.claude-3-haiku-20240307-v1:0'
,PROMPT 'Translate this statement from Spanish to English'’
,» SUFFIX 'Return only the translated sentence in lowercase and
nothing else’
>, REQUEST_TYPE UNIFIED
» RESPONSE_TYPE VARCHAR

)s
9. Run the following SQL to translate the Spanish comments to English:

SELECT comment as comment_in_spanish,
translate_to_english(comment) as comment_in_english
from order_comments

limit 5;

select comment as comment_in_spanish,
translate_to_english(comment) as comment_in_english
from order_comments

limit 5;

EE Result 1 (3)
comment in_spanish comment _in_english

Direccion de envio actualizada updated shipping address

Por favor manipular con cuidado fragil please handle with care fragile

Llamar antes de entregar call before delivering

Figure 12.8 - Output of Amazon Redshift and Amazon Bedrock integration
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How it works...

Amazon Redshift’s integration with Amazon Bedrock enables direct access to foundation models

through SQL statements. It has the following features:

e Native integration: Amazon Redshift connects directly with Amazon Bedrock through
built-in integration, allowing you to perform generative Al tasks using SQL commands
across both provisioned and serverless environments.

e  External model creation: The CREATE EXTERNAL MODEL statement establishes a connection
with the specified Bedrock foundation model and automatically generates a SQL function
for model interaction.

e Promptengineering: Redshift constructs a complete prompt by combining your template,
input data, and suffix instructions, then passes these to the Converse API, ensuring

consistent interaction with foundation models.

e  Execution: The translation function handles communication between Redshift and
Bedrock automatically, with the foundation model processing requests and returning

results in real time for use in SQL operations.

Using LLMs in Amazon SageMaker Jumpstart using
SQL statements

In this recipe, you’ll explore how to use LLMs for tasks like sentiment analysis directly within
Amazon Redshift by leveraging the integration with Amazon SageMaker Jumpstart. Amazon
Redshift ML allows you to create ML models using SQL commands, and now, with LLM support,

you can tap into powerful pre-trained models for text processing.

By following this recipe, you’ll learn how to deploy an LLM through SageMaker Jumpstart,
connect it to Redshift ML, and perform advanced natural language processing tasks like sentiment
classification on your data—all without the need to manage complex ML pipelines. This integration

simplifies the use of generative Al for extracting insights from unstructured data in Redshift.

Getting ready

To complete this recipe, you will need:

e  An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1
e  Amazon Redshift data warehouse admin user credentials

e  Access to any SQL interface, such as a SQL client or Amazon Redshift Query Editor
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e An IAM role attached to an Amazon Redshift data warehouse that can invoke Amazon
SageMaker Jumpstart endpoints. Ensure that the role includes sagemaker: InvokeEndpoint

permissions.

How to do it...

We will start by deploying a pre-trained LLM using Amazon SageMaker Jumpstart. This will involve
navigating to SageMaker in the AWS Management Console, selecting a foundation model, and

setting up an endpoint that will be used by Amazon Redshift ML to perform sentiment analysis:

1. Navigate to Foundation models (https://console.aws.amazon.com/sagemaker/home#/

foundation-models) in Amazon SageMaker Jumpstart.

2. Search for the foundation model by typing Falcon 7B Instruct BF16 in the search box

and click View model:

Foundation models are pre-trained on large amounts of data so you can perform a wide r@nge of tasks such as arti

number of foundztion models available from JumpStart. Flease visit JumpStart in Studic to view all available mod

manager

A Foundation models

Hocyele confgurations o

[} = oy
| O, Falcon 78 Instruct BF16 X

ha, -

SageMakier dashbaard
Search
Falcon 7B Instruct BF16

By Hugging Face | Wer 1000

i

¥ _Jympstart

Foundation madets
T TEXT GENERATION

Matural language processing 1
i sl i Falcon-7B-instruct is a 7B parameters causal

decoder-only mods! built by T1l based on
Faleon-78 and finetuned ana mixtune of
chat finstruct datasets. It is made available...

» Ground Truth ° -~ -
[ 1

: T
» Notebook View madel [4

maodels

¥ Governanoe

e

Figure 12.9 - Selecting an LLM in Amazon SageMaker Jumpstart

3. On the Model Details page, choose Open model in Studio. When the Select domain
and user profile dialog box opens up, choose the profile you’d like from the dropdown
and click Open Studio. (If this is the first time you’re doing this, you may see the Create
a SageMaker domain button. Click it and select Setup.) When the model is open, select

Deploy, as shown in the following screenshot:


https://console.aws.amazon.com/sagemaker/home#/foundation-models
https://console.aws.amazon.com/sagemaker/home#/foundation-models
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» SageMaker Studio > Jumpstart > SageMakerPublicHub > Model > Huggingface Lim Falcon 7b Instruct BF16 ® Provide f

i3t Applications (5)

(Hhay D et ERis

by HuggingFace

SMEEEELL S E About Notebooks

5 Partner Al Apps

# Home

Figure 12.10 - Deploy the LLM

4. Onthe Deploy model to endpoint page, selectml.g5.2x1arge or any other instance type
recommended in the notebook, and then click Deploy. Wait until the status of the model

changes from Creating to In Service:

Deploy model to endpoint

\pplications (5)
Depl ur models to a SageMaker endpoint by selecting yment resources. Learn more (2

JupyterLab R

Endpoint settings

— Endpoint name *
() Default endpoint name - jumpstart-dft-hf-im-falcon-7b-...

Instance type * Initial instance count* €

™ Partner Al Apps ml.g5.2xlarge (Default) 1

Maximum instance count® 0

A Home
2

LX Running instan

o

Figure 12.11 - Setting up the SageMaker endpoint environment
jumpstart-dft-hi-lim-falcon-7b-inst-202 5032 1-0353

21

trd e

Figure 12.12 - Model in service
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5. Login to the Amazon Redshift endpoint. You can use Query Editor V2 tologin.

6. Ensure you have the below IAM policy added to your IAM role. Replace <endpointname>

with the SageMaker Jumpstart endpoint name captured earlier:

{
"Statement”: [
{
"Action": "sagemaker:InvokeEndpoint",
"Effect": "Allow",
"Resource":

"arn:aws:sagemaker:<region>:<AccountNumber>:endpoint/<endpointname>",

"Principal™: "*"

7. Create a model in Amazon Redshift using the CREATE MODEL statement given below.
Replace <endpointname> with the endpoint name captured earlier. The input and output
data type for the model needs to be SUPER:

CREATE MODEL falcon_7b_instruct_11lm_model
FUNCTION falcon_7b_instruct_1llm_model(super)
RETURNS super
SAGEMAKER '<endpointname>'
IAM_ROLE default;
SETTINGS (

MAX_BATCH_ROWS 1 );

8. Createthe sample_reviews table using the following SQL statement. This table will store

the sample reviews dataset:

CREATE TABLE sample_reviews(review varchar(4000));

9. Download the samplefile (https://aws-blogs-artifacts-public.s3.amazonaws.com/
BDB-3745/sample_reviews.csv), upload it into your S3 bucket, and load data into the

sample_reviews table using the following COPY command:

COPY sample_reviews
FROM 's3://<<your_s3_bucket>>/sample_reviews.csv'
IAM_ROLE DEFAULT


https://aws-blogs-artifacts-public.s3.amazonaws.com/BDB-3745/sample_reviews.csv
https://aws-blogs-artifacts-public.s3.amazonaws.com/BDB-3745/sample_reviews.csv
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csv
DELIMITER ',
IGNOREHEADER 1;

10. Create a UDF that engineers the prompt for sentiment analysis. The input to the LLM
consists of two main parts — the prompt and the parameters. The prompt is the guidance
or set of instructions you want to give to the LLM. The prompt should be clear to provide
proper context and direction for the LLM. The parameters (https://huggingface.co/
blog/sagemaker-huggingface-11m#4-run-inference-and-chat-with-our-model) allow
configuring and fine-tuning the model’s output. This includes settings like maximum
length, randomness levels, stopping criteria, and more. Parameters give control over the

properties and style of the generated text and are model-specific.
The UDF given below has both the prompt and a parameter:

e Prompt:Classify the sentiment of this sentence as Positive, Negative,
Neutral. Return only the sentiment nothing else.Thisinstructs the model

to classify the review into three sentiment categories.

e  Parameter: "max_new_tokens" :1000. This allows the model to return up to 1,000

tokens.

CREATE FUNCTION udf_prompt_eng sentiment_analysis (varchar)
returns super

stable

as $%

select json_parse(

"{"inputs":"Classify the sentiment of this sentence as

Positive, Negative, Neutral. Return only the sentiment
nothing else.' || $1 || '","parameters":{"max_new_
tokens":1000}}")

$$ language sql;

e  Make aremote inference to the LLM to generate sentiment analysis for the input

dataset.

The output of this step is stored in a newly created table called sentiment_
analysis_for_reviews. Run the below SQL statement to create a table with

output from the LLM:

CREATE table sentiment_analysis_for_reviews

as


https://huggingface.co/blog/sagemaker-huggingface-llm#4-run-inference-and-chat-with-our-model
https://huggingface.co/blog/sagemaker-huggingface-llm#4-run-inference-and-chat-with-our-model
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(
SELECT review,
falcon_7b_instruct_11lm_model
(udf_prompt_eng_sentiment_analysis(review)) as
sentiment
FROM sample_reviews
)

11. Analyze the output. The output of the LLM is of the data type SUPER. For the Falcon model,
the output is available in the attribute named generated_text. Each LLM has its own
output payload format. Please refer to the documentation for the LLM you would like to
use for its output format. Run the below query to extract the sentiment from the output
of the LLM. For each review, you can see its sentiment analysis:

SELECT review, sentiment[©]."generated_text" :: varchar as sentiment
FROM sentiment_analysis_for_reviews;

A_tewt™ o owarchar 25 serrinent
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sclimnl

Heqatrae
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1= T0p n varsetile - I'va dne i I'oshwe
W 1A Masa nR=ie | hars = F I'nsmhue
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Figure 12.13 - Output of sentiment analysis in Amazon Redshift using LLM integration
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How it works...

Amazon Redshift ML enables direct integration with LLMs from Amazon SageMaker Jumpstart
using SQL. It curates the prompt and sends it to the model endpoint deployed using SageMaker
Jumpstart. The request is sent in JSON format and the response from the LLM is also received in

JSON format, which is then parsed and shown to the end user.

This streamlined workflow enables data teams to leverage advanced NLP capabilities directly

within their SQL environment, eliminating the need for complex ML pipelines.

Querying your data with natural language prompts
using Amazon Bedrock knowledge bases for
Amazon Redshift

In this recipe, you'll learn how to implement natural language querying capabilities for your
Amazon Redshift data warehouse using Amazon Bedrock knowledge bases. This powerful
integration allows business users to interact with their data using conversational language, rather
than writing complex SQL queries. Amazon Bedrock knowledge bases create an intelligent layer
between your structured data in Redshift and LLMs, enabling users to ask questions in plain
English and receive data-driven responses. We’ll demonstrate how to set up a knowledge base with
your Redshift data warehouse as the data source, configure the necessary permissions, and start
querying your data using natural language prompts with models like Anthropic Claude 3 Haiku.
This solution bridges the gap between complex data structures and business users, democratizing

data access while maintaining security and governance through proper IAM roles and permissions.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1
e Amazon Redshift data warehouse admin user credentials

e Loadthe sample data in the Amazon Redshift data warehouse using the Loading data from
Amazon S3 using COPY recipe in Chapter 3 into the dev database
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How to do it...

We will create a knowledge base with a structured data store with your Amazon Redshift data
warehouse as a data source. We will then grant access to the data in your Amazon Redshift data
warehouse to the role associated with the knowledge base. We will then test the knowledge base

by asking natural language questions about the data stored:

1. Navigate to the Amazon Bedrock console (https://console.aws.amazon.com/bedrock/).

2. In the navigation pane, choose Knowledge Bases. In the page that opens up, click
Create and then Knowledge Base with structured data store, as shown in the following

screenshot:

¥ Playgrounds

Chat / Text
image / Video Knowledge Bases

v Builder tools Edit Delete Test Knowledge Base Evaluate Create A
Agents l Q. Find Knowledge Base . knowledge Base with vector store
Flows ' L kKnowledge Base with structured data store T_
Knowledge Bases I kKnowledge Base with Kendra Genal Index
Prompt Management Name v | Status v | Type v | Dataso... ¥ | Source

Figure 12.14 - Creating a knowledge base with a structured data store

3. For Knowledge Base name, choose a name of your choice, for example, knowledge base
for redshift sales warehouse. Enter an optional description. In Data source details,
choose Amazon Redshift as the query engine. In the IAM Permissions section, choose

the Create and use a new service role option and click Next.


https://console.aws.amazon.com/bedrock/
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Data source details

Query engine

Selpct Wie guery engine Lo use for relriving data Froao sour doda slanes,
Amazon Redshift [ o]
A Tully managed, pelabelescile

service in Lhe cloasd thal lels you

i without needing o configure provisioning and

Capmgily

IAM permissions
Certain permiszions are necessary ta access other services or perform actions in arder to
create this resource. Far more information, see service rale [ for Amazon Bedrock

Runtime rols

(") Use an existing service role

Figure 12.15 - Choose Amazon Redshift as data source, and create and use new
service role for IAM permissions

4. Onthe page that opens, in the Query engine details section, choose Redshift Serverless
or Redshift Provisioned based on the compute type for your Amazon Redshift data

warehouse.
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5. In the Default storage metadata section, under Options, choose Amazon Redshift

databases and Redshift database list. If you are using data sharing using Lake Formation,
you can choose the AWS Default Glue Data Catalog option here. In the same section, for

Database, choose the database you want to connect to, for example, dev:

Default storage metadata

Options
© Amazon Redshift databases
() AWS Default Glue Data Catalog

© Redshift database list () Enter database name
Choose database Enter Redshift database name
Database

Select a database for your knowledge base to be able to query.

[dev V]

Figure 12.16 - Choose default storage metadata

6. You can use the optional Query configurations section to provide more information to
the LLM regarding the table structure. You can add descriptions of tables and columns,

as shown in Figure 12.17.

Query configurations - optional

You can add different configurations te your queries,

[} Maximum query time

1 the query takes |l'\ll":l'_.!!r Than the disratlon you =2, fBw | time o
SECONGS

Specify a thme batwean 1 and 200 seconos

¥ Descriptions (1)

Include descrptaons for tahile or columns to Impaose §couracy

Table name Column name - optional
dew.public.customer | | Enter the column name
Descriptions
Contains core business customer infarmation including their demographics, contact E rEmayVe j

f + Add annotations H}I

Figure 12.17 - Sample description for the customer table
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7. Youcan choose toinclude/exclude columns that the LLM should consider. You can provide
curated queries that the LLM can use as a reference to generate new queries, as shown

in Figure 12.18:

Query configurations - optional

You can add different configurations o your queries

[ Maximum query time

If the query takes longer than the duration you set, it will tme out
i oy
Specify a time betwesn 1 and 200 seconds

* Descriptions (0]

Include descriptions far table or columns to imorave accuracy.

* Inclusions/fexclusions (0,/0)

Specify table names and wolurmn names (opticnally) to include or exclode for SO0 generation.

» Curated queries (O

Include exampie questions and SOL queries that correspond to them te improve generation of gqueriey

Figure 12.18 - Optional configurations for a knowledge base for structured data

If you don’t configure this section, the LLM will use the table and column names to
understand the table schema. You can also choose the maximum time a query issued by
Amazon Bedrock is allowed to run on Amazon Redshift using the Maximum query time

attribute.
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8. Click Next, and on the next page, review the configuration and select Create Knowledge

Base. Once the knowledge base is available, copy the name of the service role:

Knowledge Base description

Service Role
AmazonBedrockExecutionRoleForKno
wledgeBase_f5dhj [2

Retrieval-Augmented Generation
(RAG) type
Structured data store

Query engine
Amazon Redshift

Status
® Available

Created date
February 04, 2025, 00:30 (UTC-06:00)

Figure 12.19 - Copy the service role’s ARN by clicking on the link as shown

9. Connect to your Amazon Redshift warehouse using Query Editor V2 and run the below

SQL statements to grant SELECT permission on your tables to the service role:

CREATE USER "IAMR:service-role-name" WITH PASSWORD DISABLE;
GRANT SELECT ON customer TO "IAMR:service-role-name";

GRANT SELECT ON orders TO "IAMR:service-role-name";

GRANT SELECT ON lineitem TO "IAMR:service-role-name";

GRANT SELECT ON supplier TO "IAMR:service-role-name";

GRANT SELECT ON dwdate TO "IAMR:service-role-name";

GRANT SELECT ON part TO "IAMR:service-role-name";
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10. Go back to the knowledge base, select the dev database in the Query engine section, and

click Sync:
Service Role Created date
AmazonBedrockExecutionRoleforknowledgelias February 04, 2025, 00:30 (UTC-06:00)
a_fsdhj [3

{8 eone
Query engine (1) (G syme )
Contains configurations and additional information far how the database i queried.
Q, Find dote source
1

Redshif... ® Status | Engine Redshift ... Authentic... Last sync date
Tz ~
| O  dev - SERVERLE...
L J

Figure 12.20 - Sync the query engine

11. When the sync completes, click the Test button to start testing the knowledge base:

Amazon Bedrock > Knowledge Bases > knowledge-base-quick-start-fSdhj

" " TR
knowledge-base-quick-start-f5dhj ( test ) | etete )
Knowledge Base overview ( Edit
Knowledge Base name Knowledge Base ID Retrieval-Augmented Generation (RAG) type
knowledge-base-quick-start-fSdhj Structured data stone
Knowledge Base description Quaery engine
L @ Available Amazon Redshift

Figure 12.21 - Start testing the knowledge base

12. In the test window, you can select any model you’d like, for example, Anthropic Claude 3
Haiku, and start asking it questions in natural language. For example, you can ask Name
the customer who placed the highest number of orders,asshown in the following
screenshot, and receive a natural language answer based on your data. You can ask complex,

open-ended analysis questions to perform generative BI using this solution.
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For example, you can askWho is the most effective supplier and get the following

response:

o

&0 Generate responses o

Claude 3 Haiku +7 | On-demand

Changs

¥ Mame the customer who placed the
>
highest number of orders

@ The customer whi placed the highest
number of orders is
Customers012340771."

Show details =

#  wha is the most effective supplier

@ Supplierf 000842767 is the most
effective supplier, having fulfilled the
highest number of orders at 1438,

Show detalls >

Figure 12.22 - Natural language query response

How it works...

Here’s how Amazon Bedrock knowledge bases work with structured data:

e  Schemaunderstanding: Amazon Bedrock fetches your schema either by directly accessing
Amazon Redshift metadata or by reading schema information from AWS Glue Data Catalog.
It then understands the business context of the schema using either the names or the
query configurations you provided.

e Natural language processing and SQL generation: When you ask a question in plain
English, Bedrock interprets your intent and understands the context and requirements of
your query. It then converts your natural language question into one or more SQL queries

designed to extract exactly the information needed from your database.
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e Data retrieval and presentation: The generated SQL query or queries execute against
your Amazon Redshift database. Bedrock fetches the results and transforms them into
natural language, providing you with a clear, conversational response that answers your

original question.

Generative Bl with Amazon Q with QuickSight
querying an Amazon Redshift dataset

In this recipe, you’ll learn how to leverage the generative Al capabilities of Amazon Qin Amazon
QuickSight to enhance your Bl workloads on top of your Amazon Redshift data warehouse. Amazon
Q allows users to interact with their data through natural language queries, interpreting their
natural language prompts and generating relevant visualizations. By combining the powerful
data processing of Amazon Redshift with the Al-driven interface of Amazon Q, this solution
empowers both technical and non-technical users to uncover actionable insights more efficiently.
You'll discover how to leverage Amazon Q to build dashboards, create topics for enhanced Q&A
experiences, and generate automated data stories —all without the need for complex SQL queries
or extensive data modeling or reporting knowledge. This recipe showcases how generative Al

can transform traditional BI workflows and democratize data access across your organization.

Getting ready

To complete this recipe, you will need:

e An Amazon Redshift data warehouse deployed in the AWS Region eu-west-1, with the
retail dataset from Chapter 3

e Amazon Redshift data warehouse master user credentials

e Access to Amazon Redshift Query Editor V2

e  To get started with Amazon Q in QuickSight’s generative BI capabilities, upgrade your
account’s users to Admin Pro, Author Pro, or Reader Pro roles

e  Ensure thatyoudeploy the CloudFormation template provided on GitHub in order to create
the quicksight-role role needed for this recipe (https://github.com/PacktPublishing/
Amazon-Redshift-Cookbook-2E/blob/main/Chapterll/chapter_11_CFN.yaml)


https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/chapter_11_CFN.yaml
https://github.com/PacktPublishing/Amazon-Redshift-Cookbook-2E/blob/main/Chapter11/chapter_11_CFN.yaml
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How to do it...
1. Navigate to the Amazon Redshift console, open Query Editor V2, and create a view called
customer_orders using the following SQL statement. In the next steps, we will see how
you can visualize this view using generative BI capabilities in Amazon QuickSight powered

by Amazon Q:

create view customer_orders
AS

(

select c_name, c_address, c_acctbal,c_mktsegment,o_orderstatus,
o_totalprice,o_orderdate,o_orderpriority,o_clerk,o_shippriority

from customer c

join orders o on c.c_custkey = o.o_custkey

)5

2. Navigate to Amazon QuickSight (https://quicksight.aws.amazon.com/sn/start), click
the profile icon in the top-right corner, and select Manage QuickSight.

[ad Quicksight

Username

[ Find analyses & more Q Datasets
| Manaae OuickSiaht |

Figure 12.23 - Select Manage QuickSight to change the settings

3. Choose Manage users from the left navigation menu and ensure that the role for the user
you are logged in as is Admin Pro. If it is not Admin Pro, change the role and click CONFIRM

on the Change user role confirmation page that pops up. Then, sign out and sign back in:


https://quicksight.aws.amazon.com/sn/start
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Manage users

Invite new users, manage roles for users accessing the Quicksight account. Learn More

Invite users Manage permissions Search for a useér Q Role: All % Activity: Al
Username [k Email [T Role Permissions Last active [T Action
Admin/anuchal-lsengard anuchal@amazon.com Admin e 2025-02-23 21:49

Change user role x

Change Admin/anuchal-lsengard from ADMIN to ADMIN PRO?

Admin Pro can additionally use Generative Bl capabilities of Amazon Q in QuickSight
to build dashboards, find trends in data, create calculations, data stories, and

summarize dashboards,
[ cancel CONFIRM

Figure 12.24 - Change the user role to Admin Pro and confirm the change

4. Navigate again to Amazon QuickSight (https://quicksight.aws.amazon.com/sn/start),
click the profile icon in the top-right corner, and click Manage QuickSight. Then, choose
Manage VPC connections from the left navigation pane and click ADD VPC CONNECTION.

[ad Quicksight

Manage QuickSight / Manage VPC connections

Manage VPC connections

Figure 12.25 - Click ADD VPC CONNECTION
5.  Onthe VPC connection creation page, enter the following details:
e For VPC Connection name, enter a representative name like redshift-vpc-
connection
e For VPC ID, choose the VPC that your Amazon Redshift data warehouse is
deployed in

e For Execution role, choose quicksight-role


https://quicksight.aws.amazon.com/sn/start
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e  For Subnets, choose the subnet for the Availability Zone (AZ) that is used for
Amazon Redshift
e  For Security group, choose the security group associated with your Amazon

Redshift data warehouse

6. Once done, click ADD and wait until the status of the VPC connection changes from
UNAVAILABLE to AVAILABLE (refresh the page to get the most recent status).

VPC connection nama
redshift-vpc-connection

I:n-liiquratinn name in Quicksight

VRCID
-
This can not be changed later
Expcution role
quicksight-role -
Subnets (Select at least twao)
Availability Zone Subnet ID
us-gast-Ta | -
us-gast-1b -
us-gast-lc o
us-east-1d [ -
us-gast-le o
us-east-1F o
Security Group 1Ds
| -

DNS resolver endpoints (optional)

One endpoint per line

e

Figure 12.26 - VPC connection details and creation
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7. Navigate to Amazon QuickSight (https://quicksight.aws.amazon.com/sn/start),and
from the left navigation menu, choose Datasets and then select New dataset.

[d QuickSight

& more Q Datasets ‘

Figure 12.27 - Create a new QuickSight dataset

8. You have two ways of connecting to an Amazon Redshift data warehouse: Redshift Auto-
discovered and Redshift Manual connect. If you are using an Amazon Redshift provisioned
cluster, you can choose either of the options. If you are using an Amazon Redshift Serverless
data warehouse, choose Redshift Manual connect. In this recipe, we are using the Redshift

Manual connect option.

lad Quicksight

Datasets

Upload a file Salesforce

S3 -ﬂ Athena . RDS
L] &
‘ Redshift

- Redshift

Figure 12.28 - Choose Amazon Redshift as a source for the dataset
9. Onthe New Redshift data source page that pops up:

e For Data source name, provide a representative name like customer-orders-
datasource.

e  For Connection type, choose redshift-vpc-connection.

e For Database server, enter your Amazon Redshift data warehouse endpoint
without the port and database name. For example, cookbook-demo.1234567890.

us-east-1.redshift-serverless.amazonaws.com.


https://quicksight.aws.amazon.com/sn/start
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For Port, enter the port number associated with your Amazon Redshift data
warehouse. For example, 5439. For Database name, enter your Amazon Redshift

database name, for example, dev.

For Username, enter the admin username, and for Password, enter the admin
user’s password. Click Validate connection and wait until the button changes to

Validated. Then, select Create data source.

Data source name

customer-orders-datasource

Connection type

redshift-vpc-connection v

Database server

cookbook-demo.563723154194.us-east-1.redshift-serverless.amazonaws.com

Port

5439

Database name

dev

Username

admin

Password

Validate connection SSL is enabled Create data source

Figure 12.29 - Enter connection details for Amazon Redshift
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10. On the Choose your table page, choose the customer_orders view and click Select:

Choose your table %

customer-orders-datasource
Schema: contain sets of tables.

public

Tables: contain the data you can visualize.

O customer

@ customer_orders

O dwdate

O lineitem

O nation

‘ Edit/Preview data ‘ ‘ Use custom SQL ‘

Figure 12.30 - Select tables/views for visualization

11. On the Finish dataset creation page, you can choose one of the two options: Import to
SPICE for quicker analytics or Directly query your data. For this recipe, we will choose

the Directly query your data option. Click Visualize.

Finish dataset creation x
Table: customer_orders

Data source: customer-orders-datasource

Schema: public

O Import to SPICE for quicker analytics v’ 10GB available m

® Directly query your data

\ Edit/Preview data H Augment with SageMaker ‘

Figure 12.31 - Choose dataset type
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12. When the New sheet page opens, click CREATE.

Mew sheet *®

N

[

@ Interactive shaat .

Single page; interactive content Multl-page, highly formatted documeant
Layaut
Tiled b
Optimize for viewing on
T600px b
s [:D Leam More about Pixel-Perfect
Reports

CANCEL CREATE

Figure 12.32 - Create a new QuickSight analysis sheet

13. customer_orders analysis will be created. To this analysis, you can now add visuals
using QuickSight Q. You can enter natural language prompts describing what you want

to visualize and QuickSight Q will automatically generate those visuals for you.

14. Click the BUILD option in the visual to open QuickSight Q in the right-side pane. You

can enter a prompt for the visual you want, for example, Stacked bar chart for total
revenue by year and market segment.Then, click BUILD. QuickSight Q will generate
avisual. Click the ADD TO ANALYSIS button to add the visual to the analysis.

() Talal @ Tatalirk by vt a0 d & bt s La e aily 5

Stacked bar cha -t for zatal rvenus by -,-:I:r{ BUILD |

Interpratad 2 Total O Tetalpeler by year and
€ Mktegment.

(3 Bisilid wisaal

5
4

shstorer_ o Te T

Tetal 11 Datalpeios % yeac and 0 Mhtegrcit

iy = —
& £ 7 I
L omderl s TRaR) £ —
£ —
2 i1
o 3 R
e o_tetalprcc {Zum! T
= a_crdexate =
e e
O erdiepriaity SRNNRE R
0l o O ki b
“t o_skippnenty Did yow mzan...
=+ o valalgricn i s
i Total € Acerbal by vasr and C Metzeoment.
i wn i
& etz iprice

Figure 12.33 - Create visual for revenue by year and segment
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15. Try one more prompt, Pie chart for order amt by market segment.QuickSight Q
will generate a pie chart; add it to the visual by clicking the ADD TO ANALYSIS button.

< (& Build a visual X
e~ Bl VM QG| TERE
l ’ . I Pie chart for order amt by market seament || EEISEE
£ Data i Visuals % Sheet1 ™ +
Dataset - anm | <) (@ auno | : — Interpreted as: Total O Totalprice by €
Mktsegment.

customer_arders - i

& CHANGE VISLIAL TYRE

tomer_ordars =

NN L @ Fie chart > paalL

+ CALCULATED FIELD:
Totzl O Totalprice by C Mktsegment

# c_accthal GHOUF/TOLOR
BUALDWNG
<7 ¢_address = miktsegment B 157 (201
< c_mktsegment
Q cnama VALIE BUKDING p oy MUTOHHOSILE
2 LET (20%) Ny 3T |20%:)
2 a_clerk o_totaiprice {Sum)
1 o_orderdate

ADD TO AMALYSIS

SMaLL

2 a_arderpriarty

Add a demension
0 o_orderstatus " "

o shippricsity Did you mean...

Figure 12.34 - Create a pie chart for total order amount by market segment

16. The analysis will look like this after you have added both of the visuals. Click Publish in
the top-right corner to publish the visual to a dashboard.

[ad QuickSight | v cus

Fils ~ Edit Dats  Insert Sheets Objects  Search & Bulld wisual - ACTUAL Sk

er_orders &

e = ([Bh Vi QAR THRE
= Data * Sheat1 ™ T
Dataset = |I
Customen_oriers - Total © Totalprice by vear and C Mktsegment Tatal O Totalprice by C Mktsegment Oﬁ;’.l i)
Search fislds C Mktsegm... C Mktsegm. .
il & 1932 U= om s
+ CALCULATED FIELD 1 T T EITURE
2 A - AUTEMOBILE FURRNITLU
& ¢ accibal T - W BUILDING B AUTOMOBILE
LEEE]
1 c_address - W FLIRMITURE B HOUSEHOLD
O £_mkisegment |555_ - HOUSEHOLE BNLDING
1 ¢_name TG - W MACHINERY W MACHINERY
< o_derk 1397 i -
0 o_prderdate - .— .
1 o_orderprionity = f
o S00B . 1000B 15008 20008
1 o_proerstatus 1

i n dhinneinrine

Figure 12.35 - Analysis with QuickSight Q-generated visuals
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17. On the Publish a dashboard page, provide a representative name for the dashboard, for
example,market segment dashboard.In the Generative capabilities section, select both

the Allow executive summary and Allow data Q&A options and click Publish dashboard.

*

Publish a dashboard

@ Publish new dashboard as

| market segment dashboard |

Replace an existing dashboard

[ ALL SHEETS SELECTED -

Data story
Allow sharing data stories ()
Generative capabilities

Allow executive summary (i)

llow data Q&A () Publish dashboard

Figure 12.36 - Publish analysis to dashboard

18. Nowlet’s see how you can generate data stories to create a narrative and share it across the
organization. Navigate again to Amazon QuickSight (https://quicksight.aws.amazon.

com/sn/start) and choose Data stories from the left navigation pane. Then, click New

data story.

b S e a Data stories

o Favorites

(® Recent . .
Create data stories to share your insights

L3 My folders Generate a !l'rslt draft of your data story quickly. Use Amazon Q }
prompts and visuals to produce a story that incorporates the details

that you provide.
[2 shared folders

LEARN MORE |

[i] pashboards

empressicers of Photo Ak

‘ O3 Data stories |

& Scenarios @

Figure 12.37 - Build a new data story

19. In the Build story wizard of QuickSight Q, enter a prompt, Build a story describing
how market segments are performing, and uncheck the Use insights from Amazon

Q Business option.


https://quicksight.aws.amazon.com/sn/start
https://quicksight.aws.amazon.com/sn/start
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In the Select visuals section, click +Add. Choose the visuals you created earlier and then

click BUILD and wait for QuickSight Q to automatically generate the story for you.

< uile mory

i B UL ou@ = i tieszribe your dats mery

o R || sl am y ez g Do vkl et a cefonnicg

i visgals 1o | =

Tresk 3 Tars 3 1ca by © MEL, -
Introduction

| - Ihis prase-tation w | provide 5 comprehensre anakesis of the sarformar o2 of key

‘ z-zneas Intelligence comaln. By 2xam ning revenue trends ana o2 contribusion g

alunbelz i b o Dol go'dhe statagic due s e s Tl o @il drive

Torsl O Tatssdes by ear A

I1ha grapn daza shows o=, aezureay T

rEven_e meric hasoe
" . = Mils . pastyear. The T-wear 3 R |
B Lok total & totzlaeIce 5-47

Total O Towlprice by year and ©Mictsegment

Figure 12.38 - Build a new data story using QuickSight Q

20. QuickSight Q will generate an editable story, as shown in the following screenshot, which

you can share across your organization.

= @

Tozal © Totalprice by © Mkt

- Introduction
o

s within Thee business intelligence dormain. By
able insights to help guide strategic decision-making. Thiough a

This g wation will proside a comprehensive anatysis-of the performance of ke
EXATINING FevEnte Fends and The contribution of each SeEment, wee will incover v

Toual O Tosalprice by yoar a.. data-driven appreach, we will identify epportunities for growth and optimization te strengthen the company's position in the market

Total O Totalprice by Year and C Mktsegment

The graph data shows that 1otal o_tofalprice, a key revenue metric, has

“Tots X Totatpedce i Yo s C M Eegent declired significantly over the past year. The 1year compounded groweh

s - rate foe togal o_totalprice is -#1.38%, indicating a steep 41 38% decrease
fraen 1997 to V998, Drilleng down, the langest decrpases were seen in the

o - FURNITURE {-41.49%], HOUSEHDLD {-41.41%), and BUILDING {-41 37%)
miarket 4 s Despte t dechines, the wp 3 o_mkisegs % Frar

ik - total o_tetabprice in 1998 were FURNITURE, AUTOMOBILE, and
HQUSEHGLE, cach comribating aver $2 trillion In revernue. Cverall, tatal

. - u_tokalprive acress all segments ameunted (e $11,48 rillion in 1998, Thise
insighits higl tthe nead tofurther anabyze the drivers bebind the

i - significant revenue declioe and identilfy cpportunities Lo stabifize and grow
the business across Key market segments,

—

Figure 12.39 - QuickSight Q generated data story
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21. Using QuickSight Q, you can also ask natural language questions about the dashboard
and get answers in the form of visuals, tables, and natural language. Navigate to Amazon
QuickSight (https://quicksight.aws.amazon.com/sn/start), and from the left
navigation menu, choose Dashboards and select the dashboard you previously published

— the market segment dashboard.

22. Click the Ask a question about this dashboard option at the top and ask What is the

total revenue for machinery segment. QuickSight Q will answer you as shown in the

following screenshot:

i < @ Ask o question about this dashboard «1 SHARE ¥

What is the tatal revenue for machinery segment ASK

Interpreted as: Total O Totalprice for C Mktsegment MACHINERY.

Tha total order price for Total © Totalprice Total O Totalprice by O Orderstatus
the MACHINERY market  METSEGMENT MACHIMERY £ METSEGMENT MACHINERY
segiment is

Tha order status with the F

$2,295,816,932,140.46. o [ -

highest total price is "0, 2,295,81 6r932r149-45
amounting to F . T
$1,111,954,192,293.53. 0 02T Q4T 06T 0aT AT 2T
REWIFW FOR ATCLIRArY \‘;l
O Orcerstatus, C Mktsegment and O Totalprice
@ Al ad il C METSEGMENT MACHIMERY
insight from Q W C Mktsegment O Orderstatus 0 Totalprice
HUSHES Lo MACHINERY o 571,417.48
answears.
PMACHINERY o] 561,296.06
FAACHIMFRY r RRGRNI R7
Page size 500 v Page 1 >

Figure 12.40 - QuickSight Q generated data answer

How it works...

Amazon Q integrates with Amazon QuickSight to give QuickSight users access to a suite of new
generative BI capabilities. This allows QuickSight users to utilize the generative BI authoring
experience, create executive summaries of their data, ask and answer questions of data, and

generate data stories.


https://quicksight.aws.amazon.com/sn/start

Appendix

Recipe 1: Creating an |AM user

You can use the following steps to create an IAM user:

1. Navigate to the IAM console.

2. Select Users and then click Add user.

3. Type a username for the new user. IAM usernames need to be unique in a single AWS

account. This username will be used by the user to sign in to the AWS console.

4. For access type, select both Programmatic access and AWS Management Console access:

Programmatic access grants users access through the API, AWS CLI, or AWS Tools
for PowerShell. An access key and a secret key are created for a user, and they are

available to download on the final page.

AWS Management Console access grants users access through the AWS Manage-
ment Console. A password is created for the user, and it is available to download

on the final page.

5. For Console password, choose one of the following:

Autogenerated password: This will randomly generate a password for the user
that complies with the account password policy.

Custom password: You can type a password that complies with the account pass-
word policy.

(Optional) You can select Require password reset to ensure that users are forced

to change their password when they log in for the first time.
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Select Next: Permissions.
Skip the Set permissions page and select Next: Tags.
Select Next:Review, and then select Create user.

This will generate the user’s access keys (access key IDs and secret access keys) and pass-
word. Download the generated credentials by selecting the Download .csv and then save

the file to a safe location.

Share the credentials with users who need to access AWS services. This is an empty IAM
user with no access to any AWS services. An AWS administrator will need to execute the

CloudFormation template in some chapters to allow the appropriate access.

Recipe 2: Storing database credentials using AWS
Secrets Manager

You can use the following steps to store database credentials using AWS Secrets Manager:

1.

Y0 ® N vk w N

_
o

To create the secrets, navigate to the AWS Secrets Manager dashboard athttps://console.

aws.amazon.com/secretsmanager/.

Select Store a new secret.

Then, select Credentials for Redshift Cluster.

Specify the username and password.

Set DefaultEncryptionKey as the encryption key.

Select the Redshift cluster from the list that this secret will access, and click Next.
Specify the name for the secrets, keep the defaults, and click Next.

Keep the defaults for the configure automatic rotation, and click Next.

Review and click Store.

Capture the secret store ARN.

Recipe 3: Creating an 1AM role for an AWS service

You can use the following steps to create an IAM role:

1

2
3.
4

Navigate to the IAM console.
Select Roles, and then click Create role.
For Select type of trusted entity, choose AWS service.

For Choose a use case, select Redshift.


https://console.aws.amazon.com/secretsmanager/
https://console.aws.amazon.com/secretsmanager/
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For Select your use case, choose Redshift — Customizable (allows the Redshift cluster to

call AWS services on your behalf). Click Next: Permissions.

Skip Create Policy, click Next: Tags, and click Next: Review.

Provide a role name and click Create role. Note the role name to attach it to the Amazon

Redshift cluster.

Recipe 4: Attaching an 1AM role to the Amazon
Redshift cluster

You can use the following steps to attach the IAM role to the Amazon Redshift cluster:

1
2.
3.

| preneoasn

ATESHARES

Navigate to the Redshift console.

Select CLUSTERS in the left navigation window.

Select the checkbox beside the Amazon Redshift cluster, and select Actions. From the

dropdown, select Manage IAM roles under Permissions.

Amazan Redshift

In my account

Clusters (1/1)

¢ Clusters

From other aceounts

| c | | Query cluster ‘ | Actions
Configure cross-region snapshot
Q
Permissions
Cluster - Cluster namespace v
Manage |AM roles
shift-clisster- Change admin user password
redshift-cluster-1 dd4a75dd-6599-4348. . g P

de large | 2 nodes | 320 GB

Manage tags

Rotate encryption

Figure 1: Managing an IAM role for an Amazon Redshift cluster

[ 3

us.. v CPU utllizat

In the Manage IAM roles section, select the correct IAM role from the dropdown and click

on Associate IAM role. Click on Save changes.
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Amazon Redshift provisioned
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connecting to 23-27
monitoring 202-206



430

Index

SQL Workbench/J client, used for
connecting to 20-23
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event-driven applications, with AWS
Lambda on 160-165

orchestration, using AWS Step
Functionson 165-171

pause and resume, scheduling 286-289
used, for managing superusers 194, 195

Amazon Redshift Query Editor V2 (QEV2)
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Amazon Redshift Reserved Instance
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Identity and Access Management (IAM) 167
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Jupyter Notebook
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large language models (LLMs) 383
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machine learning (ML) 245,307, 383

Managed Workflows for Apache Airflow
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metadata security 219-222

mutual Transport Layer Security (mTLS) 135
MySQL command line 309
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online analytical processing (OLAP) 33
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querying, with federated query 331-337
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with Amazon Managed Workflows for
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P
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(PL/pgsSQL) 49

producer Amazon Redshift provisioned
cluster 350-354

provisioned clusters

Amazon Redshift Advisor,
configuring 243-245

concurrency scaling, utilizing 270-273
queries, analyzing and improving 261-264
Spectrum queries, optimizing 274-277
Workload Management (WLM),
configuring 265-269
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URL 165

Python
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Q
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Editor V2 (QEV2) 145-150
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RDS PostgreSQL cluster
reference link 331

Redshift Data API
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Redshift managed storage (RMS) 305

Redshift Serverless
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admin database role, creating 224-228
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read-only database role, creating 224-227
read-write database role, creating 224-227
role inheritance 228

row-level security (RLS)
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S

software-as-a-service (Saa$S) 117
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optimizing, for provisioned clusters 274-277
SQL queries
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SQL statements
features 395
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Jumpstart 395-401
SQL Workbench/J client
used, for connecting to Amazon
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star schema benchmark (SSB) 59

streaming data
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Streams (KDS) 129-132
ingesting, from Amazon Managed Streaming
for Apache Kafka (MSK) 133-136
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