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Preface  

Industry 4.0 is the latest technological innovation in manufacturing with the goal 
to increase productivity in a flexible and efficient manner. This revolutionary 
transformation which is changing the way in which manufacturers operate is 
powered by various technology advances including artificial intelligence, Big Data 
analytics, internet-of-things, and cloud computing. Big Data analytics has been 
identified as one of the significant components of industry 4.0 as it provides 
valuable insights for the purpose of smart factory management. This scenario 
requires the data to be processed with advanced tools and technologies in order to 
provide relevant information. Big Data and Industry 4.0 have the potential to 
shape up the industrial process in terms of resource consumption, process 
optimization, automation, and much more. It can be inferred that it also plays a 
key role in achieving sustainable development. However, keeping pace with these 
technologies require an individual to be highly skilled and well knowledgeable in 
identifying and solving any real-time problem. Such problems can be as small as a 
minute shift in the data generated, which may affect their surroundings, even their 
lives later. The exponentially rising generation rate of data has made the Big Data 
analytics a challenging area of research. 

The Big Data Analytics Market growth is forecasted to grow at a compound 
annual growth rate of 29.7% to $40.6 billion by 2023 as per Frost & Sullivan. The 
growth in the Big Data analytics market will accelerate the need for specialists in 
Big Data analytics. And with demand for talented professionals more than 
doubling in the last few years, there are limitless opportunities for professionals 
who want to work on the cutting edge of Big Data research and development. 

The awareness and practice on Big Data and its applications, skill development to 
face Industry 4.0 and technological advanced infrastructure become the keys for 
successful development of future pillars of our Globe. Linking Big Data analytics, 
which is one of the tools of Industry 4.0 with arts and science education is the need 
of the hour. Today, the rate at which the transformation happening is very disruptive 
in nature and also exponential changes are being witnessed. Educational institutions 
have to be way ahead of the requirement and prepare their students to meet the new 
challenges to be created by Industry 4.0. Currently, educational institutions are at 



crossroads and do not know how to interweave the Industry 4.0 tools into the arts, 
science, social science and teacher education programmes in Universities. The book 
can aid in imparting the concepts and knowledge of Big Data among graduates 
studying in Higher Education Institutions as it highlights the fundamentals and 
research trends of big data. It also describes applications of big data in various sectors 
such as finance, education, social media, remote sensing, and healthcare. Currently, 
there are no books on big data and its applications that can be used in the curriculum 
of higher education. The proposed book has a huge scope to be included in the 
higher education curriculum. Hence, the demand for the book among graduates and 
higher education institutions will be present as long as the curriculum of higher 
education institutions focuses on the development of Industry 4.0 skills. The 
students, scholars, and teachers can be from Arts & Science Universities, Engineering 
Institutions, and Teacher Education Universities. Practitioners – Scientists, 
Engineers, and Statisticians who are interested in building Big Data applications 
or analytical models to solve real world problems can also use this book for reference. 

This book covers the recent advancements that have emerged in the field of Big 
Data and its applications. The exponentially rising generation rate of data has 
made the Big Data analytics, a challenging area of research. The book introduces 
the concepts, advanced tools and technologies for representing, and processing Big 
Data. It also covers applications of Big Data in domains such as financial services 
sector, education, tribal health care, biomedical research, healthcare, logistics, and 
warehouse management. Students of every discipline must be familiar with this fast 
growing technology since their future job prospects will be influenced by this 
technology. This book can be used in courses offered by Higher Education 
Institutions which strive to equip their graduates with Industry 4.0 skills. It can be 
used by scientists, engineers, and statisticians who are interested in building Big 
Data applications to solve real world problems. 

Chapter 1 entitled “Data Science and Its Applications” introduces Data Science 
and discusses its applications in the business today. This chapter explores the 
possible types of data available in the business today, the many types of data 
analytics methods accessible today and covers uses cases through its applications. 

Chapter 2 entitled “Industry 4.0: Data and Data Integration” provides an 
overview of what Data Integration is, the different Data Integration solutions 
available, and the different methodologies of Data Integration. The chapter also 
discusses about various Data Integration service providers available in the market. 

Chapter 3 entitled “Forecasting Principles and Models: – An Overview” gives the 
readers a clear understanding of the general framework of forecasting principles, 
applications, limitations, and procedures for the data pertaining to such fields 
along with three basic forecast models, namely, naïve, moving average, and 
exponential smoothing models highlighting their significance. 

Chapter 4 entitled “Breaking Technology Barriers in Diabetes and Industry 4.0” 
explores the application of Big Data in diagnosing diabetes. Diabetes is a fertile area to 
implement the concepts of Industry 4.0 that would directly impact lives of millions of 
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people in India and world-wide. Barriers in Diabetes technology and technical 
solutions to break the barriers are detailed in this chapter. Healthcare is a fertile area 
with huge potential for Big Data, precision medicine, artificial intelligence, data 
mining, development of prediction models, health apps, machine automation, closed- 
loop technologies, and noninvasive monitoring systems. 

Chapter 5 entitled “Role of Big Data Analytics in Industrial Revolution 4.0” 
provides readers a complete understanding emphasizing the need for Big Data for 
Industry 4.0 transformation. The chapter provides a detailed roadmap of Data 
evolution and its related technological transformation in computing with a brief 
description of data related terminologies as an introduction. 

Chapter 6 entitled “Big Data Infrastructure and Analytics for Education 4.0” 
examines the application of Industry 4.0 and Big Data in the field of education. 
This chapter outlines how Industry 4.0 is being applied in education and discusses 
various Big Data infrastructure and analytics to build effective online teaching and 
learning. 

Chapter 7 entitled “Text Analytics in Big Data Environments” explains the 
background of text analytics and text analytics in Big Data domain. It also 
discusses how machine learning techniques are applied over the huge volume of 
data in Big Data environment, addresses the research challenges and issues of text 
analytics over the Big Data environment, and discusses the tools for text analytics. 

Chapter 8 entitled “Business Data Analytics: Applications and Research Trends” 
discusses the overview of Education 4.0, Big Data Analytics and Business 
Analytics, and the impact of Big Data Analytics in Education 4.0 as well as 
Business Analytics. Research perspectives and directions in these domains are also 
projected in this chapter. 

Chapter 9 entitled “Role of Big Data Analytics in the Financial Service Sector” 
summarizes the features, prospects, and significant role of Big Data in banking 
industry and also its advantages in the financial sector. The chapter tries to identify 
the various use cases of Big Data in banking, finance services and insurance (BFSI) 
areas, where this analytics is turning out to be paramount. 

Chapter 10 entitled “Role of Big Data Analytics in the Education Domain” describes 
the use of Big Data Analytics in Education domain. This chapter discusses how to 
analyze the educational data to improve the quality of education. It further discusses how 
Big Data technology will be used to assess the student performance, evaluation strategies, 
preparation of question papers, online examinations, comparison of curriculum, open- 
source educational tools, and web-based learning. 

Chapter 11 entitled “Social Media Analytics” discusses the social media 
platforms and step-by-step processes of analysing the data available through 
social media. It describes domains of social media analytics (SMA), various types of 
analysis, techniques and algorithms for analysis such as natural language processing 
(NLP), news analytics, opinion mining, scraping, and text analytics. It introduces 
the machine learning and deep learning algorithms, software tools that are available 
for social media analytics, and research challenges. 
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Chapter 12 entitled “Robust Statistics: Methods and Applications” is a study on 
the assumptions and limitations of classical statistical procedures. It explores 
various robust statistical procedures developed in recent past, by considering the 
measure of location and scale, in the area of data depth, regression and multivariate 
analysis. This chapter analyzes data using robust statistical methods along with 
conventional statistical procedures using robust statistical packages in R 
programming. 

Chapter 13 entitled “Big Data in Tribal Healthcare and Biomedical Research” 
confers the process of Big Data approaches in socio-economic status and in 
genomic research (NGS and Metagenomics). The chapter aims at deliberating 
healthcare as a Big Data repository, its analytics, and challenges in data retrieval 
and reiterates the necessity of Big Data in tribal community healthcare. 

Chapter 14 entitled “PySpark toward Data Analytics” explores Pyspark in detail. 
The chapter explores how PySpark overcomes the drawbacks of Apache Hadoop 
MapReduce and how it extends the MapReduce model for its interactive queries 
and stream processing. 

Chapter 15 entitled “How to Implement Data Lake for Large Enterprises” focuses 
on implementation of the Data Lake (DL) in cloud and the significance of DL 
where the pre-existence of a Data Warehouse (DW) helps businesses to take 
decisions. 

Chapter 16 entitled “A Novel Application of Data Mining Techniques for 
Satellite Performance Analysis” provides a brief knowledge on how data mining 
techniques can be used to analyze satellite performance. 

Chapter 17 entitled “Big Data Analytics: A Text Mining Perspective and 
Applications in Biomedicine and Healthcare” provides an overview of the text 
mining perspective of Big Data analytics with an emphasis on applications in 
biomedicine and healthcare. The chapter illustrates phases and tasks of text mining 
in Big Data scope and provides a description of two application areas of 
biomedicine and healthcare where text mining using Big Data analytics is applied. 

How to Use the Book? 

The method and purpose of using this book depend on the role that you play in an 
educational institution or in an industry or depend on the focus of your interest. 
We propose five types of roles: student, software developer, teacher, member of 
Board of Studies, and researcher. 

If you are a student: Students can use the book to get a basic understanding of 
Big Data, its tools, and applications. Students belonging to any of the arts, science 
and social science disciplines will find useful information from chapters on 
complete insight on Big Data, fundamentals and applications. This book will serve 
as a starting point for beginners. Students will benefit from the chapters on 

xvi ▪ Preface 



applications of Big Data and data analytics in biomedicine, healthcare, education, 
social media, finance, and satellite performance analysis. 

If you are a software developer: Software developers can use the book to get a 
basic understanding of Big Data, its tools, and applications. Readers with software 
development background will find useful information from chapters on 
fundamentals and applications. They will benefit from the chapters on data 
integration, data lakes based on cloud, robust statististical methods given in R 
programming and PySpark. Software developers will find the data analytics tool 
PySpark very useful from configuring runtime options, running in standalone, 
interactive jobs, writing simple programs, streaming analysis, and machine learning 
packages for data analysis. Cloud-based data lakes can be built by software 
developers using the concepts and architecture given in the chapter on 
implementation of Data Lake for large enterprises. 

If you are a teacher, the book is useful as a text for several different university- 
level, college-level undergraduate and postgraduate courses. Chapters on forecasting 
principles and models, and robust statistical methods will help in gaining the 
knowledge on the Statistical models and methods that form the base for data 
analytics. A graduate course on Big Data can use this book as a primary textbook. 
It is important to equip the learners with a basic understanding on Big Data, a tool 
of Industry 4.0. Chapter on Big Data – A Complete Insight provides the 
fundamentals of Big Data. To teach the applications of Big Data in various 
sectors, say Healthcare, teachers will find useful information from chapters on 
diabetes, biomedicine and healthcare. A course on Big Data for Science too could 
use the chapters on diabetes, biomedicine and healthcare, and satellite performance 
analysis. A course on Big Data and Education could use the chapters that deal with 
application of Big Data, data analytics in Education 4.0. 

If you are a member of the Board of Studies: Innovating the education to align 
with Industry 4.0 requires that the curriculum be revisited. Universities are looking 
for methods of incorporating Industry 4.0 tools across various disciplines of Arts, 
Science, and Social Science Education. This book helps in incorporating Big Data 
across Science and Education. The book is useful while framing the syllabus for 
new course that cut across Big Data and disciplines of Arts or Science or Social 
Science Education. For example, syllabi for courses entitled Big Data in science, 
Big Data in healthcare, Big Data in medical biotechnology, Big Data in education 
may be framed using the chapters in the book. Industry infusion into curriculum is 
given much importance by involving more industry experts – R&D managers, 
product development managers, technical managers as special invitees in the Board 
of Studies. Chapters given by industrial experts in this book will be very helpful to 
infuse the application part of Big Data into the curriculum. 

If you are a researcher: A crucial area where innovation is required is the research 
work carried out by universities and institutions so that innovative, creative, and 
useful products and services are made available to society through translational 
research. This book can serve as a comprehensive reference guide for researchers in 
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the development of experimental Big Data applications. The chapters on diabetes 
and Industry 4.0, Healthcare, biomedical research, Education 4.0, business data 
analytics, finance, and satellite performance analysis provide researchers, scholars, and 
students with a list of important research questions to be addressed using Big Data. 

*****  
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This chapter starts with a brief introduction to data science and aims to cover three 
industry segments and three business functions, where and how data science is applied. 

Objectives 

The objective of this chapter is to introduce data science and discuss its 
applications in the business today. Data science is about solving business 
problems, and businesses must recognize this fact. It examines which 
questions need answers and where to find the related data to support 
business decisions. This chapter defines and introduces the field of data 
science, possible types of data available in the business today, the many types 
of data analytics methods available today and covers use cases through its 
application. Though data science is used in all walks of life, this chapter 
restricts only its text to the scope of business or commercial activity. Going a 
little deeper, this chapter aims to cover three industry segments and three 
business functions where data science is applied.    

1.1 Introduction to Data Science 
Businesses see an uprising in transactions, leading to creating a huge repository of 
data comprising these transactions. This creates a need for information, insight, 
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and intelligence about the business. Managers in the businesses moved from 
making decisions out of experience or institution to fact-based, data-driven deci-
sions. This was effectively done by understanding the business objectives and their 
operative nuances and building intelligence around them. 

The last decade has seen a huge transformation in the businesses moving to-
ward a digital era by automating their process flows. In this trend, most businesses 
have also been collecting and storing their data in digital formats, and now the 
time has come to analyze and bring some value from the collected data. The 
collected data now demands to be cleaned by removing noises or unwanted in-
formation before being processed (Foster Provost & Tm Fawcett, 2018) to bring 
out meaningful insights for the business. Significant advancements related to 
storage spaces, thereby reducing the hardware costs, faster processing, and software 
products capable of performing complex calculations have become a boon to the 
business wanting to have a data-driven culture for decision making. 

1.1.1 Data Science: A Definition 

The loose definition of data science is to analyze data of a business to be able to 
produce actionable insights and recommendations for the business (Affine Analytics, 
2018). The simplicity or the complexity of the analysis also impacts the quality and 
accuracy of results. As businesses and the data they collect became sophisticated, the 
need for technological skills, math/stats skills, and the necessary business acumen to 
define and deliver a relevant business solution became more relevant. 

Data science is the process of examining data sets to conclude the information they 
contain, increasingly with the aid of specialized systems and software, using techni-
ques, scientific models, theories, and hypotheses. These three pillars have very much 
been the mainstay of data science ever since it started getting embraced by businesses 
over the past two decades and should continue to be even in the future (Figure 1.1): 
Computer Science & IT, Business Acumen and Methods, Models, & Process. 

Data Science expressed like this in the above picture is an idea accepted in 
academia and industry. It’s an intersection of programming, analytical, and busi-
ness skills that allows extracting meaningful insights from data to benefit business 
growth. However, this is used in social research, scientific & space programs, 
government planning, and so on, but this chapter will focus on its application in 
the Business Industry.      

DATA SCIENCE MODEL DEFINITION 

➊ Business Acumen in its purest form means running a Business Enterprise. 
Any business existing to sell its product or services for a profit incurring 
some cost and generally having the functions like HR, Supply Chain, 
Finance, Sales & marketing to support it 

(Continued) 
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➋ Methods, Models, Process are defined as industry and academia proved 
practices that are the backbone to Data Science, including Mathematical 
models, theorems, Statistical methods, techniques, and process 
methodologies likes CRISP-DM, Six-Sigma, Lean, and so on 

➌ Computer Science & IT practice is the full range of hardware, the software 
involved in providing computing for processing data, storage for storing 
and sharing data and networking for collecting and movement. 

➍ When Business Acumen or Knowledge and Models methods process 
come together, it’s classically called “traditional research.” It involves 
using data collected in the business to make dashboards and reports to 
understand the business, plan for its future and make corrections if 
needed. 

➎ Businesses take help from the Computer Science IT practice to help run 
business by building applications, web services, websites or plan IT- 
related strategies like going “digital” or adopting “cloud” based delivery 
of its products & services to serve their customers 

(Continued) 

Figure 1.1 The Data Science model.  
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➏ Machine learning is an idea to analyze data and automate the building of 
data models or algorithms. For example, medical diagnosis, image 
processing, prediction, classification, learning association, regression 
etc. Intelligent systems built on machine learning algorithms can learn 
from past experience or historical data.    

1.1.2 Data in the Business 

“In God we Trust, all others bring data”; this famous quote has been attributed to 
W. Edwards Deming. Deming was heavily involved in the economic reconstruc-
tion of post–World War 2 Japan. He proposed the philosophy to measure and 
analyze with data. This eventually helped in gaining increased performance in all 
areas of business. This philosophy is perfectly viable even today for any business or 
business situation. Leaving experience aside, many businesses seldom know about 
the performance of their business or, even more importantly, how they can im-
prove it further. 

In Industry 4.0, there is one key input or raw material playing the most critical 
role. This raw material is invisible and intangible in contrast to what we can see like 
oil, iron ore, or any physically visible components. It is nothing but “data,” a 
special connection across a connected industry. With apt tools, techniques, and 
technology, companies can use data as their trump card. “Data are becoming the 
new raw material for business,” says Craig Mundie, a senior advisor to the CEO at 
Microsoft and to the former American President Obama. Gone are the data when 
just rows and columns were data. Today everything is data. 

An Industry pioneer was asked, “how do you deal with so much unstructured 
data that is generated through the social media, audio, chats, videos, emails, pic-
tures, blogs posts?”; the pioneer believes that this data is rich in information and 
can be used to mine insights from it to be used to make a business decision. It’s a 
challenge to work on such unstructured data because it calls for skillful hands to 
operate on it. People talk about or vent their feelings on social media. This means 
businesses can quickly gauge the sentiments among people for your business or 
brand. It just gives you an idea of what people out there are talking about you? Is 
there something valuable that you can use to make a course correction to your 
offer, brand, or business? In-store videos are used to generate heat maps to identify 
where people spend more time; this can be correlated with merchandise in those 
spaces, and now merchandise planning can be a lot more planned. A large tech 
giant is using product photographs to identify counterfeit products from real ones. 
Fraud detection is now possible. All of the above examples are big data analysis at 
work. So, there are a lot of possibilities to use unstructured data positively. How 
can unstructured data be paired with structured data to make it richer? How can 
this become a standard in the business are points to ponder over. This presents the 
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business with immense opportunity to know what is happening in the business and 
react quickly to change and go faster to market. 

Using data to prove some of the business decisions being taken gives confidence 
at different management levels to execute their plans, rather than depending on 
purely experience or trial measures. A data perspective provides structure and 
principles that give a framework to analyze any problems and implement a solution 
with confidence. Once industries develop data-analytical thinking, it clarifies the 
misconceptions and enriches the knowledge where they could apply these tech-
niques in various domain topics. 

1.1.3 Types of Data Analytics 

For the given data collected and the business problems identified, numerous analysis 
methods can be identified. The below-mentioned four methods (Figure 1.2) can be 
considered to be generally accepted both by industry and academia alike. 

The Analytics Advancement Model helps define, identify and illustrate what 
these types of analysis mean. In the above model, we can visualize four types of 
analysis possible and show them in terms of complexity of analysis and volume of 
analysis. Volume here means done often. There is no apparent relationship be-
tween volume and complexity. 

Descriptive analysis is termed as the first step in any analytical problem-solving 
project. It is the simplest to perform in the analysis ladder of knowledge. As a 
foundational analysis, it aims to answer the question “what happened?” For ex-
ample, a company selling breakfast cereals through descriptive analysis will find 

Figure 1.2 Analytics advancement model.  
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insight into its sales volume, units, value for a given geography and time period. 
With simple statistics like average sales, maximum sales, and minimum sales, the 
business can identify any trend, patterns, and seasonality in its sales. This will help 
understand what happened in its sales numbers. 

The diagnostic analysis delves a little deeper to answer the question “why it 
happened?” and helps discover historical context through data. Continuing with 
the previous context, the question of “how effective was a promotional campaign 
based on the response in different geographies?” This type of analysis can help to 
identify causal relationships and anomalies in the data. 

Predictive analysis is a little more complicated than the previous two dis-
cussed and answers “what can happen?” meaning looking into the future. The 
results from a predictive analysis should be treated as an estimate of the chance or 
probability of occurrence of that event. Widely used, a few examples are what the 
sales volume will be for the next time period? What is the propensity to buy for a 
new product release? Should I offer a loan to a particular applicant or no? This 
form of analysis uses knowledge and patterns from historical data to predict the 
future. In a world of uncertainty that businesses operate in, this is a very powerful 
tool to plan for the future. 

The prescriptive analysis is almost the other end of the ladder, answering the 
question “how can it happen?” For example, businesses need the advice to un-
derstand the future course of action to take from all the available alternatives based 
on potential return and prescriptive analysis. For example, to achieve the outcome 
of a specific sale, it can suggest an alternative mix of investing in various types of 
promotions or media for advertising. This will be discussed more in-depth later 
with applications in supply chain, sales and marketing, and HR functions. 

1.1.4 Use Cases in the Business 

Businesses have come a long way in investing in groups that specialize only in data 
analytics. This group’s only objective is to fuel the business with insights, decisions, 
and knowledge using data. Businesses have invested in a strong data science talent, 
data infrastructure, tools, frameworks & methodologies, and industry-proven 
techniques. Change is constant, and the data analytics group is no different. They 
also innovate for the future by learning from the data and business problems 
thereby contributing to the bigger picture. 

The banking and retail industries were pioneers in the Data Analytics Era, as 
they were in the digital era. Still, other sectors like manufacturing, telecom & 
communications, hospitality, and more recently public sector and government are 
significantly catching up and starting to using data science techniques. Finance, 
sales & marketing, IT functions that have adopted data science are faster than 
other functions. Figure 1.3 illustrates the various use cases in the business for 
analytics for decision making. 
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1.1.5 Data Analytics Process, Implementation and 
Measurement 

The most important question to ask is how “data analytics” gets implemented in 
Industries? It all starts with a business problem. What are they? Industries collect a 
lot of data. What is the data telling? Are there commonalities that make eyebrows 
raise? Industries operate in an uncertain environment so decision-making is a 
challenge. Can industries forecast or predict the future? Be prepared! Be informed! 
is the key here. With limited resources like time, manpower, and material, how to 
get the best of them? Optimize! is the mantra. Industries cannot water all the roses 
in the garden, group points of data, help identify segments, make plans easier. 

Solving a business problem using data science is a cycle of various tasks 
(Figure 1.4), namely:  

■ Always start with the question, “what is the business issue, problem to solve, 
goal to achieve, plan to support?”  

■ There is tons of data out there; gather the relevant data and prepare it for 
analysis.  

■ Explore the data, know what is data is saying as-is.  
■ Build a model to predict, associate, segment, and optimize as the case 

may be.  
■ Develop dashboard and visualize the results.  
■ Validate the findings with business and correct the findings if any.  
■ With the business teams, deploy the findings and measure results over time. 

Figure 1.4 A typical data analytics process, implementation and measurement.  
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Data analytics is reshaped the way mankind historically was thinking of disaster 
response, business operations, media & entertainment, security and intelligence at 
all levels (Affine Analytics, 2021). The multitude of business exchanges, records, 
images, videos, sounds and signals are not simply being thought of as bits of data 
collected, marked, kept and retrieved, but as a possible wellspring of knowledge, 
which requires advanced analysis techniques that go from simple counts and ag-
gregates to focus on finding relation and connected interpretations of the cir-
cumstance or situation present in the data. 

The enormous collection of data, easily available hardware infrastructure, in-
formation management software, and advanced analytic capabilities have generated 
a celebrated moment in data analysis history. These connected trends mean that 
today mankind has the tremendous capacity and capability needed to analyze 
startling volume, variety, and velocity of data sets fast and cheaper than ever before. 
This body of knowledge is neither theoretical nor trivial. It represents a genuine 
attempt to leap forward and a fantastic opportunity to achieve big gains in effi-
ciency, productivity, revenue, and profitability in any sphere. The business uses 
this to gain information, insight, and infer into its operations and thereby be ready 
to face the future with a bang!! Let us now look at how data analytics is used in 
various industries. 

1.2 Data Science and Its Application in the Healthcare 
Industry 

“Algorithm is the new doctor and data is the new drug,” The “Healthcare Global 
Market Opportunities and Strategies to 2022” report (Business Wire, 2021) shows 
the Global Healthcare market at around $8.4 trillion in 2018, with a 7.3% 
compound annual growth rate (CAGR) since 2014, and estimates to grow at 8.9% 
CAGR to around $12 trillion by 2022. 

One school of thought segments the healthcare market into largely healthcare 
service providers, pharmaceutical drugs manufacturing and distribution, medical 
equipment and supplies and veterinary care (Figure 1.5). 

1.2.1 Data Types Generated in the Healthcare Sector 

The move toward the adoption of technology in the healthcare sector has had a 
tremendously positive impact on the digitization of healthcare of both human health 
conditions and activities. This has created access to a large repository of knowledge 
and information. These milestones have presented various healthcare-related data 
through multiple resources (ETHealthWorld, 2019) like electronic health records 
(EHR), pharmaceutical research, healthcare digital platforms, medical imaging ana-
lysis, genomic sequencing, payer records, wearables and medical devices. Table 1.1 is 
an illustration of data sources in a general healthcare set-up. 
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1.2.2 Analytics Use Cases in Healthcare 

Data analytics is widely used in the healthcare industry today. Predicting the out-
comes for a patient, fund allocation effectiveness and diagnostic technique im-
provement are only examples of how data analytics is transforming healthcare. The 
pharmaceutical industry is also experiencing this transformation through advanced 
analytics like machine learning and artificial intelligence (AI & ML). Drug discovery, 
a time-consuming and complex task with many parameters, is significantly improved 
through AI & ML. Pharma companies have been using data analytics to gain insights 
into their market, sales, consumers, and future predictions. 

Healthcare analytics is used differently by each of its stakeholders. They include 
healthcare practitioners, government, healthcare providers, pharmaceutical com-
panies and patients (Figure 1.6). Here are some use cases where analytics is used or 
in potential use in the industry, discussed by the stakeholder roles. 

The (ETHealthWorld, 2019) healthcare practitioners are interested in clinical 
analytics, which aids in personalizing treatment, monitoring health, consulting re-
motely, and utilizing predictive health analysis to make decisions. Healthcare prac-
titioners include doctors, therapists, caregivers, radiologists, biologists, and so on.      

■ Caregivers can monitor medicine refills for discharged patients through 
comprehensive dashboards and alerts. Analyze daily parameters during 
admission to classify levels of abnormality and predicting the reoccurrence 
of a health problem. It can prioritize critical care.   

■ Using artificial intelligence in medical imaging can classify medical images 
based on their criticality, this can help Radiologists (Dr. Sunil Kumar 
Vuppala, 2020) spend better time with patients rather than on medical 
reports. This will improve workflow where radiology is a key service and 
reduce misdiagnosis due to fatigue or other reasons. 

(Continued) 

Figure 1.5 Analytics in the healthcare ecosystem. 

Source:  https://healthtechmagazine.net/article/2017/04/healthcare-analytics- 
point-providers-patients-need-most-care  
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Table 1.1 Data Sources in a General Healthcare Set-Up     

Data Source Data Generated Data Type  

Electronic records 
of patient’s 
health 

Clinical results, patient medical 
history, medical test results 
and patient prescription and 
diagnosis 

numerical, text 

Clinical records Laboratory results like blood 
reports, tests 

numerical, text 

Diagnostic or 
monitoring 
instruments 

Wide gamut of images (like CT 
Scan, MRI, X-Ray) to numbers 
(like patient vital signs) to text 
report (diagnosis) 

image, text, voice, 
video, numerical 

Insurance claims/ 
billing 

Information on treatment, the 
cost of those services, 
expected payment and level of 
service 

text, numerical 

Pharmacy Information on the fulfillment 
of medication orders 

text, numerical, 
image 

Human resources 
and supply chain 

List of people employed and the 
role they play in the institution; 
resource allocationStock, 
storage and utilization of 
medical supplies 

text, numerical, 
image 

Digital wearables Data generated about human 
vitals and activities coming 
from digital wearables like 
smartwatch, healthcare bands 

text, numerical, 
image 

Clinical trials Results of drug testing, trials 
performed on drugs 

image, text, voice, 
video, numerical 

Healthcare 
surveys/projects 

Samples, clinical records, 
analysis, results and findings 
from focused healthcare 
surveys/ projects 

text, numerical, 
image 

Sales Sales data of medical insurance, 
pharmaceuticals, hospital 
beds, consultations and so on 

numerical    
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■ Data analytics takes claims data, providers’ electronic health records (EHRs) 
and any other piece of information available to help physicians become 
more aware of the patients they’re treating. They need not wait for patients 
to tell everything. This can help doctors learning about high-risk patients.    

Using (ETHealthWorld, 2019) the data of patients, the government can 
identify health patterns and trends and analyze needs in healthcare at various 
geographical levels in a population. It also helps the government to draft health 
policies, identify interventions, plan programs for specific demographics, and 
prepare and respond to healthcare emergencies.      

■ Many health systems rely on government subsidies and support. Analytics 
help governments to have a clear picture of where the money is allocated 
and its reasons. Therefore, reducing the risk of resource wastage or unfair 
allocation of government subsidies.   

■ Health research institutes under the government study to prevent the 
spread of infectious diseases. Studying drug data and clinical trial results, 
and correlating data from pharmaceutical manufacturers, physicians and 
patients to build a model. For example, if a pandemic disease appears in a 
given population, data analytics can help find answers to questions like: 
how the population could get affected? how quickly could it spread? 
Actions that the government should take regarding quarantining an 
affected area, and what steps would be needed to control the pandemic 
before it spreads across the geography?   

■ Several governments also use data analytics to plan for population nutrition 
by promoting crops that help nutrition by season, region and prevalent 
health conditions of people. 

Figure 1.6 Stakeholders involved in healthcare.  
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For healthcare providers, like labs and hospitals, including insurance and claims 
processing companies’ healthcare analytics entails mapping data into a form to 
better understand patients’ health journey and know what contributes to improved 
healthcare outcomes.      

■ Analytics helps understand the historical admission and discharge rates of 
patients helping to analyze the staff efficiency and productivity while able 
to predict and handle the different volumes of patients at a time.   

■ Use data analytics to create consumer profiles, which will now allow the 
healthcare provider to send personalized messaging, improve retention 
and identify strategies meaningful for each individual. They use consumer 
behavioral patterns to draft impactful plans for care and keep their patients 
responsibly engaged through financial and clinical responsibilities.   

■ More than ever, it is now when predictive tools are in high demand with 
hospitals, which are looking to reduce variation in their order patterns and 
supply utilization.   

■ Hospitals are seeking to improve transition and deployment strategies of 
care coordination. Predictive analytics can warn the hospitals and other 
care providers when a patient’s risk factors show a high probability of 
readmission, reducing financial burdens for the patient, hospitals and 
insurance companies alike.   

■ Assess hospital claims and prescription fulfillment data to identify the 
potential for fraud by using predictive analytics to determine and notify at- 
risk claims.    

The pharmaceutical and life sciences companies’ various internal divisions such 
as finance, supply chain, R&D, sales, and marketing are benefitting from advanced 
analytics, AI & ML and using it in the areas of drug discovery, market assessment, 
brand knowledge, customer outreach and engagement.      

■ Companies are currently using modeling to predict clinical outcomes, plan 
clinical trial designs, support the evidence of drug treatment effectiveness, 
optimize drug dosage, predict drug safety, and evaluate if any potential 
adverse event occurrence   

■ It is not easy to release a drug out without an in-depth and rigorous process 
of creating the drug. It has to go through elaborate clinical trials before it is 
finally approved. Every pharmaceutical company must strictly follow this 
process before releasing and administering the drug to the patients. The 
use of data analytics tools, techniques, methodologies and algorithms 

(Continued) 
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companies can shorten the time to go to market for the drug. Data analytics 
has played a significant role in developing a super effective, highly 
productive and impactful R&D pipeline.   

■ Healthcare analysts in these companies scrub both structured and 
unstructured data, including data coming from social media, text messages 
and pair that with classical tabular data to generate useable insights and 
work toward bringing better health outcomes for all stakeholders involved 
in the process.    

Health data can encourage patients to be very proactive and involved in their 
care process. This is in a different point of view from the classical approach where 
doctors have the control and make the decisions.      

■ Digitalized periodical health, clinical and personal nutrition reports give 
individuals access to their health at their fingertips. Many healthcare apps 
have made this possible and empowered individuals to be even more 
focused on their health.   

■ The patients who are suffering from high blood pressure, asthma, migraine 
or other severe health problems, doctors can observe their lifestyle and 
bring changes if necessary through the data collected via wearable health- 
tracking devices.    

1.2.3 Future and Challenges 

Though data analytics has evolved and major health advantages are reached, there 
remain several challenges. First, large amounts of data produced remain in various 
decentralized systems that are accessible easily. Another challenge to conquer is the 
opposition of healthcare professionals against technological changes fearing risk or 
replacement. Information systems in the healthcare industry as a whole were not 
designed with analytics in mind to “get the data out” from it is not easy. The IT 
community in the healthcare system has not standardized these systems or their 
performance indicators. Within a given clinical information system, they are free to 
define their own data structures and standards for treatments and often do. Sharing 
and exchanging data through standard data formats requires a strong regulation in 
place and increases interoperability, privacy protection, and healthcare data exchange. 
Healthcare for analytical and research purposes is not created equal, needing stan-
dardization and quality improvement. Finally, data may be in a clinical narrative, 
images, and diagnosis as text that is more difficult to mine, requiring specialized 
talent and algorithms to bring them to a usable format. 
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The above challenges are wonderfully captured in this future-looking quote by 
Dr. Devi Shetty – nicknamed the Henry Ford of heart surgery, a renowned cardiac 
surgeon and entrepreneur who believes developments such as computerized di-
agnoses and technicians doing the work of highly trained medics are just around 
the corner. He said, “Five to 10 years down the line, it will become mandatory for 
doctors to take a second opinion from the software before reaching the final diagnosis. 
This software will make doctors more efficient.” 

In the midst of the above-mentioned challenges, the future is brighter. Personal 
care, self-monitoring is becoming more and more popular. Today, individuals have 
access to enormous valuable health information, and, as a result, they have per-
sonally become involved in seeking information and improving their health. 
Market statistics say there are around 400,000 health apps that monitor a variety of 
personal health data like blood pressure, heart rate, sleep patterns, calory con-
sumption, physical activity, cholesterol levels, and blood glucose among other 
parameters. This self-monitoring behavior is only set to increase, become more 
accurate, and alter the way how healthcare will be delivered. 

1.3 Data Science and Its Application in the Retail  
and Retail E-Commerce 

Global retail sales are projected to reach around $30 trillion by 2023, with a flat 
growth rate of about 4.5%, while retail e-commerce is projected to grow to $6.54 
trillion by 2023. By 2023, the share of retail e-commerce will account for 22% of 
total retail sales. In this section, we will look at both the retail and retail e- 
commerce industries together. 

In the market today, being customer-centric is everything. It demands that 
businesses stay a step ahead of their customers. Retail data gives information and 
insights to the retailers needed to stay valuable, ahead, and competitive. Thus 
making the retailers more informed about their customers and their behavior, 
habits, needs, wants, and spending patterns (Figure 1.7). This will enable the re-
tailers to create a strong innovative retail experience for their customers. Retail data 
can analyze its customer data and segment them based on spending, demographics 
and behavior thus knowing which products sell are popular and in demand. This 
will help to make decisions and plans for products to promote. 

1.3.1 Data Types Generated in the Retail and Retail  
E-Commerce Sector 

Retail data is collected in raw form from several sources. Sales data comes mainly from 
point of sale (POS) or transaction systems, and this is a key source of data. However, 
additionally rich and valuable data is also generated from inventory, operational, 
campaign management, customer relationship management (CRM), supply chain, 
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and partner relationship management (PRM) systems (Table 1.2). When analyzing, 
for decision making in retail, generally all of them or multiple parts are considered 
together. Retail e-commerce data is available through click stream, order, shipment 
management systems, logistics, supply chain and vendor systems. E-commerce col-
lects much richer demographic data as compared to a traditional retail-like phone, 
email, physical address, IP addresses, and so on (pwc publications, 2016). 

1.3.2 Analytics Use Cases in Retail and Retail E-Commerce 

In this hyper-connected, information-driven era, data and data analytics are occu-
pying a pivotal role in measuring and tracking growth and steering strategies for 
sustainable, profitable growth in the sector. Advances in digitization are swift, and the 
resultant changes in the behaviors of the consumer have the retail business redefine its 
operating model and its value proposition. While brick and mortar or physical retail 
is still a large share of total retail; its online counterpart continues to exhibit ac-
celerated growth. Leading retailers have merged both their online and physical di-
visions such that the same teams oversee merchandising, planning and marketing for 
their physical stores and online businesses. Customers who like to shop in physical 
stores can now browse products and place orders on mobile devices, which then they 
can pick up their ordered products from a designated collection point. Analytics is 
assisting retailers to improve their profitability by enabling data-driven decision 
making for both their in-store and digital operations alike. Retail analytics can be 
studied with the help of the framework given in Table 1.3. 

Figure 1.7 Analytics in the retail and e-commerce ecosystem. 

Source:  https://www.comtecinfo.com/rpa/predictive-retail-analytics-use/  
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Table 1.2 Data Details of Retail E-Commerce Sector     

Data Source Data Generated Data Type  

Customer data General data – Demographic 
details like name, age, address, 
IP address, phone, email, 
family members; Loyalty 
program data – status, program 
number 

numerical, text, 
image 

Sales Detailed attributes of a: Product 
– name, brand, level, category, 
bundle, manufacturer; Price – 
list price, discount, sale price, 
promotion; Geography – city, 
store; Measure – units, value, 
volume 

numerical 

Inventory Incoming stock, stock in-store, 
stock out rate 

image, text, 
numerical 

Logistics, supply 
chain 

Delivery schedule, shipment, 
transport carrier, packaging 
details 

text, numerical 

Clickstream (retail 
e-commerce) 

Onsite traffic metrics, IP 
address, record of every single 
click on the website, login 
details 

text, numerical, 
image 

Human resources List of staff who are assigned to 
various tasks/units of the firm 
and their role. Attendance, 
timesheets 

text, numerical, 
image 

Promotions Type of promotion, promotion 
material, duration, location, 
level, sponsor, budget; Email 
engagement attributes; Social 
media engagement attributes 

numerical, 
image, text 

Pricing & discount Unit price, vendor price, profit, 
sale price, trade price, discount 
rate, discount level 

numerical 

Store surveillance Store videos collected for 
surveillance 

text, numerical, 
image, video 

Surveys, house 
panels 

Customer satisfaction surveys, 
house panel to measure 
consumption 

numerical, text    
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Table 1.3 Framework to Study Retail Analytics    

Area of 
Application 

Analytics Use Case  

Sales and 
marketing 

Sales and demand forecasting using time series modeling 
are always necessary to understand the future and plan for 
it in the present. This will help businesses to optimize stock 
purchase, plan staff and promotions using predictive 
modeling. Retail companies both offline and online 
businesses want the Customer Lifetime Value (CLV) to plan 
personalized communication for those customers. In the 
same manner, supplier value is also equally important and 
predicting that will allow promoting high valued suppliers   

Using text mining and natural language processing (NLP) 
firms conduct e-commerce review analytics to understand 
the sentiments of customers. Even customer satisfaction 
surveys or now social media posts/tweets can be a rich 
source to use for sentiment analysis   

Using advanced clustering techniques retail companies 
now can develop and measure micro segmentations from 
price, store, customer and product data and ( Ramesh 
Ilangovan, 2017) create multiple what-if scenarios for 
various clusters. This process helps identify optimal clusters 
to help improve planning, decision-making, and execution.   

Attribution modeling helps retailers understand how to 
optimize their marketing spend based on how customers 
reach and navigate through their sites. Dynamic pricing has 
been a go-to methodology to push retail sales, especially in 
intensely competitive segments like electronics. Using 
internal factors like supply, sales goals, margins, etc. and 
external factors like traffic, conversion rate, popularity of 
the products, etc. to build optimized pricing models such as 
price elasticity and ensemble models, product prices 
increase or decrease based on market situations. 

Merchandising Using predictive and prescriptive analytics to improve 
merchandising, which product where and when within the 
store with respect to demand patterns can be identified. 
This means assortment varies from one store to another.  

Association rule mining and Recommender algorithms tell 
a retailer what customers are buying together. This will 
help retailers place such products, categories next to one 
another or in websites that offer those products as a 
bundle or recommend the next product as a pop-up. This 
helps in promotion planning and pricing. Deep learning 
techniques are used by online retailers to identify and stop 

(Continued) 
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Table 1.3 (Continued) Framework to Study Retail Analytics    

Area of 
Application 

Analytics Use Case  

fraudulent suppliers/sellers who sell defective, counterfeit 
products online which is an illegal activity. 

Supply chain 
and logistics 

In e-commerce business models, learning about returns is 
key because returns is a cost to the company. Using 
predictive analytics companies are now able to predict 
returns and also financially and logistically plan for it. 
Using optimization techniques, vehicle routing is planned 
for logistics and product delivery such that cost of 
transport is low and efficient reach to the location. This is 
sometimes absolutely required to meet delivery SLAs 
promised to the customer.  

Pricing optimization models are used to understand where 
and when to buy products from vendors. Today’s retailers 
have a global model in sourcing and these pricing model 
allow them to get a good bargain on sourcing by 
combining it with demand forecasting data. Warehouse 
planning is another key decision and a backbone to the 
entire supply chain planning. Availability of space, 
distances to vendors, stores, closeness to highways, size of 
the warehouse are some key inputs into a warehousing 
optimization model. 

Store 
operations 

Using optimization techniques and location data 
companies can plan to optimize the mix of physical and 
online locations or to identify new store locations and plan 
franchise territories. Strong descriptive analytics resulting 
in a highly efficient dashboard for retail company 
management to understand store wise performance can 
help bring the right intervention for growth. There are 
thousands of stock-keeping units (sku) in a store both 
online or offline, optimization techniques are used to 
identify how much and what inventory to buy and stock or 
sell. Simple descriptive analysis dashboard to understand 
stock out scenarios and using predictive modeling be able 
to predict the stock-outs help in inventory planning for 
such items in store. Through IoT devices, cameras, and 
website navigation data is collected of customer 
movement with a store applicable both offline or online. 
This data is paired with advanced deep learning and 
computer vision analysis to optimize store layout, enhance 
merchandising, assess product performance, and improve 
customer experience.    
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1.3.3 Future and Challenges 

New technologies (Datarade, 2020) like big data, artificial intelligence, machine 
learning, cloud infrastructure, new-age retail practices like 100% outsourced supply 
chain, e-commerce delivery, food-tech companies, mobile phone retail, QSRs and so 
on are on the move today. The most important question to be asked now is “why 
traditional companies have failed to keep pace with these modern developments?” 
Managers in these traditional companies continue to be doubtful about the claims 
made by these revolutionary technologies and often claims that they are greatly ex-
aggerated. The knowledge of data analytics is often confined at most times to re-
porting and business intelligence. The few vendors of analytics who could have 
bridged this gap, in turn, lack business knowledge and understanding of challenges 
faced by retailers of today and are unconvinced about analytics application in their 
business beyond just tactics. 

The party to retail business, “the customer” cannot (forbes, 2018) be seen as 
single community, but several communities across geographies are disparate in 
their habits and culture and expanding every day. The competition in the retail 
space is now not restricted to the neighborhood store, but many channels as mobile 
and web expand. Many me-too retailers imitate the more successful retailers, who 
were the early adopters of analytics, but only half-realizing its full benefits. 

Finally, increasing conflict on pricing, discounts and range between traditional 
retail, e-commerce and modern retail is increasing pricing and margin pressure on 
companies as they juggle their volume growth ambitions with prices and margins, 
while trying to build their “Omni” presence across channels seldom realizing 
importance of each (Ramesh Ilangovan, 2017). While the end consumer may be 
benefitting in this conflict through lower prices, the pressure on margins across the 
value chain continues to grow. This makes us ask “Will analytics be the answer?” 

1.4 Data Science and Its Application in the Banking, 
Financial Services and Insurance (BFSI) Sector 

According to most of the studies conducted, out of the huge amounts (~2.5 
quintillion [1018] bytes of data) of financial data collected nearly 85% of them 
were created in the last two years only. Further, with the continuous increase in the 
adoption of mobile technologies and IoT, the scale of data was expected to grow 
exponentially as stated above. 

Due to the increasing and changing customer expectations and the in-
creased competition of Fintech players, the financial services sector can simply 
not permit itself to leave those huge amounts of data unexploited (Joris Lochy, 
2019). It is thus better for banks and insurers to leverage data science to maximize 
customer understanding and gain a competitive advantage (Figure 1.8). 
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1.4.1 Data Types Generated in the BFSI Sector 

Banks have huge amounts of data from customers in the form of their payments 
done online, customer profile data collected for KYC, deposits/withdrawals at 
ATMs, purchases at point-of-sales and others, but these all are not linked and 
hence at times not able to ( Joris Lochy, 2019) utilize these rich data sets 
(Table 1.4). This while the financial services industry has been investing heavily for 
more than a decade in data collection and processing technologies (such as data 
warehouses and business intelligence) and is one of the forerunners in investments in 
data science areas. 

1.4.2 Analytics Use Cases in BFSI  

1. Identifying the change in customer behavior for personalized service:  
i. With digital usage, increasing more customer data is captured easily, 

which was not the case during the in-person nondigital era. These 
captured data points could be leveraged for building a personalized 
service that was present during the in-person connects.  

ii. Customers are comfortable using digital mediums for their bank 
transactions and purchases of stocks. Customers search using their 
mobile devices before buying any stock or products, and these footprints 
are also digitally captured. Now, the financial sectors are also reaching 
out to the customers via social media channels and selling their pro-
ducts/insurance premiums.  

iii. Now the stage has reached wherein the customers have expected more 
personalized and right information for their specific interest needs, than 
a generic recommendation. By integrating multiple data footprints of 
the specific customer along with like-minded customer data, this could 
be achieved.  

2. Generate cross- and up-selling opportunities (Joris Lochy, 2019) 

Figure 1.8 Analytics in the banking, financial 
services and insurance (BFSI) ecosystem. 

Source:  http://fusionanalyticsworld.com/ 
social-media-analytics-bfsi-part/   
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i. Through notifications, customer call agents or web ads, cross- and up- 
selling could be generated which is based on individual behavior of the 
customer.  

ii. Customer is self-buying a bond on the stock market, this shows that it’s 
a knowledgeable customer and would be open to the product: an up- 
selling opportunity for similar structured notes’ basic info need not be 
explained.  

iii. It is easier to understand about the customer that he does not have a 
home yet and is currently located at a house for sale, which helps to a 
selling opportunity for mortgage. These information could be obtained 
through the geo-location information and the public information or 
advertisements on the houses for sale. 

Table 1.4 Data Details of BFSI Sector     

Data Source Data Generated Data Type  

Customer data General data – Demographic 
details like name, age, address, 
IP address, phone, email, family 
members Loyalty program data 
– status, program number 

numerical, text, 
image 

Product portfolio 
information 

Credits, accounts, payments, 
securities, insurances… 

Numerical, text 

Clickstream 
(Banking site) 

Onsite traffic metrics, IP address, 
record of every single click on 
the website, login details 

text, numerical, 
image 

Human resources List of staff who are assigned to 
various tasks/ units of the firm 
and their role. Attendance, 
timesheets 

text, numerical, 
image 

Promotion details Type of promotion, promotion 
material, duration, location, 
level, sponsor, budgetEmail 
engagement attributes 
Social media engagement 
attributes 

numerical, 
image, text 

Pricing & discount Unit price, vendor price, profit, 
sale price, trade price, discount 
rate, discount level 

numerical 

ATM surveillance ATM videos collected for 
surveillance 

text, numerical, 
image, video    
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iv. Customer (Joris Lochy, 2019) modifies certain customer information 
(e.g. change of address due to move/relocation, change of civil status, 
e.g. following a wedding): selling opportunities for loans (e.g. mortgage, 
car loan) or insurances (home insurance, car insurance).  

3. Helping with managing customer risks:  
i. Cyber fraud prevention can be addressed by continuously assessing the 

outliers or fraudulent transactions with restrictions and additional mea-
sures of security as required. These techniques would be useful for both 
physical money at branches as for the overall liquidity management of the 
bank/insurer.  

ii. Credit risk management improve the credit models at regular intervals 
based on customer patterns separately for private and corporate custo-
mers, thus having to improve credit scoring too. The models could help 
in deriving new rules, once the machine understands the data pattern, 
and this data can also be used to better manage the collateral of credits, 
thus also reducing credit risk for the bank.  

iii. Fraud detection for insurance: Many frauds happen during the claims of 
insurances; a good mechanism to identify these common fraudulent 
practices would help in managing the risks. Common past fraudulent 
data, sensor data, image of accident impact, etc. could help in guiding 
the adjudicator with the right estimate and reduce in insurance frau-
dulent claims. 

1.4.3 Future and Challenges 

New-age digital source data like the IoT data (e.g. sensors in home, equipments) in 
combination with the legacy old data sources (like transaction history, reports of 
companies) has a completely difficult task. Special care must be given to new data 
formats and data types because the underlying data structure changes may not be 
easily or readily updated on the trained models. The data privacy and intrusion, 
along with personalized services, are provided based on customer-specific data and 
their transactions, which is a fine line between being intrusive and helpful. 

1.5 Statistical Methods and Analytics Techniques  
Used across Businesses 

Statistical methods and analytics techniques help us systematically apply them to 
(Simran Kaur Arora, 2020) describe the data scope; modularize the data structure; 
condense the data representation; illustrate via images, tables and graphs and 
evaluate statistical inclinations and probability and to derive meaningful conclu-
sions. These analytical procedures enable us to induce the underlying inference 
from data by eliminating the unnecessary chaos created by the rest of it. 
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These methods and techniques can be applied to analyze different styles of data 
like qualitative, quantitative, image, voice or speech, videos and text. Qualitative 
data mainly answers questions such as “why,” “what” or “how.” Each of these 
questions is addressed via quantitative techniques using scaling. Quantitative data 
is just numbers either point or with decimals. Now, data collection has evolved and 
so its analysis. Social media presents to us rich text-based data that is converted into 
numbers before analyzing. Images used for classification or recognition are con-
verted into numbers based on color and pixels and then used for analysis. Video is 
nothing but multiple frames of pictures that are treated similar to images. Sounds 
and speech are converted into waves and frequency and that can, in turn, be 
converted into numbers before analysis. 

There are numerous techniques to analyze data depending upon the business 
problem or question at hand, the type of data and the amount of data collected 
(Michael, J. A. Berry et al., 2011). Each of these techniques focuses on mining data, 
identifying meaningful information, deriving insights and transforming them into 
decision-making parameters. 

In further sections, discussion will revolve around focused statistical methods 
and analytics techniques used in different functions of the business namely sales 
and marketing, HR and supply chain. 

1.6 Statistical Methods and Analytics Techniques Used 
in Sales and Marketing 

Sales and marketing are two business functions within an organization – they both 
lead generations and revenue along with creating an impact. The term sales refers 
to all activities that lead to the selling of goods and services. And marketing is the 
process of getting people interested in the goods and services being sold. Marketing 
informs and attracts leads and prospects to the business or product or service. Sales, 
on the other hand, works directly with prospects to reinforce the value of the 
company’s solution to convert prospects into customers (Figure 1.9). The fun-
damental distinction between the two departments is that the marketing depart-
ment’s efforts cost the organization expenses, whereas the sales department 
generates revenue to the company. 

1.6.1 Data Types Generated in Sales and Marketing Function 

Sales data is usually information used to manage sales and key trends around the 
pipeline. The data may concern from market to opportunities and deals to the 
third party to actual sales performance. Marketing data as shown in Table 1.5 
encompasses data collected from leads, spends for campaigns, advertising, branding 
and can be used to improve product development, promotion, sales, pricing, 
distribution and related strategies (Simran Kaur Arora, 2020). 
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1.6.2 Statistical Methods and Analytical Techniques 

As defined by SAS, 

Marketing analytics comprises the processes and technologies that 
enable marketers to evaluate the success of their marketing in-
itiatives by measuring performance using important business me-
trics, such as ROI, marketing attribution and overall marketing 
effectiveness. In other words, it tells you how your marketing pro-
grams are performing.  

Unlike marketing, sales have always been number-driven and now with the ex-
plosion of data and computational power; sales analytics has become central to any 
large sales organization. So, what is sales analytics? Sales analytics is the process 
used to identify, model, understand and predict sales trends and sales results while 
helping in the understanding of these trends and finding improvement points. The 
best practice is to closely tie all activities to determine revenue outcomes and set 
objectives for your sales team. 

Sales and marketing analytics are essential to unlocking commercially relevant 
insights, increasing revenue and profitability and improving brand perception. 
With the help of the right analytics, you can uncover new markets, new audience 

Figure 1.9 Analytics in the sales and marketing ecosystem. 

Source:  https://talkinginfluence.com/2019/12/12/improve-influencer-analytics/  
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Table 1.5 Data Details of Sales and Marketing     

Data Source Data Generated Data Type  

Market share/size Mostly data from syndicated 
research studies or 
secondary sources of data 
collected by internal teams  

numerical, text, 
image 

Quote & config All quotes given to customers/ 
channel partners during 
opportunity stages 
(before sale) 

numerical, text 

Campaign 
management 

All sales and marketing 
related campaign data like 
budgets, programs, 
expenses, program details 

image, text, 
numerical 

Compensation Both Channel Partner and 
Sales persons’ compensation 
details like target, 
achievement variable pay 

numerical 

Partner relationship 
management (PRM) 

All information about a 
contracted past, prospective 
and current partners. Also 
called Master data of channel 
partners. Should contain 
demographic and contact 
data. Often stored in PRM 
systems 

text, numerical, 
image 

Customer relationship 
management (CRM) 

All information about a 
company’s past, current and 
prospect customers. Also 
called Master data of 
customers. Should contain 
demographic and contact 
data. Often stored in CRM 
systems 

text, numerical, 
image 

Contracts Lists of all contracts signed by 
the company with its 
partners and customers to be 
used for sales and marketing 
purpose 

text, numerical, 
image 

(Continued) 
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niches, areas for future development and much more. Figure 1.10 shows the 
possible statistical methods and analytical techniques used in sales and marketing. 

Sales and marketing analytics comprises analytics for each silo and at various 
levels including at a strategy level, sales function, marketing function, consumers 
and partners and not to leave out the sales representatives themselves.  

1. Sales and marketing strategy – Analytics supporting sales and marketing 
strategy are today part of every analytics CoE. They are generally done at a 
corporate level and analysis provided at a geography, business unit, customer 
segment and sometimes product level too. It all starts with knowing the 
market size and of the most popular analytical techniques is TAM (total 
addressable market), which is a funnel-like analysis to identify and quantify 
the overall opportunity in the market that the business can address. In a 
more mature business generally White space analysis is done to bridge gaps 
with a new product, service release. Knowing your competitor and their 
strategies is like half the sale done. Win–Loss analysis using text mining from 

Table 1.5 (Continued) Data Details of Sales and Marketing     

Data Source Data Generated Data Type  

Digital click stream Data generated from the 
company’s website, social 
media, software, knowledge 
management and campaign 
related web pages 

text, numerical, 
image 

Pipeline/opportunity/ 
deals 

Mostly part of a CRM system 
will contain sales leads or 
opportunities 

text, numerical 

Third party Data used to enrich data from 
internal transaction systems, 
mostly syndicated studies, 
surveys 

text, numerical, 
image 

Sales Actual sales performance by 
product, customer, 
geography for a time-period 
and a measure like value, 
volume or unit. Should be 
available in the company’s 
Order, Shipment and 
Revenue management ERP 
systems 

numerical    
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salespersons’ comments from CRM systems is a wealth of information in the 
hands of the business to plan a competitive attack. Price wars are everywhere, 
especially with the rise in e-commerce business. At what price will the cus-
tomer stop buying? How elastic is my price for a product? Are questions 
answered from price elasticity analysis? Price-sensitive industries have a full 
pricing analytics team to feed business teams with decision-making insights.  

2. Marketing analytics – Marketing analytics can be divided into analytics done 
on above the line (ATL) and below the line (BTL) activities. “ATL” meaning 
that the strategy is going to be deployed around a wider target audience, e.g. 
television, radio or billboards. ATL is most applicable when a product is 
directed at a broader spectrum of consumers. With so many options and 
limited resources where to focus most to maximize RoI question is answered 
using marketing mix modeling, sometimes media mix modeling thanks to 
the tech burst and the rich availability of media platforms today. While 
“BTL” strategies are going to target a specific group of potential consumers 
using tools like direct emailing or direct product demonstrations. Test 
control analysis, promotion effectiveness techniques drive the use of the right 
technique for the right product for the right audience.  

3. Sales analytics – sales analytics can be understood using the sales towers 
starting with qualified leads called opportunities where win/loss analysis 
through ensemble techniques are used to predict which opportunity will win 
and optimization techniques used to identify where to spend time and 

Figure 1.10 Statistical methods and analytical techniques used in sales and 
marketing.  
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available funds. During quoting its always measuring and identifying op-
portunities for attaching meaning for every value of the main product sold 
what can be attached with that thereby increasing the overall bill value. A 
salesperson’s time, funds and other resources are limited using which max-
imizing revenue is the key, so forecasting sales, possible trend and seasonality 
are very critical for businesses to better plan go to market strategies. 
Businesses use time series forecasting techniques or regression techniques for 
this depending on the criticality and data availability. After-sales predicting 
annuity sales like renewals in insurance, financial products or cross-sell/up- 
sell possibilities is an important fuel for growth. The propensity to buy 
during a sales campaign offer will tell businesses to give offers for that work.  

4. Consumer analytics – Many book articles combine customer analytics with 
sales or marketing analytics, but there is significant merit to call it out se-
parately thanks to its drive and importance. Understanding consumer seg-
ments help in driving focused sales or marketing strategies. Unsupervised 
techniques are used to group customers and then profile them to understand 
them deeper followed by building targeted campaigns for them. Any product 
launch or upgrade that happens in the business is oftentimes followed with a 
propensity to buy a predictive model to target the highest-scoring consumers. 
This will help skim the market and realize quick sales. Acquire, build and 
retain consumers is the strategy of a growing business, so they focus on 
predicting customer lifetime value (CLV). CLV means loyalty to the business 
defined by purchase, repurchase and referral to other consumers. Another 
business question on why has a particular customer not purchasing is an-
swered via churn analytics. Businesses need to know if a customer will churn 
and when are they likely to churn? Such that an intervention strategy or 
program could be designed to this target.  

5. Partner analytics – With a significant share of businesses depending on the 
channel for their sales, partner-focused analytics are gaining importance. 
Businesses mine data from their PRM systems to segment their partners based 
on their value to the business using Recency, Frequency, Monetary technique 
or other unsupervised techniques like K Means. Onboarding a partner into the 
business requires a contract and legal clearances. With go-to-market pressures 
analytics teams often find analytics to their rescue to identify opportunities to 
reduce onboarding turnaround time (TAT) using simple descriptive statistic 
techniques. It is better to stop sales fraud before it occurs; predictive analytics 
techniques like logistic regression and artificial neural networks are used to 
predict if a sales deal is likely to turn into a fraud one.  

6. Sales representative analytics – Businesses want their sales representatives to 
spend most of their time meeting customers and spend time in selling. 
Analytics teams in the sales operations often conduct time spent analysis to 
benchmark their sales representatives and their time spent on sales-related 
activities with that of the industry. 
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1.6.3 Future and Challenges 

Over the years, as businesses expand into digitalization, the need for advanced 
targeting and tracking is becoming the main focus of sales and marketing in-
itiatives. With the higher demand for efficient analytics solutions, the challenges 
started to rise. 

The new technologies were typically deployed in isolations, and the result was a 
huge set of tools and platforms of a disconnected data environments. There were 
always be instability and mismatching results coming from the different platforms 
causing data discrepancies. At the end of the day, you will be facing the issue of 
which data source is the most reliable for analysis leading to decision making. Each 
business has its own technology stack and infrastructure therefore connecting in-
ternal company sales and marketing data with online data is sometimes one of the 
biggest challenges for marketers. Businesses should establish a strong privacy policy 
to address legal and ethical concerns for sales and marketing data, analytics and its 
implementation. Privacy laws like GDPR and other issues may affect some in-
dustries more strongly than others. 

1.7 Statistical Methods and Analytics Techniques Used 
in Supply Chain Management 

By the end of 2010, most of the companies had integrated all of their own and 
external resources available in the market. This integration has enabled their 
working pattern of a system for any quick response to the needs in the market. 
Creating a visualization dashboard to help in taking some quick decisions for ad 
hoc solutions has been made possible and such a system is referred to as supply 
chain management (SCM) system (Figure 1.11). 

In this decade, the advancement in the supply chain field has been driven 
through implementing advanced analytics (data science) methods like time-series 
forecasting, route optimization techniques and hierarchical structuring. Business 
decision makers are now able to understand the fact on how data science is 
helping their companies to make the right decisions at the right time saving 
millions of dollars. 

1.7.1 Data Types Used in the SCM 

The supply chain is a great place to apply analytics for gaining a competitive 
advantage because of the uncertainty, complexity, varied data sources and the 
significant role it plays in the overall cost structure and profitability for almost any 
firm (Table 1.6). 
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1.7.2 Analytics Use Cases in SCM 

A supply chain management is a network of multiple businesses and relationships. 
Supply chain users need to be aware of the benefits given by the data analytics for their 
operations. Some of the key areas of SCM where data science plays a vital role are:  

1. Demand prediction: Demand forecasting is essential in planning for 
sourcing, manufacturing, logistics, distribution and sales, which are is done 
in various forms in the past decade; with the advent of data science, it is 
becoming more effective and easier to handle these. In the current stages, 
firms are even starting to predict the demands for new products that are yet 
to be launched too this is helping in decisions like manufacturing, pro-
curement planning and strategizing the OEMs. There is huge volatility in 
demand, which causes problems in the entire supply chain from supply 
planning, production and inventory control to shipping, hence it’s chal-
lenging and equally important to forecast helping in planning at every level 
in the organizations, regions, stores, etc.  

2. Optimal route identification: Route optimization is a very important factor, 
and it is more than just identifying the shortest route from point A (source) 
to point B (destination). For a perfect route optimization to handle the flow 
of supply chain and control it efficiently, the following are to be adhered to:  

i. planning to be done to manage the entire fleet;  
ii. set processes and adherence to them; 

Figure 1.11 Analytics in the supply chain management ecosystem. 

Source:  https://medium.com/o4s-io/how-supply-chain-analytics-can-transform- 
business-2fc9e16bc9ac  
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iii. Real-time traffic information updates, helping to change the route 
directions;  

iv. Foresee and flexibility to handle any ad hoc situations. 
Already many works have been proceeding in the above-mentioned area, 
and some have also reached advanced stages during this decade.  

3. Space/inventory optimization: It’s a trade-off between how many items to be 
stocked to handle the supply-demand effectively. Challenges faced in the 
decision could be out of stock, over dumped stocks, planning of space uti-
lizations. A better understanding of the moving/non-moving items, cost 
benefits. With the right data points in hand, we could easily maximize the 
space utilization thereby improve productivity with an increase in profits.  

4. Consignments track and trace: Each of the consignments is now attached 
with unique bar codes and using a proper RFID reader, complete info is 

Table 1.6 Data Details of SCM     

Data Source Data Generated Data Type  

Supplier 
provided data 

General data – Demographic 
details like name, age, address, IP 
address, phone, email, family 
members 
Loyalty program data – status, 
program number,  

numerical, 
text, image 

Transactional 
sales data 

Detailed attributes:  
Product – name, brand, level, 
category, bundle, vendor/ 
manufacturer  
Price – list price, discount, sale 
price, promotion  
Geography – city, store  
Measure – units, value, volume 

numerical 

Public open data GPS tracking data - Vehicle info, 
route details 
Government data – Policy info, 
guidelines details 

text, numerical 

Third-party/OEM 
proprietary data 

Incoming stock, stock in-store, 
stock out rate 

numerical, 
text, image 

Logistic data Delivery schedule, shipment, 
transport carrier, packaging 
details 

text, numerical    
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retrieved which could track and identify where the consignments are cur-
rently in transit. But just providing this info is just one stage, but currently, 
companies are using this and understanding better various stages in the 
complete SCM logistics cycle and optimizing the cycle time that is taking 
longer than expected. 

1.7.3 Future and Challenges 

To maintain the quality of customer service, the challenge is to adapt to a fast- 
changing environment and the delays during transit, probably due to unforeseen 
challenges. Finally, in the complete SCM cycle, data science is helping to under-
stand and create transparency in the complete flow. This is also helping to set 
correct SLA and adhere to them to have increased inefficiency in the processes 
involved, thereby increasing customer satisfaction. 

1.8 Statistical Methods and Analytics Techniques  
Used in Human Resource Management 

In the current digital era, it is now evident that the HR team should use the available 
tools to aid in their core activities – whether it is talent acquisition, resource opti-
mization, training & development or employee payments (Figure 1.12). Data science 
in HR is used for effective improvement in overall employee performance who have 
several open questions:  

■ How can we acquire the right talent? How can we decide which profiles are 
right for the job description?  

■ How can we identify the highly skilled people and retain them?  
■ How can we retain and engage our top talent?  
■ How can we leverage social network data for human resources operations? 

1.8.1 Data Types Generated in Human Resource 
Management 

HR analytics is the process of addressing a strategic HR concern using HR data 
(and business and external data if necessary), thereby identifying the HR issues and 
further preparing a subsequent action plan. Table 1.7 shows the data, data type and 
data source relevant to human resource management. 
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1.8.2 Analytics Use Cases in Human Resource Management  

1. Employee profiling and segmentation  
i. All employees are not similar; their career planning/benefits should be 

on a case by case basis, hence there is a need to understand the exiting 
workforce better. 

Figure 1.12 Analytics in the human resource management ecosystem. 

Source:  https://www.peoplematters.in/article/hr-analytics/workforce-analytics- 
how-mature-are-organizations-13135  

Table 1.7 Data Details of Human Resource Management     

Data Source Data Generated Data Type  

Employee data General data – Demographic details 
like name, age, address, IP address, 
phone, email, project details 

numerical, text 

Behavioral data Detailed attributes, Performance 
details, previous ratings, payroll info 

Numerical, text 

Social media data Social Engagement data, sentiment 
index data, campaigns data 

text, numerical 

Third-party/OEM 
proprietary data 

In-premises camera video data image, video    
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ii. Understand the demographics, skills, educational background, experi-
ence and designation, and all these can be combined with information 
on each roles and responsibilities.  

iii. This would help in coming up with planned targeted programs for each 
segment profile and help in achieving better relationship and higher 
satisfaction from employees.  

2. Employee attrition model  
i. Employee attrition is a major issue, as this has various other impacts like 

high financial costs, productivity losses, negative impact on customer 
service, loss of expertise, loss of business opportunities, job dissatisfaction 
of remaining employees and a bad image of the organization.  

ii. Devise a retention strategy for potential churners. To identify potential 
churners, we need a predictive model that can assist us with this.  

iii. The model can help in determining future possibilities and reducing 
employee turnover if desired. KPIs such as employee satisfaction, staff 
advocacy, etc. are helpful in this analysis.  

3. No shows – post-offer roll out  
i. To estimate the employees joining probability, post-offer role out. A 

plan should be devised accordingly to reduce the no-show percentage.  
ii. Use the existing no-show data and accepted offers data across various skill set, 

job roles and experience to understand if there is any similar pattern or trend.  
iii. Once there are some identical patterns, we could validate and devise a 

proper mitigation plan to help reduce the no-shows.  
4. Employee sentiment analysis  

i. Healthy presence on social media platforms via running campaigns, 
posting ideas, shouting achievements and initiatives increases the social 
HR brand for employees to follow and employers to measure.  

ii. Social identification for potential candidates and understanding resource 
profile. Empowering with an additional information. 

iii. Helps to define and manage social engagement with employees, accu-
rately measuring sentiment and understanding each employee’s social 
sentiment index. 

1.8.3 Future and Challenges 

Being transparent is better, and one way to achieve this is to have the correct data in 
front during discussions. Please make sure everyone in the organization knows and 
understands it. This would help during the challenging times and bringing in a positive 
organizational culture too. It is always advisable to start small and grow with the chal-
lenges to handle along the way – have conversations with employees, record their re-
sponses, add managers in the loop, involve various functions, make a plan, share it with 
everybody and commit to it. HR analytics will help you monitor and improve employee 
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engagement, employee retention, employee wellness, employee productivity, employee 
experience and work culture. 
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Objectives 

The decision is made after the information is analyzed. Information is 
prepared after the data is transformed. This line perfectly portrays the 
importance of data to any data-driven decision making. This chapter 
discusses the invisible work that is carried under the hood; all this work is 
what we call data integration. Data integration helps to process the raw data 
to polished data that will enable us to make the right decisions at the right 
moment. This chapter provides an overview of what data integration is, the 
different data integration solutions available, then we will go through 
different methodologies of data integration. Finally, we will discuss various 
data integration service providers available in the market.    

2.1 Introduction 
The fourth industrial revolution or Industry 4.0 is a digital manufacturing en-
terprise that is interconnected and also analyzes, communicates and further utilizes 
the information to initiate intelligent action into the real world: Physical-to-digital- 
to-physical (PDP) loop (Mark Cotteleer, 2020). The continuous flow of in-
formation along with cyclical streams and actions between the real world and 
digital worlds will indeed allow real-time access to information and intelligence 
(Mark Cotteleer, 2020). This allows deriving some meaningful insights. Thereby 
data becomes the heart of any disruptive revolutions like Industry 4.0. So, let’s 
understand what is data, and why it is important? Data is a collection of facts, such 
as numbers, words, observations, or descriptions of things that is further translated 
into the language that computers can understand. 

Data in its initial state is frequently referred to as raw data or atomic data. Data 
only becomes information suitable for making decisions once it has been processed 
and analyzed. We can compare the process of transformation by taking a real-life 
example that happens daily in our kitchen. You wish to prepare a dish (information); 
to do that you get the recipe from your grandmother or your mother or even from 
the internet. Once the recipe (recipe is the set transformation rules) is ready, you buy 
the vegetables (raw data) that is in their raw format. We sort the vegetables (data 
sorting), clean the vegetables (data cleansing), cut the vegetables and cook the dish 
and add the condiments according to the recipe (data transformation rules). Now the 
dish is ready to be consumed. It can be served directly out of the pan or presented to 
the consumer in a visually appealing way (data visualization). The extent to which a 
set of data is informative to someone depends on how well the recipe is followed. 

Now that you are comfortable with what the data is, let’s dive a bit deeper to 
understand how we transform the data into information. We call this process a 
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data integration. Data integration is a process where data from multiple sources are 
combined into a single and unified view. Also, integration begins with the ex-
traction process and includes steps such as data cleansing, mapping and transfor-
mation (Pearlman, 2019). 

2.2 Data Integration 
“You can have data without information, but you cannot have information without 
data” (Keys, 2020). Atomic data or raw data does not have meaning unless this has 
been prepared and processed and made available as information to the end-user 
that will help to make the right decisions at the right time. For any company, 
information is power: the more you know, the more effective you will be to take 
strategic decisions that will determine your next direction and come up with an 
effective game plan. In today’s data-driven culture, you must have high-quality 
data to achieve success. An effective way to get high-quality data is by integrating 
data by connecting to all heterogeneous data sources available and make accessible 
in one centralized location. 

In Figure 2.1 to the left are heterogeneous structured data sources (the list is 
not exhaustive), then extract, transform, and load (ETL) is used to transfer the data 
to a staging area (usually a database), then ETL is again used to transform the data 
and load it into a data warehouse. As you can see, the data is prepared and is ready 
to be consumed using any analytics tool. This is a typical data warehouse archi-
tecture. ETL is a short form for extract, transform, and load and is the process of 
extracting data from different sources, transforming it into a different structure or 
format, and loading it into a target. 

2.3 Data Integration Solutions 
In this data-driven world, you hear quite often the terms ETL, ELT – extract, load 
and transform, and even custom code to answer specific demands. We will unfold 

Figure 2.1 Data integration schema.  
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custom code data integration and then discuss the pros and cons of this solution. 
Then, we will delve into the ETL and ELT and how they are different. 

2.3.1 Custom Code 

What exactly is custom code? This will be easier if we begin with a metaphor. 
Imagine the code is a car: Tesla Model S. You might say to yourself; I want the 
Tesla Model S all-electric five-door liftback sedan. So, I will put the car together, 
build the electric engine with an 85 kWh battery, then add electric powertrain, add 
dual-drive all-wheel drive, install all the electronics, get it entirely road-legal and 
become responsible for driving it and maintaining it too. In other words, the 
custom code is flexible to make changes. It leverages in-database processing. But 
you are solely responsible for fixing the issues. The custom code is time consuming 
and complicated to create, maintain and change. 

2.3.2 ETL 

ETL is an integration approach that pulls data from different sources, transforms it 
into defined formats and styles and then loads it into a relational database or a data 
warehouse, or a simple delimited file. Data in its “raw” form is typically not 
sufficient to get a business’s envisioned goals. Before it can be used, the data has to 
undergo a few sets of steps called ETL (McDaniel, ETL Architecture, 2019). The 
steps included are the following: 

2.3.2.1 Extract 

First, data is extracted from various heterogeneous or homogeneous data sources 
based on different validation rules (Figure 2.2). This process allows the staging of 
the data coming from various sources that are critical for the subsequent processes 
(Transform). A data source refers to the location where the data is originated from 
(McDaniel, Data Source, 2019). A data source may often be a database or a flat file 
and sometimes live measures from devices (IoT devices) or data from the web 
(McDaniel, Data Source, 2019). Example of a data source in a manufacturing unit: 
when a manufacturing unit receives an order from the customer, you need to verify 
if your items are in stock. You get this information from the inventory database of 
the ERP. The inventory tables are the data sources in this case, which are accessed 
through ERP. Data can also be transported with the help of various network 
protocols, such as hypertext transfer protocol, file transfer protocol, or application 
programming interfaces that are provided by either websites, networked applica-
tions, and other services (McDaniel, Data Source, 2019). There are additional 
protocols for transporting data from sources to targets, especially on the web, 
include SOAP, REST, NFS, and SMB (McDaniel, Data Source, 2019). 
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Data sources can be hosted on-premises, or on the cloud, or even as software as 
a service. There could be a mix of on-premises and cloud or on-premises and 
software as service or three of them.  

■ On-premises: 
The data is typically backed by a local transactional database installed in data 
centers inside the firewall. 
The company has full access to the data; this gives complete visibility and 
control.  

■ Cloud: 
The data is typically backed by a cloud database. The data resides outside of 
the company. Cloud offers fewer options than on-premises.  

■ Software as a service: 
Data is available via API. 
The data is outside of the company’s firewall. The company has very little 
control over the handling of data. 

The common data-source format includes:  

■ Relational databases  
■ Flat files  
■ XML  
■ JSON  
■ Web services  
■ Cloud data warehouse  
■ Cloud data lake 

Figure 2.2 ETL → Extract.  
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An essential part of extraction includes the validation of data. It is important to 
confirm if the data drawn from various sources possess the right or required values. 
If the job fails, the data is rejected completely or partly. The rejected data may be 
further reported back to the source for further analysis either to detect or to resolve 
the faulty records. 

2.3.2.2 Transform 

The data is transformed to achieve the intended results (Figure 2.3). The transfor-
mation process involves steps like eliminating inaccuracies or missing data to safe-
guard data integrity, or converting the required data from one format to another 
(McDaniel, ETL Architecture, 2019). The data is prepared for loading into the target 
by applying the set of rules or functions to the extracted data (ETL, 2020). 

Transformation prepares the data for analysis. Find below some common types 
of transformation: 

Basic transformation:  

■ Data cleaning: Fix or remove anomalies discovered. Examples: Assigning 0 to 
null values, data formatting.  

■ Format conversion: Data type conversions like date time conversions, integer 
conversions, character set conversion.  

■ Deduplication: Identifying and eliminating duplicate records.  
■ Advanced transformations:  
■ Applying business rules: usually derives new calculated values – for example 

supplier on-time delivery metric derived from the promised date and delivery 
date (this rule may change from company to company).  

■ Filtering: Choosing only certain rows or columns.  
■ Joins: Joining the data coming from multiple data sources.  
■ Splitting: Splitting the data, for example splitting the full name column to a 

first name and last name. 

Figure 2.3 ETL → Transform.  
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■ Data validation: Validation of data. For example a telephone number if does 
not respect certain patterns then rejects the value for processing.  

■ Aggregation: Aggregate or group the data from multiple databases. 

2.3.2.3 Load 

The load phase inserts the data into the end target (Figure 2.4). The target can be a 
simple delimited file, a transactional database, or a data warehouse. Depending on 
the requirements of the project in a company, the load process differs. If it is a data 
warehouse project, the updated process can be an incremental load or a full load. 
Well-designed data warehouse projects usually opt for incremental loads that can 
have a huge impact on performance and load times, and these changes from the 
source can be reflected in the data warehouse in near real-time. The data loads can 
be scheduled to run on an hourly, daily, weekly, monthly or even yearly basis 
(ETL, 2020). 

2.3.3 ELT 

ELT is the variant of ETL. The difference between ETL and ELT is the order of 
the events. In ETL, we apply the data transformation while the data is being 
moved. Whereas in ELT, the transformation occurs after it has been moved. 

So why and how ETL and ELT are different. Let us try to understand a bit of the 
history behind both processes. ETL became popular in the companies when the 
companies tried to integrate data from databases, files into a data warehouse. The 
database infrastructure and technology were not well equipped to handle the volumes 
of data. So, ETL came with a proprietary engine to support the transformation. 

But, in today’s world, the traditional relational database management systems 
are now far more superior, and the robust capabilities of massive parallel processing 
allow to use of a large number of computer processors to simultaneously perform 
certain computations in parallel, and of course big data technologies. 

ETL, significant effort is required to manage this data for increasing data vo-
lumes. ETL tools are sometimes a black box as the code that executes cannot be 
viewed or modified. The transformation part can be pushed down to, or manual 

Figure 2.4 ETL → Load.  
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SQL overrides can be used as techniques to optimize the ETL, then why do we 
need the transformation server. 

This is where ELT comes into the picture. The data from different sources is 
directly loaded into the target and the transformations are done by the robust 
capabilities of the database engine (Figure 2.5). ELT is very much recommended 
when you have high processing power like that of spark and robust capabilities of 
teradata. 

Advantages of ELT:  

■ No need for the target data to be unloaded in another server for a lookup to 
capture delta. Delta means only the changes that have not yet been applied to 
the data warehouse, which usually comprises new, updated data and purged 
data. Most of the time capturing delta is a cumbersome process; in the ETL 
lookup process, this is done in the transformation server. But it has its cons; 
when the ETL does a lookup, it has to get the data from the target that then 
stores in a cache to perform the lookups that can have performance impacts. 
In the ELT process as the data resides in the same server, a simple join is 
enough.  

■ Cost-effective and scalable.  
■ No blackbox as in ETL. For the end-user, the code is visible that increases 

transparency. 

2.4 Data Integration Methodologies 
Data integration has different methods to load the data into the target. Defining 
the right data integration methodology is crucial in any data integration project. 
Many factors influence the choice of a method. It can be the destination into 
which you are loading the data – data warehouse used for analytics, transactional 
database or it could be the cost of the project, the volume of data to be transferred, 

Figure 2.5 ELT → Extract, load and transform.  
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and so on. To choose the right methodology, you need to have a clear under-
standing of different existing methods. 

2.4.1 Bulk Loading 

Bulk loading is the method of loading data in large chunks into a database system 
in a relatively small amount of time. At each run, the data from the target is purged 
and the full dataset is loaded. 

When you use bulk load, the integration process bypasses the database log 
therefore the transactional integrity can be an issue. Bypassing the logs means no 
need to write to the log and therefore huge gain in performance. But if you do not 
write to the database log, the target database does not perform a rollback, where 
you may not be able to perform recovery operations in case of failures. This option 
should be considered with caution, if you only need speed and are not worried 
about transactional integrity, this could be the best option. Usually, this is the least 
efficient option, but it is very simple to manage. 

2.4.2 Daily Differentials 

Bulk loading does the full load of the data means, purge the target data and insert 
the full data from the source. Data integration jobs can be scheduled through some 
orchestration tools provided by the data integration solution or can be scheduled 
using the operating system–specific orchestration tools, for example Windows has 
Windows Task Scheduler and even third-party tools like Control-M, Dollar 
Universe, IBM Workload Automation, etc. Usually, the schedules are planned 
according to the business needs usually hourly loads, daily loads, weekly loads, 
monthly, or even yearly loads. This completely depends upon the frequency of data 
source updates and the business requirements. When you do bulk loading as the 
data gets truncated every time and loaded fully, the process consumes a lot of 
system resources and time. This is not ideal if you are processing heavy volumes of 
data. Imagine, if the process takes 6 hours to load terabytes of data and the job fails 
after running 5 hours, the process must run again, and you need to wait until 6 
hours assuming the job does not fail. In such scenarios, daily differentials or in-
cremental loads help resolve these issues. 

Incremental data load refers to the changes that occurred to the source 
system since the last integration of data. Every change should be reflected in the 
target systems. There are different methods to detect the changes. This is usually 
done through date timestamps available in the data source systems. In few cases, 
you need to rely on the database log system if the date timestamps are not 
available or even deploying change data capture systems on the source databases. 
Change dta capture is an approach to determine and track the data changes 
inserts, updates, and deletes that are further used to load to the target systems 
(Figure 2.6). 

Industry 4.0: Data and Data Integration ▪ 47 



Advantages:  

■ Speed: Incremental loads are very fast as they process only the changes.  
■ Frequency: Incremental loads can be planned more frequently as they can run 

faster, for example hourly or even every 1 minute that will be near real-time.  
■ History: No need to remove the history as in full load. The history is preserved.  
■ Availability: The availability of data can be near real-time. 

Disadvantages:  

■ Requires a change data capture mechanism on the source systems to identify 
the changes. 

2.4.3 Insert Only 

Inserts only new data to the target based on the date range (Figure 2.7). This 
eliminates the need of deploying change data capture to the source systems. 

Changes to data from previous periods require the deletion of all data for the 
given date range. This simplifies the data processing as we extract data by date 
range. Depending upon the date range and volume of data, this could or could not 
be a time-consuming process. 

Figure 2.7 Insert only.  

Figure 2.6 Incremental load.  
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2.4.4 Database Replication 

Replication of a database is the process of storing the same data in multiple locations. 
This is usually a master–slave relationship between the original and the copies. When 
there are changes made in the master database, those changes are logged and then 
rippled to the slaves. The slave then confirms the reception of the updates. 

Database replication can be divided into two types: 

Asynchronous replication: Asynchronous replication refers to writing data to 
the master database first and then, based on the implementation method, binds 
data to be replicated to the memory or the disk-based log. The data is then 
copied in real-time or even at planned intervals to the slaves. 
Synchronous replication: Replication takes place simultaneously to the master 
database and the slave databases. As such master and the slaves will always 
remain synchronized. 

Database replication improves the availability and accessibility of the data. Data 
replication is used sometimes for the disaster recovery plan. A disaster recovery plan 
is a process to have a database up and running and overcoming the data loss. 
Replication allows restoring the databases in case of failure. 

Database replication generally runs in near real-time. The replicated data is 
often used as an operational data store that serves as a data source for data 
warehouse systems or this can be used as a transactional database for doing some 
reporting or simply for recovery and backup purposes. Identifying the changes 
requires a change data capture mechanism. The schemas must match between 
source and destination that imposes some strict change request policies on the 
source database systems. Whenever there is a change in the schema, this needs to be 
informed and changes need to be propagated to the target. 

2.4.5 Batch Processing 

Batch processing, as the name indicates, happens in blocks of data or batches. This 
method is used to process high volumes of data and through repetitive data jobs 
(Figure 2.8). For example to calculate monthly balance data, you must process millions 
of data from General Ledger coming from an ERP (enterprise resource planning) or 
flat files. Another example would be processing the inventory data from the inventory 
database to calculate obsolescence. Obsolescence is the inventory that has not been 
used for a long period and is also not anticipated to be sold soon (Tuovila, 2019). 
Calculating key performance indicators for obsolescence can help the industry save 
millions of dollars. The above two examples can be processed in batches that could be 
planned daily, weekly, or monthly. 

There are several advantages to using batch processing for enterprise data 
management (Pearlman, Batch Processing, 2019). Batch processing can be carried 
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out while computing or when other resources are available instantly usually when 
there is no activity (Pearlman, Batch Processing, 2019). They can also run offline 
to reduce stress on the processors depending on the architecture (Pearlman, Batch 
Processing, 2019). Errors are reduced; thanks to batch processing that automates 
maximum components of a job processing and decreases user interaction 
(Pearlman, Batch Processing, 2019). Precision and accurateness are enhanced to 
produce a higher degree of data quality (Pearlman, Batch Processing, 2019). 

2.4.6 Streaming 

Streaming is an unbounded continuous flow of records in real-time; when put in 
other words, this is the method of sending the data continuously in contrary to 
batches. So, there is no “start” or “finish” to this process. This is beneficial when the 
data from the data sources is sent in small chunks in the continuous flow as the data 
is generated. Data can come from multiple data sources simultaneously. Data 
streaming applies to most of the industry segments like aerospace, retail, manu-
facturing, educational systems, financial institutions, gaming companies, and so on. 
Gaming companies collect the streaming data from the players to analyze all the 
interactions with the games, for example games they are playing the most and the 

Figure 2.8 Example of a daily batch processing.  
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accessories they are trying to buy in the games and so on to propose some discounts 
and engage them to play more. Video streaming companies like Netflix and Amazon 
prime collect real-time data to improve the user experience through recommendation 
engines. Sensors used in the machinery in manufacturing units can be streamed to 
analyze the data in real-time to avoid any downtime in the manufacturing process 
and detect any potential defects in advance to take necessary action. 

Data streaming is also used during catastrophes caused by nature or by a 
human. Examples of natural catastrophes include hurricanes or earthquakes and 
human catastrophes like COVID-19. Data streaming helps the government to 
identify the most vulnerable communities to take preventive measures as soon as 
possible. Data is collected from social media to react and track COVID-19’s global 
impact. Geo-localization data streams help people to predict the dynamic of 
COVID-19 spread that helps people to avoid crowded areas. 

2.5 Service Providers 
Companies like Microsoft, Amazon, Oracle, IBM, Informatica, and Talend 
(Figure 2.9) are well-known actors in the data integration domain. Apache 
Software Foundation has also developed different tools. Meanwhile, many startups 
are evolving and giving tough competition to the big companies. As there are 
hundreds of data integration service providers, choosing a service provider depends 

Figure 2.9 Data integration service providers.  
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upon many factors like the connectors they provide, features, ease of use, and the 
price. As the need for digital transformation in companies is increasing, companies 
are adopting new digital technologies by changing the prevailing business proce-
dures, user experience, and culture to meet constantly changing business re-
quirements. Multiple technologies lead to multiple and heterogeneous data 
sources. Having the right connectors to connect to the data sources can surely have 
an impact on the choice of the service provider. Price could be another factor; 
nowadays many companies are moving toward open-source tools due to their cost- 
effective pricing models. 

2.6 Brief on Each Software 
Microsoft:  

A. Microsoft SQL Server Integration Services (SSIS) is a platform for data 
integration (Microsoft, 2020).  

B. Microsoft’s Azure Data Factory is a service built for all data integration 
needs and skill levels on Microsoft Azure (cloud platform). 

Talend:  

A. Talend Data Integration: Data integration software can be used to link, 
access, and convert any data on the cloud or on-premises (Talend, 2020).  

B. Talend Real-Time Big Data: Talend real-time big data can be used to work 
with Spark Streaming. You can also turn all your batch data pipelines into 
real-time (Real-time big data, 2020). 

Informatica: 
Informatica PowerCenter is a data integration technology. 
Apache:  

A. Apache Spark refers to an analytics engine for large-scale data processing 
(Apachespark, 2020). 

B. Apache Kafka is a distributed publish–subscribe messaging system that in-
tegrates applications and data streams (Kafka, 2020).  

C. Apache Flink is a data streaming flow engine that allows the distributed 
computation over data streams (Flink, 2020). 

SAP: 

SAP data services is an ETL tool capable of extracting data from a wide 
range of data sources regardless of system or supplier. 
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Matillion: 

Matillion is one of the data integration tools for cloud data warehouses. 
It is mainly used to integrate data based on ELT solutions on the cloud 
solutions like Amazon Redshift, Google Big Query, and Snowflake that 
enables companies to accomplish the new levels of speed, scale, speed, 
and also savings (Matillion, 2020).  

2.7 Conclusion 
Data integration as a strategy is the first step toward transforming the raw data into 
a piece of valuable information. This is crucial to any industry to make data-driven 
decision-making. We saw what data Integration is and different data integration 
solutions like custom code, ETL, and ELT. We also saw different data integration 
methodologies like batch mode, incremental mode, database replication, batch 
processing, and streaming. Data integration is evolving by adapting to new stra-
tegies like cloud, hybrid platforms, and new ever-growing data sources. Some data 
integration tools have embraced the DevOps methodology by enabling the pos-
sibility to use version control tools and CI/CD (continuous integration/continuous 
deployment) to automate the deployment process. This helps teams to increase 
flexibility and agility. 
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3.1 Introduction 
Statistical methods or simply statistics are playing a progressively more imperative 
role practically in all phases of human endeavor. Statistics, formerly, has dealt with 
affairs of the state. The influence/growth of statistics has now spread over many fields 
that include agriculture, biology, business, chemistry, communications, economics, 
education, electronics, insurance, medicine, physics, political science, psychology, 
sociology, and copious other fields of science and engineering. The complex nature 
of societal, environmental, biological, economic, business, and management pro-
blems is required to be addressed by adopting scientifically formulated strategies and 
methods. The framework of statistical methods that comprises many such scientific 
methods provides ways and means of arriving at solutions to various problems that 
exist or arise in all the domains of complex society and environment. 

Statistics, in general, deals with data pertaining to the problem under study and 
concerns what could be studied from the available data. It can be classified into 
two, namely, (1) descriptive statistics and (2) inferential statistics. Descriptive 
statistics are the statistical methods that can be used to summarize or describe a 
collection and analysis of data in the diversified fields of science, which include 
humanities and social sciences, physical sciences and life sciences, and to model 
data pattern for determining randomness and uncertainty in the observations. 
Inferential statistics deal with the practice of using the models to draw valid 
conclusions or inferences about the population under consideration. 

The descriptive statistics and the application of inferential statistics constitute a 
major area, called, applied statistics. A framework for understanding the properties 
and scope of methods used in applications is provided by theoretical statistics. The 
statistical concepts and tools framed in theoretical and applied statistics are, in 
general, applied to various problems that would exist in almost every area of 
human activity where statistical data are involved. Statistical modeling is one of the 
various important concepts in the theory of statistics that plays a vital role by 
providing insightful evaluation and assessment of the available information. 

Regression, econometric, and time-series (forecast) models are among the various 
types of statistical models which have wider applications in business, economic, and 
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management problems. These models are vitally used by business decision-makers 
and government policymakers to perform quantitative analyses and business and 
economic forecasts. The objective of this chapter is to present a brief account of the 
general framework of forecasting principles, limitations, and procedures that are 
applied in the fields of business, commerce, economics, and management. The basic 
forecast models for time series data, such as naïve, moving average, and exponential 
smoothing models are provided highlighting their significance. 

3.2 Meaning of Forecasting 
In more formal terms, forecasting is defined as a process of predicting or estimating 
the future based on past and present data and provides information about the 
potential future events and their consequences for the organization. Forecasting 
uses many statistical techniques. As a statistical planning tool, it permits the pol-
icymakers, managements, and organizations to envisage the future behavior or 
activity based effectively on the historical or past data. Uncertainty may prevail 
even when the right decisions could be made by them with their ability to predict 
future trends. Forecasting can be used as a mechanism to steer such decisions. 

It is imperative for many sectors or organizations, which may be large or small, 
private or public, to meet the demands of future conditions with imperfect 
knowledge. Such situations certainly warrant the use of forecasting either explicitly 
or implicitly. Though the complications and uncertainty of the future may not be 
reduced much by forecasts, the insightful information provided by forecasting 
trends could increase the confidence of the sectors or organizations to make 
strategic decisions. For further details on the principles of forecasting, one may 
refer to Hoshmand (2010) and Hanke and Wichern (2014). 

3.3 Applications of Forecasting 
As pointed out earlier, the concept of forecasting has applications in various fields 
where forecasts of future conditions are extensively useful for policymakers, man-
agements, and organizations to derive policy decisions and managerial decisions. A 
brief account of forecasting applications pertaining to four different fields, such as (1) 
business, (2) supply chain management, (3) epidemiology, and (4) weather, is pre-
sented in the following subsections. 

3.3.1 Business Forecasting 

In the contemporary world of competition in the business and managerial en-
vironment, every organization or enterprise functions in an atmosphere of un-
certainty. The policy decisions that are likely to be taken in an uncertain or 
ambiguous environment that exists in an organization will affect its future activities. 
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Hence, a proper mechanism is required to deal with such a situation of uncertainty 
while making decisions with the available information drawn from the business 
organization or enterprise. 

Business forecasting is an essential and powerful statistical tool that provides 
management and business enterprises with important information that will facil-
itate decision making in the presence of uncertainty. Forecasts in business and 
trade would always be helpful for business communities to identify the challenges 
in marketing and sales, responses to changes in the demand-supply ratio, un-
predictable stock prices, market volatility, economic recession, economic slow-
down, foreign exchange, etc. The past data on these aspects are made use of to 
forecast future trends, which would help policymakers or managers to plan or fix 
the targets for the future. 

3.3.2 Forecasting in Supply Chain Management 

Supply chain management is an activity of sourcing the goods, commodities, raw 
materials or components by a firm or an enterprise or a supplier to manufacture a 
product or render service and delivering the product or service to customers at a 
satisfactory level. To improve the effective performance of any supply chain, a firm 
or an enterprise or a supplier needs to concentrate on the information about the 
demand put in for the product, the stock of the product in the inventory and the 
associated price of the commodity. 

Excess stock in the inventory when demand is less would affect a firm or 
supplier dearly as the cost of storage and maintenance of stock would high. When 
there is lesser stock and the demand for the product is high, a firm or supplier 
would lose their market as the customers may approach other firms or suppliers 
where the stock maintenance is better. Hence, the need for forecasting is arising in 
supply chain management focusing on the customer’s demand for the product, the 
supplier’s or firm’s capability of supplying the product or service and the associated 
cost of the product. The concept of forecasting in supply chain management 
consists of three aspects: (1) supply forecasting, (2) demand forecasting, and (3) 
price forecasting. 

Supply forecasting, which is based on the data about production, supplier’s 
capacity of producing the products or services and of maintaining the stock, helps 
to determine how much raw materials should be ordered and stored for manu-
facturing or production, how much should be produced, stored, and delivered to 
customers. Demand forecasting makes use of the data relating to the customer’s 
choices and requirements for a specific period, say day, week, month, and year. 
This would help in predicting the purchasing behavior of the customer and their 
requirements in the future period of time. Price forecasting utilizes the information 
relating to demand and supply of the products and costs or prices of the products, 
raw materials, commodities that are associated with environmental and economic 
factors and are greatly influenced by the changes in such factors. 
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3.3.3 Epidemiological Forecasting 

One of the important challenges in medical and health sciences is to address the 
problem of uncertainty in the prevalence of infectious diseases, such as dengue, 
chikungunya, corona, etc., which inflict a burden on society. Epidemiological 
forecasting is an emerging area of research in applied statistics that includes 
bioinformatics and computational biology and helps to understand the processes 
that drive epidemic trajectory and to forecast future trends and prevalence of the 
pandemic. This makes use of observable epidemiological information arising from 
the early stages of an outbreak. 

3.3.4 Weather Forecasting 

In meteorology, weather forecasting is the task of predicting the conditions of the 
atmosphere for a location and time based on the data about the current state of the 
atmosphere such as temperature, humidity, and wind with the utilization of the 
advancements made in science and technology. It is a systematic procedure, which 
consists of the collection of observable meteorological or atmospheric data, analysis 
of data adopting largely statistical principles and methods, and extrapolation of the 
derived results to determine the future state of the atmosphere. Weather fore-
casting has many potential applications in various fields which include agriculture, 
aviation, navigation, trade, etc. 

Short-term and long-term weather forecasts are more often considered for ef-
fective planning of planting and harvesting of agricultural products. In the air 
aviation sector, forecasts made based on atmospheric conditions are much helpful 
for planning and operating flights in the prevalence of strong winds. Marine 
weather forecasting and ocean ship routing forecasting are the integral parts of 
weather forecasting, which develop stochastic models based on past weather con-
ditions over the earth’s oceans. The marine forecast models are used for finding 
optimum shipping routes that would minimize the lost time, damage to ships, and 
fuel cost and consumption, and cost in seas where waves run high. The forecasts 
made through models often facilitate the proper planning of shipping routes and 
effective operation of shipping vessels in the routes. 

3.4 Limitations of Forecasting 
Forecasting methods do have some limitations besides several advantages. They are 
generally based on certain assumptions; the uncertainty of occurrence of events in 
the future; lack of skill and knowledge among individuals involved in the process 
of forecasting and economic factors such as time, cost, and labor. A few of the 
limitations are listed below: 
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■ Assumptions imposed in forecasting studies are both deterministic and 
probabilistic. In a deterministic case, it is assumed that the values of the 
dependent variables are completely determined by the parameters of the 
model, whereas in a probabilistic case, assumptions about the probability 
distributions and the correlation of variables are imposed. While determi-
nistic models have the advantage of often being amenable to mathematical 
analysis, where verification of imposed condition is not required, it is a 
prerequisite under a probabilistic approach that the imposed assumptions are 
to be verified before applying the model for forecasts.  

■ Prejudices and human judgments, which are largely based on the history of 
events that occurred, are considered sometimes for forecasts or predictions. 
As they do not have any scientific bases in general and are made without 
scientific analyses, such forecasts or predictions would often lead to wrong 
results and conclusions. 

■ As forecasting is a scientific and systematic approach largely based on sto-
chastic variables and the distributional assumptions, trained and skilled 
personnel, who have adequate knowledge are to be involved in the process of 
forecasting.  

■ Economic considerations in terms of time, cost and labor are to be given 
attention in the forecasting activity. As the process involves in itself huge 
data, most of time series nature, which may be qualitative and quantitative, 
the time, labor, and cost involved in the collection, classification and ma-
nipulation of data are high, which indicates that forecasting is an expensive 
and a time-consuming exercise.  

■ The environmental, atmospheric, economic, and market conditions are quite 
dynamic. They influence the process of forecasting, whatsoever the field, and 
have a severe impact on forecasts, thereby accurate forecasting may not be 
realized eventually.  

■ Forecasts are viewed as estimates. 100% accuracy of forecasts may not be 
realized even if the process of forecasting is carefully planned. The forecast 
accuracy depends on adopting the proper criteria for choosing a suitable 
forecasting method.  

■ Forecasting methods do not provide proper results if the data presented for 
analysis are distorted by nonperiodic events.  

■ As the process of forecasting involves large data, it may not be possible to 
determine the relationship between past and future events. 

3.5 Types of Forecasting Procedures 
Forecasting procedures can be classified according to whether they are used for 
short-term, medium-term or long-term forecasts. For instance, in a business en-
vironment, short-term forecasts, which are made for periods of less than one year, 
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with a normal range between 1 and 3 months, are required to fix production 
planning and control, to set cash requirements for a shorter period and to make 
adjustments within the organizations to tackle the short-term fluctuations. 
Medium-term and long-term forecasts, which are related largely to resource im-
plications, respectively, focus on minor and major intended decisions within the 
organizations. 

While medium-term forecasts are made normally for 12 months duration, 
long-term forecasts are done for a period of 2 or more years. While long-term 
forecasts are necessary for an organization to set its strategic plans for the long run, 
short-term forecasts are used by first-line and middle managements to fix their 
strategies instantaneously in order to meet up the demands of future and medium- 
term forecasts help the organizations to address the start-up financial pitfalls and 
build the financial resources. 

Forecasting procedures, in general, fall under two categories, namely, (i) qua-
litative approach and (ii) quantitative approach, which are outlined along with 
their objectives. 

3.5.1 Qualitative Approach 

Qualitative methods of forecasting include the experience, knowledge, instincts 
and intuitive judgment of managements or executives or experts, the opinions of 
individuals, surveys, salesforce composites and the Delphi method. When opinions 
or prejudices are expressed by experienced experts, executives or managements 
based on the expertise that has been developed over time on a particular work or 
activity, a group of experts or managers interact and collectively develop a forecast. 
Opinion, market, and field surveys are the approaches that can be adopted to 
decide on choices or preferences of consumer or stakeholder and to assess the 
expected demand in future. 

While a group of stakeholders or customers are involved in the discussion and 
express their views about the products, it might be possible to measure their in-
terests and choices in the products, which an organization is intended to produce 
in the future. The participation of the customers who give feedback and the experts 
who utilize their expertise on the products in a group discussion might help derive 
demand forecasting. Salesforce composite is another qualitative method by which 
future demand for the products or services can be projected. 

For instance, sales in a region can be estimated by sales managers or sales 
executives by this method making use of the information about the quantity that is 
expected to be sold by a sales manager in that region. This method helps an 
organization to frame the production planning and control and to fix the target 
levels such as how much goods are to be produced within a specified period, how 
much demand for the product would be expected in the future and how much raw 
materials would be needed for production. 
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The Delphi method is the structured, systematic, and interactive forecasting 
tool involving a panel of experts in business organizations or establishments, who 
have a methodical knowledge of their businesses, services, and products, can en-
visage the future trends in the market and focus on the principle that they must 
reach out with a compromise or consensus agreement among themselves to derive 
the forecasts with greater accuracy. The experts involved in the Delphi method 
consider a series of questions in the form of a questionnaire and solution and 
ultimately arrive at the best responses by consensus agreement. 

One of the serious limitations of such methods is that they are employed when 
historical information or data are inadequate or sparse. The forecasts that would result 
from these approaches may not be much accurate and consistent as the opinions and 
judgments of individuals often introduce uncertainties and biases in the results. 
However, they are fast, less expensive, and flexible and do provide good results when 
experienced and trained forecasters are involved in the forecasting process. 

3.5.2 Quantitative Approach 

Quantitative methods of forecasting are systematic and objective procedures that 
include time series and regression or causal methodologies. Such methods do not 
need information from subjective judgments or opinions, and hence they are not 
influenced by bias. They develop statistical models based on historical data to 
forecast market conditions and trends. Examples for historical data include yield of 
the crop in a region over a period, sales turnover realized by a firm, amount of 
rainfall in the region, etc. Time series models are such statistical models that 
forecast future values of a variable based on the historical observation of that 
variable assuming time as an independent variable. 

These models are built considering data patterns, such as trend, seasonal, cy-
clical, irregular, and stationary, and attempt to predict the future based upon the 
underlying patterns contained within the data. More often, time-series data may 
exhibit a pattern showing a relationship between the value in one time period and 
the value in previous periods. Such a pattern is termed an auto-correlated pattern 
and the data exhibiting the pattern is called auto-correlated data. Time series 
models of auto-correlated data are termed autoregressive models. The auto-
regressive methodology consists of various forecast procedures, which include 
moving averages, exponential smoothing and Box–Jenkins models. 

Regression or causal models are developed under the assumption that the variable 
being forecasted is related to other variables in the environment. Such models attempt 
to project future trends based upon the theoretical relationships existing between 
variables. One may decide on fitting a regression model when the objective is to forecast 
long-term trends. If the interest of the business establishment or management is to 
make a short-term forecast, the moving average, exponential, and Box–Jenkins models 
can be used. An integrated approach utilizing the qualitative and quantitative methods 
for making long-term forecasts is also found a place in the forecasting procedures. 
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3.6 Process of Forecasting 
It is clear from the earlier sections that the past experiences or occurrences of events 
are required to forecast or predict the future and forecasting requires the proper 
description of data generated by historical events or data. The process of fore-
casting, in general, involves the following steps:  

1. Problem identification  
2. Collection of data  
3. Description and manipulation of data  
4. Analysis of data, model construction, and evaluation  
5. Model implementation, forecast evaluation, and model performance 

3.6.1 Problem Identification 

Problem identification is an important step in the forecasting process, wherein the 
intended objectives of the forecast model are specified. The information about how 
the forecasting model will be helpful for a stakeholder or firm or enterprise, to 
whom the forecasts are estimated and how the forecasts will be used for decision 
making or future planning of activities of the firm or enterprise are required for 
formulating the forecasting problem. 

3.6.2 Collection of Data 

Appropriate data relating to the problem defined are collected. Statistical data based 
on qualitative and quantitative approaches are gathered. The forecasting problems 
largely make use of the historical data. When quantitative information is seldom 
available, it may be required to redefine the problems and adopt the judgmental or 
qualitative forecasting procedures. In some problems, old data may not be much 
useful due to the abrupt changes, for instance, in economic and environmental 
conditions. In such situations, the recent data would be used. 

3.6.3 Description and Manipulation of Data 

Data description is a very significant step in statistical data analysis. By this, we mean 
exploring the information contained in the entire data set has been gathered for 
studying the problem. For instance, the relationship existing between explanatory 
and response (forecast) variables can be explored by describing the data. Exploratory 
data analysis is a preliminary analysis, which is required to be performed to assess the 
data patterns exhibited by the data and can be considered as a part of data de-
scription. The presence or absence of outliers, trend and seasonality, and cyclic and 
irregular variations in the data is assessed by this analysis. 

Data manipulation is a form of cleaning the data and is adopted after checking 
the appropriateness of data for the defined problem. Sometimes, there may be cases 
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of inadequate data, missing of specific information, presence of irrelevant in-
formation, etc. In such cases, cleaning of data is initiated to make the data more 
appropriate for use. 

3.6.4 Analysis of Data, Model Construction, and Evaluation 

Following the exploratory data analysis, the main analysis consists of constructing 
the forecast model. The historical data gathered and manipulated or cleaned and 
the strength of the relationships between explanatory and response (forecast) 
variables are considered to fit a suitable forecast model for the data. Though it is 
possible to fit more than one forecast model for a given data set, a unique model is 
always desirable. The forecast models are generally constructed based on a set of 
implicit and explicit assumptions, and each model is defined with one or more 
unknown parameters, which would describe the statistical properties and would be 
estimated using the historical data. 

When more than one forecast models exist, the principle of a minimum of 
forecasting error is adopted. Accordingly, a forecast model is considered to be an 
appropriate model when the forecasting error corresponding to that model is a 
minimum when compared to the other models. Once a model is identified or fitted 
to the data, it is always necessary to check the validity of the model before using the 
model for forecasts. This can be evaluated by the verification of assumptions about 
randomness, the probability distribution of the random errors, diagnostic checking 
and residual analysis, etc. 

3.6.5 Model Implementation, Forecast Evaluation, and Model 
Performance 

The forecast model, which contains the estimated values of the parameters, so 
chosen after verification of the assumptions, diagnostic checking, and residual 
analysis is used for generating forecasts. The performance of the model is assessed 
by comparing the actual historical data and forecasts for the recent past data and 
determining the forecasting error. By performing a detailed analysis of the fore-
casting, magnitude, and patterns of errors can be found that would be helpful to 
reconstruct the forecast models. 

3.7 Basic Forecasting Models 
Forecasting models are statistical models that are constructed based on data pat-
terns of historical data. They are of many types, which include regression and 
Box–Jenkins models. The three basic forecast models, such as naïve, averaging, and 
exponential smoothing methods, are described in this section. 
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3.7.1 Naïve Forecast Model 

The naïve forecast method is an estimating device in which the real data of the 
previous period are used as the forecast of the current period without adjusting them 
or attempting to establish causal factors. In other words, the actual values in the 
previous period are simply used as the forecasts for the present period, and the 
present values are used as the forecasts for the subsequent future period. The forecasts 
obtained by the naïve approach are considered as the estimates that depend on the 
most recently available information. It is used only for comparison with the forecasts 
generated by sophisticated or advanced techniques. 

The naïve forecast model is useful for a quick forecast when the data pattern is 
such that there is no great deal of a change between one time period and another. It 
is suitable when the past data pattern exhibits slow changes. A specific naïve model 
is defined under the assumption that the recent period is the indicator of the future 
period. It is denoted by 

Y Yˆ = ,t t+1

where Ŷt+1 is the forecast made at the time t for time t + 1. 
It is to be noted that the forecast value at any period is set equal to the value 

observed in the immediately preceding period. When the time series data exhibit a 
trend, say the data values increase or decrease continuously over time, the forecast 
for the next period should be made taking into account the difference between the 
data point at the recent past period Y( )t and the previous period Y( )t 1 . Thus, the 
forecast equation, in this case, would be defined by 

Y Y Y Yˆ = + ( ).t t t t+1 1

3.7.2 Forecasting with Averaging Models 

Averaging models are the techniques that can be used when the management is 
interested to make forecasts of daily, weekly or monthly production; inventory; 
sales, and so on. Such models are specifically useful for eliminating randomness in 
the data. While naïve forecast model uses recent past observations and discards all 
other observations in a time series, the averaging models take into account an entire 
time-series data along with the random fluctuations exhibited by them. Thus, 
averaging models are considered as an improvement over naïve models and are 
treated as smoothing models since the short-run fluctuations in the data are 
smoothened by averaging the observations. 

Averaging methods are of two types, namely, simple averages and moving 
averages. The method of simple averages consists of computing the average of the 
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entire time series data and using it as a forecast. On the other hand, the method of 
moving averages considers as much historical data as needed for finding moving 
averages for a specified span. 

3.7.2.1 Simple Averages 

Consider time series data Y Y Y, , …, t1 2 for t time points. The simple average of 
these data points is used as a forecast for the next period t + 1. Thus, the forecast of 
time t + 1 is defined by 

Y
t

Yˆ = 1 .t
i

t

i+1
:1

When an observation at a time t + 1 is known, the forecast for the next period t + 2
is made by using the following equation: 

Y
tY Y

t
ˆ =

ˆ +
+ 1

.t
t t

+2
+1 +1

3.7.2.2 Moving Averages 

In situations where the recent observations are more important than farther data 
points of a time series, the method of moving averages can be used as an approach 
for forecasting. In this method, initially, the number of data points is specified and 
the mean for the data is computed; when a new data point becomes available, a 
new mean is computed by dropping the oldest data point and by including the 
newest observation. Given time series data for t periods, the forecast for the period 
t + 1 is obtained by the moving average defined by 

Y
n

Yˆ = 1 ,t
i

n

t i+1
:1

+1

where Ŷt+1 is the forecast value for time t + 1, Yt is the actual value at the time t , and 
n is the number of terms in the moving average. 

It can be noted that the moving average for period t is the average of the n most 
recent observations and equal weights are assigned to each observation. A pre-
requisite for adopting the method of moving averages is that the forecaster should 
choose the number of periods, n, in a moving average. A moving average is said to 
be of order n when it is computed with n number of periods or the data points and 
is denoted by MA n( ).
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3.7.3 Exponential Smoothing Models 

Exponential smoothing is another forecasting approach that is based on the as-
sumption that the time series data are stationary. It is useful in situations where the 
data do not exhibit the pattern of an upward or downward trend, and where the 
most recent observations play an important role in making a forecast. In this 
method, the estimates are revised continuously when recent information becomes 
available and smoothing of data is done in an exponentially decreasing fashion. It 
works on the principle that the most recent observation is assigned with the largest 
weight, the next most recent one is assigned with less weight, and so forth with the 
oldest observation receiving the least weight. 

Given a time series data Y Y Y, , …, t1 2 for t periods, in exponential smoothing 
approach, the forecast for time t + 1 is defined as a weighted sum of the new 
observation at a time t and the old forecast for time t , and smoothing (averaging) 
of past values of the series is done in an exponential (i.e., decreasing) fashion. 
Accordingly, when the most recent observation, Yt , receives the weight 

(0 < < 1),the observations Y Y, , …t t1 2 should be assigned with weights 
( 1), ( 1) , …,2 respectively. Thus, the exponential smoothing 

equation is defined by 

Y Y Yˆ = + (1 ) ˆ ,t t t+1

where Ŷt+1 is the forecast (smoothed) value for time t + 1, Yt is the actual value at 
the time t , Ŷt 1 is the forecast value at the time t 1, and is the smoothing 
constant lying between 0 and 1. 

It is to be noted that from the smoothing equation, the new forecast value 
depends on three factors, namely, the recent past value, the recent forecast value, 
and the smoothing constant. In the exponential smoothing approach of fore-
casting, the choice of the value of the smoothing constant ( ) is very significant. A 
smaller value of to the most recent time series value may be desirable when the 
data pattern exhibits erratic and random behavior, which must be smoothened. A 
larger value may be quite appropriate when a quick response to changing be-
havior is desirable. 

However, arbitrariness should be avoided in choosing the values of . 
Alternatively, it is advocated that, for estimating , an iterative method that 
minimizes the mean squared error (MSE), defined by MSE Y Y= ( ˆ ) ,

n t t
1 2 could 

be employed. The iterative method of estimating suggests that forecasts for 
different values in the range (0, 1), say 0.1, 0.2, …, 0.9 and the corre-
sponding mean squared errors may be computed, and the value of that produces 
the smallest error may be chosen as the optimum value for use in the forecasting 
equation. 
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3.8 Software Tools for Forecasting 
In the present era of the digital world, due to technological advancements and 
revolution, the generation of data sets under various dimensions for diverse pro-
blems becomes an effortless task than that existed earlier. The present situation also 
appears to be conducive for the storage, prevention, and management of data. Data 
generation is possible by observing the experimental results and by drawing in-
formation from past records and documents. It is always essential to consider the 
information contained in the stored data sets for further treatments or transfor-
mation to address the problems relating to society, environment, industry, man-
agement, business, health, etc. The data sets, which are amenable for statistical 
treatments, are analyzed employing appropriate methodology, the choice of which 
would depend on the objectives of the problems formulated, and proper inter-
pretations and inferences are drawn from the analysis. 

Advanced analytical methods of mathematics and statistics are applied for 
constructing both deterministic and probabilistic models, and the analyses of ex-
perimental or simulated data are performed for the intended purposes using so-
phisticated mathematical/statistical software. In the problem of forecasting, time 
series data sets are used for making predictions and forecasts by constructing 
forecast models based on certain scientific principles. The data sets, in practice, 
may be either large or small, and the computations involved in the analyses of data 
are complex. Thus, the analyses of time series data for forecasting are plausible only 
by the application of statistical software or by executing or running well-written 
computer codes in programming languages. While high-level and sophisticated 
software has been developed for application in various studies of forecasting pro-
blems, programming languages such as R or RStudio, Python, and C or C++ are 
also vitally used for computation of statistical measures required for the con-
struction of forecast models by writing appropriate codes. A brief account of the 
features of such programming languages and important statistical software, which 
have potential application in forecasting studies, is presented in Table 3.1. 

3.9 Conclusions 
Forecasting is a process of predicting the future based on historical and present 
data. Forecasts resulted from appropriate forecasting approaches are generally used 
by policymakers in the government and private sectors that include management, 
business, industry, health, and environment and other commercial establishments 
for making strategic decisions in the existence of uncertainty of future. They en-
hance the confidence level of the people involved in decision making and man-
agement to formulate vital decisions. The contents presented in this chapter 
provide an outline of the basic principles, applications, processes, and methods of 
forecasting. Three basic forecasting modeling approaches, namely, naïve, 
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Table 3.1 Programming Languages and Software Tools for Time Series 
Forecasting    

Tools Features  

R or 
RStudio 

R is a programming language, available in open source, 
referenced in ORMS (Oberwalfach References on 
Mathematical Software) and works in Linux, Windows and 
Mac platform. As an integrated development platform for R, 
RStudio is widely used for time series forecasting and all 
other statistical computations. 

Python Developed as a high-level programming language, it has the 
data manipulating tool called Pandas that has libraries to 
handle time series data for forecasting. 

ITSM It stands for ‘Interactive Time Series Modeling’ and is 
developed as an interactive Windows based menu-driven 
software exclusively for time series modeling and 
forecasting. 

NCSS 
Software 

It contains a wide range of statistical tools for time series and 
forecasting besides a varied collection of tools for statistical 
computation and graphs. 

RATS It refers to ‘Regression Analysis of Time Series’ and is 
referenced in ORMS. It is the statistical software which 
performs effective and comprehensive analyses of data in 
the studies of econometrics and time series. 

XLSTAT It is a user-friendly software for computing statistical 
measures based on smoothing methods for time series data 
and other advanced forecasting methods for making 
business and sales predictions for the future period. Data 
simulation is possible using this software to determine 
forecasts. 

SPSS It is an abbreviation of ‘Statistical Package for Social 
Sciences’. It is one of the comprehensive and state of the art 
software used by many researchers in social sciences and 
sciences for analyzing data for forecasts and predictions. 

SAS It is the short form of ‘Statistical Analysis System’. It helps to 
handle and analyze large database and allows flexibility in 
writing specific codes to perform complex statistical 
analysis. 

MINITAB It is handy statistical software, mostly used by entrepreneur, 
business tycoons, managers for making forecasts on 
business trends, revenue, sales, production, etc. Many text 

(Continued) 
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averaging, and exponential smoothing are described with their significance. The 
introductory material presented, here, will be found useful to practitioners and 
researchers who work in the disciplines of commerce, economics, management and 
other areas as well. The literature in the applications of forecasting provides ample 
resources on the construction of various forecast models, which include regression 
models and Box–Jenkins models, for time series data. The interested researchers 
can learn forecasting methods through practically oriented texts that demonstrate 
the construction and application of forecasting models with the use of sophisti-
cated statistical software such as MINITAB. 
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Table 3.1 (Continued) Programming Languages and Software Tools for Time 
Series Forecasting    

Tools Features  

books on Quantitative Methods, Business Forecasting, 
Business Statistics, etc., illustrate the case studies through 
MINITAB solutions. 

GLEaMviz Abbreviated for Global Epidemic and Mobility, it is a user- 
friendly and a sophisticated software system extensively 
used for developing epidemic and embedded forecasting 
models. It also helps to simulate epidemic conditions. 

Delft- 
FEWS 

Developed as flood forecasting and warning system, it is 
used as software to link data with stochastic environmental 
models for making forecasts on environmental conditions. 

Agromet-
Shell 

Developed as a software tool, it helps to construct crop 
forecasting models and to evaluate climatic conditions.    
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4.1 Brief Introduction to Diabetes 
4.1.1 The Epidemic of Diabetes 

Diabetes is in epidemic proportions currently and has been declared as one of the 
largest global health emergencies of the 21st century. An estimated 422 million 
(8.5%) adults were living with diabetes in 2014, compared to 108 million (4.7%) 
in 1980 worldwide (WHO, 2016). Besides, 318 million (6.7%) adults are having 
glucose intolerance, which puts them at high risk of developing diabetes in the 
future. WHO projects diabetes prevalence to expand from the current level to 592 
million (12%) in 2035 (Forouhi and Wareham, 2014). Diabetes is not only a 
metabolic disorder but also a vascular disease associated with long-term damage to 
various organs, especially the eyes, kidneys, nerves, heart and blood vessels. Such 
complications are the major cause of morbidity and mortality worldwide. Besides 
the impact on individuals, diabetes imposes a huge obstacle to the sustainable 
economic development of all countries due to health care costs and productivity 
loss (IDF, 2015). 

4.1.2 Burden of Type 1 Diabetes in India 

Type 1 diabetes predominantly affects children between 1 and 18 years of age. This 
is a result of friendly fire by our immune cells against our pancreatic insulin- 
producing cells leading to absolute insulin deficiency. Children present with in-
creased thirst, pass a lot of urine and lose weight but if not treated early, present 
with a dangerous emergency termed “Diabetic Ketoacidosis” and die. Such chil-
dren need life-long insulin four times a day or an insulin pump, a smart gadget that 
gives insulin without the need for pricking four times a day. Contrary to popular 
belief, India has an estimated 97,700 children with type 1 diabetes (Kumar, 2015;  
Das, 2015). There is a trend of increasing incidence at a rate of 3–5% every year in 
India. Our country accounts for most of the children with type 1 diabetes in South 
East Asia. The prevalence of type 1 diabetes in India is variable. Studies have 
shown a prevalence of 10.2/100,000 children in Karnal, Haryana, with a higher 
prevalence in the urban population at a staggering 31.9/100,000 in Karnal city. 
The incidence of type 1 diabetes based on the Karnataka state registry showed 3.7/ 
100,000 in boys and 4/100,000 in girls over 13 years of data collection (Kumar 
et al., 2008). The incidence of type 1 diabetes over 4 years in Chennai was 10.5/ 
100,000/year with a peak age of 10–12 years (Ramachandran et al., 1996). A study 
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conducted on 92,047 students in Uttarakhand, Madhya Pradesh and Rajasthan 
showed a prevalence of type 1 diabetes in around 1.5% of school children. An 
estimated 18,000 children under the age of 15 years were newly diagnosed with 
type 1 diabetes in these three regions (Kumar, 2015). The prevalence of type 1 
diabetes in the South East Asian region is 111,500, predominantly from India. The 
bottom line is that type 1 diabetes is not an uncommon disorder, prevalent in 
around 1% of school-going children in India, causing enormous strain on children 
and their families. At our center at the Kovai Medical Center & Hospital alone, we 
have more than 500 children with type 1 diabetes, mostly from the poor socio-
economic strata and the numbers are increasing exponentially every week. 

4.1.3 Burden of Type 2 Diabetes in India 

The overall prevalence of type 2 diabetes in 15 states of India in a recently completed 
landmark study was 7.3% (Anjana et al., 2017), but this may be an underestimate. India 
is a nation within a nation with huge regional differences in diabetes rates. For example, 
in Tamilnadu state, the overall prevalence for diabetes was 10.4% with urban ac-
counting for 13.7% and rural 7.8% of the population. This translated to 4.8 million 
individuals in Tamilnadu state alone with diabetes. Extrapolated to the whole nation, 
this translated to 62.4 million subjects with diabetes as of 2011. The overall prevalence 
for prediabetes in all the 15 states was 10.3% with a wide variation of 6% in Mizoram to 
14% in Tripura. In Tamilnadu state, the prevalence of prediabetes was 9.8% among the 
urban population and 7.3% in rural areas. This translates to 3.9 million subjects with 
prediabetes as of 2011. Extrapolated to the whole country, this translates to 77.2 million 
with prediabetes in India. One could easily add a further 10 million since 2011 for 
current estimates at 2020. Our own epidemiological work in and around Coimbatore, 
Erode districts present a much bleaker picture of diabetes with prevalence rates of 16% 
and 25% of diabetes in rural & urban areas of our districts (Swaminathan et al., 2017). 

4.1.4 Burden of Type 1, Type 2 Diabetes and Prediabetes in 
India: So, What? 

Diabetes is a “vascular disease” and not a metabolic disorder alone. India leads the world 
in the number of patients with diabetes and has the infamous tag of being referred to as 
the “Diabetes Capital of the world.” Currently, it would not be an exaggeration to 
practically define diabetes as a “state of premature cardiovascular death associated with 
chronic hyperglycemia and in the absence of effective treatment to control glucose 
levels, will lead to heart attacks, strokes, blindness, kidney failure, and foot amputa-
tions.” In fact, there is good evidence for terming diabetes as a “coronary risk 
equivalent.” Studies have shown that diabetic patients without a previous heart attack 
have the same high risk of getting a heart attack as someone without diabetes who 
already had a previous heart attack (Haffner et al., 1998). Poorly controlled diabetes is a 
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major risk factor for end-stage kidney disease (ESRD) needing dialysis and renal 
transplants in India. More than 1 lakh patients enter the renal replacement therapy 
annually in India but due to extremely scarce resources, only 10% of this population 
receive renal replacement therapy (Kher, 2002; Jha, 2004; Sakhuja and Sud, 2003). 
Poorly controlled diabetes is a leading cause of foot amputations in India. Foot ul-
cerations occur in 25% of patients with diabetes and approximately 15% of such foot 
ulcerations result in amputations (Singh et al., 2005). With this background, we are 
now witnessing a huge explosion in the diabetes epidemic that can have potentially 
catastrophic consequences for the healthcare of our nation. One hospital admission with 
diabetes-related complications will drain the family of all their resources, especially from 
the, lower socioeconomic backgrounds, as 70% of Indian urban and rural households 
visit only private sector providers over public services (Das et al., 2012). Prediabetes is 
the prelude to diabetes. Colloquially, this is termed “borderline diabetes.” Intuitively, 
one would underestimate prediabetes, as this is not yet full-blown diabetes. However, 
even many physicians are unaware that prediabetes is also associated with the same set 
of comorbidities like heart attacks and strokes, very similar to diabetes (Tabák et al., 
2012). Indians also have one of the highest conversion rates from prediabetes to dia-
betes. Data from follow-up of patients over 10 years from the Chennai Urban Study 
(CURES Study) indicates a conversion rate of prediabetes to diabetes in the order of 
60% (Anjana et al., 2015). Taken together based on the above discussions, Indians have 
one of the highest incidence rates for diabetes with the rapid conversion from pre-
diabetes to diabetes. 

The pressing need of the hour is to slow down and reverse this diabetes and 
prediabetes epidemic and its complications in our population. The challenge is that 
people with diabetes need personalized care that addresses their specific needs 
rather than general solutions. Digital tools and solutions, capturing data that can 
allow for seamless tracking and analysis, indigenous technologies like non-invasive 
glucose monitoring and insulin pump technologies, use of Artificial Intelligence 
and supporting algorithms will revolutionize the management of diabetes in the 
years to come. It is therefore high time we embrace the concepts of Industry 4.0 to 
make a difference to our population, not only in terms of diabetes but also all 
health problems. One hospital admission prevented, one life saved, one rupee 
reduced, all go a long way in improving the physical and economic health of our 
nation. Our focus is to explore the ideas behind Industry 4.0 and how it can be 
utilized in making the lives of people with diabetes better. 

4.2 “Big Data” Concept 
4.2.1 “Big Data”: Definition and Concepts 

“Big Data” refers to a large data set having the 5 Vs, Volume, Value, Velocity, 
Veracity and Variety (Rumbold et al., 2020). Volume refers to the amount of data; 
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Value refers to the worth of the data; Velocity refers to the speed at which the data 
can be processed; Veracity denotes the reliability and accuracy of the data and 
Variety refers to the numeric, nominal and ordinal varieties of the data. While all 
the five Vs are not absolute for Big Data analytics, the baseline requirement is the 
need for special technologies and techniques to analyze a complex dataset. The 
main utility in Big Data concepts is the ability to improve healthcare dramatically 
and at the same time do this cost effectively. Such innovations rely on Big Data 
concepts. 

4.2.2 Big Data and Diabetes 

Diabetes is a fertile ground for Big Data as there are several sources of data during 
routine management of diabetes. Such data sets include electronic health records, 
the patient held data in various apps in their mobile phones, glucometers that are 
smart in storing all the information, insulin pump delivery systems, and con-
tinuous glucose monitoring sensors and digital images from retinal screening. 

4.2.3 Big Data, Predictive Analysis and Diabetes 

This will be one of the holy grails in diabetes management for the future. Imagine a 
patient sitting in front of us with a clinical situation needing some important 
decision-making about a medication or a procedure. In this context, we wish to 
make the best choice possible. Instead of relying on trial and error or gut feelings, it 
would help immensely if we had information from thousands of similar patients 
just with a click of the button, that would aid us in suggesting the appropriate 
treatment. In a nutshell, “Big Data” is all about having information on millions of 
our patients in our database compiled from various sources, run them through 
advanced algorithms and analytics to reveal underlying patterns that aid in decision 
making. This would also be an excellent tool for research, leading us to new areas 
of therapeutics that we may have never thought about. 

4.2.4 Case Study in Big Data 

While in no way is our database big enough, our case study highlights the im-
portance of analyzing predictive patterns that opens new avenues for clinical de-
cision making, novel research and preventive medicine. We were collecting data on 
rural and urban populations in Tamilnadu state looking at variables including age, 
sex, smoking, alcohol, family history of illness, anthropometry, diabetes status, 
blood pressures, exposure to pesticides and fertilizers to name a few. On analyzing 
the data, we found that farmers mixing and spraying pesticides had a higher 
prevalence of diabetes compared to those who were staying at home or were not 
involved in agricultural practices (Swaminathan and Thangavel, 2015). Till then, 
anecdotally we were seeing a lot of farmers present with florid diabetes and its 
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complications at a younger age with no significant risk factors for diabetes. The 
pattern of results from this study raised a vital research question as to whether non- 
traditional risk factors like pesticides and heavy metals in fertilizers could be an 
additional cause of diabetes in a farming population. Based on this research 
question, we focused on a completely rural farming village where we found a 
staggeringly high prevalence rate of diabetes at around 17% (Swaminathan et al., 
2017). Further exploration of our research hypothesis by assessing the serum 
pesticides and urine heavy metals indicated the possible role of such environmental 
endocrine disruptors in diabetes and heart disease in rural farming populations 
(Velmurugan et al., 2018; Velmurugan et al., 2020). A larger analysis of 106,111 
subjects by our study group from 61 districts of Tamilnadu state showed a twofold 
higher prevalence of diabetes in farming subjects than in nonfarming subjects 
(15% vs. 8.7%, unpublished data), again raising the hypothesis as to whether 
endocrine disruptors have a role in rural diabetes. Overall, pattern recognition and 
predictive analysis from our database was the seed for exploring new areas of 
diabetes pathophysiology, raising vital questions on nontraditional risk factors like 
arsenic in fertilizers and pesticides in the development of diabetes and heart disease. 
If such a small database can lead to such phenomenal research questions, what 
would it mean to have data on our nearly 70 million diabetic patients in India 
linked together for “Big Data and Predictive Analysis”? 

4.3 Recent Technological Advances in Diabetes 
Management 

4.3.1 Closed-Loop Insulin Pump Systems 

We recently had a 23-year-old bright girl with type 1 diabetes on four times a day 
insulin injection for 5 years. She was married for 3 years and had two miscarriages 
despite best efforts to control her diabetes with multiple daily injections per day 
and seven times finger prick glucose monitoring. She had extremely brittle diabetes 
with erratic fluctuations of glucose levels that were difficult to predict. She also 
suffered from recurrent low glucose that led to seizures. She was fed up, exhausted 
and depressed with her diabetes and came to us to know what else can be done for 
her diabetes to lead a happy healthy life and go through a normal pregnancy. She 
was started on an insulin pump, which is a smart device the size of a pager, that can 
continuously pump insulin smartly without the need for injections. This patient 
went through a normal third pregnancy on an insulin pump and delivered a 
healthy baby at term! 

This is one example of the thousands of patients we have in our database. The 
above-mentioned patient would also benefit from a closed-loop insulin pump, 
otherwise termed as “Artificial pancreas,” with a continuous sensor that records the 
blood glucose levels and transmits them to the insulin pump (Akturk et al., 2020). 
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Such technology is available in Western countries and yet to be available in India at 
the time of writing. The closed-loop insulin pump (Figure 4.1) has built-in al-
gorithms to adjust the rate of insulin delivery depending on the glucose levels and 
can automatically switch off when the glucose levels are trending on the lower side. 

Figure 4.1 A closed-loop insulin pump, which can automatically adjust the doses 
of insulin based on glucose levels transmitted by a sensor continuously.  
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The closed-loop insulin pump can automatically adjust the doses of insulin based 
on glucose levels transmitted by a sensor continuously. 

In the type 2 diabetes segments, the future would be the “patch pumps,” which 
directly adhere to the patient’s skin and requires no tubings. This patch pump will 
be small enough to fit the size of the palm and would have adjustable rates for basal 
and bolus insulins. Industry 4.0 would be a great opportunity to advance tech-
nology in this area of insulin drug delivery by automated closed-loop systems that 
can smartly adjust the dose of insulin based on trends in glucose levels and 
completely take away the need for insulin injections by syringes and needles. 

4.3.2 Glucose Monitoring Sensors 

Glucose monitoring sensors are another huge area where Industry 4.0 has a role. In 
India, we still measure finger-prick capillary glucose now and then to record 
glucose levels or go to labs once a month for blood glucose checks. However, such 
monitoring may become obsolete as we do not have an insight into glucose 
fluctuations that happen minute by minute. For example, a patient’s glucose level 
can be 150 mgs/dl in the morning but can shoot up to 500 mgs/dl in the evening. 
If one were to check the morning glucose alone, we can miss the high levels later in 
the day. Continuous glucose monitoring sensors or ambulatory glucose profiles 
have completely revolutionized the way we assess glucose levels. An example of an 
ambulatory glucose profile (Figure 4.2) in one of the patients showing low glucose 

Figure 4.2 An example of ambulatory glucose profile in one of our patients 
showing low glucoses between 6 and 8 am and high glucose later in the after-
noon. This would have been missed if blood glucose were checked on pre- and 
post-breakfast. The report is by using an Abbott FreeStyle Libre system that re-
cords interstitial glucoses for up to 14 days.  
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between 6 and 8 am and high glucose later in the afternoon. This would have been 
missed if blood glucose were checked on pre-breakfast and post-breakfast. The 
report is by using an Abbott FreeStyle Libre system that records interstitial glucose 
for up to 14 days. 

Using advanced wire enzyme technology, this 2-week sensor requires no cali-
bration in between by the patient and can be downloaded within seconds by 
getting a reader close to the sensor. Such graphs are extremely helpful to the 
clinician both for evaluation and intervention. Work is going on ever since the 
continuous glucose monitoring system has an implantable sensor that can be used 
for 90 days. The implantation site is a transmitter that transmits the data to a 
mobile application. 

4.3.3 Smartwatches for Noninvasive Glucose Monitoring 

The science is ripe for concepts of Industry 4.0 in diabetes technologies including 
smartwatches with integrated sensors to detect glucose levels, easy and personalized 
interface with motivational messages and diagrams, graphs that show daily, weekly 
and monthly glucose data at the touch of a button. 

4.3.4 Deep Machine Learning for Diabetic Retinopathy 
Screening 

Diabetic retinopathy is a leading cause of blindness amongst working-age people 
worldwide. A meta-analysis of the worldwide population for 20 years showed that 
nearly 1 million people were blind due to diabetes and another 3.7 million visually 
impaired due to diabetic retinopathy (Leasher et al., 2016). In a country like India, 
we have no protocol-based screening programmes to detect diabetic retinopathy. 
Very often, the eye disease is detected so late that by the time an ophthalmologist is 
consulted, the damage has been done and blindness has set in. In view of the huge 
increase in diabetes and a lack of ophthalmologists in relation to the burden of 
disease, computer-based analysis of retinal images by an automated system would 
pick up patients in immediate need of an ophthalmologist consult to save vision. 

IDx-DR is an AI-based algorithm for the detection of diabetic retinopathy in 
the consulting rooms of nonophthalmologists. The patients walk into their dia-
betologist or general practitioner’s office. The device, a smartphone, is linked to a 
retinal camera that has no need for dilating eye drops. The captured images are 
sent to a cloud-based server that utilizes special software and a “deep learning” 
algorithm to detect changes in diabetic retinopathy. The software then provides 
two sets of results, either an all-clear and rescreen annually or changes detected that 
need an ophthalmological consult (Padhy et al., 2019). 

For a country like India, such AI technology will be a game changer in creating 
a workflow for all diabetic patients so that eye disease can be picked up early and 
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unnecessary visits to specialists can be avoided as well. Diabetic retinopathy is just 
the tip of the iceberg in the role of AI technology in diabetes. Machine learning 
from millions of continuous glucose monitoring data that gives a guide to the 
correct insulin dose, algorithms to predict the rise and fall of glucose levels, robots 
with “artificial empathy” that can chat with patients at their homes, precision 
medicine in identifying clusters of patients who are prone to develop complications 
or insulin deficiency are some of the major applications for AI in diabetes in the 
future (Unnikrishnan, 2019; Hamet and Tremblay, 2017). 

4.4 Barriers in Diabetes Technology 
There is a great saying in medicine and in life, “No side effects = No effects.” As we 
advance in technology and go for more automation, there are significant dis-
advantages that we need to take into account. First, in an area like medicine, 
personal touch and face-to-face communication are still so relevant as it was 
hundreds of years ago. Automation and AI may significantly impact the 
doctor–patient relationship. It is also possible that society can become more so-
cially depersonalized. Data security is a huge area of concern. Computers and 
machines can be easily hacked into, and data were stolen or changed that can have 
a hugely detrimental effect on the patient’s wellbeing. There are plenty of coronas 
for computer systems as well which even the best antivirus may be impotent to 
stop. More worrying would be the ability of hackers to change the insulin infusion 
rates in insulin pump technologies, for example, that would have an immediate 
impact on the patient. This also comes with huge medico-legal implications for the 
doctor, hospital and the companies involved in the products. Gadgets also can 
deskill people that decision-making during technology failures will be compro-
mised. Finally, the cost of technology can be significant. We do not want tech-
nology to serve the rich alone. The advances should break socioeconomic barriers 
and help the poor as well. 

4.5 Technical Solutions to Break the Barriers 
We believe that the onus is on all the stakeholders including governmental, private 
and NGO partners to break technical and socioeconomic barriers for diabetes 
technologies to make a successful impact on every single citizen of this country. 
Some of our suggestions are as follows:  

■ Computerization and Electronic Health Records should be made a priority 
for all Central, State Governmental and private institutions by the Health 
Ministry as a policy decision. While we are in no way underestimating the 

80 ▪ Big Data Applications in Industry 4.0 



challenge, if this is successful, this would pave the way for Big Data analysis 
that would help the Health Ministry to target valuable resources to the 
deserving segments of the country.  

■ “Make in India” and “Made in India” should become a reality rather than a 
slogan. With esteemed institutions like the Indian Institute of Technology 
and the Indian Institute of Sciences, a big push should be made for an 
industry–institute partnership to develop indigenous technologies like in-
sulin pumps, ambulatory glucose profile sensors, smart noninvasive glucose 
watches and AI for retinopathy screening at a fraction of cost that we pay for 
imported technologies.  

■ With an estimated 67% of the Indian population still living in villages, a 
concerted attempt should be made to ensure penetration of telemedicine 
from major regional centers to every single village in India. This can be done 
by employing trained nurses or physician assistants to do the bulk of the 
work, thereby reducing the costs of employing doctors and at the same time, 
ensure high-quality care for the rural underprivileged. 

4.6 Summary 
To summarize, the concepts of Industry 4.0 are in line with the current trend of 
diabetes management worldwide. Diabetes is a fertile area with huge potential for 
Big Data, precision medicine, Artificial Intelligence, data mining, development of 
prediction models, health apps, machine automation, closed-loop insulin pump 
technologies and noninvasive glucose monitoring systems. While there are cautions 
and roadblocks ahead with any advances in technology, there is a great saying in 
Tamil, “There is no fault in older concepts being replaced with newer concepts, 
everything changes with time.” Technology with a great touch of humanity is our 
dream. We wish to finish this chapter with a saying from our visionary President 
Dr. Abdul Kalam, “Dreams are not the ones you get in sleep but prevent you from 
going to sleep in the first place.” We dream of a day when India is a leader in 
Industry 4.0 in terms of diabetes care, especially for the underprivileged sections of 
our society. We dream of a day when there are no more patients who suffer for 
want of the best treatment and technology. We are very optimistic about realizing 
our dreams in the next two decades. 
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Objectives 

The chapter Big Data Analytics provides readers a complete understanding 
emphasizing the need for Big Data for Industry 4.0 transformation. The chapter 
provides a detailed roadmap of data evolution and its related technological 
transformation in computing with a brief description of data-related terminologies 
as an introduction. Big Data components are presented relating to data 
characteristics, architectures with a comparative view on existing systems, and 
Big Data. The requirement of Big Data as a technology, platform, and a tool is 
explained with specific applications for implementing Big Data in various 
technologies such as IoT, Artificial Intelligence, and machine learning. The 
need for Big Data is presented for the current technological trends with leading IT 
reports. Big Data–specific Industry 4.0 applications are discussed for social 
benefits and industries for domains of healthcare, logistics, and warehouse 
management. Industry-specific skillset technological stack required is also detailed 
with job opportunities.  
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5.1 Big Data Analytics 
Around the globe, the word data has gained more attention where Big Data and 
data analytics are viewed as important technological components. This chapter 
provides a comprehensive view to the users to understand the need for Big Data 
and data analytics. Basic understanding of the evolution of data to Big Data is 
essential as the data has become a driving factor in the business domains. The 
sections discussed below provide a detailed note on data evolution. 

5.1.1 Data: Terminologies 

Data: It is a collection of raw facts. 
Information: Processed data with appropriate inputs is called Information. 
Database: Database is defined as a collection of interrelated items represented 

in structured notation. 
DBMS: Data Base Management System (DBMS) is a software that is used to 

store, manage, and maintain related information in a systematic approach. Databases 
are used for transaction processing (OLTP). Examples: Banks, Hospitals, Insurance, 
and Government. 

Data Warehouse: Data warehouse is defined as a large multidimensional data 
model to store past summarized data. Data warehouse is a data store and defined as 
“Subject Oriented, Non-Volatile, Time-Varying and Integrated, Past summarized 
Information” used for analytical processing (OLAP). 

Subject Oriented: Data is organized across a specific purpose. Data warehouse 
for student admission will not be suitable for analyzing student skillset. 

Time-Varying: Data warehouse stores organization past historic summarized 
data where every instance is recorded with time to extract hidden knowledge. 

Non-Volatile: Data warehouse stores organization past historic summarized data 
in terms of minimum, maximum, average, count, etc. and hence not modified often. 

Integrated: Data warehouse data is integrated from various related sources of 
databases that is important for the aggregation of summarized results. 

Data Mining: Data mining is a technique used to find hidden information and 
extract knowledge from such as a database or a very large data store data ware-
house. It is also used as a technique to find associations and relationships among 
data attributes as patterns. Data mining is used to perform tasks of verification and 
validation. Data mining is generally defined as an approach to find implicit, 
previously unknown, hidden patterns from past historic data. 

5.1.2 Data Evolution: A Look-Back 

Early 1960 computers were used to store data electronically and some processing is 
carried out by collecting similar jobs together in batches that involves simple 
calculations in mainframe systems. The increased usage of computers required an 

Role of Big Data Analytics ▪ 87 



easy tool to store and retrieve data and during 1980, the database has emerged as a 
tool for storing and retrieving information in an easily accessible way for decision 
making. The database is viewed as a collection of related information maintained 
in DBMS in a structured tabular format as rows and columns. Desktop applica-
tions like management information systems and decision support systems are de-
veloped to retrieve business outcomes to the top-level managers and placed in 
personal computers. The next technological development happened with the 
evolution of the Internet during late 1990 with advancements in mobile com-
munications. Internet technology has broken the barriers of communications al-
lowing the users to stay connected across geographical boundaries in 24 × 7 
environments allowing computer processing in a distributed environment. The 
distributed applications transformed in bigger perspectives in service industries as 
web applications like enterprise resource planning, customer relationship man-
agement in banks, and telecommunications, which is evident from systems im-
plemented in public transportation such as railways and airlines. All these business 
transactions generated huge data are stored in a database. Knowledge management 
system like data mining and business intelligence was developed to gather the 
hidden information stored in the past transactions of business stored in data 
warehouses of the organization. In 2010, social media platforms emerged as a great 
technological innovation that changed the dynamism of the digital globe. 

Social media platforms Twitter, Facebook, and Instagram initially emerged as 
chatterbox platforms for an individual to get connected virtually to share their 
views and opinions. Social media platforms have grown tremendously in recent 
years where billions of users stay connected 24 × 7 generating large data streaming 
in form of texts, audio, video, and images accounting for 90% of world data. In the 
current data era data, the fuel is represented in three formats such as structured, 
unstructured, and semi-structured in various domains as given in Table 5.1 leading 
data viewed as volume, velocity, and variety. 

Table 5.1 Data Formats Viewed as Volume, Velocity, and Variety      

Data Formats Domains Data Sources Size  

Structured data Business 
transaction data 

Databases Bank, 
Hospitals, Smart 
Cities 

KB 
to 
GB 

Unstructured 
data 

Social media 
streaming data as 
text, audio, video, 
images 

Whatsapp Chats, 
Facebook likes, 
Tweets, Instagram 

MB 
to PB 

Semi- 
structured data 

Metadata from 
databases, machine- 
generated data 

IoT devices – 
SMART Meters 

KB 
to 
MB    

88 ▪ Big Data Applications in Industry 4.0 



5.1.2.1 Transformation: Data to Big Data 

Social media platform deposits have a huge volume of data ranging from peta-
bytes to zettabytes, which is more than the physical universe. Social media is used 
in business as a tool to promote products offering a recommendation of products 
to users based on the surfing patterns and collect user reviews to understand user 
requirements and data in social media holds information related to product 
views, likes, feedback rating, sentiments, and emotions. Business organizations 
started leveraging unstructured data pool with business structured to gather 
business insights that evolved a large volume of data transforming to Big Data. 
The data as a whole with a huge volume streaming nature and variety of formats 
is called Big Data. 

Example: Let us have a view of simple of how we generate Big Data as dis-
cussed above. Every individual household digital transaction gets reflected in the 
database. The transactions related to electricity bill, water charges, insurance of 
individual, vehicles, financial transaction in banks related to loans, cash with-
drawal and deposits in ATM, credit cards, purchase of provisions, and accessories 
as a whole discussed accounts only to 4–8 transactions as an average for one 
single family as large data. These data are represented only in a structured format 
and get processed in various business domains that hold a value component 
represented in terms of profit and loss. On the other hand, when we look in the 
data deposited to social media platforms concerning likes of particular products, 
movie reviews, photo uploaded and chats vary a minimum of 5–10 data every day 
by an individual leaving out the metadata stored by digital mobile applications 
about individual surfers respect to their demographics. These data are higher and 
voluminous than the business data generated every day generating complex data 
formats as Big Data. 

5.1.2.2 Data Formats and Sources: Data Growth 

Data has progressed from kilobytes to zettabytes from 1930 to 2010. The units of 
measurement can be understood easily as tabulated below in Table 5.2. 

5.1.3 Big Data: A Comprehensive View 

The term Big Data not only stands for volume of data but also is implied as a tool 
and platform. This section helps the readers to get a complete view of Big Data 
definitions. 

Big Data is  

1. A complete subject with tools, techniques, and frameworks.  
2. Technology that deals with a large and complex dataset that are varied in 

data format and structures does not fit into the memory. 
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3. Not about the huge volume of data; provide an opportunity to find new in-
sight into the existing data and guidelines to capture and analyze future data. 

5.1.3.1 Definition 

Big Data is defined as a tool and platform that is used to store, process, and 
analyze data to identify business insights that were not possible due to the 
limitation of the traditional data processing and management technologies. Big 
Data is also viewed as a technology for processing huge datasets in distributed 
scalable platforms. 

Table 5.2 Data Growth and Data Units of Measurement     

Size Units (b = Bits B = Bytes) Units Storage  

1930 onwards   

1 bit = 0 or 1   

1 Byte = 8 bits  Memory chips 

1 KiloBytes (KB) = 1024 bytes 1OOO1 

bytes 
Floppy disk 

1990 Onwards   

1 MegaByte (MB) = 1,048,576 bytes 1OOO2 

bytes 
CD drives 

1 GigaByte (GB) = 1,073,741,824 bytes 1OOO3 

bytes 
DVD, Flash 
drives 

2010 Onwards   

1 TeraByte (TB) = 1,099,511,627,776 bytes 1OOO4 

bytes 
External hard 
dISK, Cloud 
storage 

I PetaByte (PB) = 1,125,899,906,842,624 
bytes 

1OOO5 

bytes 
CLOUD storage 
such as Google 
drive, Drop box 

1 ExaByte (EB) 1,000,000,000,000,000,000 
bytes 

1OOO6 

bytes 

1 ZettaBytes (ZB) = 
1,000,000,000,000,000,000,000 bytes 

1OOO7 

bytes 

1 YottaByte (YB) = 
1,000,000,000,000,000,000,000,000 bytes 

1OOO8 

bytes    
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Data that cannot be stored and processed in commodity hardware and 
greater than one terabyte is called Big Data. The existing commodity hardware 
size of computing is only one terabyte where processing and storage of data are 
limited. 

5.1.3.2 Data Analysis 

The term analytics is found to be a twin word found along with Big Data. 
Analytics has gained attention in the world of digitization. Data analysis is tradi-
tionally used as an approach to understanding the data in disciplines of statistics, 
economics, and other social sciences. Understanding the key ingredients of data 
analysis and data analytics is important in data science and Big Data analytics. 

5.1.3.2.1 Data Analysis 

Data analysis stands for human activities aimed at gaining some insight into a 
dataset. Data analysis primarily focuses on understanding the hints of the data 
for a specific occurrence that is based on the previous know-how. Data analysis 
does not require any special data processing. For example, a trader can rely on his 
or her experience to open or close a trading position. Data analytics tools such as 
Excel, R, and SAS are used to validate and analyses data to gather insights based 
on known assumptions using statistical approaches and advanced mathematical 
models. 

5.1.3.2.2 Data Analytics 

Data analytics requires huge processing of data to gather automating insights from 
a dataset through queries and data aggregation procedures to identify and represent 
various dependencies between variables or features in the dataset. Computational 
approaches are essential to extract the hidden insights in the dataset based on data 
analysis. Techniques of data mining and machine learning models are used to 
predict and evaluate the insights. 

5.1.3.3 Big Data vs. Statistics vs. Data Mining 

Big Data analytics is an all-around approach where computational approaches are 
used to process and gather insights from a large volume of data silos. 

Statistical approaches are based on theoretical concepts and used widely in data 
analysis in domains of marketing, census, and quality control. Statistical techniques 
are generally suitable for the analysis of small datasets for well-defined problems to 
understand data. Analysis of larger datasets in statistics is done using sampling 
approaches. Data sampling has a limitation of larger bias and variance. Example: 
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Prediction of opinion during election polls, many of the times, provide a different 
result due to the sampling nature. 

Data mining uses scientific approaches to gather patterns from datasets. Data 
mining techniques extract hidden knowledge for prediction and decision making 
based on data associations and relations. Data mining techniques are very effi-
cient in processing larger datasets but require high computational costs for ex-
ecuting larger datasets. Data mining provides optimized business solutions but 
ends up with the limitation of processing only transactional data (struc-
tured data). 

Big Data analytics overcome the limitation existing in the statistical approach 
and data mining. Big Data analytics process a huge volume of data of structured, 
unstructured, and semi-structured in large-scale computing environments with 
optimal costs. Big Data analytics provides insights not only from transactional data 
but also integrated behavioral insights for planned business decisions. 

5.1.3.3.1 Data Science 

Data Science is an umbrella that integrates multiple disciplines and fields for data 
analytics and analysis. Data Science as an outer layer that holds all the technologies 
discussed (Figure 5.1). Section 5.1 has presented a detailed description of various 
data-related terminologies as the terms co-occur often in the domain of Big Data 
analytics. 

5.2 Big Data Components 
Term data that denotes a slice of information has transformed into science 
evolving a new discipline data science. This section discusses the components of 
Big Data focusing on data characteristics, processing architectures, and 

Figure 5.1 Fields of data science.  
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applications of Big Data. Data was not referred to in earlier data technologies 
with any specific characteristics. The term Big Data is a homonym with multiple 
dimensions viewed as a tool, technology, and platform, and hence when refer to 
data is characterized by different V’s specified as Big Data characteristics. 

5.2.1 Big Data Characteristics 

Big Data is characterized by 6 V’s describing volume, velocity, variety, veracity, 
validity, virality, and value. 

Volume: The first V in Big Data refers to the content of data storage denoting 
the volume of data stored in TB, PB. 

Velocity: The second V refers to the live streaming nature of data generated 
during chats, transaction, and smart devices. 

Variety: The third V denotes the different data types generated in various 
domains of the computing environment. Examples: audio files, video files, image, 
text, databases. 

Veracity: The fourth V denotes the veracity of the inconsistent data patterns 
available in the dataset. 

Validity: The fifth V denotes the validity of data that is essential in business to 
identify the validity of data patterns for planning business strategies. 

Virality: The sixth V denotes the virality aspect of data that is generally used to 
measure the reach of data. 

Value: The seventh V is denoted to represent the value component in the data 
that is essential to be known which is important in business outcomes that leads to 
success or failure. 

The first 3 V’s volume, velocity, and veracity are essential for data analytics to 
validate transactional and OLAP systems. V’s variety, validity, virality, and value 
are crucial to identify predictable outcomes based on behavioral analysis of data 
patterns in the social media domain. 

Example: The characteristics of Big Data V’s for the coronavirus pandemic is 
mapped below. 

Volume: Huge volume of data is evolved every hour related to a patient af-
fected, illness conditions, precaution measures, diagnosis, and hospital facilities. 

Velocity: The information about people affected and the ill effects of COVID- 
19 is streaming in nature which is evolving dynamically. 

Variety: Huge volume of data related to COVID 19 is accumulated as 
structured data in patient database, demographics of citizens, clinical diagnosis, 
travel data, genomic studies, and drug targets. Unstructured data for COVID- 
19 is voluminous in social media platforms of Twitter, Facebook, and 
WhatsApp to share preventive measures in the form of text, audio, video, and 
related chats. 
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Veracity and Virality: The information of preventive cure mechanism men-
tioned in social media platforms are inconsistent and viral leading to uncertainty 
among people. 

Validity and Value: Measuring the validity and the value of the content 
available in the digital globe for the pandemic has become a challenge. 

5.2.1.1 Big Data Myths 

There exist various Big Data myths such as  

1. Big Data is only a massive volume of data  
2. Big Data is only HADOOP  
3. Big Data refers only to unstructured data  
4. Big Data is only for processing data from social media 

Big Data is beyond massive volume of data with other characteristics that process 
all data formats and suitable for all business domains. 

5.2.2 Big Data Processing: Architecture 

The characteristics of Big Data are complex to be processed in traditional computing 
environments due to limited storage and processing. The existing computing en-
vironments are discussed to understand how Big Data as a platform overcomes these 
limitations processing framework. 

Generally, the following steps are required to process data in processing 
architectures:  

1. Splitting of data for processing in small sizes  
2. Moving data from secondary storage, memory to processing nodes  
3. Replication of data for multiple access  
4. Investment in resources when data size increases  
5. System designed to support only structured data 

5.2.2.1 Traditional vs. Big Data Framework 

Distributed Processing: Multiple computers are connected across the geo-
graphical location to share computer processing and storage. 

Parallel Processing: Multiple computers are connected where multiple pro-
cessors execute multiple tasks. 

Distributed and parallel processing architectures are used in technologies of 
grid computing and parallel computing in existing computing environments. 
Traditional system involves high cost for the investment of resources whenever 
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data increases leading to vertical scaling. Big Data computing environment over-
comes these limitations using horizontal scaling. 

Vertical Scaling: In vertical scaling, the computing nodes and servers have to 
be increased proportionally when data size increases that leads to high investment 
costs 

Horizontal Scaling: In horizontal scaling, the existing resources are pooled 
together to create the required computing nodes without high investment cost. 

Big Data has emerged as a platform to process and store huge volumes of data 
through horizontal scaling by using the existing resources. Big Data platforms is 
based on distributed architectures HDFS devised by yahoo and Map Reduce 
Programming model of Google named Hadoop a new distributed parallel data 
processing architecture. Big Data processing architectures support a variety of data 
storage through SQL and NoSQL databases. 

HDFS: It is a distributed file system where data is shared across various nodes 
to enable parallel processing for the huge volume of data. 

MapReduce: It is a framework used for performing parallel computation based 
on the programming model. 

NoSQL Databases: Non-relational databases are called NoSQL that does not 
require predefined structures to store data. NoSQL databases are used to store 
distributed data in large volume in different formats. 

A comparative view of the architecture is given in Table 5.3. 

Table 5.3 A Comparative View of the Architecture    

Traditional Approach Big Data Approach  

Computing Frameworks are 
based on Distributed and 
Parallel Processing 
Architectures 

Computing Frameworks is aligned with 
Distributed and Parallel Processing 
Architectures connecting multiple 
frameworks 

Data Storage has a Master-Slave 
architecture. Data for 
processing is moved to Data 
Nodes where processing nodes 
are static (High-Performance 
Computing Clusters) 

Data Storage has a Master-Slave 
architecture.Parallel Processing Logic 
MapReduce is moved to the data 
nodes `where data remains static by 
distributing data to multiple nodes 
(HADOOP) which enables massive 
data processing possible 

Support only Structured Data – 
RDBMS 

Support Data Storage of both SQL and 
NoSQL 

Vertical Scaling Horizontal Scaling 

Hardware-based Parallel 
Processing nodes 

Software-based Parallel Processing 
MapReduce    
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5.2.3 Big Data–Related Technologies 

Big Data technology has a huge benefit and a significant tool for data analytics. 
The need for using Big Data is essential for industries to understand their business 
data associations through the all-around approach. Big Data analytics with other 
related technologies delivers a seamless view of all data points. Organizations use 
Big Data for the following applications. 

360˚ View: Business organizations leverage data from structured business trans-
action databases, unstructured data as recommendations, opinions, chats from social 
media platforms, semi-structured data from IoT devices connected with smart appli-
cations and machines. The data integrated from all these sources account for huge data 
in a variety of formats and inconsistencies. Big Data platforms are required to analyze 
the integrated huge volume of data in 360˚ view to gather insights into their business 
functionalities by identifying association and correlation of all data points. 

Example: E-commerce companies such as Amazon and Flipkart use Big Data 
analytics to have a 360˚ view of the data points associated with their business domains 
in warehouse management, location-specific product delivery. Insurance firms need a 
360˚ view of their customers related to policy preference, payment options, etc. 

Customer Relationship Management: Digital users record their opinions and 
reviews related to products, movies, and likes on social media platforms. 
Understanding customer requirements is important in business for any business or-
ganization for strategic planning in domains such as marketing, product re-
commendations, health care services, etc. Big Data analytics is an important tool that 
overcomes the limitation of existing approaches by processing massive volumes of data. 

Operational Analysis: Big Data platforms are used to understand the data 
insight hidden in the past transactions database and data warehouses. Operational 
analysis helps the organizations to leverage the value component of their business 
driven to know about their whereabouts for performance analysis and effective 
budget planning. 

Data Warehouse Augmentation: In the current scenario, business functionalities 
require integration of related unstructured data sources with the existing structured 
data warehouses to predict future outcomes. The traditional system has the limitation 
and complexities in handling various data formats where Big Data as a platform 
provides a framework to integrate various related tools by setting up an ecosystem. 

Risk and Security Analysis: Big Data analytics is an important technology that 
provides solutions to identify the risk and security issues in data that evolved and 
generated during the long business process. Big Data analytics is essential to identify 
cyber risks and security issues for business organizations. For example, banking and 
financial enterprises need to identify loyal and fraudulent transactions in credit card 
payments and loan reimbursement. Organizations need to find the security attacks 
prevailing during transaction flow, behavioral analytics of smart devices. 
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5.2.4 Big Data: Industry 4.0 Applications 

Manufacturing industries are toward automation where IoT becomes an important 
technology where sensors are placed with physical systems to enable smartness 
communicating to computing environments. 

1. Amazon uses robots to pick the products from the warehouse. The ware-
house environment parameters temperature, light, and load of devices are 
captured using sensors that are stored in cloud storage across boundaries. 
Amazon uses machine learning and Artificial Intelligence to predict the 
warehouse stock, loading and unloading leading to smart factories.  

2. Shipping and logistic companies use automated cranes for shipping products 
and when added weather data automatic organization of logistics is sched-
uled using AI and ML to organize their Manufacturing 

3. African gold mine found ways to capture more data from its sensors and iden-
tified unsuspected fluctuations in oxygen levels during leaching, a key process 
using AI that increased yield by 3.7%, worth up to $20 million annually. 

The advancements of hardware technologies have widely gained attention in the 
data era. These technologies are not only used by industries for business but also 
used to solve the problems of society. Big Data has evolved as an important fra-
mework for the above for mentioned technologies for processing huge volumes of 
data. This section provides a detailed look at these technologies and the essentials 
of Big Data integration. 

5.3 Big Data & Industry 4.0 
During Industry 3.0 transformation, computers have been introduced and business 
processes were automated running on the fuel data. Industry 4.0 is the optimi-
zation of Industry 3.0 where communications are seen across networks between 
machines and decide without human intervention using technologies of machine 
learning and Artificial Intelligence. The cyber-physical systems along with the IoT 
and Internet of systems leads to Smart Factories the Industrial Revolution 
Industry 4.0 

The technologies of Industry 4.0 leading to Smart Factories include Artificial 
Intelligence, Machine Learning, Mobile Communication, Internet of Things 
(IoT), Internet of Machines (IoM), Cyber Security, Robotics, Cloud Computing, 
Edge Computing, and Big Data constituting Cyber-Physical Systems. Industry 4.0 
technologies are slowly on the rise and used in many applications. All automated 
functionalities are based on the core fuel data where Big Data analytics is seamlessly 
essential for Industry 4.0. 
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5.3.1 Big Data Analytics: Essentials 

Growth of IoT Networks: The IoT enables Intelligence across products and there is 
found to be a tremendous increase in the usage of sensors in manufacturing industries. 
McKinney states that 25% of business organizations started deploying IoT networks 
with an estimate that sensors increase to 43 billion in 2023. Consumer-based manu-
facturing industries will generate tremendous data which will help then enterprise to 
understand customer loyalty and increase sales. IoT devices around the globe will 
generate huge volumes of data and require massive storage and processing. 

5.3.2 Data Migration to Cloud 

Small and medium enterprises are currently moving their data to cloud environ-
ments to scale business to a larger level with optimized cost as cloud services ensure 
scalability, performance, mobility, and disaster recovery. 

1. 70% of enterprises have at least one application or portion of their infra-
structure in the cloud  

2. 30% of IT investment was towards cloud  
3. 69% of the enterprise is moving their data applications (ERP) to cloud 

5.3.3 Predictive Analytics 

Predictive analytics is a technique based on machine learning that is used to predict 
future outcomes based on past historic data. Enterprises have started using pre-
dictive analytics at a larger scale after the broadening of Big Data analytics. Google 
has recently announced a novel prediction algorithm to identify heart risks using 
retinal images based on deep learning models. 

5.3.4 Artificial Intelligence 

Artificial Intelligence is a branch of computer science that is used to build smart 
intelligence to machines either using hardware (robots) or software (process au-
tomation) that requires human intelligence. AI has larger scope and applications in 
the areas of unmanned vehicles, robotics for both society and nation security. AI 
applications are used by enterprises as virtual assistance as chatbots offering ex-
pertise in medical diagnosis, insurance, finance, media, and journalism. 

Any applications using the Industry 4.0 technology stack mentioned generate 
huge volumes of data and have to integrate with existing past historic data of 
business enterprises. Big Data analytics will be an influential chain to assemble 
these technology stacks to process and store these tremendous volumes of data. 
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5.4 Big Data Use Cases 
Big Data has gained attention and become an important component in the 
technology stack to process huge volumes of data deposits available in business data 
warehouses; social media data in various sectors; and domains of marketing, fi-
nance, education, banking, insurance, e-commerce, and healthcare. 

5.4.1 Big Data Use Case: Social Good 

5.4.1.1 An Epidemic: Preventive Care Management 

Automated alerting systems are essential during epidemics and pandemic for ef-
ficient preventive care. The prevention of individuals getting affected is very 
complex due to the movement of individuals to various locations. The pandemic 
COVID-19 has become a serious threat across the globe that has affected millions 
of individuals. Preventing the spread of the pandemic requires the integration of 
multiple heterogeneous data of individuals concerning their vital signs, demo-
graphics, travel history, previous medical history, and tracking of affected in-
dividuals. As the pandemic is caused due to a viral infection integration of data 
related to the genomic profile of COVID-19, research literature, the study of 
existing drug targets also has to be mapped to identify and provide correct ther-
apeutic for individuals affected. 

Pandemic management also requires managing infrastructure data related to 
hospitals, services, equipment, functionality, and transportations of essential 
commodities to individuals. The entire data has to be integrated that leads to the 
tremendous volume of data. The countries that are not digitized with healthcare 
domains face challenges in controlling pandemic. Technological intervention is 
required in all stages of pandemic management from tracking individuals, treat-
ment, and providing safe services to individual care. 

Big Data analytics is used to gather insights and analyze the effects of COVID- 
19 in many countries. China has used Big Data platforms for diagnosis, tracking 
the movement of people affected with COVID-19 for preventive care. Big Data 
analytics is also used as a security measure to prevent spread by analyzing facial 
images without a mask in crowdsourcing environments alerting the police. 
Artificial Intelligence–based chatbots are developed by WHO to identify the 
spread of pandemic concerning locations to provide accurate data and Robots are 
deployed to distribute Masks, hand cleansers [Kerala]. Deep Learning models are 
used to study genomic profiles in the process of drug discovery where Big Data 
analytics plays a vital role. Automated technology in the forthcoming years will 
help in building effective preventive care for handling these kinds of pandemics 
and epidemics. 
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5.4.1.2 Natural Resource Management: Oil and Gas 

Big Data analytics has evolved as an important technology in managing natural 
resources water, soil, minerals, and timbers. Natural resource management requires 
the processing and assembling of heterogeneous data from conventional sources 
equipment’s databases, RFID tags, documents in the form of unstructured re-
presentation. Big Data provides the required infrastructure to process this wealth of 
data to gain measurable insights. 

Data in the oil industry evolve rapidly at a faster rate where Big Data analytics 
is a need in processing large volumes of data not only for improving efficiency but 
also for better decision making. Big Data analytics is used in identifying drilling 
locations, check the working of machines assembled through data populated from 
sensors saving 100 million dollars of the cost, time, and effort required. Sensors are 
used to identify hydrocarbon remains under deep oil wells transmitting data 
through fiber optic cables for effective utilization of manpower, identifying leakage 
(Analytics Magazine. 2012; Wire, 2014). 

5.4.1.3 Agriculture 

Big Data analytics in agriculture has gained attention in recent years. To manage 
cultivation, agriculturalists depended upon their sole tacit knowledge and used 
traditional approaches as new methodologies could not be reached up. The current 
technologies cloud computing, IoT, and AI will transform agriculture into smart 
farming. The massive volume of data related to the weather forecast, crop details, 
water management, and pest management is available to farmers and shared 
through cloud platforms as services through mobile phones. Mobile devices have 
become inevitable in agriculture which benefited large farmers for data sharing and 
facilitated Big Data analytics. The spatial and farm information of farmers is made 
available to agricultural researchers for analyzing large fields through research. IoT 
sensors and drones used in farming will measure soil conditions, water availability, 
and pest infections to push notifications on areas of improvement. Big Data 
analytics with agricultural networking of farmers with recent technologies will help 
small farmers to reach potential benefits (Brennan, 2019). 

5.4.2 Big Data: Industry Use Case 

5.4.2.1 Warehouse Management and Supply Chain 

Big Data analytics is used to gather insights from a huge volume of data from 
various related data sources by Amazon for efficient delivery of products, customer 
purchase prediction, and personalized recommendations. Amazon uses predictive 
modeling to understand the preference of customer purchases based on the online 
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surfing patterns which are also used to map the nearest warehouse location for 
faster delivery and warehouse stock management. 

5.4.2.2 Automobile Industry 

Autonomic vehicle and the smart vehicle has made Big Data as an important 
technology that leads to the data-centric automotive industry. Smart vehicles are 
embedded with IoT components with AI-based techniques to provide a smart 
driving experience through assistance related to traffic, fuel efficiency, acceleration, 
battery, and other automobile governing factors. The data collected are further 
used by automobile manufacturing for designing customer-specific requirements 
leading to safety delivering smart transportation systems. Big Data analytics is used 
for automobile financing to understand customer’s financial history and pre-
ferences based on demographics to design financial plans that meet customer- 
specific needs. Big Data analytics is also used to predict the demand for vehicles 
and used for market segmentation based on the data collected from social media 
platforms. Big Data analytics will help automobile industries to improve the road 
performance of vehicles and retain customers (Sas, 2020). 

5.4.2.3 Pharmaceuticals 

McKinsey Global Institute states that Big Data analytic strategies in pharmaceutical 
R&D, the clinical trial will bring in a lot of innovations and improvements in new 
tools for physicians, consumers, insurers, and other regulators. Big Data is essential as 
a huge volume of data is generated in healthcare and pharmaceutical from varied 
sources of R&D, care-givers, and retailers. Integrating and analyzing these data will 
help pharma companies in identifying new drug targets and medicines. Predictive 
modelling using machine learning techniques on molecular and clinical data will 
increase the probability of identifying the biological targets for new drugs. Big Data 
analytics is significant for identifying patients for enrolling in clinical trials through 
the integration of varied data sources for real-time monitoring, avoiding adverse 
events and unnecessary delays. Smarter devices embedded with biosensors for patient 
diagnosis data gathered in real time will be voluminous and help pharma industries 
to facilitate R&D, evaluate drug effectiveness and predict drug sales. Examples of 
such devices include smart pills that can release drugs and relay patient data, as well as 
smart bottles that help track usage (Cattell et al., 2013). 

5.4.2.4 Sports Analytics 

Data is a prime concern for managing sports-related activities. Big Data appli-
cations have emerged as important for sports analytics using machine learning 
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and Artificial Intelligence techniques to guide players, athletes, organizations, 
and fans. Sports integrate various entities coaches, players, front offices, play-
grounds, fitness devices, health, and diet. Data is also generated in streaming 
fashion from team event-based games like cricket, hockey, basketball, and bad-
minton and lost in no matter of time. Big Data analytics platform is essential to 
integrate data generated from various sources in various formats like referee 
comments, audio, video to leverage analytics to guide players and athletes. 
Wearable devices are used by athletes to monitor their patterns of playing during 
training. Coaches rely on training data of athletes to train for the Olympic 
Games to identify the challenges they undergo during endurance training. Big 
Data analytics will leverage understanding fan preferences and behaviors posted 
in social media to nourish your high-value fans with more personalized and re-
levant communications and promotions. Retain and boost revenue from season- 
ticket holders and new fans. 

IoT in sports will become an essential component embedded in wearable de-
vices like shirts, caps where data from the device identify the top performers and 
provides real-time stats on each player, such as speed, heart rate, and acceleration, 
fatigue, and hydration levels. Bryan Colangelo, former general manager and pre-
sident of the Toronto Raptors, says teams should hire data analytics specialists in 
front offices to handle the data transmitted from new technologies and devices 
(Ayers et al., 2018). 

5.5 Big Data Roles 
Data being the fuel in driving Industry 4.0, the various skills and roles have 
evolved. This section provides an overview of skills and responsibilities (Woodie, 
2015; Team Machine Learning, 2017). 

5.5.1 Data Scientist 

Data scientist is responsible for scrubbing data to bring out deep insights into data. 
Skills: Expert in CS, mathematics, statistics.  

1. Work on open-ended research problems  
2. Problem Solving and Innovative thinking  
3. Knowledge of Hadoop, SPARK, SQL, NoSQL, Machine Learning Models. 

5.5.2 Big Data Engineer 

Big Data engineering is responsible for data ingestion, data transformation, and 
managing administering infrastructure and storage of data for optimizing perfor-
mance. The roles of a Big Data engineer requires the following: 
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Skills: Strong skills in programming and software engineering.  

1. Deep knowledge in data warehousing.  
2. Expertise in Hadoop, NoSQL, and SQL technologies. 

5.5.3 Machine Learning Engineer 

Machine learning engineers should be proficient in mathematics and statistics. 
They are responsible for building data architecture for the data. 

Skills: Strong programming language expertise, Cloud architectures. 

5.5.4 Data Analyst 

A data analyst views the data from one source and has deep insight into the data 
based on the organization’s guidance. 

Skills: Competency skills in the understanding of statistics (Berger-de Leon 
et al., 2018; Imanuel, 2014; UBS, 2015). Knowledge in SQL and data analytics 
tools, visualization, programming. 

5.5.5 Business Analyst 

Business analyst is domain experts who transfer business knowledge for IT 
transformation to fill in the industry gap (Table 5.4). 

Skills: Strong skill in business analysis, statistics knowledge of data visualization 
tools, DBMS. 

5.5.6 Statisticians 

Statisticians are required to analyze and find patterns and relationship in data. 
Skills: Strong skills in statistics, intermediate level programming expertise, 

machine learning models, visualization, DBMS. 
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6.1 Introduction 
The applications of Industry 4.0 in education have been growing since the last 
decade. The history of the industrial revolution is dated back to the 17th century. 
The very first revolution (Industry 1.0) took place when natural sources such as 
water, coal, and steam were used as fuels to improve the production process and 
transportation using machines in industries. Since then, it is in a growing phase to 
enhance the quality of our life. Now, Industry 5.0 emerged due to advancements in 
Information Technology. Every industrial revolution transformed people living 
aspects smart. Education is not an exception. Although conventional classroom 
teaching is more effective, it is not an efficient way to reach students globally. 
Industry 4.0 is successfully being employed in classrooms to improve the quality of 
education. However, Industry 5.0 is far ahead to align and automate teaching and 
learning on Internet completely. Data-center infrastructure and data analytics are 
important to establish and manage using cloud services or on premise to make this 
successful. This chapter outlines how Industry 4.0 is being applied in education 
and discusses various Big Data infrastructure and analytics to build effective online 
teaching and learning. 

6.2 Industrial Revolutions 
Revolution in the manufacturing industry is shaping all aspects of human life. 
Technological advancements and innovations lead to improvements in industrial 
production and transportation. At present, the industrial revolution has reached 
version 5.0, taking advantage of the cyber physical system (CPS), Internet of 
Things (IoT), and cloud computing. The history of industrial development is 
dated back to the 17th century. The first revolution (Industry 1.0) took place when 
natural power sources such as water, coal, and steam were used as fuels to improve 
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production processes and transportation in the industry using machines. Since 
then, it is in a growing phase to make human life better. The second industrial 
(Industry 2.0) revolution happened in the 18th century when electricity replaced 
those natural fuel resources and simplified manufacturing and transportation. This 
vastly increased productivity and was marked as a technological revolution. 
Industry 3.0 emerged when computers came into existence in the 1970s. As 
computers were huge in size and expensive, it was not quickly adapted by in-
dustries. However, it laid the foundation for using computers in industries to ease 
the human effort to improve productivity. In the last decade, the industry’s ad-
vancements continued with smart machines that communicate with each other and 
trigger actions without human intervention with IoT-enabled environment and 
cloud computing. It is called Industry 4.0. By then, Industry 5.0 emerged due to 
advancements in Information Technology applying human cognitive skills 
(Artificial Intelligence) to simplify the whole production process. With the suc-
cessful application of Industry 5.0, almost everything in the industry will be au-
tomated to eliminate human assistance in the production process. Today, it is 
impossible without computers to automate and remotely operate machines in 
industries. Every industry revolution transform has been transforming human’s 
living aspects to be smart, and education is not an exception. 

6.3 Advantages of Industry 4.0 in Education 
Industry 4.0 is mainly focusing on interconnecting industrial machines and 
computers to improve efficiency and productivity. The application of Industry 4.0 
in the field of education has been growing since last decade. While Industry 4.0 is 
nowadays being applied in education, Industry 5.0 also has taken a step forward 
due to the technological innovations in Information Technology. It transforms 
machines and computers to mimic human intelligence to automate the whole 
production process. Is it possible to apply in the field of education to improve the 
quality of education? Although conventional classroom teaching is more effective, 
it is not an efficient way for remote teaching. So, universities wanted to reap the 
benefit of Industry 4.0 to improve online and offline teaching. To advance edu-
cation on Internet, the smart classroom is essential to connect students virtually. 
World has witnessed and successfully achieve this during COVID-19 pandemic. 
Almost, it is more than 10 months since the global lock-down was announced, 
business people, software engineers, students, etc. take up their duties virtually via 
tools such as MSTeams, Google Meet, Web-ex, etc. While Industry 4.0 is widely 
on practice, Industry 5.0 is far ahead to align and automate teaching and learning 
on Internet completely. Industry 4.0 is deployed with advanced equipment and 
technologies to observe smart classroom environment and students. To have nice 
experience with smart classroom, students must use camera in their phone/laptop 
for interactive environment. This helps the host to observe student’s attention on 
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the class delivered. The advantages of applying Industry 4.0 in education are listed 
below.  

■ Interaction between students and teachers becomes more transparent, which 
establishes trust and bond.  

■ Students can promptly attend classes even if they are not in right place but 
having right gadget.  

■ Participants can discuss each other outside the syllabus and exchange 
information.  

■ Teachers can handle students globally to clarify doubts with elegant 
presentation.  

■ Google, Microsoft, etc., provide cloud services to prepare presentations, 
documents, audio/video tutorials, labs, quizzes, etc. and periodically main-
tain information online.  

■ Content can be presented, and session can be recorded and watched anytime.  
■ Gadgets can be used for taking notes from classes to save learning time. So, 

students need not carry notebooks.  
■ Learning is more dynamic with online classrooms as recorded classes are 

available 24/7. So, missed sessions can be retaken multiple times until the 
concept is clearer and understandable.  

■ Smart classes are more environmental friendly as it eliminates the use of 
papers for printouts/photocopies.  

■ Traditional classroom teachings require a lot to spend on stationaries like 
pen, book, etc. Such expenses can be minimized using gadgets, which require 
onetime investment and can be used during the entire study period.  

■ Students can focus more on practical workouts than writing theory-based 
assignments and exams. Moreover, hundreds of written assignments and 
exams tire professors to spend time for evaluating them.  

■ Online forums can bring more valuable discussions on a topic of interest to 
show different perspectives of attendees.  

■ Natural disasters or any other crises like the COVID-19 pandemic cannot 
stop one from learning from online classrooms unlike traditional education. 

Physically disabled students can continue their education being in the home. 
Similarly, students with learning disabilities like lack of visualization can learn from 
animated video lectures. This is one of significant features of classroom. Let us have a 
detailed view on this. Implementing a smart classroom model could have a huge 
impact on the learning of students with disabilities in general and more specifically 
students with learning disabilities, speech and language impairments, visual impair-
ments, and hearing impairments. Many of the smart features of smart classroom are 
the exact areas where students with these disabilities have documented weaknesses. 
Most noted are deficiencies with learning, inferring, and self-organizing. Thus, the 
smart classroom should be considered when working with students with all these 
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disabilities. Where traditional classrooms do not specifically address the levels of 
smartness unless specific lessons focus on them, the implementation of smart class-
rooms would be suggested to meet the difficulties students with learning disabilities 
encounter. Among the many great things about assistive technology (AT) today is 
how easy it can be for schools, teachers, and parents to get their hands on. For one 
thing, traditional AT has merged with consumer technologies. The application of 
assisted learning technology is a massive step forward in the effort to achieve in-
clusion for students with special needs also, implementing assistive technologies in 
the classroom gives students of all abilities a voice in their education. 

Even though these advantages emphasize smart teaching’s goodness, there are 
constraints and challenges to be addressed to bring this out more successful and 
simplified. Moreover, it provides more jobs and research opportunities to improve 
the teaching and learning experience online. 

6.4 System for Smart Education 
Adoption of the latest technologies such as cloud computing, Internet of Things 
(IoT), Big Data infrastructure and analytics, and Artificial Intelligence (AI) (Buyya 
et al., 2009) helps to reap technological benefits while transforming Industry 4.0 
smart. Figure 6.1 shows how these technologies are employed in different sectors, 
especially in the education system. There are many standard frameworks for the 
education system to deploy Industry 4.0 into academic sectors. A standardized 
model is shown in Figure 6.1, in which four layers are included. The first layer is 
stakeholders who are part of the online education system and interact with each 
other. To make stakeholders interact with each other online, a dashboard is in-
cluded in the second layer. Dashboard must be easy to interact and self-descriptive. 
The third layer comprises the gadgets and tools to observe environment around 
stakeholders and store in a centralized storage environment. Last layer includes the 
backend system installed with latest technologies for storing huge data and pro-
cessing. These layers are further discussed in detail from top to down (Figure 6.1). 

6.4.1 Stakeholders 

Stakeholders in the smart education system are students, teachers, education man-
agement, and any other who participate in the smart classroom. They use IoT devices 
to interact each other. Students and teachers play a major role while education 
management hosts this service being an intermediate between them. Teachers have 
more responsibilities compared to students and education management in terms of 
interaction in the smart education system. So, functions like student’s attention and 
attendance in the smart classroom should be automated to ease the workload of 
teachers. For instance, based on the attendee’s facial expression, it is easy to determine 
whether the class is boring or interesting. Teachers performance is also obtained from 

Big Data Infrastructure and Analytics ▪ 111 



the dashboard displayed to the students. To achieve this, artificial intelligence al-
gorithms are implemented and given as a service for teachers to monitor students. 
Education management takes on only administrative services to track students’ 
performance and bridges all the smart education system stakeholders. 

6.4.2 Dashboard 

It is a user interface to collect input from student’s gadgets and let access to the 
smart classroom services. All the services for students, teachers, and management 
are hosted in cloud infrastructure to consume them as service 24×7. Stakeholders 
are given credentials to obtain the access to resources hosted in cloud environment. 
All the administrative activities are simplified such that one can pay tuition fee and 

Figure 6.1 Smart education system.  
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receive degree certificates online. So, it is just an input/output environment for all 
the stakeholders in smart classroom. 

6.4.3 Internet of Things 

Connecting electronic devices, typically over Internet and communicating with 
each other to deliver instructions in education is called e-learning (Paul and Jeyaraj, 
2019). It is unavoidable in the education system as technology is ubiquitous to 
everyone with Internet and mobile phones. So, the application of IoT in educa-
tional institutions means a lot. Connecting every object such as physical (phone, 
tab, sensor, reader, scanner) and virtual (processes, applications, software) objects 
over the Internet is called Internet of Things (IoT). These objects have unique 
identifiable address to communicate and exchange information each other. In 
order to bring academic institute under online-based action and employ Industry 
4.0, we deploy IoT around the campus and classrooms. Therefore, one can be 
virtually present in the classroom as if physically attending the classes. To enable 
IoT environment faster, 5G-enabled devices and network are used. Technologies 
such as mmWave, mMiMO, ZigBee, dynamic spectrum access, Bluetooth low 
energy, etc. are used in the latest IoT environment. 5G leads to a successive path 
for augmented and virtual reality in today’s digital education system. So, IoT plays 
a vital role in smart education. 

6.4.4 Cloud Computing 

Deploying the latest industrial evolution into all spheres of human life became 
possible with ubiquitous storage and computation on the Internet. Offering such 
resources over the Internet on a pay-per-use basis is called cloud computing (Yang 
et al., 2014). As the IoT environment abundantly streams data, there is a need for 
the infrastructure to store and process. While traditional on-premise data-centre is 
confined due to significant limitations, cloud data-centre offers resources on de-
mand geographically. Cloud service providers like Google, Amazon, Microsoft, etc. 
play a vital role in offering resources competitively. Cloud services are of different 
types: Application as a Service (AaaS), Software as a Service (SaaS), Platform as a 
Service (PaaS), and Infrastructure as a Service (IaaS). Today, almost anything that 
is possible with computer is offered as a service, which is called Everything as a 
Service (XaaS). So, one can hire any type of service from cloud at any time re-
gardless of the location. Sometimes, on-premise data centre is transformed to host 
services like real cloud service providers. There are different types of cloud de-
ployment models (Diaz et al., 2016) to transform on-premise data-centre to private 
cloud environment: public cloud, private cloud, hybrid cloud, multi-cloud, fed-
erated cloud, etc. These deployment models differ based on capital expenditure 
and the type of services required to host. With the help of these cloud deployment 
model, huge data observed from IoT environment is locally stored. All the gadgets 
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and IoT devices used by stakeholders are connected to cloud computing to get 
seamless service. Nowadays, fog computing and edge computing get more atten-
tion than cloud computing. When public cloud is used, it takes more bandwidth 
and time to transfer data to the centralized repository. Sometimes, devices require 
quick response for decision making. At this moment, accessing public cloud may 
not be time efficient. Therefore, cloud-like services are extended to the devices 
(router/switch/any other device capable of offering service) deployed near the edge 
devices in IoT environment. It is called fog computing. Sometimes, decision must 
be taken on time. So, algorithm is executed in edge devices and decision is made in 
few seconds. It is called edge computing. 

6.4.5 AI in Smart Education 

Let us discuss a use case on application of Artificial Intelligence (AI) in university 
environment. Chatbot is a natural language processing application to converse with 
people for question and answering. To boost student admission, chatbot (Becky) 
was used in Leeds Beckett University. Becky interacted with prospective students 
to clear doubts by providing necessary information. Similarly, another chatbot 
(Ada) was used by Bolton College to answer student queries about university 
services and the life in campus. Ada is being upgraded to interact with faculties and 
staffs to support management. 

The role of AI in education is the emerging popular field globally. AI has 
received greater attention in recent years especially in education sector. AI enabled 
smart education are expected to grow by 43%. Increasing growth rate in com-
putational power and big digital data in education has led to the advancement in 
AI technologies. Most of the research study is focused on analysis of searching 
patterns from the collected data for developing models and make prediction for 
student/teacher interaction, administrative decision support. 

Extending Industry 4.0 in education opens a lot of research opportunities while 
applying AI based methods to mimic human cognitive skills to software system for 
smart classrooms. AI is an end goal instead of pointing a specific algorithm. Any 
algorithm that mimics human cognitive skills to solve a problem is called AI al-
gorithm. For example, to play chess game with computer, it must run machine 
learning and optimization algorithms. Machine learning algorithm learns from the 
player moves over time and produces an approximate/predicted value for the next 
move on behalf of computer. While there are hundreds of moves for the next step, 
a single move with an optimal value is selected using optimization algorithms. 
Therefore, to achieve a human-kind skill, different algorithms are deployed to-
gether. So, there is no specific algorithms to be called as AI algorithm. This type of 
algorithm is used in many ways to transform education to be smart. For instance, 
observing facial expression of participants, one can determine whether students are 
sleepy or reluctant in the classroom. However, AI algorithms are resource and time 
constraint. In addition, such algorithms take more time as computation is deeper 
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and extensive. That is the reason, edge devices are not suitable and for running 
such algorithms for decision making. Therefore, fog computing is enormously 
welcome to break this barrier. Therefore, cloud service providers offer more specific 
resources to AI-based methods to solve real-world problems. 

Artificial Intelligence today has integrated IT into education for intensive 
technology usage, innovative integration, and service optimization in smart edu-
cation growth. Applying AI on Big Data becomes more complex when dealing 
with natural language processing, image processing, voice processing, etc. using 
deep learning methods. Intelligent adaptive environment will take the future to-
wards hand-free computing education. Single text application will be replaced with 
text-, audio-, video-, and images-based teaching aids. The intelligent adaptive 
system can stimulate human teaching method by applying AI technologies for 
teaching, learning, testing, assessment and exercise, and event handling. Intelligent 
adaptive teaching platform are user friendly to students by collecting students 
learning data for planning and scheduling their loop of learning procedure. This is 
achieved by applying Big Data analysis and personalized recommendations. 

6.4.6 Augmented Reality 

In the present situation, almost every student owns smartphones and is active 30% of 
the time a day to play games, chat friends, watch videos, browse Internet, etc. 
Moreover, students are actively connected to Internet and available any time. 
Education 4.0 takes this opportunity to achieve smart education. Live telecasting 
remote objects locally with the help of camera is called augmented reality (AR). 
Extending the combination of AR and smartphones into Education 4.0 has become 
possible. Despite it is expensive to adopt, it brings up a realistic learning experience, 
especially in medical and engineering fields. Moreover, it would be beneficial to teach 
in primary schools as it can boost the students learning power. However, there are 
many challenges to adopt AR into education with the help of smartphones. More 
specifically, finance is a barrier in every educational institution to deploy AR system. 
It is sure that AR will improve education when more research in AR is invested. 

6.5 Big Data Infrastructure for Smart Education 
As per International Data Corporation (IDC), Big Data is expected to grow up to 
$46 billion by 2020. The growth rate of Big Data is 23% in the period of 
2014–2019. Hadoop (Dean and Ghemawat, 2004) has grown 58% in the period 
2013 and 2020. Big Data technology is a supporting backbone for digital learning 
smart educational model. The rapid growth of information communication and 
technological tools leads education industry into innovative way to access informa-
tion and knowledge in education. Instructors/learners mostly rely on YouTube in 
accessing education related videos using smart devices deployed in the IoT 
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environment. Data is collected in large amount from IoT environment and other 
gadgets used by stakeholders in the smart education system environment. A typical 
Big Data infrastructure and the components used are shown in Figure 6.2. In user 
environment, all stakeholders interact with cloud using gadget and other IoT devices 
that generate raw data. Data could be structured or unstructured or semi-structure 
data. Dashboard is used to display the analysis to stakeholders in understandable way. 
To support smart education system, infrastructure for data storage and processing in 
cloud environment is required. Components included in the Big Data infrastructure 
(Figure 6.2) are discussed in detail. 

6.5.1 Database and Distributed File System 

Before processing huge amount of data, it must be stored in a distributed en-
vironment. There are two possible choices to store based on the nature of data. If 
data is structured or semi structured, there are NoSQL databases to store them in 
multiple computers in a cluster. Typical NoSQL databases are HBase, Cassandra, 
etc. There are graph databases as well to store graph data. These databases provide 

Figure 6.2 Big Data infrastructure.  
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many analytical functions that can be launched to extract pattern or trend. If data 
is to be stored as files, then Hadoop Distributed File System (HDFS) is used. 
Apache HDFS is a distributed file system and an open-source version of Google 
File System. HDFS breaks huge data into small chunks and stored in multiple 
computers. Files like images, videos, etc. can be stored in HDFS as it performs just 
file copy. There are no pre-defined functions available to process in HDFS. 
Therefore, we must write user-defined functions with the help of library tools 
available to implement our logics. 

6.5.2 Stream Processing 

Data is streamed from devices in IoT environment. Processing data as it arrives to 
the computer is called stream processing. Algorithm for stream processing must be 
resource and time efficient to produce timely results. There are many stream 
processing tools such as Strom, Kafka, Flume, Flink, Spark, etc. for this purpose. 
Some stream processing tools execute algorithms on stream data while some tools 
are just used to stream collected data to the processing system. Once data is 
streamed into cloud environment, it should be stored in a database or distributed 
file system. If data is structured and stored in big structured table, then there are 
many NoSQL databases. If data should be stored as files, HDFS stores huge data in 
more than one computer in a distributed way. HDFS is mainly used by many Big 
Data processing engines such as Hadoop and Spark. Apache Strom is used to 
perform real-time, iterative, and interactive processing. It performs mini batch 
processing like MapReduce but on real-time. LinkedIn created Samza for stream 
processing to handle various streaming applications. Samza handles huge number 
of messages and offers file system persistence. Apache Kafka is a distributed mes-
sage broker to obtain data from various devices and files from other storages. 

6.5.3 Batch Processing 

Collecting and storing data into storage before processing on time is called batch 
processing. A set of jobs is included in a batch and executed periodically. Once a 
batch is submitted, it gets executed upon getting enough resources. Batch pro-
cessing is not interactive and iterative to provide real-time response. Both Hadoop 
and Spark are the best batch processing framework that provides a set of tools for 
various purposes. For machine learning, there is a precoded library that can be used 
for specific purposes. Hadoop provides Mahout and Spark provides MLBase to 
achieve machine learning functionality. Spark is built to overcome certain lim-
itations of MapReduce. Many reports claim that Spark is 10 times faster than 
MapReduce at the disk level and 100 times faster than MapReduce at the memory 
level. To exploit this performance, one should be ready to invest for high- 
performing RAM. In short, Spark is a better option if we work on real-time ap-
plications and machine learning algorithms, but a little bit costlier. Hadoop is a 
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better option for applications which is not time-bound. To conclude, MapReduce 
will coexist with Spark for a long period as Spark uses HDFS and YARN tools 
from Hadoop. So, Spark needs to come a long way to replace Hadoop. 

6.5.4 Data Visualization 

Visualizing huge data is a challenge as it cannot fit into a single computer. It is also 
difficult to combine the graph generated in different computers. But, there are 
visualization tools to perform this more elegantly and produce nice, graphical vi-
suals easily. Tableu, D3, and Qlikview are some of the notable Big Data visuali-
zation tools that have different options to plot graphs and charts efficiently. 

6.5.5 Data Processing Model 

MapReduce is a data-parallel batch processing model that comprises a set of map 
and reduce tasks. Aggregation-related applications such as counting and ranking 
are typical use cases of MapReduce. A graph processing model contains a set of 
vertices and edges. Graph data is divided and loaded into multiple nodes and 
processed in parallel. It involves significant computational dependencies (not as 
much as BSP) and multiple iterations to converge. But, it does not require any 
global synchronization. Some of the graph processing tools are Pregel, Giraph, 
Graphlab, Graphchi, and Powergraph. 

6.6 Big Data Analysis for Smart Education 
Big Data has become the prominent application in smart education (Paul and Jeyaraj, 
2019). Big Data acts as a core physical platform for storage and computation of data 
for data analysis and processing. With Big Data analysis, the collected data is pooled 
together and organized into patterns that are finally fed into smart applications. Big 
Data analysis has a greater role in education. Data science has a greater impact and an 
essential element in the collaboration of modern science and scientific discovery. The 
data processing and knowledge discovery vary from business to industrial needs. Data 
must be structured in different fashion for various purposes. Moreover, every problem 
needs enough data to extract adequate quality of solution for an undefined problem. 
Data science therefore used to produce favorable solution for easy decision making. 
The role of data science in smart education has a greater impact in social and tech-
nological development. Use of Big Data, Internet of things, NFC and RFID, etc. has a 
greater transformation for advanced form of modern education by building global 
network infrastructure, computing data center, and IoT-based sensing system in a 
multidimensional scenario for smart education system. This is performed by in-
tegrating learning analytics initiated from different channels that provide enough and 
valuable information in design and development of smart learning. 

118 ▪ Big Data Applications in Industry 4.0 



Big Data analysis consists of a sequence of steps: capture, store, manage, 
process, perform analytics, visualize/interpret, and understand. These steps are 
performed to determine undiscovered hidden patterns, relationship, trend, asso-
ciation, and other useful and actionable details for decision making. The following 
are the components integrated for the operation of data analysis. 

Data capturing – It records data in different format like structured/unstructured. 
It is done by devices like digital sensors, digital camera, barcode readers, etc. 

Data storage – The captured data is stored in structured/unstructured format 
using NoSQL databases or distributed file systems. 

Managing data – plays a major role in rearranging/deleting stored data based 
on the availability of storage space and storing data in the future in dig data HDFS 
is used to read/write data from/to the disk. 

Processing data – Various concepts are used in processing of Big Data in 
different style. Tools like Spark, Pig, Hive, and MapReduce are used for processing 
data in different fashion such as batch processing, stream processing, iterative/ 
interactive processing, etc. 

Performing analytics – Analytical tools such as statistics, probability, data 
mining, machine learning, optimization, mathematics, etc. are used to extract 
information from Big Data. 

Visualization/interpretation – Extracted information is presented to the end 
users using tools like Excel, D3, Tableau, etc. 

Understanding data – From the information presented, the audience/analyst 
arrives to a conclusion, called as decision making. 

6.6.1 Data Science 

Data science deals with entity observation, performing analytics, and under-
standing from it regardless of discipline. Data science employs tools like statistics, 
probability, mathematics, distributed computing, data mining and machine 
learning, optimization algorithm, etc. in different phase of data analysis. Data 
scientist is a domain expert who finds appropriate algorithm for a specific problem. 
Data scientists should have a wide knowledge in both engineering and analytical 
discipline. A data scientist will focus on the right problems that have more value to 
an origination than on addressing business problems. 

6.6.2 Data Analyst 

The main difference between a data scientist and data analyst is that data scientist 
develops data analytical tools such as Mahout and MLBase libraries, whereas data 
analyst develops reports by using those tools. For example, in the business per-
spective, data scientists’ role and responsibilities include identifying trends and 
challenges using Big Data analytics. This is done using various techniques that result 
from multiple data sources, namely data mining, data aggregation, and statistical 
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analysis. Many statistical tools, data mining tools and machine learning libraries are 
available: R, MATLAB®, Weka, SAS, SPSS, etc. 

6.6.3 Big Data Analytics 

Applying logic to extract information from Big Data is called Big Data analytics, 
which is what data science covers elaborately. Data analytics differ concerning dif-
ferent types of data and the level of intelligence required. An algorithm designed for 
social media applications (audio/video dataset) may not be suitable for healthcare 
datasets (highly interlinked text dataset). Similarly, the level of intelligence required 
to extract from dataset also differs across applications. For instance, the intelligence 
required for playing chess is higher than other scientific applications like weather 
simulation, etc. Considering this, let us discuss different Big Data applications and 
its information extraction by applying data analytics. For instance, if data analytics is 
applied in text data, it is called text analytics, and so on. 

6.6.4 Text Analytics 

Text analytics helps to extract information from unstructured text data. It is ap-
plied to social network data such as tweets, Facebook comments, chats, emails, 
blogs, online forums, survey responses, corporate documents, news, call-center 
logs, etc. Understanding the semantics of text is called computational linguistics, 
also known as Natural Language Processing (NLP). This is also called text mining. 
Text analytics generate meaningful summaries and insights from large text dataset 
to help businesses for evidence-based decision-making. Example: movie success/ 
failure prediction from comments, stock market prediction from financial news. 
There are different text analytics applications: information extraction, text sum-
marization, question answering, and opinion mining. 

6.6.5 Text Summarization 

Generating a summary of one or multiple documents is called text summarization. 
The generated summary must be able to deliver useful and important information 
from original texts and documents. Applications include scientific journals, news 
articles, advertisements, emails, and blogs. Text summarization employs two methods: 
extractive and abstractive methods. In extractive summarization, a summary (usually 
sentences) is generated from the given dataset. Summary of the result is a subset of the 
original document. Extractive summarization need not deliver any meaning and 
understanding of the original text and documents. Abstractive summarization helps to 
extract semantic information from the text. Texts present in the resulting summary 
need not necessarily be a subset of the original documents. Advanced NLP methods 
are mostly used to extract abstractive summary from the original text. However, 
extractive systems are more comfortable to adopt, especially for Big Data. 
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6.6.6 Question Answering (QA) 

Questions raised in natural language can be answered using these techniques. 
Many commercial QA systems are faster and answer meaningfully. Example: Apple 
Siri and IBM Watson. Healthcare, marketing, finance, education, etc. are some of 
the application areas of QA systems. QA systems highly rely on NLP techniques 
like abstractive summarization. 

There are three categories in QA techniques:  

■ Information retrieval-based approach  
■ Knowledge-based approach  
■ Hybrid approach 

Information retrieval-based QA systems has three subcomponents. 
Question processing – It determines the type and focus of the question and 

predicts the answer type. It also finds the tenses of question and answer. 
Document processing – Based on the question type and focus from question 

processing, relevant prewritten texts are retrieved from a set of existing documents. 
Answer processing – There can be many relevant passages for a question type. 

Some of the more suitable answers, called candidate answers, from those relevant 
passages, are selected. 

Knowledge-based QA systems generate a syntactical form from the question, 
using which structured resources are queried. Typical application areas are trans-
portation, tourism, medicine, etc. where very less pre-written documents are 
available. Apple Siri QA system exploits the knowledge-based approach. In hybrid 
QA systems, rather than analyzing questions semantically, candidate answers are 
extracted using information retrieval methods. IBM Watson uses this approach. 

6.6.7 Sentiment Analysis (Opinion Mining) 

Everybody has started to use smartphones. People share their opinions toward 
entities such as products, organizations, events, individuals, etc. in social media. It 
is a good source of data to find what group of people think about a particular 
entity. Some of the application areas are marketing, finance, political, and social 
events. There are three ways to perform sentiment analysis: document-level, 
sentence-level, and aspect-based. 

6.6.8 Audio Analytics 

Extracting information from unstructured audio data is called audio analytics. 
Applying this to human speech recognition is called speech analytics. Some of the 
application areas are call-center, healthcare, etc. where millions of recorded calls are 
analyzed for threat detection, improving customer satisfaction, finding customer 
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behavior, identifying service issues, etc. Live calls also can be analyzed and given 
feedback in real time. Also, automated call center use interactive voice response 
platforms to identify and handle frustrated callers. 

6.6.9 Video Analytics 

The process of extracting information from video data is called video analytics or 
video content analysis. It is done on prerecorded videos and real-time video. 
Increasing usage of CCTV produces abundant video data that requires information 
on real time. Prerecorded videos in video sharing community (YouTube, Netflix) 
are analyzed to improve customer experience by suggesting interesting videos. 
Massive amount of video data takes more time process and comes up with a de-
cision. Example: one second of a high-definition video is equivalent to over 2,000 
pages of text in terms of size. How about processing huge videos and categorizing 
them into different titles on YouTube? 

Video indexing can be done using meta-data of the video, soundtrack, or 
transcripts. RDBMS is used to store meta-data and search the videos based on data. 
Video analytics is done in two different places: centralized processing, or edge 
processing. Captured video data from CCTV/sensors is stored in a centralized data 
center. Data from edge devices is compressed before sending over the Internet as 
public bandwidth is costly. Therefore, we lose some data before we process; this 
affects the accuracy in the outcome. In edge processing, analytics is applied in the 
device, which generates video data. So, the entire video data is processed without 
losing tiny content. However, processing in the edge devices itself is costlier than 
central processing approach as it needs more power and takes more time. 

6.6.10 Social Media Analytics 

Social media such as Facebook, Twitter, blogs, etc. is an effective way of commu-
nication medium at present, and people contribute huge data nowadays by sharing 
their feedback, views/thoughts, reviews, emotions, etc. as for comments. Different 
opinions on different entities help to identify what people estimate about that par-
ticular entity. The research on social media analytics broadly covers several dis-
ciplines, including bio-informatics, psychology, sociology, and anthropology. 
Marketing has been the primary application of social media analytics in recent years. 
User-generated content (texts, images, videos, and bookmarks), relationships and 
interactions between the network entities (people, organizations, and products) are 
the primary sources of information in social media. Social media analytics can be 
classified into two groups: content-based analytics and social network analysis. 

Content-based analytics – It focuses on the data posted by users on social media 
platforms. It is possible to perform text analytics, audio analytics, video analytics, etc. 
from such social media data, which is often voluminous, unstructured, noisy, and 
dynamic. 
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Social Network Analysis (SNA) is also called structure-based analytics and deals 
with mapping relationships and flows between the entities (denoted as nodes in the 
graph). Nodes in the network denote people and groups while the links denote the 
relationships or flow between the nodes. SNA helps predict the links (line pre-
diction) among nodes and predict communities or hubs (nodes having many 
connections). Example: How many degrees of distance are you from MS Dhoni on 
Facebook? SNA has also been applied in various applications such as anthropology, 
bioinformatics (protein structure evaluation), communication studies, economics, 
geography, history, information science, organizational studies, social psychology, 
etc. Analysis of networks consisting of millions of connected nodes is computa-
tionally costly. However, social computing is a hot cake at present in the Internet- 
based companies. Processing high dimensional data was already a tough task in 
current scientific research. Early, we did dimensionality reduction (using PCA, 
LLE, etc.) with less loss of information as possible. Remember, Big Data should 
not be restricted in minimizing dimension. 

6.7 Conclusion 
Application of Industry 4.0 in the education system is inevitable in the future. 
Educators are keen to deploy Industry 4.0 in academic sectors to ease teaching and 
learning. To enable a smart education system, IoT-enabled environment is es-
sential to observe the smart classroom. Cloud computing is used to offer storage 
and computation as a service online. Artificial intelligence and augmented reality 
certainly can transform the teaching system as human-like soon. Despite it benefits 
a lot, classical classroom teaching will also remain and coexist with the latest 
technologies. 
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Objectives 

Text analytics is used to analyze the large volume of natural text, and it 
discovers lexical or linguistic patterns from the unstructured documents. The 
techniques of machine learning and natural language processing are used to 
elucidate the information overload problem. Preprocess the documents, 
storage of intermediate representations and analysis of represented docu-
ments, and visualization of results are the significant steps in text analytics. It 
is the confluence of different areas such as statistics, computational 
linguistics, and Artificial Intelligence. Big Data is a concept designating a 
tremendous amount of information within the system of structured, semi- 
structured, and unstructured. Text analytics in the Big Data domain is a 
scheme of taking out and producing advantageous data and insights from 
structured and unstructured data, making knowledge management more 
efficient via its categorization, visualization, and analysis. Hence, text 
analytics is necessary to analyze the massive volume of unstructured data. 
Text analytics becomes essential for the different domains such as healthcare, 
social media, education, telecommunications, industrial automation, aero-
space, defense, weather forecasting, and so many. In future industry 
revolution 4.0, text data analytics would be an essential task and produce 
optimal results. The key aim of this chapter is as follows:  

■ This chapter explains the background of text analytics and the need for 
text analytics.  

■ It also discusses the various text analysis techniques.  
■ It also addresses the research challenges and issues of text analytics.  
■ The tools for text analytics are also discussed in this chapter.    

7.1 Introduction 
Text analytics, i.e. analyzing text information, is the method of originating unique 
inferences from the unstructured textual data previously unknown. It is the con-
fluence of various research fields like data mining, database, artificial intelligence, 
library science, information science, computational linguistics, statistics, etc.; it is a 
combination of humanistic and computational technologies. 

Text analytics is an emerging field, hence text data is gaining more importance. 
The unstructured text data is establishing in informal settings like news blogs, web 
pages, e-mails, online chats, social media, etc. Data mining techniques can handle 
the structured data while text mining concerns semi-structured or unstructured 
data. It consists of various technologies for analyzing the semi-structured and 
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unstructured data (Sebastiani, 2002). The main motive of text analytics is to 
convert the text into numeric and derive the hidden knowledge from them. 

Big Data is a concept designating a tremendous amount of information and is 
typically structured, unstructured, and semi-structured. Though the amount of 
information is not significant, it is extremely important what organizations do with 
the data (Bifet, 2013). Every digital process and every sharing of social media 
produces Big Data. Text analytics in a Big Data environment is the evolution of 
analyzing huge quantities of unstructured or semi-structured data to evaluate 
hidden patterns, industry dynamics, unknown associations, consumer preferences, 
and some other useful purposes. Data defines the raw fact for information until it is 
sorted, organized, and analyzed. The technology was developed and used in all 
facets of lifestyles, increasing the need for larger information to be stored and 
processed. As a result, various structures were built that involves cloud storage that 
assists enormous documents. Even though large statistics are responsible for data 
collection and processing, the cloud attempts a secure, open, and accessible plat-
form for large statistical configurations (Cloud Security Alliance, 2013). 

7.1.1 Need for Text Analytics 

The amount of text data is increasing rapidly every second. Text is being important 
in various domains such as healthcare, social media, education, telecommunica-
tions, industrial automation, defense, weather forecasting, internet of things, and 
aerospace. Machines and humans produce and consume plenty of unstructured 
and semi-structured data in all those domains. Hence, there is a need to analyze the 
enormous dimensions of unstructured or semi-structured data.  

■ Text analytics is great support for organizations handling the huge volume of 
text data because the methods and techniques of text analytics can identify 
and determine the relevant insights from the text contents.  

■ It enables better decision-making and automates the process. 
■ Therefore, text analytics is significant because of its scalability, ease of un-

derstanding, real-time analysis, and consistent criteria. 

7.2 Text Analytics: Big Data Environment 
The way to perform text analytics process in Big Data platform is shown in 
Figure 7.1. 

7.2.1 Text Data Collection 

In text analytics, the input considered for analysis should be good and reasonable. 
Because of this reason, high-quality data is collected and used for further analysis 
tasks. Generally, the data used for text analysis is in semi-structured format or 
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unstructured format (Talib et al., 2016). The unstructured data is raw data that 
contains text or multimedia content. This unstructured data can be generated and 
used by the human or machine. Such unstructured data can be obtained from news 
blogs, articles, e-mail, social media data, and web pages. Data based on web pages 
are becoming more prevalent in the applications of text analytics because of its 
availability, low cost, and accessibility. The important quality dimensions of text 
data are accuracy, relevancy, completeness, security, and ease of operation as re-
presented in Figure 7.2.  

■ Accuracy: It refers to the degree to which an event or object represented 
accurately reflects the data.  

■ Relevancy: The degree to which information is provided in the same format 
and is relevant to past data.  

■ Completeness: When it meets standards of comprehensiveness, data is 
deemed complete.  

■ Timeliness: Is the data properly available when it is needed?  
■ Interpretability: The data definition like symbols, languages, and units are 

clear.  
■ Accessibility: The information is easily and quickly accessible.  
■ Ease of Operation: The data can be easily operated and maintained.  
■ Security: The information is maintained with its security. 

7.2.1.1 Data Collection Methods 

Some of the important methods of data collection (Kabir, 2016) are listed as follows:  

■ Questionnaires: To collect information from respondents, a questionnaire 
or form or survey is a study method comprising of a set of queries and other 
prompts. 

Figure 7.1 Big Data architecture for text analytics.  
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■ Interviews: Conducting an interview requires asking questions and ob-
taining feedback from the participants. There are several ways of interviews, 
like individual meetings, face-to-face meetings, and group discussions.  

■ Direct Observations: Normally, observation is an organized method to 
gather data by perceiving people in usual circumstances. Direct observation is 
significant because it provides real-time information about the way to con-
duct the study. The drawback of direct observation is, it can be vulnerable to 
bias and imprecision because people act differently when they are observed 
by someone. 

■ Case studies: Comprehensive examinations of a particular individual, or-
ganization, incident, or society are case studies. Data is typically obtained 
from several sources and using a range of various approaches. 

■ Surveys: Surveys offer a way to quantify the attributes, knowledge of ser-
vices, attitudes or beliefs, and community needs. To track improvements 
over time, repeating surveys at regular intervals can help. 

7.2.2 Data Storage 

Nowadays, text analytics has been extensively used by a variety of new technolo-
gies. Hence, the size of text data is increasing exponentially in digital form. The 
Hadoop Distributed File System (HDFS) is used to store the vast amount of 

Figure 7.2 Quality dimensions of text data.  

Text Analytics in Big Data Environments ▪ 129 



unstructured data collected from various sources. It is designed for operating on 
commodity hardware because it is a distributed file system. HDFS provides ex-
cessive quality of access to the stored data (Hadoop, 2015). So, managing a large 
amount of data is very useful in this storage. This distributed file system will serve 
as an interface for master slaves. Two major nodes are used in this architecture, 
name node, and data node. 

Name node is liable for managing HDFS file metadata. This metadata contains 
different HDFS file information such as file name, file permissions, file length, 
blocks, etc. Its responsibilities are implementing various namespace processes such 
as opening, closing, renaming the files or folders. Whenever a file is stored in 
HDFS, it is broken down into blocks (Hadoop, 2015). The block size is 64 MB, 
by default. For quicker data transfers, these blocks are repeated and processed 
around the various data nodes. Name node maintains a data node mapping of the 
blocks. Data nodes are used to read and write requests from clients with the HDFS 
file system. These are also responsible for making block replicas and testing 
whether or not the blocks are compromised. It leads the beep messages to the name 
node in the form of block mappings. 

7.2.3 Text Preprocessing 

A document consists of many characters and the characters are combined to form 
the terms or words. These terms are the main factor for the text analytics process. 
The collection of terms is often called a dictionary or vocabulary. Text pre-
processing is a prerequisite in correctly interpreting the documents (Isa et al., 
2008). Preprocessing of text documents have the primary goal of reducing storage 
space and query processing time (Mirończuk & Protasiewicz, 2018). Normally, 
preprocessing methods depends on natural language processing (NLP). The sig-
nificant stages included in text preprocessing are tokenization, standardization, 
removal of stop word, and stemming. It removes the unnecessary information from 
the raw text data in each stage. 

Tokenization: Tokenization is the procedure of cutting text information into 
tokens, which can be words, phrases, symbols, or any other recognizable elements. 
The token list is used as input for more analysis along with text mining or parsing. 
Both computer science and linguistics support Tokenization, where it practices the 
part of the lexical analysis (Feldman & Sanger, 2007). The tokenization process 
usually happens at the term level. But, defining what is meant by a “term” is often 
tough. 

Standardization: This is the process of converting the text into lower case 
letters. Then the numbers, punctuation, and symbols are eliminated in this pro-
cess. Some documents can have extra spaces and these extra spaces also deleted in 
this step. This process will prevent the possibility of the occurrence of the same 
word with different dimensions. For example, the text terms, “Data” and “data” is 
considered as the similar word (Anandarajan & Nolan, 2019). 
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Stop word Removal: Stop word is a common word that is cleaned out before 
handling natural language text (Silva & Ribeiro, 2003). In the English language, 
“and, the, are, is, to” are the most common stop words. A group of stop words is 
recognized as a stop list. These stop words have no value in the text analytics 
process. There are several stop word list is existed and it includes different lan-
guages and methods. 

Stemming: Stemming reduces the fluctuated text words to base words, root 
words, and stem words. Stemming involves dropping a word suffix to eliminate 
vocabulary dimensions (Porter, 2001; Lovins, 1968). Words with a common 
origin hold a related meaning. The words would then be grouped into a symbol. 
There are exemptions to the root of words with a similar meaning. However, the 
extra decrease in length also costs the price of a few words mistakenly categorized 
(Manning et al., 2008). 

7.2.4 Text Analysis 

Text analysis is the automated process of originating trivial knowledge and facts 
from a massive amount of text documents. In this stage, typical data mining 
techniques are combined with the text mining process to discover interesting and 
important patterns from the huge volume of unstructured documents. The process 
of text analytics is shown in Figure 7.3. 

7.2.4.1 Text Classification 

Text classification (TC) (Agarwal & Mittal, 2014) is also termed as the text cate-
gorization. It is the process of allocating the text documents into one or more ca-
tegories or no group at all based on their contents. A category emphasizes the relation 
between both the information or knowledge subjects and objects. It involves defining 

Figure 7.3 Text analysis.  
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a document’s recurring motifs by putting it in a predefined collection of topics. Once 
the document is classified, a computer system will usually view the document as a 
“word bag” ( Joulin et al., 2016). As with information extraction, it does not try to 
process the real information. Comparatively, the classification procedure is used to 
count the words that occur in the document, and the relevant topics addressed by the 
document are defined from the counts. This usually relies on a thesaurus for which 
subjects are predefined, and relationships are described by the quest for specific 
words, narrow terms, synonyms, and related terms. This can be used in a variety of 
application domains. Most businesses and industry sectors have customer service or 
need to be forced to answer their customer’s questions on a variety of topics. 

In natural language processing, text classification is a routine job with a broad 
range of applications that are related to sentiment analysis, intent detection, spam 
detection, and topic labeling. Text classification plays a significant role in multiple 
information management systems because of the massive progress of unstructured 
text data on the web. The text being an exceedingly rich source of information and 
the extraction of knowledge would be a time-consuming and complex task. Hence, 
text classification is utilized for structuring the text document, which enhances the 
decision making and the automation processes. Preprocessing and dimensionality 
reduction are vital steps in text classification because the high dimensional text 
serves as the important challenge in text classification (Nigam et al., 2000). This in 
turn enhances the speed and the accuracy of the classification. Dimensionality 
reduction tasks are categorized into two subtasks. They are feature extraction and 
feature selection. Feature selection and extraction are used to rise the precision, 
scalability, and efficiency of the text classification by constructing a vector space. 

At this point, the amount of knowledge available on the internet is growing 
drastically (Ikonomakis et al., 2005). As a result, the classifier is used to auto-
matically detect the text documents in order to determine the appropriate category 
for an unstructured document. Automatic text classification highly depends on 
machine learning algorithms. It automatically creates the classifier by acquiring the 
characteristics of the categories from a predetermined collection of similar docu-
ments (Sebastiani, 2002). Spam filtering, e-mail routing, topic tracking, sentiment 
analysis, and web page classification are all examples of text classification. 

Text classification can be performed in a manual and automatic way of clas-
sification. In the manual approach, a human annotator infers the text content and 
categorizes the text documents based on the content (Krippendorff, 2012). This 
approach yields superior results; the major drawback of this approach is that it 
requires more time and too expensive. To automate the system, the advanced 
techniques like natural language processing and machine learning were introduced. 
In automated systems, the approaches are grouped into three categories: machine 
learning-based system, rule-based system, and hybrid system.  

■ Rule-Based System – These are used to categorize the text into structured 
sets by utilizing the linguistics rules. These rules train the system to utilize 
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the semantically and syntactically related components in the text to identify 
the relevant classes that are related to the context. Every rule must know the 
knowledge about the categories as well as the predicted category 
(Sebastiani, 2002). 

■ Machine Learning System – In this approach, text classification is per-
formed by learning which helps to categorize the text documents based on 
the previous perceptions (Mirończuk & Protasiewicz, 2018). Machine 
Learning algorithms will learn by analyzing the training data and to find out 
what type of relationships exist among the text. Text classification based on 
machine learning algorithms is especially more precise than the rule-based 
system. Naive Bayes, Linear Regression, Decision Trees, Random Forest, 
Support Vector Machine, and Neural Networks (Debortoli et al., 2016) are 
some of the prominent machine learning algorithms. 

■ Hybrid System – The hybrid system is the combination of both the ma-
chine learning system and rule-based which improve the efficiency of the text 
classification system. It can be efficiently modeled by accumulating detailed 
rules for conflicting tags. 

Table 7.1 gives the details about the types of text classification algorithms. 

7.2.4.2 Text Clustering 

Text clustering is a method of segregating a collection of documents in typical 
groups established on the correspondence of the text. The cluster community 
which includes the shapeless format also deals with the similar format (Abraham 
et al., 2006). It was commonly used to efficiently search, organize, compile, 

Table 7.1 Classification Algorithms      

Algorithms Descriptions  

Text 
classification 

Rule-based system Based on the linguistics rules. 
Requires deep knowledge. 
Time-consuming. Difficult to 
maintain. 

Machine learning- 
based system 

Rely on the past insights. Does 
not require more training data. 
Easy to maintain. Accurate 
predictions. 

Hybrid system Grouping of rule-based and the 
machine learning. It is used to 
fine-tuned by the addition of 
the specific rules. 
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summarize, and retrieve massive quantities of text documents (Abraham et al., 
2006). Primitively, the clustering of documents is used to boost the quality of the 
knowledge recovery program. Text clustering is a competent way of finding a single 
document nearest neighbor within the sets of records. The clustering technique is 
now used to surf a document set and to standardize the results provided by the 
search engines based on the query which is given by the users. 

Text clustering is often used to identify the relevant dimensions and to mean-
ingfully denote the dimensions (Abraham et al., 2006). The documents in the 
knowledge discovery system are defined as multifaceted high-dimensional documents. 
Broad document clustering applications are automated topic extraction, a grouping of 
documents, and the retrieval of information. Nonetheless, a number of significant 
research has been performed in the field of text clustering, which necessitates the 
fortitude to improve and enhance the accuracy of the text clustering method. 

The hypothesis of text clustering is the related documents seem to be more 
similar than the nonrelated documents. This is an automated process of grouping the 
relevant documents into a single group related to the document’s content without 
any predefined training or taxonomies. Topic extraction, fast information retrieval or 
filtering, and automatic document organization are applications of text clustering. 

Text clustering may be used in various chores such as grouping the similar 
documents, such as news, feedback, tweets, customer analysis, and identifying the 
meaningful instincts from the documents (Zhang et al., 2010). Text clustering is 
categorized into different types, such as hierarchical, agglomerative, and flat clus-
tering algorithms.  

■ Hierarchical Clustering – It consists of a single link, group average, ward’s 
method and the complete linkage (Xu & Wunsch, 2005). Hierarchical-based 
algorithm utilizes the process of aggregation or division to frame the docu-
ment into clusters in a hierarchical structure. These types of clustering are 
more suitable for surfing the applications. Though they seem to be promising 
in clustering text providing in-depth information for a comprehensive ana-
lysis, it often endures efficiency complications.  

■ Flat Clustering – This algorithm will make the flat group of clusters without 
any specific structures (Manning et al., 2008). The algorithm is established 
by utilizing the k-means and the variants, which are more efficient and 
produce a substantial amount of information that are required. 

Apart from the categories mentioned above, many more algorithms belong to 
distribution models, density models, subspace models, graph and signed graph 
models, and neural models also available. Each algorithmic model for the clus-
tering in the text differs only by understanding what constitutes the cluster and the 
efficient way of finding the clusters (Mohammed et al., 2015). 

The initial step in the process of text clustering is parsing, which converts the 
text documents into smaller units (words and phrases) known as tokenization. 
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Popularly used tokenization models are bag of words and the N-gram. The next 
step proceeds with the minimization of the inflected words known as stemming 
and grouping of the inflected words into a single term known as the lemmatiza-
tion, the following step removes the stop words, punctuation’s, and computes term 
frequencies in the document. 

Finally, clusters, which are the variety of the documents based on the features, 
were generated (Abraham et al., 2006). The cluster models’ efficiency is evaluated 
by the various performance metrics such as cluster purity, recall, precision, etc. The 
single difference that separates the text clustering and the classification is the 
former is processed in an unsupervised manner and the latter is processed in a 
supervised manner. 

7.2.4.3 Text Summarization 

Text summarization refers to the procedure of shortening the huge volume of 
documents. Text summarization aims to create a concise and smooth overview of 
documents and is achieved in two different ways: extraction-based and abstraction- 
based summarization (Gaikwad & Mahender, 2016). The method of extractive 
text summarization involves dragging and merging key phrases from the source 
document to produce a summary. 

The extraction is performed in accordance with the given metric without 
changing the text. The abstractive summarization involves the portions of the 
source document being paraphrased or shortened. Once abstraction is im-
plemented in deep learning problems for text summarization, the grammar con-
tradictions of the extractive approach can be resolved. The abstract text analysis 
algorithms create new sentences and phrases that excerpt the most beneficial in-
formation from the original text (Tas & Kiyani, 2007). 

7.2.4.4 Sentimental Analysis 

Sentiment analysis is used to clarify the document that holds the emotions that can 
be either positive or negative. There are several uses for sentiment analysis, par-
ticularly for businesses. It benefits companies to evaluate community opinion on 
the product, the impact of ads, or the responses to product releases (Liu, 2012). 
There are two significant methods to sentiment analysis: lexicon or dictionary and 
learning or corpus. The method to the lexicon assigns a polarity to terms from a 
dictionary generated in advance. The dictionary describes a word with its polarity. 
When the lexicon includes a similar term or sentence that looks in the text, it 
returns its polarity value. On the other hand, the learning-based approach creates 
an automated sentiment classifier for a formerly annotated document with senti-
ments. From here, a trained is applied to the unknown data to discover the sen-
timents (Nasukawa & Yi, 2003). 
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7.2.4.5 Topic Modeling 

Topic modeling is also known as probabilistic topic modeling, which is the 
unsupervised method to automatically understand the topical information from 
the unstructured text documents. The topics in topic modeling are defined as the 
distribution of probability over the terms of the specific document. It can either 
be a single or multiple membership model, in which the documents belong to a 
single topic or a mixture of multiple topics respectively. Topic modeling is based 
on various methods such as dynamic topic modeling, LDA-based topic mod-
eling, supervised topic modeling, correlated topic modeling, and structural topic 
modeling (Blei, 2012).  

■ LDA Topic Modeling: Latent Dirichlet Allocation (LDA) is a procreative 
probabilistic model underlying two assumptions: a distributional and a sta-
tistical hypothesis. This method aims to map the documents into a collection 
of topics that covers the distribution of the words in the document. In this, 
the documents are exchangeable and the document topics are independent 
(Blei et al., 2003).  

■ Correlated Topic Modeling: This model is the hierarchical model, which 
correlates the latent topics. This is the extended version of LDA, which does 
not satisfy the assumption of topic independence while it is the mixture 
model. This approach determines the more flexible model than LDA. It 
measures the normal distribution and structural covariance among the topics 
(Blei & Lafferty, 2007).  

■ Dynamic Topic Modeling: This category of model incorporates LDA, which 
models the document topics in sequential order. It involves data splitting and 
creating time-dependent groups based on the month or year. This method uses 
the logistic-based normal distribution (Blei & Lafferty, 2006).  

■ Supervised Topic Modeling: It uses the labeled documents for topic 
modeling, which is similar to the text classification. The class variables are 
associated with each document, and the variable is the response to topic 
modeling. To estimate the model, the variation expectation-maximization 
model is employed (Anandarajan & Nolan, 2019).  

■ Structural Topic Modeling: It is the semi-automated process to model the 
topics. It incorporates the Metadata and covariant in the text analysis. This 
task is useful for open-ended text documents. To estimate the model, the 
selected topics and covariates are compared (Anandarajan & Nolan, 2019). 

7.2.5 Result Interpretation 

The retrieved results are interpreted and it is important to the users to get the 
knowledge. To interpret the extracted knowledge from the unstructured docu-
ments, various efficient visualization techniques and tools are available. 
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7.2.6 Visualization 

Pictorial presentation of information and data is termed as data visualization. Data 
visualization tools offer a reachable mode to perceive and recognize the move-
ments, patterns, and outliers in data with the usage of visualization elements such 
as graphs, charts, and maps. In the Big Data period, the tools and skills are more 
significant for analyzing the vast quantities of information and making decisions 
(Keim et al., 2013). It is also another form of visual art. There are many types of 
data visualization available like graphs, charts, maps, tables, infographics, etc. Some 
of the distinct methods for data visualization are bar chart, bubble chart, Gantt 
chart, heat map, histogram, word cloud, scatter plot, text table, timelines, etc. 
(Wang et al., 2015). There are various visualization tools such as Google data 
studio, Tableau, and looker are avilable to process the text results. Some of the 
sample charts for text analytics are depicted in Figure 7.4. 

7.3 Applications of Text Analytics 
Text analytics has gained significant prominences, and it is used in various in-
dustries for various purposes like healthcare, education, industry, social media, etc. 
Some of the applications are (Kim et al., 2014):  

■ Social Media: Social media data is unstructured data, which is used to track 
several fragments of information that are shared online. Text analytics are 
applied to social media platforms to find deeper visions.  

■ Banking: With the massive quantities of information flowing through 
banks, new and creative ways of processing Big Data are being found. It is 
most critical that the consumers are thoroughly understood and their joy 
enhanced around the same time. Reducing the risk of fraud activities of also 
ensuring regulatory enforcement is equally paramount. Big Data provides 
huge insights, which additionally includes innovative technology from fi-
nancial institutions.  

■ Education and Research: Educators equipped with data-driven knowledge 
could greatly influence the program, students, and curriculum for the in-
stitution and colleges. By analyzing Big Data, they can identify students’ risk, 
ensure adequate growth for teachers, and introduce a better framework for 
evaluating and supporting education administration. Apart from this, there 
are many research areas that are using text analytics like, clinical text mining, 
IoT, speech to text analytics, bioinformatics, etc.  

■ Healthcare: When Big Data concerns healthcare, in some situations, it needs 
to be done efficiently, easily, and reliably, with adequate clarity to meet the 
strict regulations of the industry. By using Big Data efficiently, healthcare 
professionals can discover unseen perceptions that enhance patient care. 
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■ E-Mail Filtering: To clean the spam of e-mail, these analytics are helpful. 
Different approaches are used to reduce spam that is the virus entry point.  

■ Manufacturing: Equipped with an understanding that Big Data can have, 
industrialists will at the same time achieve the highest quality and production 
while reducing risk and waste. Many companies are operating in a culture 
focused on analytics, which means they can fix the manufacturing defi-
ciencies earlier and become more involved in the business verdicts.  

■ Business Intelligence: The creation of customer relationships is crucial to 
the retail enterprise, and they can exploit, i.e. to handle Big Data. Merchants 
requisite to consider the top publicizing methods for consumers, the most 
successful approach is to handle sales, and perhaps the most efficient method 
of doing business that has lapsed.  

■ Fraud Detection: Text analytics has helped to expose the allegations of fraud, 
benefiting the insurance industry in general. Companies can now process the 
claims at a much faster rate without using text mining to fall back on false 
claims. 

7.4 Issues and Research Challenges in Text Analytics 
Text analytics in a Big Data environment has a lot of research challenges and issues 
as follows:  

■ Data Collection: Data collection is significant in a Big Data environment. 
Because Big Data consist of six V’s. Hence, data collection is based on vo-
lume, variety, velocity, variety, value, veracity, and variability (Granello & 
Wheaton, 2004).  

■ Data Storage: Big Data being enormous and composite. Automated storage 
tiering (AST) is a feature of the storing software that dynamically transfers 
data amid different disks. Furthermore, AST is not concerned with device 
protection, where the data is put. Thus it raises another data storage security 
problem (Pipino et al., 2002). 

■ Data Cleaning: Nevertheless, the cleaning of unstructured text data, pri-
marily high frequency broadcast real-time data, presents various problems 
and challenges to the research (Rahm & Do, 2000). 

■ Data Aggregation: This process task involves the collection and in-
corporation of clean data derived from massive unstructured data. Big Data 
regularly groups the various online events such as retweets, Tweets, Facebook 
likes and microblogging (Edwards & Fenwick, 2016). Aggregated data may 
contain some deficiencies, and they should be rectified before proceeding 
further.  

■ Data Modeling: After the data is collected, cleaned, stored, processed, and 
implemented, Big Data processing and modeling can come in. Traditional 
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data analysis and modeling techniques address the complexity of schema- 
enabled data relationships. As Big Data is habitually heterogeneous, noisy, 
dynamic in nature, and unreliable, these criteria do not put on in this context 
to schema-less databases, nonrelational.  

■ Visualization: Visualization techniques are used to depict the data in a 
conceptual manner. It also provides efficient and interactive information 
using graphical illustrations. These are used to represent different sizes of 
data effectively which in turn reduces the data scalability issues. Visualization 
is becoming increasingly necessary considering the scale of the data involved.  

■ Data Privacy and Security: Once the resource for Big Data is developed, 
the data must remain protected, ownership and IP issues set on, and con-
sumers should provided with various access stages. 

7.5 Tools for Text Analytics 
There are many tools and software available in the market for text analytics. Some 
of them are listed below (PAT Research).  

■ DiscoverText: This software provides a competent basis for extensive data 
analytics. This tool can integrate the data from various sources. The main 
features of this tool are, it classifies the documents via automatic and manual, 
it also ascribes the memos to the datasets, documents, etc.  

■ Google Cloud Natural Language API: It offers the more powerful machine 
learning algorithms for text analytics. The main features of this API are 
syntax analysis, sentiment analysis, text analysis, and content classification.  

■ IBM SPSS: It surveys the unstructured text and transforms them into a 
quantitative model. The main features are automated categorization, data 
management, and effective visualization. 

■ Meaning Cloud: This tool is used to extract meaningful insights from un-
structured data like social media, documents, and articles. The main features 
are text classification, language identification, topic modeling, and 
summarization.  

■ Microsoft Azure: It detects the topics, key phrases, and sentiments from the 
unstructured text content. The main features are its in-built machine 
learning techniques and nonrequirement of training data.  

■ SAS Text Miner: It determines the information from the collection of 
documents automatically. The features are that it consists of high-performance 
text analysis, automatic Boolean regulation, and multiple language support. 

■ Startifyd: It consists of machine/deep learning and natural language pro-
cessing algorithms. It analyzes both structured and unstructured data and has 
the customized widgets and interactive dashboards. 
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■ Bitext: It has grammar-based methods for sentiment analysis, and it supports 
more than 20 languages. The main features are entity extraction, topic ex-
traction, and linguistic approaches.  

■ Smart Logic: It is a content intelligence platform for text analytics. It derives 
human intelligence from the collection of documents. It consists of enhanced 
information discovery, sentiment analysis, and process automation.  

■ Word Stat: It is the powerful content analysis and text analysis to handle a 
vast size of unstructured data. It relates the unstructured data with structured 
data for analysis. 

7.6 Conclusion 
At present, the data in organizations are increasing exponentially. Due to its large 
volume and fast arrival nature, conventional data mining methods cannot deal with 
Big Data. The most difficult aspect of Big Data is not about collecting but about 
handling Big Data. The collected data is unstructured form, and it must be pre-
processed before analyzing the data. After preprocessing, these data can be used for 
several forms of analysis. Yet because of its features, the conventional methods 
struggle to accommodate and control Big Data. The development of new tech-
nologies and algorithms is required to manage text in a Big Data world. This study 
explored text processing, principles, process flow, research problems, and text 
analytics functionalities in the Big Data context. Different tools used for text 
analytics are also discussed in this chapter. 
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Objectives 

In the current digital world, data analytics has become more vital to get 
deeper insights into data to infer unexplored knowledge. Particularly, data 
analytics is very much essential for the business domain that helps business 
organizations to increase their growth. In business data analytics, a set of 
algorithms are incorporated to analyze the past and present business data, to 
obtain the hidden knowledge that can lead to making better decisions. 
Education 4.0 focuses on the schemes to learn and it aligns with the rising 
fourth revolution among the industries. The mass infiltration of data that are 
generated through the user paved the way for Big Data analytics that impacts 
everyday lives. The process of decision making is enriched with the help of 
analytics. Tremendous benefits have been witnessed in recent years due to the 
use of Big Data. To business, technology is to keep the customer and the 
company closer. The new trend of business firms embarking on the projects of 
Big Data shows the massive development in the world of business. The 
interesting aspect of business analytics is to facilitate better customer services 
and to generate new products. Understanding the necessities of the customers 
and devising modern methods to satisfy them are exceptional fields that have 
helped to enhance the quality of new services. This chapter is about an 
overview of Education 4.0, Big Data analytics and business analytics, and the 
impact of Big Data analytics on Education 4.0 as well as business analytics. 
Some of the research perspectives in these domains are also projected.    

8.1 Big Data Analytics and Business Analytics:  
An Introduction 

The data are generated through internet usage and the size of the data is also grown 
exponentially. The generated data consist of both structured and unstructured 
data. The proliferation in the growth of the data needs advanced approaches to 
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store, capture, and process the data that lead to the initiation of Big Data tech-
nology. Various researches and implementations based on Big Data have been 
conducted over a decade by researchers. This revolution is due to the increased 
areas of applications in the education system, decision making in business, 
healthcare industry, and other network optimization approaches. 

Business analytics (BA) is the exploration and iteration of business organi-
zation data with an accent on statistical examination. Data-driven decisions are 
made with the assistance of business analytics and companies use analytics that is 
committed to judgment on the decisions. To attain deep insight into this area 
and impel the same in business planning, analytics has to be performed on the 
past business performance that refers to a continuous practice on iterative ex-
amination, numerical analysis, technologies, predictive modeling, and skills. 
New insights were framed based on the observation of business data and sta-
tistical methods. 

Business intelligence (BI) focuses on a set of metrics that are used in measuring 
the previous performance and regulation on business planning and it is associated 
with management science. Business intelligence is a contrast factor of business 
analytics. Automated and human decisions are attained from the result of analytics. 
Big Data and business analytics are the recent trends that are optimistically at-
tracting the business world. Development in the industry made data analytics and 
business analytics the most needed factors. Revolution in technology is termed as 
4.0, and the relevant teaching concepts are stated as Education 4.0. 

The development of Industry 4.0 has motivated the expansion of Big Data 
analytics, cloud computing, Internet of Things (IoT), business analytics, and 
Artificial Intelligence. The correlation between Industry 4.0 and the modern 
education system has insisted the educational institutions make education meet the 
modern industrial requirements. The education pattern and the curriculum have 
been framed based on the current needs, and it educates students with skills of 
technology, science, statistics, mathematics, artificial intelligence skills, and en-
gineering. Recently, the approaches like Big Data analytics and business analytics 
have been developed to process the massive size of the data that are created by 
various business groups. Consequently, each business organization necessitates 
rapid insights into the ever-rising volume of transactional data. Analytics on the 
real-time data assists to look at the previous data and foresee the prospects of the 
future. The main intention behind Big Data is to attain effectiveness in business 
operations, proliferation in the economy, and enriching the standard of the society 
(Grover et al., 2018; Chahal et al., 2019). 

The remaining sections of this chapter are organized as follows: Section 2 
discusses the digital revolution of education 4.0. Section 3 presents a conceptual 
framework of Big Data for industry 4.0, while Section 4 explores the business 
analytics in Big Data. Section 5 sketches the key applications and the sources of 
data for Big Data and business analytics. Section 6 discusses the challenges of Big 
Data in business analytics. And in Section 7, various research insights are discussed. 
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8.2 Digital Revolution of Education 4.0 
The fourth industrial revolution has brought many alterations in education. The 
invasion of the industrial revolution has made education extra versatile and has dis-
ciplined many digital physical frames as well as interaction among human–machines. 
Introducing a creative education system 4.0 has improved the education and skills for 
future learning. Augmented reality, virtual reality, and virtual classrooms have made 
several advancements in education. The usage of internet technology in education has 
resulted in the enormous growth of data. 

8.2.1 Education 4.0 

The chief intention behind Education 4.0 is to endorse the intelligence skills and 
smart observational as well as thinking behaviour of the students. The curriculum 
development in education is designed based on advanced technologies, tools, and 
other resources. Education 4.0 permits learners to utilize internet technology and 
other online educational information. It helps in promoting the business activity 
through the business skill development based on education system initiation 
among the students. 

8.2.2 Requirement of Education 4.0 in Industry 

The development in modern research has illustrated that education maintains pace 
with the environment of the learner and supports them with maintainable as well 
as secure prospects. Education 4.0 incorporates unique technology and a custo-
mizable education system. The revolutionized education system has introduced 
several learning tools, teaching aids, and learning management software that uplifts 
the standard of students to promote the growth of the industry. 

8.2.3 Benefits of Education 4.0 for Business Sector 

Education 4.0 is also applicable for noneducators such as administrators and other 
business professionals. It mainly focuses on the optimum use and utilization of 
technological resources and the relevant tools. The business decisions were taken 
based on the initiation of business knowledge in the curriculum of the students. It 
produces the education system in a well-ordered way and generates better financial 
outcomes. By minimizing the incompetent costs of administration, it is applicable to 
attain the savings that all educational institutions still need. Second, administration 
can transmit to an additional proficient place of work and can employ a more 
valuable business model. Figure 8.1 outlines the evolution of the education system. 
Whereas Education 1.0 encourages practice memorization done through centuries. 
Later Education 2.0 encouraged learning through the internet. Education 3.0 en-
hances the consumption of knowledge and labour. Finally, Education 4.0 encourages 
all three versions as well as incite students to create. 
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8.2.4 Influence of Industrial Revolution 4.0 on Higher 
Education 

Higher education in the fourth industrial revolution (HE 4.0) is a vibrant door, 
rational, and openness that alters the consideration of the public and improves the 
standard of human living. The HE 4.0 has been activated by blending all the three 
former versions that have been modified by the working atmosphere in the mid-
point of the administrative centers. The blend of machines and humans minimizes 
the partitioning of sociological disciplines and humanizing the machines that are 
being practiced among science and innovation. Revolution in education has made 
several advancements in the teaching methods and enrichment in the contents. In 
this kind of education system, the availability of books, teaching contents, and 
other information is displayed through the internet. Numerous alterations have 
been made for future teaching approaches (Teaching tools 2012). Figure 8.2 shows 
the impact of the industrial revolution on Education 4.0. 

8.3 Conceptual Framework of Big Data for Industry 4.0 
The architecture of the conceptual framework is composed of four modules such as 
the design of the Big Data application, input data streams for pre-processing, 
distributed infrastructure and results. Figure 8.3 explains the conceptual frame-
work of Big Data for industry 4.0. 

Figure 8.1 Growth of education system.  

Business Data Analytics ▪ 149 



8.3.1 Big Data Application Design 

This module helps the system engineers to extend their own Big Data applications 
with the availability of visual editors. The developed applications are signified as 
directed graphs and the vertices help in denoting the data mining and machine 
learning methods as well as the construction of programmes. The generation of 
data takes place at the programming nodes and similar standards are used in 
handling the data from a variety of sources that is shown in Figure 8.4. The 
obtained data sources are integrated with varied programming nodes. Figure 8.4 
explains the Big Data analytics programming model, and Figure 8.5 displays the 
outline of the Big Data analytics and business analytics in the Hadoop framework. 

With the help of programming nodes, application logic is generated without 
taking the internal data and interfaces. A huge number of data sources were 

Figure 8.2 Impact of industrial revolution on Education 4.0.  

Figure 8.3 Conceptual framework of Big Data.  
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accumulated with the platform to reclaim the related information of varied features 
of a factory. The heterogeneity of the data results from disparate data formats. 
Therefore, the format of the data is a significant challenge in utilizing Big Data 
analytics in Industry 4.0. 

8.3.2 Preprocessing Input Data Streams 

This module is employed to change data into a general format that is used for 
further data processing. Pre-processing is developed based on data standardization 
that explains a general standard for obtaining unstructured, semi-structured, and 
structured data from numerous numbers and varied resources. To maintain the Big 
Data use cases, the instilled application requires rapid and scalable infrastructures. 
Preprocessing module plays a central role in the Big Data framework. 

8.3.3 Distributed Infrastructure 

The main phase of the Big Data platform is developed on a distributed infra-
structure. Automatics deployment of the application is carried on the distributed 
infrastructure that is a user-defined application. Depending on the use cases, the 
necessity for processing varies and it relies on the nature of the data. It supports 
multiple platforms of Big Data, namely Flink, Spark, and Storm. The design of the 
framework depends on the nature of the data format. Use cases and logic perform a 
major role in designing the framework. 

Figure 8.4 Big Data analytics programming model.  
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8.3.4 Distribution of Results 

Different kinds of forms are designed based on the interest of the parties and the 
results are forwarded to the relevant forms. The channel of every distribution is 
explained as a programming node in the visual editors. Users are permitted to 
select more than one channel of distribution to retrieve the results. In this way, 
some kind of production issues will be forwarded to the relevant staff. The 
manufacturing process is improved with this kind of framework and the data- 
driven decisions are enriched. Delivery of the output to the peripheral entities 
through web services for data visualization or supervising purposes is facilitated 
with this framework (Gokalp et al., 2016). Table 8.1 explains some of the tools 
that are used in Big Data analytics and their features are illustrated. 

8.4 Business Analytics 
To analyze the past transactions in a structured database management system 
(DBMS) business intelligence and business analytics were used. The arrival of Big 
Data and Big Data analytic approaches offer chances of attaining reasonable in-
sights into the data with the assistance of tools and processes. The implementation 
of the analytical process is observed in text analytics, structured data analytics, 
network analytics, web analytics, and mobile analytics. Due to the velocity and 
volume of the data, data analytical tools are used that identify the foreseen future 
and make novel discoveries. In business, the data related to business demand for 
business analytics and intelligence. 

Moreover, prominent business analytic approaches have been employed over 
the business data and business-oriented applications reported by a wide range of 
industries and business firms. In most of the developed countries, they have at-
tained success in the business with the incorporation of the Big Data analytic and 
business analytic approaches, and the developing countries have also been ex-
ercising the same method. Business analytics is the prioritized Information 
Technology in business firms that is identified by the international data corpora-
tion (IDC). The identification through various researches spotted the business 
practice and many of the business firms use traditional approaches for handling the 
data that is stored over the spreadsheet. Business analytics have shown sensible 
growth in many business firms. Nonetheless, it is widely applied in the business 
units or within the departments. 

Besides, business firms are in exploration of analytics which principally assists 
in enriching the bottom line, minimizing the costs, and some handling factors 
that raise risks. Meanwhile, business organizations have faced the arrival of 
business analytics with fear of meeting the feasibility, consistency, data accuracy, 
and even access of data. Most of the business firms lack in skills to execute the 
analytics and some of the business organizations have used the analytic process, 
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but they have failed to use the outcomes. Business organizations have used 
“analytics culture” to benefit from the advantages of their analytics in the in-
vestments. Therefore, establishing the bridge among the gap of the business 
group to utilize the Big Data and business analytics in their business data is 
essential for proficiency in making decisions and enhancing success rate in the 
business. These teams comprise Big Data analysts, business experts, Hadoop 
operators, Big Data architectures, and engineers. Figure 8.6 illustrates the Big 
Data analytics for business analytics. 

8.4.1 Business Analytics vs. Business Intelligence 

8.4.1.1 Business Analytics (BA) 

Recent researches have shown that business analytics is more proficient than the 
normal analytical process. It explores business data with an accent on statistical 
examination and performs an iterative operation. Data-driven decisions are 
carried out with the help of business analytics that the companies incorporate the 
analytics which is committed in judgment on the decisions. To attain deep in-
sight into business planning, analytics has to be performed on the past business 
performance that refers to a continuous practice on iterative examination, nu-
merical analysis, technologies, predictive modeling, and skills. New insights have 
been framed based on the observation of business data and statistical methods. 

Business analytics uses the blend of descriptive, diagnostic, predictive, and pre-
scriptive analytics. Descriptive analytics explains the occurrence of the data, diag-
nostic explains the reason for the occurrence, predictive explains future occurrence 
and prescriptive explains the future occurrence. Analyzed data is retrieved from the 
data of business reports, business databases, and cloud data. Business analytics per-
forms the operations of reporting the outcomes regarding the business intelligence. 

8.4.1.2 Business Intelligence (BI) 

Business intelligence focuses on reporting and querying the business data. It also 
includes the report of data from an approach called business analytics (BA). 
Moreover, business intelligence responds to the questions such as what is occurring 
now and where, and also what business steps are required based on the former in-
cident. Business intelligence (BI) focuses on a set of metrics that are used in measuring 
the previous performance and regulation on business planning and it is associated 
with management science. Business intelligence is a contrast factor of business ana-
lytics. Automated and human decisions are attained from the result of analytics. Big 
Data and business analytics are the recent trends that optimistically attract the 
business world. Development in the industry has made data analytics and business 
analytics the most needed factors. Revolution in the technology is termed 4.0 and the 
relevant teaching concepts are stated as Education 4.0 shown in Figure 8.6. 
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8.5 Applications of Big Data and Business Analytics 
Numerous areas of industry and business firms have gained needed data from the 
process of analytics through the technology called Big Data analytics. Proficient 
decision-making and effective data processing from the generated data are achieved 
by analytical process (Hashem et al., 2015; Wang et al., 2016). The key application 
areas of Big Data and business analytics are elucidated in Table 8.2. 

8.6 Challenges of Big Data and Business Analytics 
The data generated from various resources is turned to be Big Data that is not 
equal to good data. The data may come with imperfect data that is due to the 
concert of the imperfect world. Some of these issues are outlined below. 

8.6.1 Uncertainty of Data Management 

Due to the varied structure of data, they are generated across the world by various 
sources. Numerous challenges are raised while storing and managing the data. 

8.6.2 Talent Gap 

Big Data analysts lack in skills to handle the available Big Data–based technologies 
in the market. Apart from the aspects of Big Data management, the distinctive 
expertise has also gathered knowledge via the usage of tools and it is incorporated 
as a model of programming. 

8.6.3 Synchronising the Data Sources 

The needed data is imported into the Big Data infrastructure that has migrated 
from a variety of resources. Different transmission rates of the data may relay out of 
the synchronization. It is a major issue in Big Data. 

8.6.4 Issues with Data Integration 

As the count of data consumers increases, the necessity to maintain the growing 
collection of various instantaneous usages of users also increases. The increase of 
requirement spikes at any time in reaction to varied characteristics of the proces-
sing cycle of business. Integration of data and assuring the availability of data at the 
right time to the consumers of data is a huge issue. 
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8.7 Open Research Directions 
A tremendous amount of benefit has been attained by the use of Big Data and 
related tools. For a business class, this technology has made a close relationship 
between a company and the customer. The data generated in today’s world is huge 
and the variations of the data are also high. The researchers are developing various 
algorithms for offering security mechanism which assures the dynamic security 
features for the heterogeneous kind of the data (Ochoa et al., 2017). To analyze the 
data of various kinds, algorithms and relevant frameworks are developed. 
Moreover, other approaches in Big Data are aggregation and data cleaning. In the 
process of recent exploration of mobile big data, the method of data is examined 
for behavioral analysis, advertising the target, identification of crime regions with 
the hotspot significance, and supervision of disaster occurrences (Xu et al., 2016). 

The distinguished Industry 4.0 period applied sciences as huge data, synthetic 
intelligence, augmented reality, MR, and VR have a necessary role in schooling except 
for different areas. Big Data evaluation is one of the revolutionary science tendencies 
in the Education 4.0 era. Big statistics are consisted of data received from the traces of 
one-of-a-kind sorts of digital environments and offer a chance to analyze in ac-
cordance with the requirements.to consider information as huge data, it is anticipated 
that it will consist of five factors recognized as the 5V model: variety, velocity, volume, 
accuracy, and value. Big records evaluation has created new challenges and oppor-
tunities in schooling as nicely as many different fields.in mastering processes, it is 
viable to use large facts with the possibilities provided via learning analytics. 

Learning analytics is described as collecting, measuring analyzing, and re-
porting information about beginners to apprehend and enhance getting to know 
environments. The foundation of the innovative and productive training strategy 
of training four is primarily based on personalized learning in personalized 
learning, the content material has introduced the use of the most terrific learning 
methods and techniques to optimize gaining knowledge of experiences based to-
tally o the evaluation of students educational active, among different fabulous 
technological know-how developments and progressive applications, data analytics 
will be of precise significance for the education of college student with private 
learning difficulties. The synergy created by the way of studying analytics and 
synthetic brain permits the evaluation of performance, figuring out the relationship 
between materials, teachers, and programs, figuring capacity and needs, and 
creating instructional content material at exceptional stages of difficulty. It is of 
great importance to growing a gaining knowledge of application in line with the 
person mastering desires of this technology and to spotlight challenging issues. 
Student overall performance reviews received through gaining knowledge of ana-
lytics will additionally assist instructors to higher appreciate their students. In this 
manner, the will power of students will be made strong. 

In the close to future, the mixture of synthetic genius and smart structures is 
expected to enable laptop packages to predict pupil responses and assist instructors 
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to diagram their own customized, adaptive tutoring systems. The greater com-
puters become acquainted with learner behaviors, the greater computerized char-
acter assignment, grading, and creation of new content material is anticipated in 
the close to future learning and MOOC training. A growing quantity of statistics is 
viewed to be necessary for phrases of analyzing learner behaviors in online gaining 
knowledge of environments and growing mastering environments appropriate to 
the person profile. The use of large records evaluation and synthetic genius in 
educational processes is predicted to be automatic in the future with the aid of 
structuring courses, asserting and educational assets, and the use of dynamic al-
gorithms in accordance with scholar stages 

Deep learning-based approaches are automatically needed data illustration 
schemes for the analysis of huge data and are mostly employed in the fields of natural 
language processing, image classification, human activity recognition and medical 
diagnosis with electronic gadgets, and other information related to the cyber-physical 
system. Several deep-learning approaches have been developed for the estimation of 
data models of various variations. The Big Data area needs further research in data 
fusion for the well-organized examination of data. The assimilation of heterogeneous 
or homogenous data raises the reliability, generalizability and robustness of Big Data 
analytics algorithms. Areas that need to be researched in the future are Internet of 
Things (IoT)–related application with the incorporation of a cyber-physical system, 
assessments infusion for the improved generality and multiplicity and to handle the 
heterogeneous kind of data and recognizing the connotation of the modality of data 
(Nweke et al., 2018; Nweke et al., 2019). 

8.8 Conclusion 
Big Data applications and tools are used for analyzing the huge data that are 
generated from various resources. These tools were developed by various compa-
nies, namely Google, LinkedIn, Twitter, and Yahoo that are all open source tools. 
The developed tools have shown a low level of complexity that has made the 
researchers and programmers make use of them for data analysis. Big Data–based 
domain, and data flow models can eliminate the issues by permitting the pro-
grammers to continuously design new approaches that can use the most of real- 
time data. In business groups, individuals can rapidly establish small programs to 
explore whether there is any competence or issues with quality in the production 
and processing of services. These approaches are significant steps toward the 
Industry and Education Vision 4.0. 
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Objectives 

This chapter aims to focus on:  

1. To understand the meaningful data that have been gathering for 
decades, the Big Data movement occurring in and around the 21st 
century has found a resonance with banking firms. 

2. To understand the Big Data effect and usage of Big Data in the fi-
nancial or service or banking industry.  

3. To understand the feature, prospects, leverage, and significant role in the 
banking industry and also Big Data’s advantages in the financial sector.  

4. To recognize the various scenarios in big data in the banking, financial 
services, and insurance industries, where analytics is becoming increas-
ingly important and the potential benefits of new-age technologies.    

9.1 Introduction 
The first wave of the industrial revolution upheaval happened from the 17th century 
to the mid of 18th century. This industrialization the manufacturing yard goods 
began the shift of manufacture starting from homes to industrial units. Steam power 
and the cotton gin played a significant function in this period. The next revolution 
insurgency began in an assembly line on permitted knowledge specialization, re-
presented by the Ford engine mechanical production system in the 20th century. 
The third industrial revolution accompanied the quality control system through the 
Japanese approach and media transmission innovation utilization. Industry 4.0 
(European) or fourth industrial revolution is the utilization of Artificial Intelligence, 
robotics, inventive plan, and rapid figuring ability to upset creation, appropriation, 
and utilization. Monetary economics is contributory to a genuine financial system, 
and the motivation is to provide genuine manufacturing. The early fund was about 
the account of exchange and governments to take part in the war. Finance 3.0 was 
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the period of monetary-related derivatives, in which multipart subordinates turned 
out to be hazy to the point that financial specialists and regulators acknowledged that 
they became what called “weapons of mass demolition.” 

The basic meaning of Industry 4.0 is the gradient of new technologies such as 
Artificial Intelligence, cloud computing, and the Internet of Things (IoT). IoT 
implies that digital physical frameworks could connect among one another to deliver 
appropriate information and exchange in a dispersed production system. Industry 
4.0 is changing how manufacturing companies work together, shaping a new world 
that will carefully associate people, frameworks, and hardware through mechaniza-
tion. As conventional models of assembling keep on being disturbed by patterns, 
such as Artificial Intelligence (AI), organizations are at risk for falling behind because 
of the absence of crucial arranging outfitted towards authoritative change, digital 
challenges, and implementation. The premise for this year was mastering the fourth 
industrial revolution, or in laymen’s terms, how we will deal with the obscuring of 
lines among man and machine. Each past industrial revolution – marked by the 
advent of mechanical creation, the development of power, and the rise of the 
computer – represented a tremendous advance in human progression. The fourth 
industrial revolution marks the next stage in this movement, and driving organiza-
tions have just started to adjust their business approach for the digital age. 

9.2 The Effect of Finance 4.0 in a Nutshell 
Innovation has been changing how business organizations work, and it’s the same 
in the services industry like the finance industry. Innovation could bring that the 
budgetary foundations need to comprehend just not benefits of executing a specific 
innovation yet besides how it will affect their businesses. As the new technology or 
cutting edge innovations such as IoT, Artificial Intelligence, and robotics process 
automation are driving the next industrial revolution – alluded to as the next 
version of the industry. These innovations can change the finance industry with 
Finance 4.0. With such many sorts of innovations available, it is hard to determine 
which ones will be the most appropriate to your finance department. Past seeing 
how a piece of technology works, organizations need to remember the effect of 
innovation comparable to the guidelines governing the finance industry. 

9.2.1 Data Revolution 

Industry 4.0 has seen data supplant capital as the primary resource of driving how 
finance operates, with data at the focal point of plans of action. Amidst the data 
revolution, associations rely upon organized, sorted out data that isn’t just avail-
able. Finance has been creating fastidiously organized information for registering 
frameworks for a considerable length of time, as evidenced by protocols such as 
double-entry bookkeeping. Organized data has consistently been an essential piece 
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of finance. In any case, digital transformation and globalization have forced or-
ganizations to accomplish more with less, with many now adopting a data-driven 
approach, retaking a gander at empowering innovation that underpins granular 
details and integrated analytics (Figure 9.1). 

Data is nowadays not only the liability of each business but it is also a business- 
wide accountability as well. First, industrial revolution changed the nature of work 
forever by bringing people under the same roof, the fourth industrial revolution 
leads to inclination away from in-office functioning to further assert the 21st- 
century chestnut of café-working and beyond. Data-driven decision making and 
knowledge will lead to leaner, more efficient organizations. 

Without frameworks like enterprise resource planning (ERP), numerous as-
sociations are compelled to utilize different programmers across departments. ERP 
frameworks separate these data silos, helping businesses analyze data to utilize assets 
more adequately and productively, accordingly, bringing significant business value 
and understanding. Along these lines, much like Industry 4.0, finance is data 
driven, so it would be exceptional if the benefits of this new era did not carry over 
into the world of finance. 

9.2.2 What Does Finance 4.0 Mean? 

Detach Finance 4.0 from the previous version is the onset of blockchain or dis-
seminated ledger tools. The perfect approach to reflect on the subject is the 
structural design of the two different frameworks. Finance 3.0 and previous 

Figure 9.1 Data revolution in Industry 4.0.  
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structure were about hierarchical ledger structure, related to a pyramid, in which 
barter and arrangements between two parties are matured over a higher testimony. 
It is called “shadow banking” frame that money-connected controllers and central 
banks or financial service providers beneficially point the finger at on their in-
capability to observe or discontinue the most recent worldwide monetary disaster. 

9.2.3 The Revolution of Finance Industry 

Intellectual technology, such as the Internet of Things (IoT), Artificial Intelligence 
(AI), and other cutting-edge innovations, are propelling the global economy into a 
new digital era following the computer age. In this “transformative age,” industry 
disturbance is normal, and change to turn into a wise venture is the road to business 
endurance. The request for the day in this revolution is versatility. However, like 
never before, being nimble as a venture implies empowering readiness across orga-
nizational units in a manner that makes versatility, understanding, and cost-effective 
operation. All lines of business need to meet up and work pair to convey the sorts of 
encounters that customers expect in the digital economy. 

9.2.4 Embrace Industry 4.0 in Finance Industry 

Industry 4.0 has impacted a scope of enterprises and with the digitization of in-
dustrial worth chains, many disregard finance, which has possibly contacted a 
glimpse of something larger with regards to utilizing innovations. Disruptive 
technologies are pushing the worldwide economy into the new digital era. 

9.2.5 Banking and Big Data 

9.2.5.1 Easy to Customer Segment Identification 

Customer segmentation has become common in the financial services industry, 
allowing depository and credit unions to separate their clients into perfect classi-
fications by segmentation. However, basic segmentation results in a lack of 
granularity, which these institutions need to comprehend their clients’ needs and 
requirements truly. Rather, these organizations must employ technology to ad-
vance to the next echelon by constructing point-by-point customer reports. 

This outline should include a variety of elements, such as:  

a. The segmentation of the customer  
b. How numerous records they have  
c. Which items they at present have  
d. The deals they’ve previously turned down  
e. Which product they’re most likely to purchase in the future  
f. Their relationships with various clients 
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g. Their attitude toward their bank and financial services in general  
h. Behavioral designs 

9.2.5.2 Adopt the Customized Familiarity 

Almost a third of clients expect the companies for which they operate to know 
personal information about them; in reality, a third of clients who ended a business 
relationship a year ago did so because of a lack of personalization in the service they 
received. For those banks and credit unions who want to stay in business: 
However, if you want to succeed, you’ll need a banking investigation that’s set up 
to travel in the background and a personalised client experience. 

9.2.5.3 Client Behavioral Approach 

Practically, the big data in the financial sector is created by customers, during 
dealings, or by contacts between sales groups and administration delegates. Despite 
the fact that all forms of client data are valuable, information gathered through 
exchanges provides banks with a clear picture of their customers’ buying habits 
and, over time, broader behavioural models. 

9.2.5.4 Profit-Sharing Possibilities 

The company could offer the 60–70% bound to availed clients after that the 
possibilities, which means strategically pitching and up selling at hand simple open 
doors for the service providers or financial institutions to expand their income 
share and opportunities made significantly simpler with the analytics of big data in 
the financial sector. 

9.2.5.5 Deduction of Deceitful Performance 

Personality extortion is one of the most prevalent and rapidly growing forms of 
data misrepresentation. In 2017, the total number of causalities is 16.7 million 
compared to last year that the causalities followed a record high in 2016. The bank 
or financial services providers could monitor the customer spending designs and 
distinguish unusual behavior as one method of using Big Data to prevent mis-
representation and make consumers feel safer about their experience. 

9.3 Big Data in the Banking Industry 
In today’s information-rich environment, data plays a significant role. Knowledge 
is used to make important basic decisions such as policymaking, budget report 
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investigation, and banking rules and guidelines. We obtain data for analysis from a 
variety of sources, some of which are mentioned below:  

a. Personal information about the customer  
b. Account information  
c. Transactions with customers  
d. Feedback and service requests from customers  
e. Feeds from social media  
f. Market attitude  
g. Product efficiency, and so on 

Big Data analytics is helping banks overcome major business problems such as 
gainfulness, execution, and risk availability. It also aids banks in lowering client 
acquisition costs, predicting contract default risk, and, most significantly, finding 
genuine clients. 

9.3.1 Four V’s of Big Data 

Volume, variety, veracity, and velocity are the four V’s of big data. Confronting 
expanding rivalry, administrative requirements, and client needs, monetary foun-
dations look for better approaches to use innovation to pick up proficiency. 
Contingent upon the business, organizations can take advantage of specific aspects 
of Big Data to achieve a competitive advantage. The four V’s of Big Data that can 
be used in the banking industry are:  

a. Variety: Different information types are needed to store various types of 
data. Banks generate various types of data, such as customer data, value- 
based data, transactional data, financial assessments, credit ratings, loan 
descriptions, and so on.  

b. Velocity: It has to do with how quickly new information is applied to the 
bank’s database.  

c. Veracity: It refers to the unfairness, clamor, and irregularity in data or data 
analytics. The data is being stored, mined in meaningful to the problem 
being analyzed. The reality in data analytics is the biggest confront when 
contrast to the effects of quantity and speed.  

d. Volume: It is the amount of space needed to store this data. Every day, 
massive budgetary organisations like the Bombay Stock Exchange generate 
terabytes of data. 

Big data may be classified as either unstructured or structured data. 
Data that is sloppy and does not fit into a predetermined model would be 

classified as unstructured data. This includes knowledge gathered from social 
media outlets, which aids organisations in gathering information on client 
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requirements. Data previously supervised by the company in social databases and 
spreadsheets makes up organized material. As a result, different types of data must 
be carefully controlled in order to educate informed business decisions. 

The growing volume of market data is putting financial institutions to the test. 
Banking and capital markets must efficiently manage ticker information in addi-
tion to large amounts of historical data. Similarly, investment banks and resource 
management companies depend on a wealth of data to make sound business de-
cisions. For competitive hazard management, insurance and retirement companies 
may access historical approach and claims data. 

9.3.2 Arrangement of Big Data 

Every day, 3.5 quintillion bytes of data are generated, and not all of it fits into a 
single classification. Large information can be exemplified in three ways: 

a. Organized: This type of data is incredibly well crafted and exists in a pre-
defined format, such as a CSV file.  

b. Unorganized: There is no predefined information in this type of data, and 
the design is not fair. Messages may be a blueprint. It is very hard to access 
information.  

c. Partially Organized: While semi-organized can appear unstructured at first 
glance, keywords are used in the preparation process. 

Large amounts of data are easily accessible, necessitating advanced preparation 
methods to translate them into meaningful, noteworthy information. 

The most powerful way to channel through a wide variety of Big Data is to use 
the best available business resources. 

9.3.3 Big Data Analysis in Banking 

The financial industry has had a significant impact on how clients’ knowledge has 
changed as a result of innovation. Clients will also be able to use their cell phone to 
verify their deposit number, account deposit, and money transfer, eliminating the 
need to go to the bank. These self-administration features are fantastic for clients; 
one of the primary advantages is that it allows them to manage their own finances 
rationales that established banks attempt to rival comparative organizations and 
online-just budgetary foundations. 

Because most client movement now takes place online, it’s important to keep 
up with client needs. This is why having access to Big Data techniques and tools is 
so important for the financial sector. Banks can develop a 360° view of their 
customers by combining person and value-based data to:  

a. Keep track of client spending patterns 
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b. Segmented clients based on their profiles  
c. Put chance administration forms in place  
d. Make item donations more personal  
e. Make maintenance techniques a part of your plan  
f. Gather, analyze, and react to client feedback 

9.3.4 Leveraging Big Data Analysis 

The following are the primary benefits of using Big Data analytics in the financial 
services industry. 

9.3.4.1 Improved Deception Revealing 

With Big Data, it could create a client summary that empowers to monitor value- 
based practices on an individualized level surrounded by the Big Data. 

9.3.4.2 Greater Risk Appraisal 

The Big Data, while associated with business intellect tools by way of prescient 
abilities, can trigger warnings on client summary to facilitate be elevated exposure 
than others. 

9.3.4.3 Enlarged Customer Continued Possession 

By way of complete information about the customer readily available, the in-
formation is simpler to fabricate more grounded, longer-enduring client associa-
tions on the force the customer continued possession. 

9.3.4.4 Service or Product Individuality 

Express the responsibility to see every client through emergent services or products, 
administrations, and the different contributions customized to the particular desires. 

9.3.4.5 Efficient Client Criticism 

Keep on answering the client queries, remarks, and doubts through utilizing big 
data to figure out criticism, besides, to react conveniently. 

9.3.5 Significant Role of Big Data in Banking and Finance 

Today, the terms “Big Data,” “information analytics,” and “data visualization” are 
widely used. 
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They are terms that you may hear daily in relation to business growth and 
digital transformation. Every business today is based on data. For settling on 
powerful choices, information investigation and bits of knowledge are funda-
mental. Regardless of how big or small the decision is, a business needs to have the 
right information to make the right decision. The above is critical in the banking 
and the finance industry today. 

Banks and other monetary institutions need to use Big Data appropriately as 
per their consistent necessities and elevated levels of security measures and stan-
dards. Remembering the above-mentioned, banks and financial institutions today 
are utilizing the information they have to improve their degrees of administrations 
to their customers. They are making strides toward this path so that fraud can be 
extortion and forestalled. 

In the finance sector, the usage of Big Data tools is increasing. On account of 
the closeness of Big Data, noteworthy enhancements are presently being made to 
the banking sector and financial services over the world. Big Data analytics do 
include a great deal of significant worth, and this post will take a gander at the ways 
utilizing which Big Data is getting positive change and incentives in the financial 
and banking industry over the globe. 

9.3.6 Prospect of Big Data in Finance Sector 

Big Data analytics is occupied in different financial sectors every day with hi-tech 
innovative products or services. For example, machine learning and Artificial 
Intelligence (AI) may help banks better target clients in credit selection. These 
technologies will search a bank’s customer record regularly, highlight recurring data 
points like credit score and family earnings, and demographics and identify key in-
fluencers behind a customer’s choice and identify the best players within their teams. 

9.3.7 The Banking Industry’s Big Data Analytics Potential 

9.3.7.1 Preventing Frauds 

Big Data analytics can help to monitor deceptive activities dramatically (Figure 9.2). 

9.3.7.2 Identifying and Acquiring Customers 

Client security is more expensive for banks than keeping old ones. Clients can 
require various services, including purchase discounts, better home purchasing, 
personalised services, data and alerts, and so on. Traditional data processing 
methods are insufficient for a wide variety of decision making. As a result, banks 
are effectively using data analytics to improve client satisfaction. 

Millions of dealings occur every day in the banking industry. This transactional 
data requirement are to be appropriately assessed, inspected, and leveraged for the 
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advantage of the banks and their customers. The big data analytics helps to draw 
significant business impending to enlarge customer fulfillment and faithfulness. 

9.3.7.3 Retaining Customers 

In this day and age of technological innovation, there isn’t much cooperation 
between clients and financiers, in any event, to guarantee that the current customer 
is all around happy with their administrations to hold them. 

9.3.7.4 Enhancing Customer Experience 

Big Data analytics aid in enhancing customer engagement and retaining customers 
in specific service companies or financial institutions. 

9.3.7.5 Optimizing Operations 

Big Data analytics can settle on choices identified with branch and ATM areas. 
Banks might want to open a branch where they can gratify more clients. Opening a 
bank branch in the prime area can essentially build the client base. 

9.3.7.6 Meeting Regulatory Requirements and Dealing with 
Setbacks in Real Time 

Financial and fiscal policies are changed as much as possible in banking and fi-
nancial institutions.Big data analytics can help you make informed decisions based 
on cutting-edge methods. Big data analytics can be used to break down different 
predictions based on different information sources accurately. 

Figure 9.2 Potential of Big Data in the banking industry.  
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9.3.7.7 Optimizing the Overall Product Portfolio/Improving 
Product Design 

Banks can prepare a variety of products based on client socioeconomics and 
banking proclivities. Big Data analytics can assist in predicting the profitability of 
goods based on projected clients. We can also use Big Data analytics to predict 
item requests. 

9.3.7.8 Increasing Transparency 

Keeping a close eye on deceptive transactions and fraudulent accounts would 
improve the financial system’s transparency. Big Data analytics will aid in the 
detection of all of these nefarious practices, alerting experts. 

9.3.8 Advantages of Big Data in Financial Sectors 

Lot of data can be depicted as immense quantities of organized or unorganized data 
that need for authorizing a business to make a tactical conclusion. Appropriate 
comprehension of Big Data all the way through enlightening can assist in dealing 
with gaining critical ground and increasingly effective choices in the domain of the 
system, economics, client services, and manpower capital. The valuable bring into 
a play of Big Data can help organizations to overcome rivalry and progress to the 
subsequently on a further stage. 

The advantages of Big Data to businesses and leaders are progressively ob-
jecting to the value of information and investigation rather than the quantity of 
unrefined data. The following are some uses or rewards of uncooked data in the 
economic sectors. 

9.3.8.1 Identification of Innovative Services 

The financial service providers like the banks, micro-level money lenders could 
increase depth approaching into creating the design of services or products. The 
players could create the services or products as mentioned by the clients’ needs, 
progressively engaged, and could bring about the elevated accomplishment of 
bigger transactions quantity. 

9.3.8.2 Minimize the Deception Movement 

The banking and finance drag in various swindle endeavors in this highly regulated 
sector. The Big Data could be critical to this fragment from the time when the 
investigation of pertinent information sets can create it possible in the direction of 
encompassing better deception discovery and evasion. Huge advances to facilitate 
include be through in analytics and machine learning infer that deception finding 
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specialists and the groups be able to recognize hazard issues quicker and sig-
nificantly added exactly. 

9.3.8.3 Enhanced Maneuvers 

The banks, controllers, and other players who are played in the financial sector can 
get better management by appropriate analysis, intellectual capacity, as well as the 
practice of the consequences of the analysis. For example, a financial institution can 
make use of its swap over paperwork to categorize the busiest business time of the 
day or week and even months, coordinate to have most extreme employees con-
veyed, supplementary client spaces, and further required administrations. The fi-
nancial institutions could arrange for the time at work, employ additional personal, 
or develop their frameworks for continuous as well as faster administrations. 

9.3.8.4 Improved Operations 

Banks, controllers, and financial sectors can progress their administrations by the 
appropriate investigation, comprehension, and usage of the consequences of the 
study. Using the exchange records, the bank can make use of its demanding time of 
the day, months, and orchestrate to comprise most extreme clients and other re-
quired administrations. They may perhaps work more period and employ addi-
tional staff to perk up their frameworks for continuous and quick administrations. 

9.3.8.5 Identifying and Analyzing Potential Issue 

The important problem is a perfect understanding of the potential issue in the 
financial sector among the players like banks and insurance agencies. The insurance 
agencies are required to contain the most important intensity of that the under-
standing of how much exposure they are captivating on as they insure clientele. 
The lenders in addition to realize the amount, they are discovering themselves 
when giving advances or hold on to any credit products. Through the appliances of 
Big Data, the process of the analysis of risk is possible in an earlier and progres-
sively exact manner in the way of astounding client care, the decreased unfavorable 
encounters among the players of financial division. 

9.3.8.6 A Greater Understanding of Market Conditions 

Finance companies be capable of examining client buying conduct and become 
acquainted with what items are more sought after, in this way improving their 
contribution of the equivalent for a healthier return. They can distinguish on the 
way out deals for different items and explore the reason, accordingly delightful 
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essential activities to alter the items. Such information on economic situations is 
pivotal to withstand rivalry and make huge deals. 

9.3.8.7 Better Customer Service 

The finance industry can utilize Big Data analytics in different vicinity, for ex-
ample, client traffic, favored items, and input from different stages to improve their 
client assistance. They can build the number of clerks, candy machines, and sitting 
space, just as enhance different regions that the customers have given better 
feedback. The thought is to comprise a client-based approach to deal with nu-
merous dedicated clients to be successful others through transfer from the ful-
filled ones. 

9.3.8.8 Endeavour to Accomplish a High Growth 

Big Data analytics are recognized as prospective emergent areas for areas like banks, 
insurance agencies, and another financial analysis. They may make use of area- 
based reactions or criticisms, in the way of other information and it will show a 
marvelous centralization of commercial or personality clientele in a geographical 
locale. They can prefer someplace to unlock the new branches, appoint the number 
of consultants, or establish computerized equipment in the identified place or 
functional area among the availed data science in the corporate. 

9.3.8.9 Marketing Plan and Tactics 

The Big Data analytics on dissimilar effects on the level that clients use to post the 
feedback confirm the most excellent way to arrive at the corporate. The majority of 
clients use social media platforms, which would be smarter to provide them cri-
ticism about the information of marketing or promotional strategy used by the 
corporate. 

9.3.8.10 Designed Constructive Approach in Decrease Costs 

The financial corporate players can dispense with certain wasteful aspects among 
the application of Big Data tools, select the better channels of promoting the 
products or services, formulate earlier, and clear perfect decisions among the 
measurement of cost reduction. The usefulness of Big Data in this industry is 
plentiful, i.e. incorporate the enhanced user support, improved tricks, an elevated 
stage of deception revealing, legitimate hazard examination, better choice on 
product or service extension, or innovative product or service enlargement. 
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9.4 Big Data Analytics in Finance Industry 
The finance industry is profoundly a competitive space. It faces a new generation 
of upsetting banks and guidelines. It’s an industry that necessities to use Big Data 
to drive personalization, security, and fuel ordinary venture choices. The fi-
nancial services administrations have consistently been at the forefront of tech-
nical innovation. The accessibility of new datasets has given an incredible 
method to get conduct and offers new headings for the financial industry to be 
prescient. Big Data application in money-related administrations goes past pre-
dicting share costs. 

9.4.1 Finance Analysis in Cloud 

At present the world is “Everything-is-Connected,” the span of digital goes way 
beyond information technology. Gradually, the effective advanced changes require 
an encompassing digital methodology that connects with the whole business, not 
simply the information technology, and spotlights on something other than chance 
alleviation, consistency, and the cost of a breach. Today’s business pioneers are 
finding that the more important job of digital is to help secure and advance their 
endeavor’s development and development goals with a “digital all over” approach. 
Be that as it may, numerous organizations have yet to embrace this broader 
perspective. 

9.4.2 Finance Team Needs Big Data Experts: How to 
Find Them 

You may prepare to stun the Big Data experts for IT, however, many bookkeeping 
and finance departments put “successfully breaking down a company’s business 
intelligence” at the highest point of their lists of things to get. Utilizing Big Data 
can yield incredible bits of knowledge into the firm’s operations and customer 
trends. Making Big Data valuable for your finance team relies upon your capacity 
to recognize individuals with the correct activity abilities to assist you with dis-
entangling it. It’s a well-known fact that this is a hotly debated issue in innovation. 
“Big data is additionally one of the fastest-developing tech zones, with business 
hustling to capitalize on its potential.” 

9.4.3 Data Science in Banking and Finance 

The intervention of technological advancement in banking and finance has a tacit 
primary role nowadays. Banks are operated and have fully changed with trend- 
setting innovation. This has made it easier and simpler for the consumer and 
banking officers. At this point, let us discuss the finding of the online stock 
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exchange, internet banking, and so forth. There is a large amount of information 
in and around us from web-based business, e-mail, and mobile usage that has 
behavioral data and much more. To acquire the decision making in finance matter 
through a large number of complex computations on Big Data application by 
encouraging the latest innovations in data analytics research. Structured and un-
organized information led to huge volumes which big data has portrayed. Hidden 
knowledge can be extracted from big data where unpredictability requires new 
methods, algorithms, and analysis. Through social media and online banking 
transactions were enormous data is retrieved through big data. About 5 million 
gigabytes of data are created by mankind that measures the generation of data. At 
present, the global production of data is about 3.5 quintillion bytes of data con-
sistently. This has grown periodically and rapidly in this data production by 
handling the right tools and techniques. 

To prevent fraud from utilizing the data helps to improve the customer’s ex-
perience where numerous enterprises with the banking sector. As pointed out by 
research, 37% of the client has the same opinion that financial sector understands 
the needs and fondness. In every finance sector, they begin to apply Big Data 
analytics and get advantages of applying it. 

Big Data guarantees a huge impact on banking and financial services through 
this strategy, which will propel it into the 21st century. In addition, Big Data 
analytics has become increasingly important in making business decisions and 
gaining a competitive advantage. It will examine the most important Big Data 
applications in the banking and finance sector now and in the future (Figure 9.3). 

Figure 9.3 Data Science in banking and finance.  
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Banks are now utilizing the data science to proactively become aware of de-
ception and endow with clientele with a high level of security. This is done by keep 
an eye on and examine user’s banking behavior and to hit upon every apprehensive 
or malevolent patterns. 

9.4.4 Big Data Analysis to Improve Finance Industry 

Data analytics, Artificial Intelligence, machine learning, blockchain, and robotic 
process automation can all be taken for granted in future accounting work. Four 
key gears should be to be had for organizations hoping to turn out to be in a 
sequence determined, i.e. technology-based people, data excellence, featured tools, 
and a compassionate organizational ethnicity. Bookkeepers understand informa-
tion knowledge and analytics to improve their business efficiency, influencing the 
knowledge to advance their data dominance and inquiry capabilities. Bookkeepers 
should keep on building up the essential abilities to stay rapidity with modernism 
and proceed as planned dealing associates at their corporations or business. The 
organizations are sending Big Data is significantly more noteworthy than several 
extra advances. Companies utilizing driving edge analytics be able to contain a vital 
benefit contrasted with corporate rivals. Among the advancement of analytical 
tools, every business is paying little mind to measure and needs to begin going 
down the analytics street to stay serious. 

Industries perceive data as a necessary commodity and stimulate. It whips 
uncooked information into a significant product and uses it to draw insight for 
healthier execution of the industry. Financial institutions were among the most 
primitive customers and lead the way of data analytics. Data science is broadly used 
in areas like risk analytics, customer management, fraud detection, and algorithmic 
trading (Figure 9.4). 

Figure 9.4 Roles of Big Data analytics in banking and finance.  
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a. Fraud Detection: This is probably the most serious issue every financial 
diligence has been confronting. In this expansion in a virtual business deal, 
the episodes of extortion have expanded as well. Strategic distance from 
misrepresentation, the financial sector utilizes Big Data technology that 
causes to comprehend the pecuniary narration along with the spending 
prototype of the client and adds to safety on each irregular business deal. It 
would assist with mitigating every fake movement ahead of it breeds larger.  

b. Customer Segmentation: Customer segmentation is characterizing the 
client based on age, gender, behavior, propensities, and so on. The financial 
service sector has concurred its client upholding is input to the organization’s 
achievement and are turning out to be extra client oriented through the 
assistance of information innovation. The data analysis assists the monetary 
administrations to dissect the cash outflow style of a being client which helps 
to suggest administrations on the clients’ time. And also lend hands in 
distinguishing an important client, one who went through a sound number 
currency. Furthermore, throughout this analysis, it gives clients better 
monetary ideas to build their experience more priceless. It eventually would 
prompt augmented consumer loyalty. 

9.4.5 Big Data Analysis in Finance: Pros and Cons 

The master’s side of Big Data in finance include:  

1. On the Pros Side  
a. Models are improving the capacity to manage unstructured information  
b. Machine learning is particularly appropriate for nonlinear information forms  
c. Models can “learn” and “adjust”  

2. On the Cons Side  
a. Interpretation in some cases is hard  
b. Low sign to clamor proportion all in all  
c. Overfitting is a major issue for a fake account as well as traditional 

quantitative finance 

9.5 Sector of Finance Data Science 
In the financial sector, data expertise is required to establish a risk analytics routine 
in order to arrive at a tactical conclusion for the company. Similarly, the financial 
organization uses machine learning for prognostic analytics and profound 
knowledge as a separation of data science that brings into plays numerical forms to 
the issue conclusion. 
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9.5.1 Data Science for the Internet Age 

Data science can be utilized by advertisers and sales people to show website traffic 
and merchandise purchases in computerized form. Utilizing paraphernalia like 
Google Analytics, these experts can accumulate information from past, present, 
and even future customer interactions to give key estimations and indicators to the 
board. This innovation can be utilized to dig online networking for patterns in 
client practices and responses. Even though this may appear to be worthwhile for 
organizations, there are limitations on copyright and client security that must be 
thought of. Those associations scratching the web also profoundly can be gotten 
and rebuffed by government agencies. 

9.5.2 Modernize Data Science in Finance Industry 

It is the right occasion to refurbish economics plans by supporting information 
knowledge, machine learning and deep learning. Finance has all the time con-
cerning the information. Information knowledge and finance set off person to 
person. Still, before the expression data science was developed, business was ap-
plying it. The banks and finance industries are to be used on computerized risk 
analytics and the information knowledge toward the mission. Finance diligence 
perceives data as a vital service and energy. It shakes uncooked information into a 
momentous creation and employs it to illustrate the approach for superior ex-
ecution of the sector. The financial sector was a creative abuser and pioneered the 
use of data analytics. Risk analytics, customer retention, fraud prevention, and 
algorithmic trading are all fields where data science is commonly used (Figure 9.5). 

Figure 9.5 Modernize Data Science in finance industry.  
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The institutions in the finance industry for all time have repugnance toward 
advanced technology owing to its security anxiety. In actuality, the finance in-
dustry is mainly empowered by forward-looking advancements. At the same time 
as machine learning can make loan procedures precise by declining deception, AI- 
powered applications can offer improved recommendations to users. 

9.5.3 The Financial Sector Needs Data Science 

The avalanche of financial data has triggered the detonation of velocity, variety, 
and volume. Social media commotion, mobile communications, customer over-
haul account, transaction data, and information from on-hand databases. To erect 
a sense of these massive data sets, businesses are more and more whirling to data 
scientists for answers.  

■ Incarcerate and scrutinize new foundation of information, constructive 
foretelling fashion, and running reside mock-up of events 

■ Using tools such as Hadoop, NoSQL, and nontraditional data sets amal-
gamate them with more traditional numbers 

■ Pronouncement and accumulate progressively more sundry acts in its un-
refined form for future analysis 

There might be an urgent need for refined analytical tools which assist in devel-
oping cloud-based data storage. 

9.5.4 Machine Learning in Finance Information 

Machine learning in finance may do something amazing, even though there is no 
enchantment behind it. The accomplishment of a machine learning venture relies 
more upon building an efficient framework, gathering logical datasets that can be 
implemented by precise algorithms that make critical advances in the financial 
sector. Finance sectors should keep in mind to actualize with Artificial Intelligence 
and machine learning algorithms that can be used in the business industry. 

9.5.5 Sentiment Analysis in Finance or Service Sector 

Sentiment analysis is a technique by which we can find out what the persons think. 
Nowadays, this kind of approach can be done by using text analysis and computa-
tional linguistics to find out what the person’s think. Some statistics revelry is even 
acting as mediators, accumulating, and promoting opinion pointer to trade sponsor. 

Professional believes it to:  

a. Fabricate algorithms in the region of sentiment data (Twitter) to miniature 
the marketplace when catastrophe takes place. 
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b. Instead of novel harvest, pathway developments proceed in response to the 
subject and get better by and large trademark observation.  

c. Investigate amorphous voice footage from various centers through phone 
conversation and insist on traditions to shrink customers’ trouble and 
identify fraud. 

We subdivide this as:  

a. Using predictive analytics to pick up on the minuscule discrepancy in 
business to create their legitimacy  

b. Utilizing predictive analysis one can select on the minuscule discrepancy in 
business to create their legitimacy in fraud detection and positive reduction  

c. Using the latest technologies the banks can find out the nonpayer of money 
overdue to escape from credit card fraud risks 

9.5.6 Predictive Analytics in Service or Finance Sector 

The predictive analytics in the financial industry on any company could also re-
duce the risk like the fix on certain consumers in the way to pay off their credit 
cards and use the technology developed by the leading banks. Alike updating the 
technology or changing patterns has been one of the forecasting market behaviors. 
In the past, growing activity in trading or the rapid trade of securities was hugely 
beneficial. With antagonism came a drop in profits and the need for a new strategy 
exists. In this view, predictive analytics as point out like  

a. Deception Finding and Fake Optimistic Reduction: Through this analytics 
to easy to choose on the diminutive divergence in the activity to establish 
their authenticity  

b. Credit Card Risk Management: The default payment rate in credit cards 
may happen more when the cardholder does not pay back their amount 
overdue  

c. Lifetime Value Customer Model: A prophecy of the net profit accredited to 
complete prospect affiliation with a client and financial institutions 

9.5.7 Social Media Insights for Finance Industry 

Data analysis is the same old thing for companionship in the financial industry, yet 
societal media information presents a new confrontation. As opposed to breaking 
down figures to look forward to future economic movements or grow new financial 
products, companies can make a group and investigate online discussions. Societal 
data intelligence not just gathers this data in a single spot yet utilizes top-to-bottom 
analytics to arrive at data-driven insights of knowledge. This would, in turn helps 
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to coordinate decisions that foresee future financial developments just as a con-
textual analysis on the move towards versatile and web-based banking. 

9.5.8 Analytics Tools for Finance Data 

The following are some of the most widely used open-source data analytics 
methods in the finance industry:  

1. R: R is now the most fashionable analytics tool in the industry.  
2. Python: Python is a favorite for programmers in the long run.  
3. Apache Spark: Spark is one more open source processing engine for analytics.  
4. Apache Storm: Storm is the Big Data tool for information drawn closer in a 

continuous stream. 
5. PIG and HIVE: PIG and HIVE are fundamental tools in the Hadoop en-

vironment that lessen the intricacy of writing. 

Commercial Analytics Tools: Most popular paid analytics tools include:  

1. SAS: SAS prolong to be extensively worn in the industry.  
2. Tableau: Tableau is an effortless learning tool for creating visualizations and 

dashboards.  
3. Excel: Excel is of the way the most broadly worn analytics tool in the world.  
4. Splunk: Splunk is trendier than the Cloud era and Horton works. 

9.5.9 Finance Sector and Its Upcoming Role of Data Analysis 

Data science will continue developing as the advantages of this innovation are seen 
by more industry sectors and companies. Those with a passion for numbers and 
data will flourish utilizing these applications to make openings and financial re-
wards for businesses and the experts that work with them. Financial establishments 
are not resident to the computerized landscape and have needed to undertake a 
lengthy procedure of transformation that has required behavioral and scientific 
change. In the previous years, Big Data in finance has prompted noteworthy 
technological advancements that have empowered helpful, customized, and secure 
solutions for the industry. Thus, Big Data analytics has figured out only individual 
business forms as the entire financial services sector. 

9.6 Conclusion 
Digitalization is stimulating the finance sector using Artificial Intelligence, cloud 
computing, and machine learning techniques. Consumer needs can be enforced by 
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technological tools, strengthening profit and loss in the business sector. The fi-
nance sector has stored information that can hoard new and priceless data. In this 
scenario, every financial overhaul is technical leniency that specifies as circulation 
of blood. This armada is persuading by escalating customer satisfaction and income 
generation by improving purchasing and controlling the growth. Big Data analysis 
has shown significant data privacy and control issues and some significant issues in 
the quality of data. Still, the research is going on in Big Data which the finance 
sector has attained its peak stage every second. 
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10.1 Introduction 
10.1.1 Industry 4.0 

Education 4.0 is a recent emerging, attractive, and famed phrase in the education 
domain. It is the result of Industry Revolution 4.0 (IR 4.0) (Admiraal et al, 2019;  
Alexander et al, 2019; Ameen, 2019). An industrial revolution refers to the changes 
in industries by which some handmade works are replaced by machinery. The 
changes here refer to developments in manufacturing, social, economic, chemical, 
and textile organization that results in the development of concerned industries. 
Industries play a significant part of our daily life by covering all aspects. It has a 
major influence on the income, lifestyle, and population of the society (Samans, 
2019). The economists believe that the force of the industrial revolution stimulus the 
standard of living, and it started to increase consistently in history (Altbach et al, 
2009; Bates et al., 2019; Boulton, 2017; Cheng et al, 2018). Table 10.1 shows the 
revolution in the industry. 

Table 10.1 Industry Revolution      

S.No Industry 
Revolution 

Time Period Technology Adopted  

1 IR 1.0 1760–1820 Manual and handmade 
works 

2 IR 2.0 1870–1914 Electricity, power machines 
were introduced 

3 IR 3.0 Late 20th 
century 

Web 2.0, Internet 

4 IR 4.0 After 2011 IoT, Cyber Security    
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10.1.1.1 First Industrial Revolution (IR 1.0) 

The first industrial revolution period was between the late 1700s and early 1800s. 
This revolution introduced the use of water and steam-powered engines in the 
industry. Before that, the industry uses manual labour people for all its work 
(Schwab, 2016). 

10.1.1.2 Second Industrial Revolution (IR 2.0) 

The industry met the next revolution in the early part of the 20th century. The 
revolution introduced steel and electricity to the industries. This introduction 
made the industrialist achieve high production efficiency. During this phase, the 
mass production concept like assembly line was introduced. 

10.1.1.3 Third Industrial Revolution (IR 3.0) 

In the late 20th century, with the introduction of computers, the third industrial 
revolution started to emerge. The industrialist started to implement computer 
technologies and more electronic powers into their factories. This revolution 
shifted analog and mechanical technology into digital and automation software 
(Figure 10.1). 

10.1.1.4 Fourth Industrial Revolution (IR 4.0) 

In recent years Industrial Revolution 4.0 has emerged, with the introduction of the 
cyber-physical systems and Internet of Things. It offers a highly interlinked and 
holistic approach to industries. IR 4.0 made all industries use information tech-
nology that resulted in disruptive effects on the economy, business, governments, 
countries, and society. 

10.1.2 Revolution of Education 

Similar to the industry revolution, the education domain can also be narrated 
(Davies, 2019; JISC, 2018; JISC, 2019) as Education 1.0, 2.0, 3.0, 4.0 as shown in 

Figure 10.1 Evolution of Industry 4.0.  
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Table 10.2. In Education 1.0, learning is taking place only in a classroom and not 
outside it. Here, only teachers are knowledge-source and the students are knowledge- 
receivers. In this generation, the students receive knowledge without any interactions 
(Feldman, 2018; Fisk, 2017). Hence, the entire learning process purely depends on 
the teacher’s knowledge and their delivery method. This type of education is known 
as instructivism. The next generation, Education 2.0 was evolved with the in-
troduction of Web 2.0 (Golembiewski, 2019; Gallagher, 2019). This generation has 
introduced more interactions. Here the teachers are not only the knowledge-source 
but also the students. This is possible with the usage of the Internet by the students. 
Hence the knowledge is transferred from student to student also. Now we are in the 
third revolution, i.e. Education 3.0 (Figure 10.2). In this revolution, the latest 
technology was introduced in teaching. Hence not only the teachers or students but 
everyone with the teaching resource will act as a knowledge source. 

10.1.3 Education 4.0 

In Education 4.0, humans and computers form a partnership with new technologies 
and results in smart teaching and learning. Education 4.0, as explained in Hussin 
(2018) and Heaven (2017), is the customized learning process in which learners can 
frame their learning path and approach achieving their own goals by their choices. In 

Table 10.2 Education Revolutions       

S.No Revolution Time Period Knowledge 
Resource 

Location  

1 Education 1.0 1960–1990 Teachers only Only within 
classrooms, 
within a time 
period 

2 Education 2.0 1991–2004 Teachers and 
students 

Outside 
classroom, in 
same time 
period 

3 Education 3.0 2004–2011 Teachers, 
students, and 
any online 
resource 
person 

Anywhere, in 
the same time 
period 

4 Education 4.0 Beyond 2011 Any person 
with 
knowledge 

Anywhere 
anytime    
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Education 4.0, learning is built around learners to learn wherever and whenever 
through data-based customization. They learn together and from each other, with 
their professors as facilitators in their learning (Berners-Lee et al., 2001). 

Education 4.0 views education in different dimensions because of the usage of 
the latest technology-based tools and resources (McGregor & Hamilton, 2019;  
Ehlers & Kellermann, 2019). Here the students acquire knowledge not only from 
textbooks and from Professors as in standard classrooms. Moreover, in Education 
4.0, remote students can aquire knowledge through the Internet through online 
courses, live chats, or calls through video/voice. Thus, Education 4.0 acts as more 
real-time and personalized learning to improve the understanding and exposure in 
learning methods. Research has also proved that the personalised education in 
Education 4.0 has improved learners’ knowledge and learning skills. Hence, 
Education 4.0 is a more realistic and practical approach and results in an ex-
cessively skilled student community (Salmon & Asgari, 2019). Some of the 
technologies used in Education 4.0 are:  

■ Big Data analytics  
■ Internet of Things  
■ Sensor networks  
■ Robotics  
■ Artificial intelligence  
■ Three-dimensional technologies  
■ Augmented reality  
■ Virtual reality  
■ Quantum computing  
■ Smart spaces 

Figure 10.2 History of Education 4.0.  
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10.1.3.1 5 I’s of Learning in Education 4.0 

ParagDiwan, Chief Executive officer at Paradigm Consultants and Resource de-
fines five essential I’s in education as shown in Figure 10.3. They are listed and 
defined as follows:  

1. Imbibing: In Education 4.0, the students can easily adopt basic concepts 
compared to previous generations.  

2. Iterating: This means that the students can practice basic skills again and 
again.  

3. Interpreting: It refers to taking knowledge from studies and implementing 
those facts to other real-time situations with some modification.  

4. Interest: It develops more interest among students, as it offers a curriculum 
based on their interests.  

5. Innovating: In Education 4.0, the student can explore their own knowledge, 
so that they can develop innovative products and services. 

Education 4.0 incorporates technological advancements in the education domain to 
enhance the skills of teachers and learners. Also, the novel technologies ease the 
students to have more interest and concentration towards learning. Hence, Education 
4.0 teaches the students about the latest technology in the curriculum and utilizes it to 
improve their knowledge and skills (Vlachopoulos, 2018). The technologies (Barrow 
et al. 2019; Bakhshi et al. 2017) of Education 4.0 include Big Data analytics, IoT, 
Artificial Intelligence, biometrics, cyber security, 3D printing, augmented reality, 
virtual reality, hologram, multi-touch LCD screen, and robotics. 

Figure 10.3 Five I’s of Education 4.0.  
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10.1.4 Big Data Analytics 

Any characters, numbers, or symbols on which the computer performs some op-
erations and is stored and transmitted as electrical signals are termed as data. As the 
name says, Big Data is data with huge size. The term Big Data describes a huge 
collection of data with vast volume and grows exponentially with time. In 2005, 
Roger Mougalas of O’Reilly Media introduced the term Big Data. The size of data 
started to grow as Zetta Byte, Yotta Byte, etc. Some real-time datasets are few 
terabytes to petabytes in size. The introduction of Web 2.0 resulted in more social 
networks so that more and more data is created daily. Today in every minute, 200 
million emails are sent and over millions of questions are searched in Google. 68 
hours of new YouTube videos are shared and Facebook shares more than 684,000 
bits of content in a minute. Almost 100,000 tweets are created and 5,600 newly 
added photos shared on Instagram in a minute. Big Data can be applied in various 
fields like banking, agriculture, biochemistry, finance, marketing, stocks, health-
care, etc. The huge size, high speed, and heterogeneous nature of Big Data cannot 
deal with traditional technologies. 

Big Data analytics refers to the process of analyzing huge bulk data and un-
covers hidden patterns, correlations, or any other meaningful insights. Big Data 
analytics has been used by various organizations like supermarkets, e-commerce, 
social media, healthcare, banking, education institution, entertainment industries, 
etc. These organizations apply analytics to understand their business trends, predict 
future business, analyzing customer vision, etc. In Big Data analytics, it is difficult 
to design a statistical model. As data is very huge, a large amount of work is needed 
just for cleaning the data. There is no unique methodology to follow in real large- 
scale applications. Generally, the business problem is defined first, and then a 
methodology based on the business problem is designed. The common steps in Big 
Data analytics are shown in Figure 10.4 and are explained below: 

Figure 10.4 Steps in Big Data analytics.  
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Data Deployment: In this step, the analytics has to plan the de-
ployment, monitoring, and maintenance and review the project. 
Data Understanding: This step determines the objective, considers 
the situation, and defines data mining goals. It also gives the project 
plan based on the requirement. 
Data Exploration: Initial data are gathered, described, and explored. 
Data are collected from various sources and hence there may be many 
flaws in the quality of collected data. 
Data Preparation: After data exploration, the data was cleaned and 
constructed, to get useful information. 
Data Modelling: In data modeling, a suitable modeling technique was 
selected and the model was built. 
Data Evaluation: Here, we evaluate the results from the last step.  

10.2 Need for Big Data Analytics in Education 
In the education domain, the application of Big Data is highly substantial. It offers 
enormous rewards to students, teachers, and institutions. The institutions can 
monitor things in a much better way with the help of Big Data (Ruiz-Palmero 
et al., 2020). Education 4.0 aims to provide personalized learning for all students. 
Personalized learning through Education 4.0 results in fast and depth under-
standing and extensive learning of diverse materials that make the students more 
interested in learning. For this personalized learning, each student must be ana-
lyzed thoroughly to retrieve his interest, capability, etc. Each student has different 
characters and abilities. Hence the student data is crucial for their development in 
their career (Johansson, 2017; Dobozy & Cameron, 2018; Daniel, 2018). There is 
five major analytics required for data analysis in the education domain as given in 
Figure 10.5. They are learning analytics, predictive analytics, academic analytics, 
text analytics, and visual analytics. 

10.2.1 Learning Analytics 

Traditional data mining tools could not analyze student data much efficiently. 
Hence learning analytics tools in Big Data analytics are used to perform this kind 
of analysis and help in the analysis of student data and retrieve personalized skill of 
students. Learning analytics refers to the quantity, gathering, study, and reports of 
learner data. Learning analytics can be used to access learning behavior, improve 
learning materials and tools, provide individualized learning, predict student 
performance, visualize learning activities, etc. Hence there is a need for Big Data 
analytics so that the learning process can be enhanced and evaluate efficiency. It 
also improves feedback and enriches the learning experience. 
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10.2.2 Predictive Analytics 

Once the student skills are identified, the teachers can shape a student’s career 
based on the parameters such as interests and skills. Hence data analytics helps the 
teachers to trace the learning process and take targeted actions to progress the 
education process of the students. With data analytics reports, the instructors can 
pay extra concentration to the students who are lagging behind. It also helps the 
instructor to obtain detailed analytics from online course students and to detect 
fraud from students in a much effectively. 

10.2.3 Academic Analytics 

Other than students and staff, the management of the universities is also in need of 
Big Data analytics. Such analytics is termed academic analytics. Academic analytics is 
the process of evaluating and analyzing student data received from the university for 
better decision making and reporting. Academic analytics embraces analysis, mod-
eling, reporting, admission, advising, financing, academic counseling, enrolment, 
administration, and decision support regarding university and campus services. 

10.2.4 Text Analytics 

The process of converting a huge volume of unstructured Big Data text into nu-
merical data to discover hidden patterns is termed as text analytics. This can be 
applied in education to analyze student data, course details, and staff details. By 
analyzing student data, it is easy to predict student skills and their interest. Based on 

Figure 10.5 Big Data analytics in education.  
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this, a personalized curriculum can be designed in education 4.0. Course details can 
be analyzed to discover information like how many students are enrolled each year, 
how many students are completing the course, and how many are not completing the 
course. By this analytics, the reason for incompletion can be identified, which is used 
to narrate the most trending course. This reflects the decision to improve their in-
structional schemes and study materials and results in a most optimal learning ex-
perience for the students. Text analytics is also used to analyze student feedback to 
retrieve knowledge about the faculty and course. 

10.2.5 Visual Analytics 

Visual analytics is the process of analyzing data and produce various interactive 
visual interfaces. Visual analytics helps decision makers to make well-informed 
decisions in complex situations. Visual analytics is the combination of visualiza-
tion, human factors, and data analysis. Visual analytics helps education institutions 
to take strategic decisions like attaining good student admission, retaining talented 
and experienced faculty, monitoring expenses and revenues. 

10.3 Applications of Big Data Analytics in Education 
Big Data analytics can be applied in various parts of the education domain. It has 
a varied range of applications for students, staff, and educational institutions. Big 
Data applications in the education system are shown in Figure 10.6 that im-
proved the education system in a modern and better way (Jongbloed, 2015;  
John, 2019). 

Figure 10.6 Applications of Big Data in education.  
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10.3.1 Creating Predictive Model 

Data analytics tools can build predictive models for learners. A predictive model 
is the process of building a model, which is used to predict future outcomes. It 
plays a major role in predictive analytics. In education, with these models, the 
staff can identify poor learners to provide intervention to assist learners in 
achieving success. 

10.3.2 Personalized Curriculum 

Each student has their own skills and ability. With more student data, the analyst 
can develop more curricula based on individual student skills. 

10.3.3 Adaptive Learning 

The content is not only adaptive but also the learning itself adaptive. The learners 
can learn from anywhere and at any time. 

10.3.4 Personalized Resources 

It provides the learners, more personalized resources, based on their profile and 
learning goals. It can provide learners with insights into their own learning habits 
and can give recommendations for improvement. 

10.3.5 Data-Driven Decision-Making Culture 

With data analytics, there are various statistics models available to back up the 
decisions. Hence there is no need to depend upon blind truth to make decisions. 

10.3.6 Access Data Easier 

Data analytics tools depend on Big Data infrastructure to capture, store and or-
ganize information, so it is easy to find the required data. It also reduces the search 
time of data, since data locates in one place; there is no need to search through 
dozens of files and folders. 

10.3.7 Virtual Interview 

Big Data analytics helps the organization to conduct interviews virtually. This 
interview copycats exactly like the real interview, using Artificial Intelligence tools 
(Luckin, 2019). This reduces travel time and organization of interviews in a 
building etc. 
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10.3.8 Design a New Course 

A key challenge for universities is to understand industry requirements and design 
a curriculum to meet those demands. Big Data analytics can be used to recognize 
industry and employment trends so that a new trendy curriculum can be framed. 

10.4 Advantages of Big Data in Education  
■ E-Learning tools facilitate students to learn anywhere, from anyone, and at 

any time. Classrooms are exploded and hence students can learn from out-
side the classrooms.  

■ Students are classified based on their skills and ability and will learn with 
their own customized study materials. Below-average students will get the 
opportunity to practice. This results in positive learning experiences for all 
kinds of students.  

■ Students will have an open choice to learn. Based on their own preference, 
they can choose their own device, program and technique. It includes 
E-Learning, BYOD (bring your own device) concept.  

■ Students can adapt to project-based learning, rather than theory-based 
learning. This turns memorization of the work to project work.  

■ As each student is having personalized learning, they got in-depth knowledge 
in their own areas. Here the students are trained instead of taught.  

■ The curriculum becomes more contemporary, realistic, up-to-date, and useful.  
■ It makes teachers understand the capability of each student so that they can 

monitor and mentor the students more efficiently. 

10.5 Challenges in Implementing Big Data in Education 
Today many institutions want Big Data for their analysis since Big Data help in-
stitutions to identify their areas for improvement. There are many practical diffi-
culties and some challenges in implementing Big Data in education. It is not so easy 
to process, organize, and present large amounts of data in useful ways (Anirban, 
2014; Xing, 2019; McGregor & Hamilton, 2019; Ciechanowski et al., 2019).  

■ Educational Big Data includes both structured data and unstructured data. 
Before analyzing a variety of Big Data, it must be appropriately integrated. 
This is an important issue in Big Data.  

■ Big Data is a recently emerging technology, so there is a lack of highly skilled 
and experienced staff. More training has to be given to both educators and 
learners for better understanding.  

■ Big Data are not well-organized data always, i.e it may have some irrelevant 
data. Such data must be removed using filtering techniques before proces-
sing. It was not that much easy with Big Data. 
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■ Discovering high-quality data from a very large collections of data is difficult 
and nature of Big Data is tedious.  

■ It is also difficult to implement visual and text analytics in Big Data. So there 
is a need to apply enormous parallelization algorithms.  

■ The cost of memory in Big Data is highly expensive and complex.  
■ Big Data always has a risk in data placement and its security. 

10.6 Education 4.0 in India 
Our nation’s education system is at a pivotal stage to adopt Education 4.0. For this, 
Indian education system should have a curriculum that matches the job require-
ments. In Education 4.0, the students are not taught, rather they should be trained 
(OECD, 2018; Navitas Ventures, 2017; McVitty, 2019). The Indian education 
system has been guided to change from Education 3.0 to Education 4.0. The 
Ministry of Human Resource Development (MHRD) must take the necessary step 
for this adoption. It has to develop appropriate academic programs and curriculum to 
focus on dynamic skills and knowledge for students. The current study is a de-
scriptive research design of academicians and students (Connor et al., 2015). 

10.7 Case Study: Big Data Analytics in E-Learning 
E-Learning refers to the learning process through electronic technologies, in which 
the educational curriculum moves beyond the traditional classroom. E in E-Learning 
stands for electronic and the learning can be a course or program or degree acquired 
completely online. Here, learning is more interactive as in the classrooms, and 
E-Learning is not learning delivered through CDs or DVDs. Nowadays, E-Learning 
is conducted as a live program, so that the student can interact in real-time. E- 
Learning can meaningfully diminish the learning time of a student, as the students 
can access the material online whenever they have free time. Also, the students don’t 
want to follow in a group, they can move at their own rapid speed, depending upon 
their skill. They can even skip some lessons, if they already know, and concentrate 
more on what they need. Cost reduction is another significant advantage of E- 
Learning, as it reduces traveling cost, learning material cost, trainers cost, etc. The E- 
Learning materials provide interactive multimedia content to learn and improve their 
skills and perform quickly. Moreover, E-Learning software provides essential colla-
boration tools that improve student knowledge and builds a strong collaborative 
workforce. Hence, it is clear that E-Learning is mandatory in today’s fast-moving 
education world. Some of the E-Learning tools are:  

■ Elucidat  
■ Adobe Captivate  
■ Articulate Storyline 

Big Data in the Education Domain ▪ 207 



■ Articulate Rise  
■ Gomo  
■ Lectora  
■ Adapt  
■ DominKnow  
■ Easygenerator  
■ iSpring Suite 

Though Figure 10.7 shows the advantages, E-Learning also has some drawbacks, 
and they are listed below:  

■ E-Learning creates social isolation.  
■ It is not suitable for students with no self-motivation and time management 

skills.  
■ Need active internet connection.  
■ Must have prior knowledge about using computers.  
■ There are no communicational skill developments among students.  
■ Cheating prevention during online assessments is expected.  
■ It is limited to certain disciplines.  
■ It entirely depends on technology a lot.  
■ Lack of accreditation and quality assurance in online education.  
■ Some traditional courses are difficult to simulate.  
■ The feedback of a student is not sufficient.  
■ An instructor may not always be available.  
■ Copyright problems for materials have to be monitored.  
■ It has adverse effects on health. 

Figure 10.7 Advantages of E-Learning.   
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In the E-Learning industry, Big Data analytics can be implemented despite its 
significant rewards. Keen integration of Big Data analytics and E-Learning will 
help us to make more personalized decisions. For this analysis, we have to collect 
feedback, reports and analyze the E-Learning data for a long period. Moreover, 
E-Learning is constantly evolving and changing. Hence it is essential to implement 
Big Data in E-Learning for efficient analysis. When harvested effectively, this 
analysis can result in many new possibilities in E-Learning that will empower and 
enhance E-Learning. 

Big Data analytics provides new possibilities in E-Learning. Many E-Learning 
organizations have already started to implement Big Data for their learning ana-
lytics. Big Data analytics allows collecting, analyze and report online learning for 
better decisions. The data here refers to student data, course data, and faculty data. 
By analyzing student data, we can obtain meaningful knowledge about the learner. 
It helps to make study materials, courses based on their skill. From learner data, we 
can also predict the performance and behaviours (Figure 10.8). Other than this 
dropping out risk rates and absences tracking can also be predicted. 

Figure 10.8 Big Data analytics in E-Learning.  
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Clustering analysis can be adopted in E-Learning, so that the students are 
divided into different clusters like high, average and low activity learners, using 
classification and clustering techniques. This helps staff to train the students based 
on their ability. Predictive analytics of E-Learning includes predictions about 
student progress in future exams, what new E-Learning courses can be introduced, 
how many learners may be admitted to each course, etc. For all the above analytics, 
we need the following data:  

■ Course period  
■ Students strength in all courses  
■ Students dropped-out from a course before completion  
■ Time spent on entire course period  
■ Performance grade of the student in course  
■ Most enrolled courses  
■ Least enrolled courses  
■ Number of attempts to complete the course  
■ Individual quiz/assessments performance 

10.7.1 E-Learning Platforms 

E-Learning platforms are defined as learning through online services that integrate all 
online learning processes in a single portal. It provides resource materials and tools to 
the staff, students, and others involved in education. E-Learning platform services 
include administration, atomisation, content management, communication among 
teachers, and trainers. Some of the popular E-Learning platforms are listed in 
Table 10.3. A good E-Learning platform must have the following characteristics:  

■ An efficient control on students, staff, and administrators 
■ Creates and manages resource material and subjects in a simple and in-

tuitive way  
■ Can access information more easily  
■ The content must be updatable  
■ Must include multimedia contents in study materials  
■ Creates personalized detailed reports of students and courses  
■ Monitor the attendance of students and staff  
■ If it is a paid platform then it must able to manage the fees status of students 

10.8 Conclusion 
The future of our nation highly depends on our education system. It has to be 
framed accordingly so that the student’s learning and teacher’s teaching will be 
revolutionized. Education 4.0 is a recent buzzword in the education domain that 
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Table 10.3 Popular E-Learning Platforms      

S.No Platform Description URL  

1 Coursera It includes free courses 
from top universities. It 
is suitable for those 
users who want to study 
different courses from 
different universities. 

https://www.coursera.org/ 

2 Khan Academy It is a free tool for both 
learners and teachers. It 
includes lessons from 
kindergarten to college. 

https:// 
www.khanacademy.org/ 

3 Udemy It has both free and paid 
content and offers users 
to build custom courses 
from lessons. 

https://www.udemy.com/ 

4 Edx Founded by Harvard and 
MIT, has more than 20 
million learners and 
approximately 2,400 
courses from various 
universities. 

https://www.edx.org/ 

5 Alison It offers business, 
technology, and health- 
related courses only. It 
also provides certificates 
for courses. 

https://alison.com/ 

6 NPTEL 
(National 
Programme on 
Technology 
Enhanced 
Learning) 

Many courses are offered 
by seven Indian 
Institutes of Technology 
i.e IIT Bombay, Delhi, 
Guwahati, Kanpur, 
Kharagpur, Madras and 
Roorkee, and Indian 
Institute of Science (IISc) 

https://nptel.ac.in/ 

7 Codeacademy It teaches how to code in 
different programming 
languages. There are 45 
million learners. 

https:// 
www.codecademy.com/ 

(Continued) 
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makes education a flexible and customized one for the students. Big Data is de-
ployed in the education system to rebuild and transform future education. Big 
Data advances the trends of education by its expertise at all levels, like teaching, 
retention, learning, administration, and reporting. The purpose of this chapter is to 
describe the use of Big Data analytics in the education domain. The role of Big 
Data analytics in the education sector is significant. The chapter had explained the 
need for Big Data analytics in the education domain. Implementation of Big Data 
analytics in education will provide massive benefits to students, staff, and in-
stitutions. This chapter also discussed these advantages in detail. It also listed the 
practical challenges in implementing Big Data analytics. 
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Objectives 

Social media (SM) platform integrates several websites and applications that 
permit people to share texts, events, photos, videos, opinions, audios, etc. 
rapidly and powerfully in real time. Popular websites in SM are WhatsApp, 
Tumblr, Facebook, YouTube, LinkedIn, Snapchat, Instagram, QZone, 
Twitter, Pinterest, and so on. Lots of data are to be developed from these 
SM sites that leads to the development of several techniques and algorithms 
to analyze these data. Social media analytics (SMA) is the collection of SM 
data and performs analysis from different websites using analytical tools. 
Significant applications of SMA are sentiment analysis, opinion mining, 
recommender systems, fake news analysis, etc. To get automatic and accurate 
data analysis, it is necessary to develop novel techniques and algorithms. The 
primary objective of this chapter is to discuss how machine and deep 
learning algorithms are used for analyzing SM data.    

11.1 Introduction 
SM is a medium for connection among professionals, friends, and family to share 
opinions, thoughts, sentiments related to the real and current situation. It is also 
named as “anywhere anytime” accessible information. SM data is the biggest, well-off 
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and ultimate indication of social activities for getting different prospects to figure out 
the persons, groups, and also society. The professionals and innovative scientists are 
progressively identifying significant methods for gathering, merging, and examining 
data automatically (Bogdan Batrinca et al., 2014). 

Retail companies are using SM to selling their product, enhancing marketing, 
improve customer service, and duplicate detection. SM is used in the finance sector 
to assessing trading news data (Akshi Kumar et al., 2016). It is also used in the 
biosciences sector for gathering data on populous partners for tackling obesity, 
smoking, and monitoring the diseases. In the computational social science domain, 
SM is used for monitoring the people’s activities, events, and speeches particularly 
political comments, SM voting of groups, the primary discovery of developing 
events, as with Twitter. 

SMA is all about gathering data/information made from SM sites such as 
Wikipedia, Google+, LinkedIn, Pinterest, YouTube, Facebook, WhatsApp, 
Twitter, Instagram, Snapchat, WeChat, Tumblr, and so on. SM data are normally 
in the structure of likes, posts, tweets, shares and links, microblogs, geographical 
data, and locations for retrieving the information from the dataset using SMA 
which is used to make perfect decisions in business. SMA also contains the de-
velopment and evaluation tools and also has frameworks to collect, observe, 
summarize, analyze, and visualize SM data (D. Kavitha, 2017). It is even used for 
analyzing opinions, sentiment, and behavior of the customer, and it is also useful 
to obtain the perceptions on product reviews for making improving marketing 
strategies and enhancing customer service. Microblogging, forums, social net-
working, and social bookmarking were dedicated to websites and applications; 
these are the various kinds of SM (Gitanjali Kalia, 2013). 

SM data is defined as SM users can share the data publicly that contains metadata 
like language spoken, biographical data, user location, and also links. It is more 
important to vendors because they seek customer perceptions which may boost sales 
of a product or political for winning votes. There are different varieties of SM data: 
posts on Facebook, tweets from Twitter, posts on Tumblr, check-ins on Foursquare, 
pins on Pinterest, and so on. The most commonly used advertising products on SM 
sites are Facebook and Twitter ads to achieve targeted users who are interested in 
their ads. SM data is the information from social networks that show how users view 
and share or connect with their content or profiles (Figure 11.1). 

11.2 Process of Social Media Analytics 
The process includes three stages for analyzing the SM data: capture, understand, 
and present. This is shown in Figure 11.2. The first stage capture is used to obtain 
SM data through monitoring or observing from several SM sources and to archive 
appropriate data for extracting appropriate information from the sources. This 
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process can be completed by an organization, but all the captured data from the 
SM will not be useful. Understanding the SM data is the second stage. In this 
stage, several innovative SM data analytic methods and techniques are used for 
modeling, removing noisy data, and employing low-quality data. Finally, the last 
stage presents the data that is used to display and present the findings from the 
second stage in expressive manner. 

11.2.1 Capture Data 

This stage permits to find discussion on SM sites that combines its actions and 
involvement in the business sector (Despoina Antonakaki et al., 2017). This 
process is finished by gathering enormous volumes of appropriate data across lots 
of SM sources by APIs, news feeds, or through crawling. Capturing data focuses on 
the most popular sites, various news sites, and marketing sites. Massive volumes of 
data are stored to encounter businesses’ various requirements. 

Figure 11.1 Social media data.  

Figure 11.2 Process of social media analytics.  
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11.2.2 Understand Data 

In a business environment, conversations of the products and operations have to be 
collected to evaluate their meaning and create methods useful for making the 
perfect decision. Meanwhile, the first, i.e. capture stage collects data from the 
sources and users; a large section may contain unnecessary information that is 
required to remove earlier for extracting meaningful information from SM data. 
This process offers detail about user’s sentiments such as what is the user’s opinion 
about the company and their product (Despoina Antonakaki et al., 2017). Several 
valuable metrics, trends, interests, covering their backgrounds, network of re-
lationships, and concerns about the users can also be formed in this phase. 

11.2.3 Present Data 

The present data is the final stage of the process of SMA. This step gives a simple 
format of several analytics like presentation, analyzation, evaluation, and sum-
marization. Many visualization techniques might be used to display useful and 
meaningful information. Visualizing the data using the visual dashboard is the 
most popularly used interface technique that accumulates and displays the in-
formation from several sources (Despoina Antonakaki et al., 2017). 

11.3 Social Media Analytics 
In recent days, the significant domains of SMA are prediction, group/network 
analysis, and content analysis; this is shown in Figure 11.3. 

11.3.1 Content Analysis 

It is one of the research approaches, and it is also used for identifying patterns in 
the recorded communication. In this analysis, automatically gather data from a 
group of texts that can be oral, written, or visual. It is used to measure the existence 
of specific phrases, concepts, and words in a group of historical texts. Furthermore, 
content analysis can able to make qualitative conclusions by analyzing the mean-
ingful words, concepts, and semantic relationship (Chae et al., 2012). It can be 
implemented in a wide collection of texts, and it is used in a diversity of sectors, 
containing anthropology, marketing, cognitive science, media studies, psychology, 
and other social science disciplines (Figure 11.4). 

11.3.1.1 Topic Identification 

Topic identification is utilized to pick up the most trending topics of chats or 
conversation on social media sites and classifies the topics based on the content and 
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specific areas, brands, and names. Furthermore, the classified and summarized 
topics from a large SM dataset are to be analyzed, visualize, and interrelate at both 
topic level and document level for identifying the relationship between topics and 
documents (Chae et al., 2012). The topic analysis is also an interesting research 

Figure 11.3 Social media analytics.  

Figure 11.4 Content analysis.  
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area that can automatically recognize and identify what kind of issue is stated on a 
specific site. Consider the given example that helps us to recognize the hidden 
benefits of topic analysis. For example: “My product hasn’t shipped yet” will be 
labeled as a shipping issue on an online shopping website. 

11.3.1.2 Sentiment Analysis 

Sentiment analysis that identifies human emotions and sentiments from SM sites is a 
more complex task, but this process can be done using sentiment analysis for un-
derstanding the customer’s reactions to the particular product or brand that can 
make use of business development (Feldman, 2013). The sentiments are mainly 
divided into three kinds: positive, negative, and neutral that include happy, sad, 
distressed, humor, surprised, sarcasm, and many others (Ana Mihanovic et al. 2012). 
Researchers are trying to develop an efficient and capable solution to analyze and 
visualize the sentiments. 

11.3.1.3 Social Multimedia Analysis 

Social multimedia includes text, images, videos, maps, and so on. The social 
multimedia analysis is used to analyze images, speech, video clips, landmarks, and 
locations and occasionally focuses on content analysis (Cioffi-Revilla, 2010). 

11.3.2 Group and Network Analysis 

11.3.2.1 Group Identification 

SM has two different kinds of groups: primary and secondary. In a primary group, 
family and friends can chat and share personal things in that group. The secondary 
group is larger and impersonal when compared to the primary group. Social media 
analysis helps to find emerging groups (Figure 11.5) and their aims also define the 
similarity among the social groups. Group identification has detailed relationships 
like Twitter “followers,” a Facebook “friends,” and also relationship through a 
mutual activity like likes, comments, etc. on the SM platform (D. Kavitha, 2017). 

11.3.2.2 Relationship Characterization 

This method defines identifying the relationship among two groups based on their 
chats/conversations through SM sites. Relationships are classified based on the 
conversation. Some research has used SM content to define characteristics of an 
online community (D. Kavitha, 2017). Some other research used to know about 
social media user and their character from publicly accessible information from the 
FB profiles, status updates, photos, etc. 
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11.3.3 Prediction 

Prediction is used to predict future indicators in social media and also indicates 
regular events. Predictive analytics from social media is a grouping of sentiments 
and influence analysis. Prediction is also recently used in social networks for in-
stance to foretell the cinema revenues and consequence of the civic elections, 
product-market activities, and financial market. 

11.4 Techniques and Algorithms 
11.4.1 Techniques 

SMA is a developing area that contains a diversity of modeling and analytical 
techniques from various fields. These are natural language processing (NLP), news 
analytics, opinion mining, scraping, text analytics, and many others. 

11.4.1.1 NLP 

NLP interaction between human language, i.e. natural language and computer, is a 
very tedious task. It can be done by NLP which is commonly used in Artificial 
Intelligence, computer science, linguistics, and so on. NLP plays an important role in 
SMA and extracting significant knowledge from human language input and output. 

11.4.1.2 News Analytics 

News analytics and news sentiment calculations are used by the business trading, 
market surveillance, and risk management of both buyers and sellers. The news 

Figure 11.5 Group and network analysis.  
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stories are made up of unstructured data that may contain text, images, and also 
video clips. Automatic text analysis utilizes machine learning and NLP. 

11.4.1.3 Opinion Mining 

Opinion mining or sentiment mining is a booming research area to identify and 
analyze human sentiments and their opinion about a particular product, brand in a 
business environment. It can be used in tweets, movie reviews, message boards, news, 
weblogs, etc. (Jindal & Liu, 2008). The sentiments and opinions of a particular 
product using the online customer’s reviews can be useful for enhancing online 
shopping companies. The customer reviews have feedback about a product or a 
company; however, customer reviews can be categorized into positive, negative, and 
neutral using opinion mining/sentiment analysis (Malik Khizar Hayat 2012). 

11.4.1.4 Scraping 

To collect SM data using scraping is also named web data extraction, web har-
vesting, etc., which is extracting unstructured data and transforming it into a 
structured format. Scraping is very useful for collecting an enormous quantity of 
SM data for analysis that is used to make a business decision. 

11.4.1.5 Text Analytics 

It involves information extraction, information retrieval (IR), pattern recognition, 
tagging/annotation, lexical analysis to identify word frequency distributions, data 
mining techniques containing predictive analytics, link analysis, and association of 
mining and visualization technique. 

11.4.2 Machine Learning and Deep Learning Algorithms 

Machine learning and deep learning algorithms are used for SMA. The algorithms 
are as follows. 

11.4.2.1 Artificial Neural Network (ANN) 

ANN process the information performed based on human nervous systems. The 
network includes several interconnected layers as like as the connections of neurons 
in the human brain and information from a single node to many other nodes for 
disseminating the information in the preliminary layers toward the output layer 
(Bao & Dawood, 2019). 

11.4.2.2 SVM 

It is one of the common and popular machine learning algorithms. In this algo-
rithm, every data object is plotted as a factor in n-dimensional space (where n is the 
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variety of facets the users having) with the cost of every character being the value of 
specific coordinates (Bao & Dawood, 2019). 

11.4.2.3 Convolutional Neural Network (CNN) 

CNN is involved of several layers by insufficient layers in neural network (NN), 
and it has a convolutional layer and subsampling layer (Rumelhart et al., 2009). 
CNN has completely connected networks to produce exact output with minimal 
cost (Khan et al., 2010). 

11.4.2.4 Recurrent Neural Network (RNN) 

RNN a classification of ANN has innovative activities. It can utilize to series of 
inputs unsystematically. RNN founds excellent jobs, i.e. speech to textual content 
transformation (Khan et al., 2010). 

11.4.2.5 Auto-Encoder (AE) 

AE is similarly named as auto-associator and Diabolo network due to its structure 
and it is aimed to examine and encode the data (Bao & Dawood, 2019). AE is an 
unsupervised learning method having encoder and decoder elements (Rumelhart 
et al., 2009). 

11.4.2.6 Deep Belief Network (DBN) 

DBN is a classification of DNN as an alternative propagative model involved quite 
many hidden layers with implicit variables (Rumelhart et al., 2009). 

11.5 Tools 
In this section, extracting, transforming, preprocessing, programming, and ana-
lyzing the social media analysis tools are discussed, as given in Table 11.1 (Weiguo 
Fan Michael D.Gordon, 2014). 

11.6 Research Challenges 
Many research issues in the social network platform are discussed below: 

■ There are lots and lots of hyperlinks are available on SM sites. The hy-
perlinks are interconnected with each other. Hence extracting and analyzing 
the hyperlinks using link analysis is a complex task (Umar, 2014). 
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Table 11.1 Significant Tools    

Tools Examples  

Extraction tools   ■ Web Scraping  
■ FMiner  
■ Parsehub  
■ Spinn3r  
■ Octoparse  
■ Google Trends  
■ Social mention  
■ Twitter Scraper 

Transformation tools   ■ Informatica PowerCenter  
■ Microsoft SQL Server Integration Services  
■ Talend  
■ Panoply  
■ Alooma  
■ Logstash  
■ Heka  
■ Google Fusion Tables  
■ Zoho Reports 

Data cleaning tools   ■ Google Refine  
■ Data Wrangler  
■ Drake  
■ TIBCO Clarity  
■ Winpure  
■ DataMatch  
■ Quadient Data Cleaner  
■ Cloudingo  
■ Reifier 

Scientific programming tools   ■ R Programming  
■ MATLAB®  
■ Python 

Commercial toolkits for 
business   

■ SAS Sentiment Analysis Manager  
■ Rapid Miner  
■ IBM SPSS 

Monitoring tools   ■ Trackur  
■ FeedBurner  
■ PRTG Network Monitor  
■ WhatsUp Gold (WUG)  
■ Keyhole  
■ Hootsuite  
■ Twitter Counter  
■ Digimind 

(Continued) 

Social Media Analytics ▪ 227 



■ Dynamic network analysis is a challenging task in SMA; for example 
YouTube, Instagram, and Facebook SM sites are dynamically changing at 
every minute (Chae et al., 2012).  

■ Data cleansing, preprocess valuable from the SM dataset consume more time 
because it has unstructured data (Kularathne et al., 2017).  

■ In SM sites, people are chatting with colloquial and private elements in their 
language. Hence, it is very hard to understand automatic sentiment analysis 
programs (Bright & Margetts, 2014).  

■ The number of likes on a particular product or a brand doesn’t perfectly 
reproduce real conversions. But still, it is difficult to analyze and increase the 
page likes of SM profiles (Praveena & Lakshmi, 2017).  

■ SM sites have fake and duplicate profiles and spread fake news that lacks the 
quality of SM data. More analysis is needed to analyze the fake and duplicate 
information and to identify the fake profiles. It is also one of the challenging 
tasks of researchers. 

Table 11.1 (Continued) Significant Tools    

Tools Examples   

■ TweetReach  
■ Sprout Social  
■ Klout  
■ Simply Measured  
■ Buffer 

Tools for text analysis   ■ OpenAmplify and Jodange  
■ Python NLTK— Natural Language Toolkit  
■ STATISTICA Text Miner  
■ WordStat.  
■ Discover Text  
■ Google Cloud Natural Language API  
■ LexalyticsSaliance  
■ IBM SPSS Text Analytics  
■ Expert System  
■ Meaning Cloud  
■ indico 

Data visualization tools   ■ Tableau  
■ Grafana  
■ Chartist. Js  
■ FusionCharts  
■ Datawrapper  
■ Infogram  
■ Google Charts  
■ Chartio    
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11.7 Case Studies in Social Media Analytics 
SMA is the practice of gathering data from blogs and SM websites and analyzing 
that data to make business decisions. 

11.7.1 Barclays 

Barclays is also named as PingIt, it was developed for mobile banking. They have 
done social media analysis in real time to the app for making significant changes. 
The results of the app were received well, and a low percentage of comments were 
negative. This app quickly makes public relations crises, and also this app quickly 
responds to permit 16- and 17-year-old people. 

11.7.2 Keen 

Keen company is wanted to know their customer reviews about the product. 
Hence they built an SMA model with several metrics like effect, sentiment, reach, 
and influence to understand SM campaigns. 

11.7.3 Samsung 

Samsung wanted to know customer support of their product using social media 
analysis. This organization asks the customer feedback about their product and 
then review their feedback and response within 2 months. 

11.7.4 TOMS Shoes 

TOMS shoes company targeted “one day without shoes” campaign on thousands of 
people around the world. It is severely monitored in SM with the #Withoutshoes 
hashtag. They saw the support building about the hashtag throughout the day. 

11.7.5 Yale 

This organization creates a blog for academic content, i.e. question and answering 
system. They used Tumblr for analyzing their content. This analysis improves the 
number of followers by +142% and 1,200 notes with two posts. 

11.7.6 Cisco 

Cisco is the worldwide leader in IT and networking. It observed recent trends and 
booming topics to contribute limited objectives. Cisco used social media analysis 
and obtained nearer targeted clients. 
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11.7.7 Kmart 

Kmart evaluated SM feedbacks from a specific advertisement launched throughout 
distinctive networks over online and television at time duration. 

11.8 Conclusion 
Social media analytics is offering massive opportunities to recognize trends de-
velopment in SM. The significant aspect of SMA is gathering and handling SM 
data, and this process is very difficult. A huge quantity of data is available in the 
SM platform. This chapter mentioned a brief introduction to SMA. Three stages 
of the process of SMA are discussed. Various kinds of social media data are given in 
this chapter. Significant applications of social media, fundamental techniques, 
machine learning, and deep learning algorithms are also presented. Various tech-
niques in SMA and tools are discussed. Finally, research challenges and case studies 
of SMA is given. SMA is widely applied in business and academic applications to 
make the right decision. 
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Objectives   

■ To understand the assumptions/limitations of classical statistical 
procedures.  

■ To explore various robust statistical procedures developed in the recent 
past by considering the measure of location and scale in the area of data 
depth, regression, and multivariate analysis.  

■ To analyze data using robust statistical methods along with conventional 
statistical procedures using robust statistical packages in R programming.  

■ To understand the usage of robust statistical procedures in machine 
learning tasks.    

12.1 Introduction 
Decision making in several areas of science depends on statistics. Statistics plays an 
extremely vital role as an aid in decision making. In the present contemporary state 
of affairs, statisticians increasingly address the problems and issues that arise out in 
the analysis of large, voluminous, and multidimensional data. This is made possible 
due to the advancement of computer technology that largely facilitates the analysis 
of data of multivariate nature that results from scientific and statistical experiments. 
In this context, traditional/classical techniques are infeasible for analysis due to the 
enormity of data, high dimensionality of data, and heterogeneous nature of data. 
These techniques depend on many assumptions like normality, independence, and 
homogeneity. 

Robust statistics offers efficient methods to estimate location, scale, and 
regression parameters as an alternative approach to conventional statistical 
methods. The estimators produced by robust statistics are not in any way af-
fected by minor deviations from the model assumptions. But standard methods 
are comparatively affected. Robust statistics is a theory that supports stability in 
statistical procedures. Robust statistics examine deviations of model assump-
tions systematically, using preexisting methods and make improvements in the 
existing procedures wherever required. The robust approach to data analysis and 
model fitting involves developing techniques that result in dependable para-
meter estimates and related tests, even when data does not follow a given as-
sumption exactly. 

This chapter explores the most widely used robust statistical methods and their 
applications. For understanding purpose, the basic robust statistical procedures 
along with classical procedures are demonstrated using few examples. 
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12.2 History of Robust Statistics 
The robust statistics began to bloom in the middle of the 20th century with the 
article titled a survey of sampling from contaminated distributions (see Tukey 
[1960]). This work is considered as a revolution in robust statistics. Later, the 
foundation of the wide-ranging theory of robust statistics was laid by Huber 
(1964) and Hampel (1968). The theoretical approach to robust statistics with the 
notion of maximum likelihood type, M-estimators was first introduced by Huber 
(1964). In the paper, the author found that the estimator behaves optimally in a 
minimax sense over the neighborhood of a stochastic model that contains data 
generated by true distribution. Hampel (1968) developed the characteristics of 
robust statistics, such as the qualitative, quantitative, and infinitesimal robustness 
in the form of influence function and breakdown point. 

These authors’ contributions laid the foundation for the growth of modern 
robust statistical procedures. The collection of research papers on robust statistics 
has increased, and it has received greater attention. Nowadays, new branches of 
applications have been opened up in robust statistics areas by combining con-
ventional procedures, which intensifies computational algorithms. 

Research in the robust statistics field is experiencing significant growth in the past 
few decades. This claim can be verified by the publication of a large number of 
articles, some of them are as follows: Tukey (1960), Huber (1964), Hampel (1968),  
Maronna (1976), Donoho (1982), Rousseeuw (1984), Rousseeuw and Yohai (1984),  
Hampel et al. (1986), Davies (1987), Yohai (1987), Rousseeuw and Croux (1993),  
Hawkins and Olive (1999), Rousseeuw and Driessen (1999), Tatsuoka and Tyler 
(2000), Croux et al. (2007), Todorov and Filzmoser (2009), Hubert and Driessen 
(2004), and Hubert et al. (2012). The works of Huber (1981), Rousseeuw and Leroy 
(1987), Tiku and Akkaya (2004), Huber and Ronchetti (2009), and Wilcox (2010,  
2017) kick-started the current research efforts in this research area. 

International Conferences on Robust Statistics (ICORS) are being organized, 
and the conference proceedings are released every year since 2001. A pioneering 
institute in statistics, the Indian Statistical Institute, Kolkata, has organized the 
ICORS in India in the year 2015. 

12.3 Classical Statistics vs. Robust Statistics 
Statistics involves digging out information that is useful from experimental data. 
For more than two centuries, parametric stochastic models are used to convey the 
information in the performance of these models and applications require strict 
adherence to the assumptions. But it is noted that the practical scenario of data 
does not act as agreeably as defined by their assumptions. The well-known as-
sumption is normality. The normality can be viewed from Figure 12.1. 

The above bell-shaped symmetric curve follows a standard normal distribu-
tion. It describes the features of data distribution. Almost all conventional 
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statistical procedures rely on the behavior of this distributional assumption. Classical 
statistical procedures work well for the data if it is distributed normally. Moreover, 
the existing procedures are ideal only under a series of assumptions such as linearity, 
normality, symmetry, independence, or finite moments. These assumptions, which 
were made in the theory of statistics two centuries ago, formed the framework for 
developing all the classical procedures. However, the underlying assumptions are 
rarely met when analyzing the experimental or observable data. Deviations from the 
distributional and other assumptions, without fail, nullify the optimality seriously. 
Further, the conventional procedures are mostly based on maximum likelihood 
theory and are very sensitive to the data, particularly when data deviate from the 
model assumptions. Hence, in situations involving heavy-tailed/non-normal dis-
tributions, the results produced by classical procedures are unrealistic. 

Robust statistics is resistant to errors in the results, i.e. it has reasonable effi-
ciency and small bias even if met with the required assumptions approximately. A 
robust procedure is nearly as good as the conventional procedure for a normal 
distribution but is substantially more effective for non-normal situations. In the 
past few decades, various robust alternatives were developed. The main objective of 
such a robust approach is to fit a model with good data points and to detect the 
extremes well in advance and it can experiment further if preferred. 

Few limitations of robust statistical procedures are mentioned below: 
Robust measures of location and scale estimates are obtained by considering 

only the subset of data points, whereas the conventional measures are based on all 
data points. 

The computational aspects of many robust procedures are established by 
considering the subset of data points. Construction of subsets and selection of best 
subset would require more time, more storage space, and high-speed computers. 

Further, the robust procedures may discard the extreme observations and/or by 
assigning the least weight to the extreme data points/outliers (inconsistent data 
points) to compute the robust statistical measures. 

Figure 12.1 Standard normal distribution.  
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12.4 Robust Statistical Measures 
Statistical measures, specifically measure of location and scale, play a vibrant part in 
statistical analyses. The computation of such good measures lays the foundation for 
almost all statistical methods. Measures of location are defined as finding a good 
data point in a dataset that represents almost all the data points. Finding the 
deviations between each point and identified location is referred to as a measure of 
variation. The mean and variance derived from a set of sample data are, respec-
tively, used as good estimates for the unknown location and scale parameters. 

Similarly, when one deals with multidimensional data, the mean vector, which 
denotes a point in the multidimensional space, collectively represents the location 
parameters of the variable, and the variance–covariance matrix represents the scat-
tering of data points. The estimation of the location vector and the covariance matrix 
in the multivariate setup is very monotonous when dealing with a huge volume of 
data and/or contaminated data. The classical method of estimating the multivariate 
location and scatter is used for all variables and cases in the given dataset, but it never 
gives consistent results, if the dataset has outliers. Many robust alternatives are 
proposed to estimate the multivariate location and scatter. Most robust procedures 
use only good data points. For example, h out of n observations is used to estimate 
these parameters in p-dimensional data, where h = (n+p+1)/2. 

Many robust alternatives are proposed to estimate location and scale in a 
univariate and multivariate context. An estimator that is fairly good for a wide 
variety of distributions is called a robust estimator. The quality of robustness of the 
estimators has been measured by basic tools such as breakdown point and influence 
function, which are defined below: 

Breakdown Point: It is a threshold value above which the estimators start 
producing arbitrary results. It indicates the number of incorrect observations that 
can be handled by an estimator before generating inappropriate results at random. 

Influence Function: It is a function that measures the infinitesimal effect of 
impurity on the estimator. It describes how an estimator acts when there is a small 
change in a sample. 

For example, the median is preferred as a robust measure of the location to mean, 
because the breakdown value of the median is 0.5 while it is 0.0 for the mean. That 
is, a single observation can make the results unreliable. Robust statistical measures of 
dispersion, namely, median absolute deviation and interquartile range, are the viable 
alternatives to the classical measures such as standard deviation and range. 

In general, trimmed and winsorized estimators (see Tukey [1960]) are the 
robust methods in statistics but the basic class of robust statistics is M-estimators 
(see Huber [1964]). A simple way of defining a conventional measure of location is 
to minimize the expected squared difference between the point, x, and some 
constant a, i.e. E(x–a)2. The resulting value of a gets affected by the extremities of 
x., i.e. x deviates from a when (x–a)2 increases rapidly. The value of a gets pulled 
into the tail of the distribution when extremes exist in the case of non-normal 
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distribution. M-measure of location uses the same approach but it allocates less 
weight to extreme values by replacing (x–a)2 with some other weight function. In 
this context, the usage of Andrew’s, Hampel’s, and Tukey’s weight functions are 
referred to as redescending M-estimators. Moreover, Mallows (1975) extended 
this, by applying suitable weights that reduce the influence function of the gross 
values of x, called as GM-estimator. 

In multivariate analysis, the sample means vector and variance–covariance 
matrix are the maximum likelihood estimates for the measures of location and 
scatter. These are reliable estimates in the context of multivariate normal models. 
But they are very sensitive to non-normal models. Hence, the basic problem is to 
create robust equivariant estimates as alternatives to the conventional sample mean 
vector and variance–covariance matrix. 

In the context of multivariate setting, multivariate M-estimates were introduced 
by Maronna (1976). They deal with the measures, namely weighted mean and 
covariance. The computational steps of these estimators comprise an iterative pro-
cedure that corresponds to the weighted estimator in the multivariate version. The 
initial estimates of the mean vector and variance–covariance matrix are calculated by 
conventional procedures and then squared Mahalanobis distances are calculated. 
After that, the distances were sorted and assigned weights by considering the largest 
distance that receives smaller weights. The extreme observations of the distance have 
weights very close or equal to zero. The iteration process stops on reaching the final 
solution when the function gives minimum covariance. The breakdown value of the 
multivariate M-estimator is not exceeding 1/(p+1), where, p denotes the number of 
variables. The high breakdown robust estimators, such as minimum volume ellipsoid 
estimator (MVE), minimum covariance determinant estimator (MCD), S- 
estimators, and MM-estimators, are established in the past few decades. 

The minimum volume ellipsoid estimator is a multivariate estimator, which was 
proposed by Rousseeuw (1985). The estimator tries to find the ellipsoid of minimum 
volume in such a way to cover h observations (here, h may be at least half of the 
observations) from n observations in a dataset. The measure of location, which is the 
geometrical center of an ellipsoid of minimum volume, and variance–covariance 
matrix are computed based on the data points that cover the ellipsoid of minimum 
volume. In other words, the subsets of around half of the observations are analyzed to 
discover the subset that would minimize the volume of ellipsoid occupied by data. 
The data which covers the ellipsoid of minimum volume is used to compute the 
covariance matrix. The Mahalanobis distances to all the data points are computed to 
determine how far away a data point is from the center of the data. A suitable cutoff 
point is measured and observations having distances that surpass the cutoff are 
confirmed as outliers. Rousseeuw (1985) has introduced a minimum covariance 
determinant estimator (MCD) as another robust estimator. In the computational 
procedure, the first step is to create more subsets that contain at least 50% of ob-
servations from a given dataset. Then the next step is to find the determinant of all 
the subset matrices. The final step is to compute the estimates for location vector and 
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variance–covariance matrix by considering the subset matrix’s data points, which has 
the minimum determinant value. 

Davies (1987) proposed an S-estimator, which is defined by minimizing the 
determinant of a variance–covariance matrix with the constraint on the magnitude 
of corresponding Mahalanobis distances. Utilization of the differences rather than 
the residuals have the benefit of an increase in statistical efficacy, while the strength 
of estimators, computed by their breakdown points, does not change. The highest 
proportion of outliers that an estimator can tolerate is called a breakdown value. 
While working with residual differences, it is conceivable to attain the highest 
breakdown value, 50% or more. MVE is generally viewed as a special case and it 
can be within the class of S-estimators. Tatsuoka and Tyler (2000) proposed a high 
efficient and high breakdown value estimator, called MM-estimator, as an exten-
sion of the S-estimator for multivariate normal distribution. 

Many algorithms were proposed to simplify the computing steps and get more 
efficiency. Many authors have proposed and studied various algorithmic techni-
ques, such as iterative computation of the robust multivariate MVE, feasible so-
lution algorithm (FSA), improved FSA, fast algorithm for MCD (FAST-MCD), a 
deterministic algorithm, etc., to enhance the efficiency of robust estimators for 
location and scatter parameters in the multivariate set up. These algorithmic 
techniques were developed by Cook et al. (1993), Hawkins (1994a, 1994b),  
Rousseeuw and Driessen (1999), Hawkins and Olive (1999), Todorov and Pires 
(2007), Todorov and Filzmoser (2009), Hubert et al. (2012), Filzmoser et al. 
(2012), Filzmoser and Todorov (2013). 

Example 12.1: Computation of measure of location and scale 

Consider a company working with 15 employees. Their annual salary (in lakhs) 
is given below: 3.0, 4.0, 3.2, 4.5, 4.1, 3.5, 3.6, 3.7, 2.4, 4.5, 2.2, 4.9, 2.5, 70.0, 
and 100.0. 

The most widely used measure of location is the mean, which is computed as 
14.4 lakhs from the above data. Among the 15 observations, 13 of them are below 
this location and two of them are above the estimated location. This measure of 
location doesn’t represent any one of the above employee’s salary or as a whole. It is 
noted that the mean provides a reliable estimate of the center only when the 
variable is normally distributed, if not, it gets affected very extensively, i.e. it is not 
a good representative of the given dataset when extremes are present in the data. 

Similarly, in the context of measure of dispersion, the standard deviation is 
most widely used. The standard deviation of the above data is 29.2 lakhs. The 
computational part of this measure of scale is also based on the above measure of 
location, arithmetic mean. It also gets affected when the data follow the non- 
normality and/or contains outliers. 

Many robust alternatives are available for mean such as median, trimmed 
mean, and winsorized mean. The location measure, the median, can be computed 
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by selecting a data point in the middle position in a dataset after sorting data or 
averaging the two middle data points. Another method of computing a measure of 
central tendency is trimmed mean, which uses the concept of mean but eliminates 
a small proportion of the highest and lowest values. The winsorized mean is similar 
to the trimmed mean, but the lowest and highest values are not removed but 
replaced by the lowest and highest untrimmed score. 

The median and the trimmed mean of the above data are 3.7 and 3.8, re-
spectively. These location measures represent nearly nine of the above employee’s 
salary. Apart from this, the basic robust statistical measure of location and scale is 
computed based on the concept of Huber’s M-estimator. The robust measure of 
location is 3.82, and the corresponding measure of scale is 1.19 lakhs. The vi-
sualization of the above dataset is presented in the form of a boxplot (Figure 12.2). 

From this plot, one can observe the extremes values 70.0 and 100.0 and give 
special attention to those data points. If discarding the extremes from the above 
data, then the measure of location and scale remains the same in the context of 
conventional methods (mean and the standard deviation is 3.5 and 0.86 lakhs) and 
robust method (Huber’s location and scale are 3.5 and 0.89). 

A significant point made by the example is that sample mean is profoundly 
influenced by at least one extreme called outliers. Care must be taken when uti-
lizing the sample mean since its value can be profoundly atypical and hence 
possibly deceptive. Outliers and long-tailed distributions are cause for serious 
concern in real-world problems since they blow up the standard error of sample 
mean. A robust statistical measure is a well-defined one that is about as productive 
as efficient as the conventional measure in a normal distribution. However, it is 
extensively more efficient in non-normal cases. 

Example 12.2: Computation of measure of location vector and scatter matrix 

Figure 12.2 Boxplots (with/without outliers).  
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Consider the following artificial bivariate data, which contains 20 cases of two 
variables. 

X1: {50,51,58,64,69,65,63,68,61,60,59,58,52,95,98,57,63,58,64,53} 
X2: {30,31,34,34,36,34,33,34,31,35,33,32,32,30,31,32,34,31,32,32} 

For the above data, compute the measure of location vector and scatter matrix 
under classical and a robust procedure. The computed conventional measure of 
location, mean vector is (63.30, 32.55) and the covariance matrix is 

157.27 2.12
2.12 2.79 by considering all the observations and giving equal weights. 

The robust measure of the mean vector and covariance matrix are (59.61, 32.78) 

and 31.43 6.44
6.44 2.54 , respectively. By comparing the covariance matrix estimated 

under these two procedures, the variance–covariance matrix shows a large variation 
in X1, i.e. 157.27 and 31.43 under classical and robust procedures, respectively. 
Similarly, one can see the large variation in the covariance between X1 and X2 
under the classical procedure and robust procedure are –2.12 and 6.44, 
respectively. 

The variation in the covariance matrix is due to the extremes observations 
present in the data. To find the extremes in multivariate data, one can visualize the 
data in a graph, namely distance–distance (DD) plot by computing robust and 
Mahalanobis distance. The DD plot (Figure 12.3) shows that there are two points 
as extremes in the dataset. Suppose if the two extremes are discarded, then the 

computed conventional covariance matrix is 31.42 6.44
6.44 2.53 and the location vector 

is (59.61, 32.78), which is similar to the result produced by the robust procedure. 
It is established that the conventional variance–covariance matrix gets affected even 
a single extreme is present in the data. 

It is known that an extreme point can affect the estimate of the location vector 
and scatter matrix. To view the extremes (outliers) many graphical procedures have 
been established. For a bivariate study, a simple visualization of bivariate data is a 
scatter plot, which is a graph that shows the relationship between two variables. 
The data is plotted for two different variables on one set of axes. The points that lie 
at a great distance from core data distribution are referred to as outlier. 

The variance–covariance matrix determines multivariate data shape and size. 
Mahalanobis distance is the broadly realized distance measure that considers the 
concern of covariance matrix. The observations that have the large squared 
Mahalanobis distance are defined as multivariate outliers. The Mahalanobis distances 
are to be computed by following a robust procedure to give solid measures for 
identifying the outliers. The distance measure gets affected when data departs from the 
main data cloud because location parameters and covariance matrix are usually 
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estimated in a nonrobust manner. The most frequently used robust estimator is the 
Minimum Covariance Determinant (MCD) estimator. Robust distance is achieved by 
replacing the estimates, location, and scatter in the distance formula. Rousseeuw and 
Zomeren (1991) used the robust distance for the detection of multivariate outliers. 
The corresponding covariance plot is namely distance–distance plot. The tolerance 
ellipse plot is only suitable to find extreme cases in bivariate data. For more than three 
variables, a distance–distance plot is more suitable to locate the extremes observations. 

12.5 Robust Regression Procedures 
The regression analysis has an essential part in model fitting under the study of 
response and predictor variables. It deals with two main categories, namely, 
parameter estimation and variable selection. For the estimation of regression 
parameters, the least square method is being used traditionally. This method 
mainly relies upon specific assumptions, including the normality of the error 
distribution. Another part of the regression analysis is to identify the significant 
variables, namely feature selection. More number of regressors in a model can 
reduce modeling biases. But, it leads to less accurate predictions and also reduces 
the efficiency of the estimates. Hence, the selection of relevant variables is vital. 
When the extremes are available in the data, the least square estimation brings 
about parameter estimates that don’t give valuable information to most of the data. 

Regression models with traditional procedures require various assumptions on 
independent/predictor variables, dependent/response variables, and relationships. 
The regression analysis is associated with the terms such as linearity, homo-
scedasticity, multicollinearity, independence of errors, etc. Various extensions have 
been advanced, allowing every one of these assumptions to be relaxed and excluded 
completely in some cases. A few techniques are general enough that they can relax 
numerous assumptions at once, and in other cases, this can be accomplished by 
consolidating various extensions. These extensions make the estimation technique 
increasingly unpredictable and tedious and may likewise require more data to 
deliver a similarly exact model. 

Beyond the assumptions, a few other statistical properties of the data empha-
tically impact the performance of various estimation strategies. The statistical 
connection between the error terms and the regressors assumes a significant job in 
deciding if an estimation method has necessary sampling properties, for example 
unbiasedness and consistency. The probability distribution of the independent 
variables has impacted the accuracy of estimates of regression coefficients. 

Conventional statistical procedures attempt to fit better by considering all data 
points. The standard criterion of the least-squares procedure is to minimize the 
sum of squared residuals to estimate the regression parameters. In the event of data 
containing outliers, the parameter estimation may go astray firmly from the clean 
data. For example, outliers can pull the regression line. Since all data points acquire 
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similar weights in the least-squares principle, huge deviations are conveyed over all 
the residuals, frequently making them difficult to detect. Robust statistics objective 
is to minimize outliers’ effect on the estimation of regression coefficients. Robust 
methods attempt to fit the majority of data by assuming that the good data points 
outnumber the outliers. Outliers would then able to be recognized by observing 
the residuals, which are enormous in the robust statistical analysis. A significant 
task thereafter is to ask for the causes of occurrence of outliers, however, they 
should not be ignored, but have to be examined and inferred. 

Many problems may occur while fitting a linear regression model such as non-
linearity of data, correlation of errors, assumptions on the variance of error terms, 
outliers, high leverage points, and collinearity. The least-square sensitivity to outliers is 
caused by two factors. The first is, the error term is processed using squared residuals. 
Any residual with a high value will have an extremely huge error term comparative 
with the others. The subsequent one is that using the mean as a measure of location 
which is not robust, any large square will have an extremely solid effect on the cri-
terion, bringing about the extreme data point affecting the fit. The two common 
solutions for these issues are: First, the error term can be estimated in another manner, 
by supplanting the squared residuals by another function of squared residuals which 
safely mirrors the residual size. M-estimation idea is derived from this notion (see  
Huber, 1981). Second, a robust location measure, for example, a median or a trimmed 
mean is utilized rather than the conventional mean. Regression methods dependent on 
this notion incorporated on least median of squares (LMS) and least trimmed squares 
(LTS) (see Rousseeuw, 1984; Rousseeuw and Leroy, 1987). Rousseeuw and Yohai 
(1984) achieved robustness by minimizing the scale of residuals. 

Robust regression analysis delivers a substitute for least squares regression analysis 
which fails to fulfill the fundamental assumptions due to data characteristics. 
Sometimes, by applying suitable transformation of a variable to validate the as-
sumptions. However, it affects the parameter estimates significantly when extremes 
are present in the dataset. Robust regression procedures can tolerate a certain amount 
of extremes and reliable regression parameters are estimated. Among the robust es-
timators, the M-estimator (see Huber, 1964), least median squares estimator (LMS), 
and least trimmed squares estimator (LTS) (see Rousseeuw, 1984) are considered as 
popular methods. LMS uses the concept of minimizing the median of residuals, 
while LTS uses minimizing the trimmed squared residuals. Minimizing the function 
of residuals is considered in M-estimation procedures. 

Many works that have been published in the area of model fitting are available in 
the literature for reference. In the least-squares procedure, least absolute deviation 
estimation, and comprehensive M-estimation, distant observations sometimes firmly 
impact the estimation result, veiling a significant and intriguing relationship existing 
in most of the observations. The class of S-estimator is used in this scenario, which is 
smoothly down weighing the outliers in fitting the regression model to the data. It 
uses the concept of minimizing the scale value (see Rousseeuw and Yohai, 1984). The 
class of MM-estimators was introduced by Yohai (1987) in the context of fitting 
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linear regression. Such estimates are fascinating as they join high proficiency and high 
breakdown value straightforwardly and instinctively. Regularly, one first begins with 
a robust regression estimator, normally an S-estimator, and continues with scale- 
dependent on this preliminary fit alongside a superior tuned function to acquire an 
increasingly efficient M-estimator of the regression parameter. 

Example 12.3: Fitting of simple regression and robust regression model 

Consider the data given below for fitting a simple regression model, Y = β0+β1 
X+ε. 

X: {50,51,58,64,69,65,63,68,61,60,59,58,52,95,98,57,63,58,64,53} 
Y: {30,31,34,34,36,34,33,34,31,35,33,32,32,30,31,32,34,31,32,32} 

First, find some descriptive measures, such as mean, covariance matrix, correlation, 
and regression coefficients. Compare these measures by computing using classical and 
robust procedures. The measures mean and covariance matrix was already computed 
and discussed in Example 4.2. The computed correlation coefficients of the data 
under the conventional and robust procedures are –0.101 and 0.721, respectively. 
The computed correlation coefficient under conventional procedure indicates the 
negative correlation exists between variables X and Y. But robust procedures show a 
positive correlation among these variables. The scatter plot, distance–distance plot, 
fitted models with and without outliers are shown in Figure 12.4. 

The vast difference is due to extreme observations in the dataset. The computed 
regression coefficients under the least square procedure and robust regression proce-
dure are (33.404, –0.013) and (22.342, 0.176), respectively. Suppose, let us assume 
that extremes are discarded, then the computed correlation coefficients are 0.721 and 
0.865 under classical and robust procedure respectively. Both the procedures show the 
results very close to each other and also indicate a positive correlation among the 
variables. The regression coefficients under conventional and robust procedures almost 
produce similar results, i.e. (20.567, 0.205) and (22.983, 0.167), respectively. It shows 
that extreme observations affect the fitting of simple regression models. In general, data 
with extremes can have an impact on fitting models and leads to unreliable predictions 
and decision making. Many robust procedures are established to fit any regression 
model with reliable estimates along with predictions. It shows that the researcher can 
use robust methods for model fitting when extremes are present in the data. 

The following section describes one of the nonparametric approaches to 
compute robust measures of location and scale – data depth procedures. 

12.6 Data Depth Procedures 
In statistics, the measure of location is a vital aspect in the context of univariate/ 
multivariate data analysis techniques. The conventional sample mean (vector) is 
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very sensitive when the data contains extremes and thus gives an unreliable esti-
mate of the population mean. For the past few decades, there has been substantial 
growth in statistics, especially, the concept of robust-based statistics, depth-based 
robust statistics, etc. in the context of estimation of the measure of location. The 
concept of depth-based statistics attracts the researchers because it gives reliable 
estimates of location in a given data cloud and it is a method that uses a non-
parametric approach. 

Depth is an integer assigned to a particular candidate fit relative to a dataset. 
This points to outside-inward/center-outward ordering of the sample points. The 
usual order statistics are different from depth order statistics. In usual order sta-
tistics, data are ordered from smallest to largest, while the depth order statistics 
start from the middle sample point and move towards the outside in all directions. 
Data depth is defined as the position of the data point concerning entire data 
points in a data cloud. In a given data cloud the depth of a point is relative to the 
deepest point. Center-outward ordering of points in any dimension is provided by 
the data depth concept. This leads to a multivariate statistical analysis which is 
non-parametrical in nature and wherein no distributional assumptions are needed. 
Data depth can be used to measure the depth of a given point in an entire mul-
tivariate data cloud. This concept is essential for center outward ordering of data 
points in any dimension rather than usual ranking from smallest to largest. It 
means ordering starts from the center and moves in all directions. 

Multivariate location and scatter are determined by using the depth value of 
each data point. Interestingly, non-parametric depth functions have geometrical 
characteristics of data in an affine invariant way. Many graphical and quantitative 
methods are well established for analyzing the depth measures such as location, 
scale, and shape as well as comparing inference methods, outlier detection, or-
dering of multivariate data, and classification of in-depth machinery. The point 
that has the highest depth value is considered as the deepest point and the lowest 
depth value as an outlier. When more than one data point has the same depth 
value, then their average is considered as the deepest point. The concept of data 
depth project of multidimensional to single-dimensional as well as projection 
pursuit is an emerging research field in recent days. 

The selection of data depth is mainly based on computational complexity, dis-
persion of data, asymmetric shapes, and robustness. Classical multivariate analysis is 
directly solved by component-wise, distribution-based, and moment-based. If sam-
ples are mutually dependent in component-wise analysis and perform badly, then 
existence moments need to be used in the moment-based analysis. But, depth-based 
methods are independent of the moment and it is not component-wise. 

Mahalanobis (1936) established the distance between the points, namely 
Mahalanobis distance, and is used to formulate Mahalanobis depth. It is primarily 
concerned with the conventional estimates namely, the sample means vector and 
variance-covariance matrix. But, these estimates are very sensitive when the data 
contains outliers/extremes. 
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Tukey (1975) introduced the concept of picturing data to formalize the 
models. It paved the way to establish Halfspace depth and to proceed to formulate 
the other modern data depth procedures. The quality of depth notions has been 
measured by the basic tools (Zuo and Serfling, 2000), which are affine invariance, 
maximality at the center, monotonicity relative to the deepest point, and vanishing 
at infinity are furnished below: 

The depth of a point x ϵ Rd must does not depend on the fundamental co-
ordinate system or, in particular, on the scales of the underlying measurements. 

The depth function should reach a maximum value at the center, a distribution 
having a uniquely well-defined center. 

As a point, x ϵ Rd drifts away from the deepest point along any fixed ray 
through the center, the depth at x should decrease monotonically. 

The depth of a point x should approach zero as ||x|| approaches infinity. 
Several depth notions have been proposed in the past few decades. Some of the 

celebrated data depth procedures are as follows: Simplicial Volume Depth (Oja, 
1983), Simplicial Depth (Liu, 1990), Zonoid Depth (Koshevoy and Mosler, 1997), 
Spatial Depth (Vardi and Zhang, 2000), and Projection Depth (Zuo, 2003). 

The application aspects of robust procedures are explored briefly in the next 
section, specifically in the context of statistical learning. These methods are cate-
gorized as supervised and unsupervised machine learning techniques. 

12.7 Statistical Learning 
One of the most remarkable fields of study considered by the researchers to un-
derstand data in the current state of affairs is statistical learning. Statistical learning 
consists of a toolset for understanding data. These tools can be extensively cate-
gorized as supervised and unsupervised learning techniques in the area of machine 
learning. Supervised learning techniques include regression, discriminant analysis, 
decision tree, etc., that comprises a target variable (dependent variable) which is to 
be anticipated from a given collection of predictors. On the contrary, unsupervised 
learning techniques namely as principal component analysis, cluster analysis, factor 
analysis, etc., do not have any target to predict/estimate. These techniques gen-
erally require that the data should be appropriately scaled but it is not so in the case 
of supervised learning techniques. 

In statistics, most of these learning techniques inclusive of principal component 
analysis, factor analysis, cluster analysis, discriminant analysis, etc., comes under 
multivariate statistics. Looking for the structure in the data is the major role of 
multivariate statistics. It is simple to find the structure of a dataset, but the actual 
task is to find the general structure that can be used to apply it to different datasets. 
The objectives of multivariate statistical techniques are to find structure by in-
specting the data and then divide the cases into groups by assuming a given 
structure. Almost all classical multivariate techniques rely on the measure of mean 
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vector and covariance matrix/correlation matrix. However, these measures are af-
fected by extreme observations/noise in the data that yields unreliable results. 
Robust alternatives overcome these limitations, but it is still a tedious task to 
extract thorough information from the data with or without noise. 

12.7.1 Principal Component Analysis 

This analysis finds a modest number of linear combinations of variables to capture 
most data variation as a whole. That is, to combine multiple predictor variables 
into a reduced set of variables, which are weighted linear combinations of the 
original dataset. The weights are the relative contributions of the original variables 
to the new principal components. Finally, a set of principal components can be 
utilized in the place of original predictors for further analysis by reducing di-
mensionality. PCA comes under unsupervised learning techniques. 

This method works with classical mean vectors and scatters matrix with the 
least square procedure. It is extensively used as a data analytics tool for di-
mensionality reduction. However, the grossly corrupted entries often put valida-
tion at risk. These errors usually happen in modern applications, for example data 
analysis, bioinformatics, and image processing, where some measurements are 
randomly adulterated by a sensor failure, or occlusions, malicious tampering, or 
irrelevant to the low-dimensional data. 

In reality, specifically in computer vision applications, the exact position of the 
noise in the images is not known. The conventional PCA is extremely sensitive to 
non-Gaussian noise which may degrade the results of image recognition and visual 
learning. On the other hand, the robust alternatives make the results remain stable 
even in the presence of various types of noise/outliers. For that, based on various 
types of robust estimators, many principal component analysis methods are being 
developed by the researchers. Some of the approaches include random sampling, 
influence function, multivariate trimming, and weighted function (see Fischler and 
Bolles, 1981; Huber, 1981; Skocaj et al., 2002; Torre and Black, 2003; Croux 
et al., 2007). The fast-incremental robust principal component analysis (FRPCA) 
approach was proposed by Hakim and Saban (2012) to combat the problem of 
time efficiency for scalable data. 

12.7.2 Factor Analysis 

It is one of the multivariate techniques used for data reduction and summarization. 
In a study of high-dimensional data, i.e. a huge number of variables, the majority 
of which are correlated and are diminished to a reasonable level. The objective of 
the factor analysis is to examine the relations amongst several interrelated variables 
and is characterized in the form of few underlying factors. The primary objective of 
the principal component analysis and factor analysis is considered of reducing 
dimensionality. Even though the objectives of both techniques are the same, they 
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have distinct features, i.e. the variables are expressed as the linear functions of the 
factors in factor analysis, but in the case of principal component analysis, the 
principal components are expressed as linear functions the variables. Moreover, 
PCA explains the total variation of the variables, whereas FA attempts to explain 
covariance or correlations among the variables. 

The analytical process is mainly based on the correlation matrix. The conven-
tional technique begins by calculating the standard sample covariance matrix or 
correlation matrix, trailed by a second step that decays this matrix as indicated by the 
model. This methodology isn’t robust enough to the outliers in the data, since they 
already have a heavy impact on the first step. The conventional covariance matrix/ 
correlation matrix can be influenced by the outliers that prompt unseemly outcomes. 
Alternatively, a robust measure of variance-covariance matrix/correlation matrix can 
be used. Therefore, in building a robust factor analysis technique, first compute an 
exceptionally resistant scatter/correlation matrix employing any of the robust 
methods such as MCD estimator, MVE estimator, S-estimator, and M-estimator 
(see Maronna, 1976; Huber, 1981; Rousseeuwand Yohai, 1984; Rousseeuw, 1985;  
Hampel et al., 1986; Davies, 1987; Rousseeuw and Leroy, 1987; Tyler, 1987;  
Lopuhaa, 1989; Lopuhaa and Rousseeuw, 1991; Kent and Tyler, 1996). 

12.7.3 Discriminant Analysis 

This analysis is a suitable statistical technique for classifying objects when the re-
sponse variable is classification type and predictor variables are by nature interval or 
continuous. It creates the most discrimination among groups by constructing 
discriminant functions using predictor variables. Furthermore, new observations 
are categorized into one of the known groups by utilizing this function. The 
maximum ratio of variation among between-group and within-group for the dis-
criminant scores, the coefficients or loadings are measured so that the groups 
contrast however much as could be expected on the estimates of the discriminant 
function. Combinations of variables that are linear that separate groups are called 
discriminant functions. These are computed using covariance matrix and are used 
to distinguish objects of one group from another. 

Fisher’s linear discriminant method is a straightforward and well-known ap-
proach in discriminant analysis. In the course of the most recent decade numerous 
sophisticated discrimination methods, for example support vector machines and 
random forests were proposed and used currently. However, Fisher’s method is 
most frequently utilized and achieves expected results in numerous applications. In 
this approach, in the beginning, the measure of location and scatter matrix of each 
group should be computed, which is normally done employing sample mean 
vectors and sample variance-covariance matrices. However, sample mean vector 
and variance-covariance matrices are not robust, and extremities in the dataset may 
have an excessively huge impact on the conventional Fisher’s linear discriminant 
criterion. This method’s robust version is a module comprising robust estimates of 
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location and covariance which uses computing the discriminant function as op-
posed to usage of conventional location and covariance. Chork and Rousseeuw 
(1992) utilized such a module approach for getting a robust discriminant analysis,  
Hawkins and McLachen (1997) and Hubert and Driessen (2004) utilized the 
minimum covariance determinant estimator, He and Fung (2000) and Croux and 
Dehon (2001) applied the concept of S-estimators to compute robust version of 
location and covariance matrix. 

12.7.4 Cluster Analysis 

It is concerned with methods for searching homogenous groups, i.e. for arranging 
objects/cases into comparatively similar groups. Cluster analysis involves various al-
gorithms and techniques for grouping objects of a comparable kind into particular 
categories. A common issue confronting the researchers in numerous fields of inquiry 
is how to sort out observed data into meaningful structures. Objects having a place 
with the same groups are similar in nature and with different groups, they are dis-
similar in nature. It is fact that both cluster analysis and discriminant analysis are 
classification methodologies. No prior information about group membership for any 
objects is required in cluster analysis, however, in discriminant analysis, prior 
knowledge of group membership for each object is required. To start with the 
analysis, several decisions must be made on the aspects such as the characteristics, the 
variables of interest in the analysis, the measurements on the distance between ob-
jects, the criterion to group the objects, etc. The selection of variables for any cluster 
analysis is important since the exclusion of important variables will provide poor or 
misleading findings. The classical clustering techniques can be broadly classified into 
hierarchical and non-hierarchical which are mainly based on the assumption of 
normality of multivariate distribution and distance matrix. 

Almost all conventional statistical methods depend on assumptions such as 
sample observations are independent and distributed identically, and its distribution 
is normal. In some situations, the first assumption may not be idealistic, but from a 
practical sense, the second assumption is somewhat unreasonable. Classical methods 
do not produce an efficient result when these assumptions are violated. Commonly 
used robust clustering techniques are Trimmed K Mean, Trimmed Cluster, Gallegos, 
Gallegos, and Ritter. The procedure based on trimmed k-means, discussed in Cuesta- 
Albertos et al. (1997), Garcia-Escudero and Gordaliza (1999), and Garcia-Escudero 
et al. (2008), revealed that impartial trimming delivers better results regarding its 
robustness than consideration of various penalty functions in the k-means technique. 
The method of trimmed k-means is used for robust clustering in functional datasets. 
For instance, Garcia-Escudero and Gordalizaa (2005) employed these measures for 
the projection of functional data onto a lower-dimensional subspace. 

Various clusters have different means, since physical guidelines overseeing the 
procedure remain the same, covariance structures have common features. To 
improve performance monitoring, using the unaltered physical base, a statistical 
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model connecting several normal distributions with a typical variance-covariance 
matrix is required to be constructed. Gallegos and Ritter (2005) proposed the 
robust clustering method that can be used thence. A pooled covariance matrix is 
considered a common covariance matrix that shares all the clusters. Besides, while 
categorizing the clusters, these techniques can adapt to potential contaminated 
data. This establishes a significant advantage considering that contaminated data is 
unavoidable when monitoring genuine procedures. 

Multivariate statistical methods mostly rest on model assumptions and also on 
estimating the variance-covariance/correlation matrix from a given dataset. Such 
estimates are exceptionally affected by outliers and become inapt when extremes are 
present in the dataset. Subsequently, the conventional methodologies are ex-
ceptionally complex to datasets with disregarded model assumptions and yield un-
reliable outcomes. To overcome such problems, robust alternatives are explored and 
applied, to make the dataset a methodically improved one and to eliminate sensitivity 
by clearly incorporating the model. The robust covariance matrix/correlation matrix 
is used instead of conventional estimates of covariance/correlation matrix in the 
computational aspects of the multivariate techniques. It is to be noted that many 
robust procedures have been established in the past few decades. One can use robust 
procedures to perform machine learning techniques, for example principal compo-
nent analysis, factor analysis classification, clustering, etc., and get reliable results. 

12.8 Robust Statistics in R 
From the year 2005, a group of scientists has continuously put effort to synchronize 
various developments and made robust statistical packages in R, such as robustbase 
including other packages, which extends the necessary functionality to certain 
models. Before R, these robust statistical procedures were available in S during the 
1980s. The important functionality has been made available in recommended 
package MASS. This package includes computational aspects of robust regression 
models and robust multivariate scatter and covariance matrix. R offers multiple 
packages for data analysis and provides interfacing with other tools for data analysis. 
Further, S-PLUS, a robust library version, is now accessible as robust in R. The core 
packages to perform robust statistical analysis are MASS, robust, robustbase, and 
rrcov. The packages robust and rrcov builds on robustbase. 

The package robust associated with robustbase offers appropriate procedures for 
the common user. A wide range of robust models and their primary functions are 
available in robustbase. The rrcov package provides more methods for estimating 
robust multivariate variance–covariance matrix and for performing robust principal 
component analyses. The packages depth, depthproc, and ddalpha give the various 
notions of statistical depth functions for computing depth of data points in a data 
cloud in the context of a non-parametric approach. Further, depth-based classifica-
tion and its inference implementations for multivariate data are provided. 
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Many more robust statistical methods have been developed and the corre-
sponding functionalities are made available in the form of packages in R. 
Researcher can view and download these packages through completely free and 
open-source software, named as “Comprehensive R Archive Network (CRAN).” It 
is completely free and open-source software. Every advanced robust statistical 
method developed as of late, just as every classical method, is effectively applied in 
R. One feature that makes R exceptionally important from a research viewpoint is 
that a group of scholastics do an outstanding job of continually including and 
refreshing the routines planner for applying modern techniques. A wide scope of 
modern methods can be applied utilizing the basic package. Various dedicated 
procedures are accessible through packages available at the R website. 

12.9 Summary 
Statistics is a science of the art of mining valuable information from observational 
data. The field of statistics is continually challenged by the issues that science and 
industry bring to its entryway. These issues regularly emerged from agricultural 
and industrial experiments and were moderately little in scope in the early days. 
With the arrival of computers and the data age, statistical problems have detonated 
both in size and complexity. A voluminous amount of data is being produced in 
numerous research areas, and it is the researcher’s responsibility to identify sig-
nificant patterns and trends and comprehend what the data says in the form of 
statistical learning. 

The robust statistics field is growing nowadays, because of the exponential 
increase in the computing speed of the computer. The programming scripts of the 
existing robust procedures are easily available as packages in script-based software 
like R, Python, etc. It is also possible to download packages with source code, 
which one can modify, based on their requirement and do further research/de-
velopment on more robust statistical methods. 

Statistical learning consists of supervised and unsupervised learning techniques. 
The robust alternatives to conventional methods of classification, regression, and 
clustering techniques are developed in the recent past. Hence, the researchers can 
use robust statistical procedures instead of conventional statistical learning tech-
niques when data deviates from the modeling assumptions. These procedures can 
be beneficial to researchers, who work on machine learning techniques by con-
sidering the factors such as noise, computational time, ease algorithm approach, 
and high dimensionality. These procedures can be applied in almost all multi-
variate data analysis techniques, and in turn, it would be beneficial to the research 
communities in the field of machine learning. Fortunately, computers with in-
creasing processing power and larger memory are available now, which is proving 
highly beneficial for the researcher who concentrates on the work in the domain of 
robust statistics. 
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13.1 Introduction 
Big Data performs with analysis, extracting information from large datasets that are 
usually laborious to process when performed using traditional data-processing 
software. Key concepts that govern Big Data analysis are volume, velocity, and 
variety (Boyd & Crawford, 2012). It is concerned with the vast computing re-
sources required to manage the rising volume and complexity of data from many 
platforms, including the Internet and remote sensor networks (Benke & Benke, 
2018). There could also be empirical inconsistencies during Big Data pipelines and 
impeding decisions by humans and computers, including data corruption, data 
errors, duplicate records, missing records, and incomplete digital records related to 
general variables (Benke & Benke, 2018). Big Data comprise the Internet of 
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Things (IoT), cyber-physical systems, and cloud computing, where these massive 
data processing could involve process automation. 

The inception of the current Big Data era has been utilized in a range of 
fields, including physics, mathematics, bioinformatics, sociology, and eco-
nomics, to name a few. Other sectors to utilize these data are genetic sequencing, 
social media communications, health reports, phone registries, government re-
gistries, and other digital networks. But these advancements have led to the 
emergence of various questions regarding Big Data analysis. Will it lead to 
designing better tools, assistance, and public welfares or will it commence with 
privacy invasions and exploitive retailing? Will Big Data aid us in learning about 
online platforms and political campaigns or to pursue protesters and repress 
speech? Will it lead to advancements in human communication and culture or 
make people isolated. Pursuing Big Data in terms of the socio-technical phe-
nomenon requires thorough interrogation and suppression of biases (Boyd & 
Crawford, 2012). By claiming that Big Data is involved in a wide classical and 
reflective shift does not suggest that it is liable. There are an extensive man-
agement and manufacturing initiative toward gathering and extracting maximal 
benefit from the obtained data, which could be in the form of information that 
guides the targeted promotion, product configuration, traffic outlining, or 
criminal policing. But there are severe and wide-ranging associations for the 
execution of Big Data and its embroilment with ever-growing research agendas. 
Hence questioning Big Data applications is mandatory. 

In the era of Big Data, the tribal population still relies on incomplete or 
inadequate data about their habitat (Rodriguez-Lonebear, 2016). This lack of 
specific strategy data is just one sign of a deficit in Indian country’s data. Tribal 
Epidemiology Centers, established the Indian Health Care Improvement Act to 
collect, analyze, and monitor health data on tribal and urban organizations to 
report the data gaps. Many tribes are attentive in conducting their evaluations 
for local planning and governance. By the time, the number of tribal-based data 
projects has increased from the wide range of tribal surveys to tribal research 
review boards and data repositories, which are not currently much into practice. 

In 2016, we received the project entitled “Screening and create the data registry 
of disease pattern in Tribal communities and provide the Health Care Strategies, 
Genetic Counselling and create the awareness camp to schedule Tribes population 
in Tamil Nadu” sanctioned by Natural Resources Data Management System 
(NRDMS-DST), New Delhi, Government of India for a period of 3 years. The 
project focused on assessing the socioeconomic status, lifestyle factors, hereditary 
diseases, and rare genetic disorders in tribal communities.   
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13.1.1 Photographs Were Taken During the NRDMS  
Project Data Survey 

Based on the survey, we conducted awareness camps, provided genetic counseling and 
skill development program to the tribes in the districts of Nilgiris, Valparai, Thiruvallur, 
Coimbatore, Dharmapuri, Gummidipoondi (Chennai), and Salem. All the villages were 
given genetic counseling and provided with a nutritional supplement chart to enrich the 
blood count in the people. Maximum people were observed with anemia, gastro-
intestinal problem, and undiagnosed diseases. The reasons for these issues were unknown 
due to insufficient information. The common reasons found in these tribes were con-
sanguineous marriages, work stress, improper diet, and more intake of beetle leaves. 
From the survey, we identified that females are affected psychologically during pregnancy 
and males were found to with stress due to work that makes them to a daily habit of 
smoking and drinking. Nutrition status of individuals and general health condition 
indicates the socioeconomic condition prevalent the society. The project continued with 
the aim of implementing training sessions in previously analyzed tribal communities. 
Training on skill development programs such as vermicomposting, tailoring, and fish-
eries were given to the tribal people to enhance their income for their daily living. It was 
assessed as Human Developmental Index (HDI). The obtained data were created as a 
data registry on the website www.nrdms-bu.edu.in that helps the healthcare professionals 
for their survey in the Tamil Nadu tribal population. 

13.1.2 NRDMS Project-Based Website (www.nrdms- 
bu.edu.in) 

Here, the chapter approaches the Big Data applications to change the health needs 
of tribal communities. The chapter confers Big Data approaches, Big Data in 
socioeconomic status, Big Data in genomic research mainly focusing on NGS and 
Metagenomics, and the software and databases used in analyzing genomic and 
clinical data. Also, we aim at discussing the Big Data on the healthcare repository, 
its analytics, and challenges in data retrieval. Finally, we conclude with the re-
quisite healthcare data for the tribal population. 

13.1.3 Big Data Approaches 

Big Data technologies made a huge revolution that has received great attention by 
handling more data when compared to traditional methods. The features in Big 
Data handle prognostic model design and mining tools that agree to a better choice 
of applicable information. Big Data can achieve by batch processing and stream 
processing (Shahrivari, 2014). The batch process aims at more data volume by 
gathering and storing data to be analyzed for results. MapReduce depicts in batch 
computing that divides data into small to acquire transitional results (Dean & 
Ghemawat, 2008). Trying to advance computational assets use, MapReduce 
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apportions handling assignments to hubs near the information area. This approach 
has experienced a great deal of accomplishment in numerous applications, particu-
larly in bioinformatics and medicinal services. The cluster preparing structure has 
numerous attributes; for example, the capacity to get to all information and perform 
numerous unpredictable calculation tasks. Its inertness is estimated by minutes 
or more. 

13.2 Data Lifecycle 
Computerized information has numerous points of interest, for example, being 
anything but difficult to share, repeat, and recombine, which results possibly 
reusable. In any case, to misuse all the advantages of advanced information, it 
should be appropriately gathered, prepared, and protected. Information misfortune 
or harm may infer financial expenses just as lost possibilities. The motivation 
behind why funding operators are progressively requesting establishments to report 
and run information the board plans considering the entire lifecycle of information 
(Clifford, 2008). Consequently, it is fundamental to characterize what stages and 
procedures the lifecycle to actualize strong and adaptable models to oversee in-
formation with regards to the digital time. 

The information cycle is the arrangement of phases that follows from a fra-
mework to the deleted framework (Simonet et al., 2015). Amid the information 
passageway and exit, information experience various stages, which may contrast 
contingent upon the kind of information and reason to accomplish as archived in 
the accumulation of exemplary information lifecycle. The Knowledge Discovery in 
Databases process is the main proposition model to oversee computerized in-
formation (Fayyad et al., 1996). It alludes to the entire procedure of extricating 
information from information and incorporates five principal stages: information 
determination, information preprocessing, information change, information 
mining, and translation. As databases began to develop in size and multifaceted 
nature, the need for a more extensive plan to properly deal with this information 
was featured, particularly by the business (Chapman et al., 2000). 

Till date, eight phases are included: the initial four phases (arranging, information 
assortment, information quality control, and examination) relate to overseeing in-
formation in a customary venture, which is new. It proceeds with extra information 
disclosure, information reconciliation, finally, the investigation. Rüegg et al. (2014) 
refer to information reuse as a task where prevailing information is utilized, including a 
few stages inside this lifecycle. Also, to finish every information lifecycle, this work 
incorporates two additional means: information documentation and information 
chronicling in an open storehouse, which we think about essential for safeguarding 
and distributing information. The audit of these references permitted coordination and 
complete the various phases of a full information life cycle regarding monetary and 
social investigations. Its point is to institutionalize the information life cycle and fill in 
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as structure with regards to planning appropriate information board design right now. 
Our proposition for an information lifecycle had delineated in Figure 13.1. 

The stages are described as follows:  

1. Preparation: This stage comprises structuring the examination or business 
undertaking to accomplish the ideal objectives of funders or administrators. 
When each investigation characterizes, it is important to arrange for what 
systems to treat information will be applied. 

2. Data Collection: Comprises in getting to the sources and gathering in-
troductory or crude information. Contingent upon the field of information 
and the information required for building up the undertaking, exercises, for 
example, perception, experimentation, recording, re-enacting, scratching, 
and haggling with outsider information suppliers. 

3. Data Documentation and Quality: This comprises recording the gained in-
formation and its quality. The information securing procedure ought to be 
recorded by partner information to the metadata. The metadata incorporates 
data identified with the wellspring of source, information group, and specialized 
subtleties on the recovery procedure and getting to dates, among others, in this 
way, empowering its reuse and rights. Second, information quality and legiti-
macy ought to guarantee. It is essential to confirm the dependency of the in-
formation sources to control any information irregularities. 

Figure 13.1 The lifecycle of Big Data.  
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4. Data Incorporation: This stage comprises combining information acquired 
from various information sources with an intelligent and homogeneous 
structure, which assists with making information discernible and simpler to 
get to and control in progressive ventures. Information coordination should 
likewise consolidate protection requirements to abstain from revealing some 
private data in the incorporated information. It is a significant concern since 
rich coordinated information may encourage finding some close-to-home 
subtleties in any case mysterious.  

5. Data Preparation: This stage comprises changing information to meet the 
organization’s necessities of the examination devices and strategies that will 
be applied. It incorporates interpreting, digitizing, introducing, setting up an 
unthinkable configuration in the informational index and determining new 
information by working with the current information. 

6. Data Analysis: This comprises investigating information, getting, and deci-
phering results. An enormous scope of measurable strategies and computational 
apparatuses calls to utilize right now. The last choice of the most proper stra-
tegies will rely upon the sort of information examined and look into goals. 

7. Publishing and Sharing: This distributes the results and information ex-
amination, or produces informational indexes. The yields of this stage expect 
to encourage the dynamic procedure of chiefs or strategy creators to spread 
information and take care of organizations’ programmed frameworks with 
data of importance to enable the staff to settle on choices. Other related 
exercises right now are setting up the copyright of information and results, 
composing productions, referring to information sources, circulating in-
formation, and controlling information.  

8. Storage and Maintenance: This comprises chronicling and enlisting all the 
information assembled, prepared, and broke down for permitting extended 
information safeguarding and reuse. Activities such as information in explicit 
archives or computational frameworks move to different stages of medium 
backing up the information delivering related metadata, protecting the doc-
umentation during the entire procedure, controlling information security, and 
eradicating information whenever required by legitimate guidelines.  

9. Data Reuse: This comprises information to reuse that has recently been 
assembled, prepared, and broken down. The activity started for a wide range 
of purposes, for example, testing new speculations identified with a similar 
task for which information gathers, sharing or offering information to or-
ganizations, directing new undertakings for which existing information can 
be helpful, and utilizing information with education. 

13.2.1 Big Data in Socioeconomic Status 

When employed in socioeconomic policy construction, Big Data analysis serves the 
benefits of the larger community when feasible. Further, it must aid in contributing to 
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enhance the quality of the subjects. Various Big Data studies are built, tested with an 
algorithm for assisting administrations based on compiling massive data sets of so-
cioeconomic reports based on the policies of the economy and treating within network 
analysis. Algorithms are intensive in developing an operation that aids higher profes-
sionals as well as common masses, who are distinct in their representativeness 
(Polyakova et al., 2019). Hence, Big Data is also associated with socio-political in-
itiatives. Planning and estimating network bonds and connections using Big Data has 
evolved into a tool for generating operations of strategic devising. Further, spatial 
planning related to Big Data and studying the network outcomes in spatial commerce 
are upcoming. Thriving applications in this sector exist and have empirically proven 
the feasibility of implementing network analysis for spatial interactions to recognize 
spatial stations, hubs, and barriers vital for handling spatial communications. 

Polyakova et al. (2019) further stated that methodical advancements based on 
network analysis tools for the requirements of diplomatic evolution super-
intendence. Blazquez and Domenech (2018) described the novel Big Data struc-
ture that estimates the individual parameters of economic and social analysis in the 
current digital age. Their work highlights the importance of a Big Data design with 
the particularities grounded on the data cycle strategy for data administration. It 
further implements various technologies such as computing models and scientific 
software based on the obligations and objectives of every single appropriate case. 
By achieving this, an industry could make the most of all accessible resources. The 
construction of authorizations and their association with Big Data analytical tools 
for present and future socioeconomic variables is beneficial. An individual lifestyle, 
work, and other factors have a profound effect on a patient’s well-being, and 
identifying the impact of these factors can help to develop treatment plans. 
Development in preventive care and reduction in disparities can be organized 
based on complete and accurate socioeconomic data. 

The Big Data paradigm highlights and imposes modifying and promoting 
research methods that estimate the future precisely (Jin et al., 2015). As betterment 
with proposed challenges, the Big Data architecture has designs for casting vari-
ables of interest. Conversely, no specific planning is available for social and eco-
nomic variables; hence, this arises as an important factor in assessing human 
behaviour and predicting the changes in economic and social conditions. The Big 
Data could indicate improving economic conditions such as unemployment and 
favor policymakers to monitor and implement policies and grants (Vicente et al., 
2015; Blazquez & Domenech, 2018). 

13.3 Big Data in Genomic Research 
The advancement of next-generation sequencing techniques has increased data 
generation. Hence, contemporary biology faces new hurdles in data administration 
and investigation. Human DNA containing about 3 billion base pairs with an 
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individual genome expressing roughly 100 gigabytes of data, makes the use of Big 
Data analysis tools mandatory (O’Driscoll et al., 2013). Marking the accom-
plishments of the Human Genome Project (HGP), there has been an unusual 
generation of genomic data. Leading to the outcome that biomedical invention will 
depend on processing and investigating the efficiency of current researchers using 
extensive genomic data sets has a rapidly increasing rate due to decreased se-
quencing price. During these times, tools of Big Data present a summary of cloud 
computing. Especially, the Apache Hadoop project, provides a divided and 
equivalent data analysis in petabyte-scale data (O’Driscoll et al., 2013). 

Life science has provided a comprehensive platform for cloud computing and Big 
Data technologies as a high throughput analytic expedite of enormous data sets. One 
such technology, suited for batch processing purposes is Hadoop. It has been highly 
suitable in tremendous areas, such as metagenomics, personalized medicine, protein 
functional analysis, and composition prediction, to name a few. To increase the 
magnitude of this application, it has also been employed in metagenomics. Unique 
genes encoding novel and yet uncharacterized proteins whose composition and 
function have yet to discover could use Big Data as a reliable means of investigation 
(O’Driscoll et al., 2013). Big Data have also been useful in genomics, integrated with 
neuroscience, in brain research through advancing innovative neurotechnologies 
platform from 2013. Through this, mapping brain circuits, measurement of elec-
trical and chemical motions, and cognitive function assessment are achieved. As part 
of the HGP, this initiative has been dubbed as the “Higgs boson of the brain.” 

Data distributing in neuroscience involves confronting concerns related to 
subject privacy, which the researchers failed to maintain. Neuroscience organiza-
tions have been developing the most suitable systems and regulated ethics for 
neuroimaging experiments aimed to respond to researchers regarding the dearth of 
ethical strategies for distributing individual data (Choudhury et al., 2014). 
Genomics and fields such as transcriptomics, metagenomics, and OMICS have 
generated massive datasets. They were considering that heatmaps represent a co-
lored palette composed of a network of cells, indicating the efficacy and activity to 
be significant in the method of transforming data into graphics. Such fields involve 
the use of the “shiny heatmap” tool. It is known to be a user-friendly Big Data 
analysis software accessible using a web browser (Khomtchouk et al., 2017). 

13.3.1 Hadoop 

Stacking a lot of information into the memory is not an effective method to work 
with vast knowledge. Hadoop actualizes MapReduce calculation for handling and 
creating massive datasets. MapReduce utilizes an outline to delineate legitimate 
record in the contribution to a lot of middle key or esteem matches, and decrease 
the activity of all the qualities that characterize a similar key (Dean & Ghemawat, 
2008). It parallelizes the calculation, handles discontents, and organizes machine 
correspondence across huge scope bunches of machines. Hadoop Distributed File 
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System (HDFS) is the document framework that gives an adaptable, practical, and 
imitation-based information stockpiling at different hubs that structure a piece of a 
group (Shvachko et al., 2010). 

13.3.2 Apache Spark 

Apache Spark is another open-source option that bound together motor for dis-
seminated information that incorporates more elevated level libraries for supporting 
Sparkle SQL, Spark Streaming, MLlib, and GraphX (Zaharia et al., 2016). These 
libraries help in expanding engineer profitability since programming requires lesser 
coding endeavours and flawlessly consolidates more kinds of complex calculations. 
The handling of vast information with Apache Spark would require an enormous 
measure of memory. The degree of genomic information has increased, making it 
difficult to use information in the clinical field without preprocessing (Andreu-Perez 
et al., 2015; West et al., 2006). Along these lines, genomic data may look simple to 
deal with as far as its volume; however, it requires a serious entangled procedure 
because of the multifaceted nature, heterogeneity, and hybridity of its qualities. The 
primary objective in genomics is to group genomes of all living animals to break down 
and comprehend the rest of the insider facts of the human body and make it con-
ceivable to identify reasons for a few hereditary illnesses. Numerous difficulties are 
noticed in genomic information that requires building a solid model for the pre- 
handling step. There are chiefly six feature selection types; the first three methods are:  

■ Filters: Filter methods are a preprocessing step that is free of ensuing 
learning algorithms.  

■ Wrappers: Wrappers assess a subset of qualities by the exactness of a 
proactive model prepared alongside them.  

■ Embedded: The above two stages were found to be in the combined version. 

Other types have also been mentioned below.  

■ Hybrid: Methods that relate numerous primary feature selection methods 
sequentially (Naseriparsa et al., 2014).  

■ Ensemble: Use a combined feature subset of various base classifiers with a 
diverse feature subset (Tsymbal et al., 2005).  

■ Integrative: Integrate external information for feature selection (Grasnick 
et al., 2018). 

13.3.3 NGS Read Alignment 

NGS breaks down DNA into fragments known as a ‘read’. Because of predis-
positions in test handling, library planning, sequencing-stage science, and bioin-
formatics techniques for genomic arrangement and gathering conveyance length of 
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reads over the genome can be lopsided (Sims et al., 2014). Along these lines, some 
genomic areas secure with more reads. Read profundity indicates the average 
number of times each base has read. In RNAseq, read profundity has assigned a 
huge number of reads. Read arrangement includes arranging the succession reads 
to a reference grouping to permit arrangement information from an example se-
quenced with the reference genome (Church, 2015). Various arrangement devices, 
such as CloudBurst, Crossbow, and SEAL, have been created on Big Data foun-
dations (Schatz, 2009; Langmead et al., 2009; Pireddu et al., 2011). Table 13.1 
shows the next-generation sequencing platform. 

A few strategies are intended for specific sequencing innovations, while others are 
progressively broad. Some essentially address effectiveness, though others address 
versatility, exactness, or interpretability. The fundamental objective in mapping 
genomic DNA is to decide grouping variety. Tumour DNA sequencing has been 
possible through the enormous decrease in sequencing price. It is currently con-
ceivable to deliver information from a couple of DNA nanograms. The typical en-
compassing tissue or a different solid example from a similar individual is as often as 
possible used to separate somatic from germline variety. A few applications can be 
performed fundamentally quicker whenever means of particular arrangement pro-
grams. For example, DNA sections from ChIP-seq tests should be adjusted to a 
reference genome. 

The epigenomic investigation requires particular arrangement calculations 
because the set of nucleotides must be reached out to consider the methylation 
alterations. As a glaring difference, the standard example readiness strategy of bi-
sulfite treatment of DNA delivers diminished multifaceted nucleotides in order. 

13.3.4 Variation Calling 

Variation calling is progressively dependable with higher profundity, which is 
particularly important for distinguishing uncommon hereditary variations with 
higher certainty. The read profundity required for precisely calling variations de-
pends on different variables, including nearness of dull genomic districts, blunder 
pace of the sequencing stage, and calculation utilized for collecting adds something 
extra to a genomic arrangement. In germline variation calling SAMtools, GATK, 
FreeBayes, and Atlas2 were incorporated. SAMtools include various utilities for 
controlling adjusted succession reads and calling single nucleotide variation (SNV) 
or potentially INDEL variations. GATK is intended to distinguish SNVs and 
INDELs information. It also utilizes a MapReduce foundation to quicken the 
technique for preparing a lot of succession-adjusted reads. Presently, it has ex-
tended to incorporate substantial variation calling apparatuses by joining MuTect 
and handling CNVs and basic varieties (SVs). SAMtools utilizes defined channels 
while GATK takes the channels from the information. FreeBayes detect SNVs, 
INDELs, multiallelic destinations, and CNVs. Atlas2 can utilize to examine 
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information produced by the SOLiDTM stage using calculated relapse models 
prepared on approved WES information to recognize SNVs and INDELs. This 
instrument can likewise dissect information created by the Illumina stage utilizing 
setback models for INDELs, a blend of strategic relapse, and a Bayesian model for 
SNVs. For assessing different projects or devices, 13 variation calling programs 
utilizing the highest quality level, individual exome variations have been analyzed. 

13.3.5 Variant Annotation 

NGS is creating a lot of grouping information. For mentioning useful variations, 
numerous explanation programs have been created. Commonly utilized comment 
programs, such as ANNOVAR on SNVs, INDELs, and CNVs investigate the results 
on qualities, cytogenetic groups, and revealing natural capacities and different utili-
tarian scores, including PolyPhen-2 score, Sorting Intolerant From Tolerant (SIFT) 
score, Combined Annotation Dependent Depletion (CADD) score, etc. Besides, 
ANNOVAR can utilize databases from the UCSC Genome Browser or some other 
information assets fitting in with Generic Feature Format adaptation 3 (GFF3). 
Furthermore, variation explanation relies upon natural information to provide data on 
the identified or possible effect of variations on quality guidelines and protein work. 

13.3.6 Metagenomics 

Microorganisms present in natural environments depict a significant reservoir of 
unknown biodiversity. They can occupy varied habitats from sea to atmosphere 
(Nichols et al., 2002; Torsvik & Øvreås, 2011). Most microbes are uncultivable by 
a standard protocol; hence their function and ecology are elusive, and the microbial 
composition is undeveloped. Though some studies had tried to culture un-
cultivable microbes where the technique is time-consuming and arduous; hence 
alternative methods are needed to analyze them. DNA sequence methods that 
isolate the genetic material from cells are called “metagenomics.” The study in-
volves uncultivable microorganisms from samples such as soil, seawater, ground-
water, etc. (Uchiyama et al., 2005; Voget et al., 2006; Waschkowitz et al., 2009). 
Metagenomics is also called environmental genomics and community genomics. It 
results in various microorganisms, metabolic pathway identification and de-
termining enzyme candidates (Elend et al., 2006; Handelsman, 2005; Vakhlu 
et al., 2008). In 2007, the structure for Human Microbiome Project was put forth. 
This was an immediate result of the HGP neglecting to represent the absolute 
capacity found to exist inside the human body (Turnbaugh et al., 2007). Due to 
the undeniable test of the metagenome, there are expanding patterns towards 
evaluating the genomic content in animal categories that are looking at unique 
metagenomes (Oulas et al., 2015). The entirety of this presents a fascinating 
computational test that must tend to push ahead. The computational difficulties 
are a prime case of enormous information investigations in the organic sciences. 
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16S gene shows 80% of total bacterial RNA that contains independent do-
mains. 16S rRNA consists of scattered with variable regions for PCR and se-
quencing. Many studies have been performed with 16S rRNA used as a 
phylogenetic marker with varied hypervariable regions parted by conserved gene 
segments (De Mandal et al., 2015). A new period of metagenomics piloted in 16S 
rRNA of microbial taxonomy. By entering a microbial genome brings the cost of 
sequencing drastically down (Pace, 1997). Denaturing Gradient Gel 
Electrophoresis (DGGE) or Terminal Restriction Fragment Length Polymorphism 
(T-RFLP) has been established to identify the uncultivable microbes in various 
surroundings (Cancilla et al., 1992; Muyzer et al., 1993). The methods differ-
entiate gene molecules based on reduced electrophoresis motion. The Sanger se-
quencing methods reveal to be over-priced and could not detect rare microbes 
(Sheffield et al., 1992). Shotgun metagenomics provides the benefit of species- and 
strain-level ordering of bacteria. 

Moreover, it allows investigators to inspect the efficiency between hosts and 
bacteria by identifying the functional effect of samples (Walsh et al., 2018). It will 
enable the unknown microbial lifecycle that might continue the unclassifiable way 
(Rinke et al., 2013). Figure 13.2 represents the workflow of the analysis of me-
tagenomic data. 

The methodologies can partition into two classifications: read-based and 
gathering-based (Breitwieser et al., 2019). Read-based investigates network pro-
filing and distinguishes proofs, particularly if significant references are accessible. 
MetaPhlAn2 distinguishes clade-explicit marker qualities for proof of the related 
clade nearness (Truong et al., 2015). Most metagenomic order devices coordinate 
reads or contigs to distinguish the taxon of each succession. A few goals ordered 
profilers were as of late created (Albanese & Donati, 2017; Truong et al., 2015). 

There are not many programming instruments giving the factual techniques 
and artificial intelligence modules to infer microbiome phenotype relationships 
alongside metagenomics-based expectations utilizing ordered profiling. For in-
stance, MetAML was produced for evaluating the quality of the microbiome 
phenotype (Pasolli et al., 2016). Reiman et al. (2017) investigated the convolu-
tional neural system to anticipate the phenotype dependent on its microbial or-
dered bounty profile. Meta-omics approaches have gained notoriety for being a 
definitive device to disentangle the full metabolic capability of any microbial 
network since they permit the investigation of network piece and usefulness all in 
all and dodge any potential development predisposition. Since the field has de-
veloped, there is a general agreement that metagenomic ought to connect with the 
bacteria that endeavors to decipher and approve microbiome-based perceptions. 
Moreover, genomic, biochemical, practical, and applied microbiology can profit a 
piece of huge information to guide and target the investigation of bacterial nature 
and to evaluate the effect of the discoveries on a network level. The software and 
databases used in genomic research are represented in Table 13.2 and  13.3. 
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13.4 Big Data in Biomedical Research 
Understanding various constituents and biological systems, the experiment gathers 
data, and it shows the best understanding of biological processes with more data. 
NGS-based data were unreachable and took the new setup to a different aspect. It 
also records the biological process linked to diseases. The “omics” has significant 
development of studying from a single “gene” to the whole “genome” within a short 
duration of time. Likewise, all the gene expressions under “transcriptomics” studies 
can be analyzed. Each experiment generates large data with more information. But, 
this complexity and determination be inadequate to provide the particulars to 
clarify a specific pathway. 

To perform whole-exome analysis to characterize the landscape of genetic altera-
tions, fresh tumour tissue, as well as adjacent normal tissue, can be collected for DNA 

Figure 13.2 Workflow of analysis of metagenomic data.  
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isolation. DNA can be isolated from the tissue by using a QIAamp DNA Mini Kit 
with some modifications as per the manufacturer’s protocol. DNA library can be 
prepared using Illumina v4 TruSeq Exome library prep as per the manufacturer’s 
protocol. The whole-exome sequence data analysis can involve the preprocessing of the 
sequence file. The quality of the raw read FASTQ files can be checked before trim-
ming the adapter sequence, and the low-quality reads can be removed by 
Trimmomatic software (AVG = Q30, MINLENGHT = 50) using FastQC. Processed 
FASTQ files can be mapped on human reference sequence using BWA followed by 
variant calling using GATK. Annotation of the variants can be performed with 
Annovar using databases such as refGene, bSNP, 1000 Genomes (1000 Genomes 
Project Consortium, 2015) for testing the previously reported variants. Gene function 
prediction tools like SIFT, Polyphen2, PROVEAN, and Mutation Taster can be used 
to predict the effect of the variants using the LJB database. The variants can also be 
matched with the CIVic database for describing the somatic variants (Griffith et al., 
2017). Further analysis of the variants can be done through ClinVar for studying the 
relationships among medically important variants and phenotypes and COSMIC 
database of acquired mutations found in human cancers (Forbes et al., 2010; Landrum 
et al., 2014). Figure 13.3 shows the flowchart of exome analysis. 

Figure 13.3 Overview of exome analysis.  
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13.5 Healthcare as a Big Data Repository 
The major purpose of healthcare is to ascertain for prevention, diagnosis, and 
treatment of human beings. The healthcare system has lots of components that 
include health professionals; also, it is categorized depending on their mode of 
operation, such as clinics, hospitals, and institutions. Depending on the urgency, 
healthcare professionals will work on different levels to serve themselves. Primary 
health centers serve as the first point of consultation, followed by a medical expert, 
medical investigation, and treatment. All the above professionals hold various levels 
of responsibility, such as patient’s medical history documentation, medical and 
clinical data, and other medical data. Initially, the documents of patients have been 
prepared and protected with handwritten papers and files. Even the professional’s 
exam data are being registered and filed in a paper format. Electronic health re-
cords (EHR) are a computerized medical record that has all the information of a 
patient, which gradually monitored. It captures, transmits, receives, store, recover, 
connect, and alter the data for the primary purpose (Reisman, 2017). 

13.5.1 Electronic Health Records (EHR) 

One of the main advantages of EHRs is that medical professionals can use the whole 
medical history of a patient. From previous test results, we can start absorbing and 
treating the patient without any delay also. We do not need to get any confusion or 
worry about any additional examination as it makes better coordination between 
healthcare providers. Web or online-based electronic platforms improve the re-
putation of healthcare professionals in many ways, such as automatic reminders re-
garding vaccinations, strange laboratory results, cancer tests, and others. 

13.5.2 Digital Information about Healthcare and Big Data 

An electronic medical record (EMR) stores patient’s medical and clinical data. 
Healthcare data has been increasing the dependency on information technology. 
So, the rapid growth in the development and usage of this information can be 
advanced to signals and share health-related data by launching a monitoring 
system. These devices need enormous data to analyze clinical or medical care 
(Shameer et al., 2017). Big Data made a revolution in the medical sector, health 
outcomes, and costs. The Big Data for healthcare is depicted in Figure 13.4. 

13.6 Management of Big Data 
The information assembled from different sources requires upgrading purchaser 
benefits rather than shopper utilization. The significant test with enormous 
information is how to deal with this huge volume of data. For making it 
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accessible for the academic network, the information required to be put away in 
a document group that is effectively available and understandable for a proficient 
examination. In the setting of medicinal services information, another sig-
nificant test is the usage of top of the line registering devices, conventions, and 
top of the line equipment in the clinical setting. Specialists from science, data 
innovation, measurements, and arithmetic, are required to cooperate to ac-
complish this objective. The information gathered utilizing devices can be ac-
cessible with pre-introduced programming apparatuses created by explanatory 
device engineers. These devices have information mining and capacities created 
by artificial intelligence specialists to change the data information. Upon ex-
ecution, it would improve the productivity of securing, examining, and re-
presentation of enormous information from human services. The fundamental 
assignment is to comment on, incorporate, and present this intricate informa-
tion in a proper way for superior comprehension. 

13.7 Challenges in Healthcare Data 
Big Data administration and analysis are expanded along with visualization solutions 
that can assimilate to utilize EMRs with healthcare. The availability of EHR com-
modities, with many clinical terms, technical conditions, and operative capacities, has 
met with challenges in the distribution of data. Presently, the foremost intention is to 
collect large numbers of EMR data. Here, a few challenges were discussed below. 

13.7.1 Storage 

Storing more data is a challenge; nonetheless, it has various benefits like security 
and access. It seems that lowering costs and legitimacy. The cloud-based warehouse 
is a more desirable choice that has been opted by many healthcare industries. 

13.7.2 Data Cleansing 

The data needs to clean to assure accuracy, exactness, appropriateness, relevancy, 
furthermore purity after the purchase. The cleansing process might be by logical 
rules that guarantee high levels of certainty and uprightness. More tools use to 
lessen time and costs to arrest unclean data from crashing Big Data projects. 

13.7.3 Combined Format 

Subjects with a large data size are not simple with a conventional EHR setup. It is 
excessively challenging to manage Big Data, particularly with healthcare providers. 
Classifying all the appropriate data is essential. 
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13.7.4 Accuracy 

Few studies have the patient data in EHR and EMR, which is not reliable yet, 
because of the complexity and lower EHR with a faulty perception. All these can 
affect the quality results for Big Data. The EHRs enhance the feature and data 
transfer in clinical workflows; however, records show disparities in specific per-
spectives. The documentation might improve with self-report patient surveys. 

13.7.5 Image Preprocessing 

Researchers witnessed several environmental factors that alter data quality and errors 
from prevailing therapeutic records (Belle et al., 2015). Medical photographs often 
undergo technical limitations that involve various sorts of sound and artefacts. 
Inappropriate handling of photos can also cause damaging images. Decreasing noise, 
removing artefacts, sharpening the contrast of collected photographs and image 
quality are some of the steps that can be implemented to serve one purpose. 

13.7.6 Security 

Several security breaches remain a preference for healthcare institutions. Due to 
vulnerabilities, technical protection has been developed for protected health in-
formation. Well-known security measures like antivirus software, firewalls, etc. can 
elude a lot of trouble. 

13.7.7 Metadata 

For having a data governance strategy, it is necessary to have comprehensive, 
precise, and up-to-date metadata about the collected data. Metadata has a purpose 
and an individual accountable for the data. They would permit to replicate queries 
and support scientific researches with accuracy. 

13.7.8 Querying 

Metadata is easier for companies to query data with solutions. Despite the lack of 
proper compatibility, the query tools may not find a data repository. Similarly, 
various elements of a dataset should be connected and attainable. 

13.7.9 Visualization 

Clear and attractive data visualization using heat maps, charts, and histograms with 
conflicting images and accurate information can make it simpler to consume in-
formation and use it competently. 
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13.7.10 Data Distribution 

Subjects may or may not obtain care at various locations. Sometimes both providers 
and patients would deliberately restrict the information between different EHR systems. 
Healthcare providers need to thrive and generate a Big Data exchange that delivers 
honest, appropriate, and significant information by combining all the caring members. 

13.8 Tribal Research in India 
As of the 2011 census, the tribal population in India was 104 million, which consists 
of some 705 different ethnic groups scattered across 30 states and Union Territories 
with diverse cultural and life practices. The tribal population primarily the most 
susceptible and marginalized people of society. Moreover, they lag from social beings, 
health aspects and other development. Child malnutrition is higher, along with 
poverty, which is more common in tribes than in other populations. In a study in 
Maharashtra, three-fourths (76.6%) of the 2926 under-5 children found to be 
moderate or severely malnourished. In most tribal populations, undernutrition found 
to be worrisome. According to NFHS-4 data, 94.7% of children and 83.2% of 
women were affected with anaemia. Health services in tribal areas remain under-
developed and less accessible. Limited data on tribal health conditions and disease 
profiles due to environmental, cultural practice and social factors have been assessed 
(Basu, 2000). Health problems in primitive tribes are challenging, and diseases such 
as malaria, tuberculosis, haemoglobinopathies, thalassemia, and G6PD deficiency 
along with the prevalence of diabetes, hypertension, and cancer noticed throughout 
India. These diseases are caused due to tobacco usage, lack of physical activity, and an 
unhealthy diet. Tribes were found to have a low level of awareness and knowledge 
and health-seeking behaviour (Singh & Reddy, 2015). Through political commit-
ment and concerted efforts, the lives of the tribal population can be changed (Narain 
et al., 2015). 

13.8.1 Indigenous Data 

The data from the indigenous population are inconsistent, inaccurate, and irre-
levant, lack of funding for data organization and insufficient data describing life-
style and behaviour (Rainie et al., 2017; Rodriguez-Lonebear, 2016). Indigenous 
data dominance disrupts the current pattern, thereby causing a realization of in-
digenous goals and visions. At present, an increase in research funding for tribes 
has been opened particularly in the field of Big Data as it corresponds with better 
data through tribal people, researchers, and community stakeholders (Rainie et al., 
2017; Rodriguez-Lonebear, 2016). To empower families and well-being, the tribal 
people have sought data plans through government policies also. For indigenous 
data systems, an individual’s acquisition and transmission of knowledge are es-
sential to support the data collection. Indigenous data systems are based on the way 
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of being, knowing, and doing, which carried from one generation to the next. 
Tribal data comprise information about their environment, cultures, community, 
and interests (Nickerson, 2017). Hence the data information can be both collective 
and individual data. which are yet to be assessed in the Indian tribal population. 

13.9 Conclusion 
Tribal health is a concern due to the traditional health care system. At present, growing 
interests in Big Data analytics and precision medicine can use in tribal population 
health by enhancing large population datasets to attain a better understanding of 
health and its inequities, and second, to impulse complex data that reflects a person’s 
framework from social, economic, and biological viewpoints. By recommending the 
following priorities for Big Data initiative about health can assure of producing health 
insights that can lead to promoting health interventions and policies in a population. 

13.9.1 Priorities  

1. Socioeconomic data must be linked to health services that help with the Big 
Data plan. 

2. We should accelerate from ecological studies at an individual level that ex-
amines at varying levels, such as occupational and community-level ex-
posures to pollution.  

3. Collaborations with researchers and public health decision-makers to ensure 
the research questions and findings make an impact on health.  

4. Reasonable efforts must protect privacy. 
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14.1 Introduction 
14.1.1 Apache Spark 

Apache Spark is a real-time lightning-fast cluster computing framework for large- 
scale data processing. Apache Spark is developed to overcome the drawbacks of 
Apache Hadoop MapReduce since Hadoop works only on batch processing and 
lacks real-time processing features. It is formulated based on Hadoop MapReduce, 
Spark extends the MapReduce model for its interactive queries and stream pro-
cessing. Spark supports in-memory cluster computing that increases the processing 
speed of the application. 

Apache Spark has its own cluster manager for faster general data processing and 
to host its application. It uses Apache Hadoop for both storage and processing. It 
uses HDFS (Hadoop Distributed File system) for storage and YARN (Yet Another 
Resource Negotiator) to run its applications. It provides high-level APIs in Java, 
Scala, and Python and supports a rich set of higher-level tools including Spark 
SQL, MLlib, GraphX. 

14.1.1.1 Spark Architecture 

Apache Spark has a layered architecture where all the spark components and layers are 
loosely coupled. The architecture is further integrated with various extensions and 
libraries. Apache Spark Architecture is based on three main abstractions. Figure 14.1 
illustrates the cluster management of Apache Spark using its components.  

■ Resilient Distributed Dataset (RDD)  
■ Directed Acyclic Graph (DAG)  
■ Spark context 

I Resilient Distributed Datasets (RDD) 

RDDs are the collection of data items that are split into partitions and can be stored 
in memory on workers nodes of the spark cluster. In terms of datasets, apache spark 
supports two types of RDDs – Hadoop Datasets created from the files stored on 
HDFS and parallelized collections based on existing Scala collections. Spark RDDs 
support two different types of operations – Transformations and Actions. 

II Directed Acyclic Graph (DAG) 

DAG is a sequence of computations performed on data where each node is an 
RDD partition and edge is a transformation on top of data. The DAG abstraction 
helps eliminate the Hadoop MapReduce multistage execution model and provides 
performance enhancements over Hadoop. 
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Direct - Transformation is an action which transitions data partition state from 
A to B. 

Acyclic -Transformation cannot return to the older partition 

III Spark Context (SC) 

Spark Context is the internal engine that allows the connections with the clusters. 
If you want to run an operation, you need a SparkContext. 

14.1.2 PySpark 

PySpark is a Python API for Apache Spark released by the Spark community to 
support Python with Spark. PySpark can work and integrate with RDD easily 
using Python language. The library Py4j in Python helps to achieve this feature. 
PySpark shares Spark Shell to link Python API to the spark core and to initializes 
the Spark context. 

There are several features of the PySpark framework:  

■ Faster processing frameworks  
■ Real-time computations and low latency due to in-memory processing  
■ Polyglot [integrating several languages like Java, Python, Scala, and R] 

Figure 14.1 Apache Spark cluster mode.  
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■ Powerful caching and efficient disk persistence  
■ Deployment can be performed by Hadoop through Yarn 

14.1.2.1 Prerequisites to PySpark 

Before learning PySpark, the readers should have basic knowledge about the py-
thon programming language as well as its frameworks. The reader should have a 
sound understanding of Spark, Hadoop, Scala Programming Language, and 
HDFS. A comparison of PySpark and Scala is shown in Table 14.1. 

14.1.2.2 PySpark - Environment Setup 

Note: To install Apache Spark, Java and Scala should be installed in your 
system. 

Table 14.1 PySpark vs. Scala     

Criteria Python with Spark Scala with Spark  

Performance 
Speed 

Python is slower than Scala 
when it is used with Spark, 
but Python provides an 
easier interface to 
programmers. 

Scala is faster than 
Python since Spark is 
developed using Scala 
integration with Spark 
is easier when 
compared to Python 

Learning Curve Python is a high-level 
language easier to learn 
and has simple syntax for 
implementation. 

Scala has a mysterious 
syntax making it hard to 
learn. 

Data Science 
Libraries 

Python API supports many 
Data Science libraries. We 
can easily import the core 
libraries of R to Python. 

Scala lacks Data Science 
libraries and tools. 

Readability 
of Code 

Readability and 
maintenance of code are 
easy in Python API 

Readability and 
maintenance of code in 
Scala API is easy since 
Spark is written in Scala 

Complexity Implementing Machine 
Learning algorithms in 
Python is comparatively 
straightforward since it 
has many ML libraries. 

Implementing Machine 
Learning in Scala is 
more complex when 
compared with Python    

PySpark toward Data Analytics ▪ 301 



Step 1. To download the latest version of Apache Spark, go to the official Apache 
Spark website. In this tutorial, we are using spark-2.1.0-bin-hadoop2.7.  

Step 2. Extract the downloaded Spark tar file.  

--------------------------------------------------- 
--------------------------------------------------- 

Sudo tar -xvf User/Downloads/spark-2.1.0-bin-hado- 
op2.7.tgz 

--------------------------------------------------- 
---------------------------------------------------  

Step 3. To start PySpark, you need to set the environments to set the Spark and 
the Py4j path in.bashrc file, sudo vi ~/.bashrc. 

--------------------------------------------------- 
--------------------------------------------------- 

export SPARK_HOME = user/home/spark-2.1.0-bin- 
hadoop2.7 
export PATH = $PATH: user/home/spark-2.1.0-bin- 
hadoop2.7/bin 
export PYTHONPATH = $SPARK_HOME/python:$SPARK_HOME/ 
python/lib/py4j-0.10.4-src.zip:$PYTHONPATH 
export PATH = $SPARK_HOME/python:$PATH 

--------------------------------------------------- 
---------------------------------------------------  

Step 4. Save the.bashrc file using the following command 
source.bashrc  

Step 5. Start your PySpark shell. 
./bin/pyspark  

Step 6. Check the execution 
Jps 

14.2 PySpark: SparkContext 
SparkContext is the entry point to every spark functionality. The Spark driver 
application is used to generate SparkContext. It allows your Spark Application to 
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access Spark Cluster with the help of the Resource Manager. Three resource 
managers Spark Standalone, YARN, Apache Mesos is available for Spark. From the 
three anyone can be the Resource Manager. SparkContext uses the Py4J library to 
launch a JVM and Java SparkContext. Figure 14.2 shows the flow of data in the 
Apache spark cluster using SparkContext. 

14.2.1 SparkContext Parameters 

SparkContext has some of the following parameters:  

■ Master: The SparkContext cluster URL.  
■ AppName: The application name of the current job we have created.  
■ SparkHome: The home directory of the Spark.  
■ PyFiles: The.py files send to the cluster and then added to PYTHONPATH.  
■ Environment: environment variables for the worker node.  
■ BatchSize: The number of Python objects for representation.  
■ Serializer: RDD serializer invoked in executors.  
■ Conf: An object to set all Spark properties.  
■ profiler_cls: Custom class profilers for profiling.  
■ JSC: The JavaSparkContext instance. 

The Master and AppName are the most widely used parameters. The initial code 
for any PySpark application is: 

Figure 14.2 PySpark spark context (SC) data flow overview.  
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--------------------------------BU_APP.py------------ 
----------------------------------------------------- 

from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘BU App’) 

----------------------------------------------------- 
----------------------------------------------------- 

14.2.2 SparkContext Example 

Input  

--------------------------------BU_APP.py------------ 
----------------------------------------------------- 

from pyspark import SparkContext 
Attendance= ‘file:///user/home/Desktop/ Attend.csv’ 
sc = SparkContext(‘local’, ‘BU_APP’) 
Data = sc.textFile(Attendance).cache() 
Percentage = Attendance.filter (lambda s: ’60’ in s).count() 
Percentage2 = Attendance.filter(lambda s: ’80’ in s).count() 
print (‘Students with 60 %i, Students with 80: %i’ % 
(Percentage, Percentage2)) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit BU_APP.py 
Students with 60 22, Students with 80: 18 

----------------------------------------------------- 
----------------------------------------------------- 

In the above example, we calculate the student percentage count with 60 and 
80 percent. The file attendance.csv holds the students’ attendance data. 
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14.3 PySpark Shared Variables 
Apache Spark uses shared variables for parallel processing. Shared variables are the 
variables that are required to be used by many functions & methods in parallel. 
Spark segregates the job into the smallest possible operation running on different 
nodes on the cluster and each node having a copy of all the variables of the Spark 
job. Any changes made to these variables don’t affect the driver program and to 
overcome the limitation Spark provides a different type of shared variables – 
Broadcast Variables and Accumulators. 

14.3.1 Broadcast Variables 

A broadcast variable is one of the shared variables which is used to save a copy of the data 
across all nodes. It helps the programmer to cache read-only variables on all the machines 
rather than transporting a copy of it with all the jobs. In Spark to distribute broadcast 
variables with minimum communication cost, it allows using different efficient algo-
rithms. For PySpark, the following syntax shows the use of the Broadcast variable. It has 
an attribute called value which stores the data and is used to return a broadcast value.  

----------------------------------------------------- 
----------------------------------------------------- 

class pyspark.Broadcast (sc = None, value = None, pickle_ 
registry = None, path = None) 

14.3.1 Accumulators 

The accumulator variables are used to combine the information through associative 
and commutative operations. As an example, for a sum operation or counters (in 
MapReduce), we can use an accumulator. Besides, we can use Accumulators in any 
Spark APIs.  

----------------------------------------------------- 
----------------------------------------------------- 

class pyspark.Accumulator(aid, value, accum_param) 

----------------------------------------------------- 
----------------------------------------------------- 

14.4 PySpark: RDD (Resilient Distributed Dataset)  
■ Resilient: Fault-tolerant and handling data failure  
■ Distributed: Distributed data in multiple cluster node  
■ Dataset: Collection of partitioned data 
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RDDs are the building blocks of the Spark application. RDD is the elements that 
run and operate on multiple nodes to do parallel processing on a cluster. It is 
immutable in nature and follows lazy transformations for quick processing. RDDs 
are fault-tolerant in nature so the lost data are recovered automatically. 

RDDs are the backbone of PySpark by their simple functionalities and their 
schema-less data structure that can handle both structured and unstructured data. 
The in-memory data sharing in RDDs help to share the network and disk faster. 

The data in RDD is split into multiple chunks based on a key generated in 
RDDs. RDDs are highly resilient in nature ie., they can recover quickly from any 
network communication issues or data loss issues. This allows performing our 
functional calculations very quickly and easily. 

Two types of operations can be performed using RDD: 

14.4.1 Transformations 

Transformations are the process that is used to create a new RDD in PySpark. It 
follows the principle of Lazy Evaluations to create the new RDD. The sample 
transformation function are listed below  

■ Map  
■ flatMap  
■ filter  
■ distinct  
■ reduceByKey  
■ mapPartitions  
■ sortBy 

14.4.2 Actions 

Actions are used in RDD to instruct Apache Spark to do computation and return 
the result to the driver. Sample action functions are listed below  

■ collect  
■ collectAsMap  
■ reduce  
■ countByKey/countByValue  
■ take  
■ first 

The dataset in RDDs is divided into logical partitions, which help to compute on 
different nodes of the cluster. Due to the logical partitions, we can perform trans-
formations or actions parallel to the data. The distributions of data are taking place 
automatically by Spark. Figure 14.3 illustrates the RDD workflow in PySpark. 
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14.4.3 Features of PySpark RDDs 

14.4.3.1 In-Memory Computations 

PySpark provides the facility of in-memory computation which helps improve the 
performance by order of magnitudes. PySpark stored the Computed results in 
distributed memory (RAM) instead of stable storage (disk). 

14.4.3.2 Lazy Evaluation 

All transformations in RDDs are lazy. When we call some operation in RDD for 
transformation, it does not execute immediately until an action is triggered. Lazy 
Evolution plays an important role in saving calculation overhead. It provides 
optimization by reducing the number of queries. 

14.4.3.3 Fault-Tolerant 

RDDs track data processing history to recover the lost Data automatically. If a 
failure occurs in any partition of RDDs, then that particular lost partition can be 
recovered automatically from the original fault-tolerant input dataset. 

14.4.3.4 Immutability 

Data in PySpark are immutable in nature. Once if the Data is created or retrieved, 
its value can’t be changed. 

Figure 14.3 Work flow of RDD in PySpark.  
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14.4.3.5 Partitioning 

PySpark RDDs are the collection of various data items that are huge in volume so 
they cannot be fit into a single node and it must be partitioned across various nodes 

14.4.3.6 Persistence 

PySpark RDDs can be reused and a user can choose a storage strategy. It is an op-
timization technique where we can save the result of RDDs evaluation. It stores the 
intermediate result so we can reuse the data. It reduces the computation complexity. 

14.4.3.7 Coarse-Grained Operations 

The coarse-grained operation means that we can transform the whole dataset but 
not the individual element on the dataset. On the other hand, fine-grained means 
we can transform individual elements in the dataset. 

14.4.4 Creating RDD 

PySpark provides two different methods to create RDDs: one is distributing a set 
of collection of objects or loading an external dataset. We can create RDDs using 
the parallelize() function which creates a collection in the program and pass the 
same to the Spark Context. It is the simplest way to create RDDs. 

Input 
----------------------Sparkpar.py-------------------------  

from pyspark import SparkConf, SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark’,’PySpark’,’RDD’,’ 
SparkContext’]) 
words.show() 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkpar.py 
+-----+-------+----+------------+ 
|col1 |col2 |col3| col4 | 
+-----+-------+----+------------+ 
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|Spark|PySpark|RDD |SparkContext| 
+-----+-------+----+------------+ 
----------------------------------------------------- 
----------------------------------------------------- 

14.4.3 Operations in RDD 

COUNT() 
The count() function returns the number of items present in the RDD. In the 
following example, we are calculating the count of items present in the list. 

Input 
--------------------Sparkcount.py-------------------------  

from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark’,’PySpark’,’RDD’,’ 
SparkContext’]) 
counts = words.count() 
print (‘Number of items in RDD: %i’ % (counts)) 
----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkcount.py 
Number of items in RDD: 4 

----------------------------------------------------- 
----------------------------------------------------- 

COLLECT() 
To lists all the items in the RDD the collect () operation is used. 

Input 
------------------Sparkcollect.py------------------------- 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark’,’PySpark’,’RDD’,’ 
SparkContext’]) 
collect = words.collect() 
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print (‘ items in RDD: %s’ % (collect)) 
----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkcollect.py 
items in RDD: [‘Spark’,’PySpark’,’RDD’,’SparkContext’] 

----------------------------------------------------- 
----------------------------------------------------- 

filter() 
A new RDD is returns the element which satisfies the function inside the filter. In 
the following example, we filter out the strings containing ’’spark’. 

Input 
-------------------------Sparkfilter.py------------------- 
from PySpark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark’,’PySpark’,’RDD’,’ 
SparkContext’]) 
filter_words = words.filter(lambda i: ‘Spark’ in words) 
fill = filter_words.collect() 
print (‘ Filtered words: %s’ % (fill)) 
----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkfilter.py 
Filtered words: [‘Spark’,’PySpark’,’SparkContext’] 

----------------------------------------------------- 
----------------------------------------------------- 

foreach(f) 
The foreach(f) function returns only those elements which match the condition of 
the function inside foreach. In the following example, we call a print function in 
foreach, which prints all the elements in the RDD. 
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Input 
-------------------------Sparkforeach.py------------------ 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark’,’PySpark’,’RDD’,’ 
SparkContext’]) 
def f(x): 
print(x) 
for_each= words.foreach(f) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submitSparkforeach.py 
Spark 
PySpark 
RDD 
SparkContext 

----------------------------------------------------- 
----------------------------------------------------- 

map() 
A Mapped value is returned as a new RDD by applying a map function to each 
element of the RDD. Spark map itself is a transformation function that accepts a 
function as an argument and returns only one value. In the following example, the 
word Apache is mapped with the list of items. 

Input 
-----------------------Sparkmap.py------------------------ 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark’,’PySpark’,’RDD’,’ 
SparkContext’]) 
map_word = words.map(lambda x: (x, ‘Apache’)) 
map_len= words.map(lambda x: (x,len(x))) 
mymap = map_word.collect() 
mylen = map_len.collect() 
print (‘My word mapping: %s’%(mymap)) 
print (‘ key val based on length: %i’%(mylen)) 
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----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkmap.py 
My word mapping: 
[(‘Spark’,’Apache’), 
(‘PySpark’,’Apache’), 
(‘RDD’,’Apache’), 
(‘SparkContext’,’Apache’)] 
key val based on length: 
[(‘Spark’,’5’), (‘PySpark’, ‘7’), (‘RDD’, ’3’), 
(‘SparkContext’,’12’)] 

----------------------------------------------------- 
----------------------------------------------------- 

flatMap() 
PySpark flatMap is a transformation operation of RDD, flatMap function is 
Similar to map, which returns a new RDD by flattening the results. In the fol-
lowing example we differentiate map and flatmap function. The result of map 
operation will return Array of Arrays and flatMap operation will return Array of 
words. 
-------------------------Sparkflatmap.py------------------ 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
words = sc.parallelize ([‘Spark PySpark RDD’], 
[‘SparkContext map’]) 
map_words= words.map(lambda x: words.split(’ ’)) 
mymap = map_words.collect() 
flatmap_words= words.flatmap(lambda x: words.split(’ ’)) 
myflatmap = flatmap_words.collect() 
print ‘ my map:%s’%(mymap) 
print ‘ my flatmap: %s’%(myflatmap) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 
----------------------------------------------------- 
----------------------------------------------------- 
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$SPARK_HOME/bin/spark-submit Sparkflatmap.py 
my map: [[‘Spark’, ‘PySpark’, ‘RDD’],[‘SparkContext’, 
‘map’]] 
my flatmap: [‘Spark’, ‘PySpark’, ‘RDD’,‘SparkContext’, 
‘map’] 

----------------------------------------------------- 
----------------------------------------------------- 

reduce() 
The specified commutative and associative binary operator is used in the reduce 
function to reduce the items of RDD. PySpark reduces operation is an action- 
based operation that triggers all lazy instructions. In the following example, a list of 
10 values is created and the values 1 to 10 are reduced by adding them. 
-------------------------Sparkreduce.py------------------ 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘count_app’) 
x = sc.parallelize([10,20,30,40,50,60,70,80,90,100]) 
reduceSum = x.reduce(lambda a, n: a + n) 
print (‘reduced sum:’%i%(reducedSum)) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkreduce.py 
Reduced sum: 550 

----------------------------------------------------- 
----------------------------------------------------- 

join() 
PySpark join returns RDD with a pair of elements, the matching keys with their 
values in a paired form. We will get two different RDDs for two pairs of the 
element. In the following example, there are two pair of elements in two different 
RDDs. After joining these two RDDs, we get an RDD with elements having 
matching keys and their values. 
-----------------------Sparkjoin.py----------------------- 
from pyspark import SparkContext 
sc = Spark Context(‘local’, ‘count_app’) 
li1 = sc.parallelize ([(‘Spark’,2),(‘PySpark’,3), 
(‘RDD’,1)]) 
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li2 = sc.parallelize ([(‘Spark’,5),(‘PySpark’,3), 
(‘RDD’,2)]) 
li_join = li1.join(li2) 
map_join= li_join.collect() 
print(‘joined elements: %s’%(map_join)) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 
----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkjoin.py 
joined elements: 
[(‘Spark’,(2,5)),(‘PySpark’,(3,3)),(‘RDD’,(1,2))] 

----------------------------------------------------- 
----------------------------------------------------- 

groupBy() 
PySpark RDD groupBy function returns a group of RDD items. The groupBy 
function will return a new RDD with a KEY (which is a group) and a list of items 
(in a form of an Iterator). 
-------------------------Sparkgroupby.py------------------ 
from pyspark import SparkContext 
sc = Spark Context (local’, ‘count_app’) 
li1 = sc.parallelize 
([‘Ram’,’Raja’,’John’,’Thomas’,’Kavin’,’Kumar’]) 
ligroup = li1.groupBy() 
print(‘Grouped elements: %s’%(ligroup)) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkgroup.py 
Grouped elements:([‘John’]) ([‘Kavin’,’Kumar’] 
([‘Thomas’]) 
([‘Ram’,’Raja’]) 

----------------------------------------------------- 
----------------------------------------------------- 
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14.5 PySpark DataFrames 
DataFrames is a two-dimensional data structure, which is tabular in nature similar 
to an SQL table or a spreadsheet. It represents Rows and columns, each of which 
consists of several observations. Rows can have Heterogeneous data, whereas a 
column can have Homogeneous data. Figure 14.4 shows the conversion of dif-
ferent data set into common PySpark Dataframes. 

14.5.1 Need of DataFrames 

14.5.1.1 Processing Heterogeneous Data 

Dataframes are designed to process a large collection of Heterogeneous (structured 
and Semi-Structured) data. Spark DataFrame is an organized structure that helps 
to understand the schema data and to optimize the execution plan. 

14.5.1.2 Slicing and Dicing 

Data frame supports different data slicing and dicing operations like ‘selecting’ 
rows, columns, and cells by name or by row index, filtering out rows, etc. Statistical 
Data is usually very messy and contains lots of missing and wrong values and range 
violations data frames help to manage the messy data. 

14.5.2 Features of DataFrame  

a. Distributed 
DataFrames are distributed in nature, which makes it a fault-tolerant and 
highly available data structure.  

b. Lazy evaluation 
Lazy evaluation is an evaluation strategy that holds the evaluation of an 
expression until its value is triggered. 

Figure 14.4 Dataframe in PySpark.  
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c. Immutable 
The DataFrames are immutable in nature and the object states cannot be 
modified. 

14.5.3 PySpark DataFrames 

A DataFrame can be accepted as a distributed and tabulated collection of titled 
columns which is similar to a two-dimensional table in a relational database. A 
DataFrame in Apache Spark can be created in multiple ways:  

1. Creating data from Existing RDD.  
2. DataFrames can be created by reading TEXT, CSV, JSON, and PARQUET 

file formats.  
3. Programmatically specifying schema 

14.5.4 Creating DataFrame from RDD 

The DataFrame is created using RDDs in PySpark. In the following example, a list 
of tuples is created with name and age. A DataFrame is created by using 
createDataFrame() function on RDD with the help of sqlContext(). 

Input 
-------------------------Sparkdgf.py----------------------  
from pyspark import SparkContext 
from pyspark.sql import Row 
sc = SparkContext(‘local’, ‘dfapp’) 
personal_info = [(‘Ram’,21),(‘Raja’,20),(‘John’,22), 
(‘Thomas’,22),(‘Kavin’,21),(‘Kumar’,20] 
rdd = sc.parallelize(personal_info) 
personal_info = rdd.map(lambda x: Row(name=x[0], age=int 
(x[1]))) 
personal= sqlContext.createDataFrame(personal_info) 
type(personal) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 
----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
<class ’pyspark.sql.dataframe.DataFrame’> 
----------------------------------------------------- 
----------------------------------------------------- 
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14.5.5 Creating the DataFrame from CSV, JSON and Text Files 

The DataFrame is created in PySpark by loading the CSV, JSON, or Text file 
using the spark.read.csv () function in PySpark. In the following example a movie 
dataset in csv format is loaded using spark.read.csv () and spark.read.load(). 
-------------------------Sparkdgf.py----------------------  
from pyspark.sql import Row 
sc = SparkContext(‘local’, ‘dfapp’) 
Data_movie= spark.read.csv(’/home/hduser/Desktop/IMDB- 
Movie-Data.csv’) 
Data_movie2=spark.read.load(’/home/hduser/Desktop/ 
IMDB-Movie-Data.csv’, format=‘csv’, header=‘true’) 
type(Data_movie) 
type(Data_movie2) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 
----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
<class ’pyspark.sql.dataframe.DataFrame’> 
<class ’pyspark.sql.dataframe.DataFrame’> 

----------------------------------------------------- 
----------------------------------------------------- 

In the following example, Tamilnadu state land data in JSON format data is 
loaded. 
-------------------------Sparkdgf.py---------------------- 
from pyspark.sql import Row 
sc = SparkContext(‘local’, ‘dfapp’) 
Data_Land= spark.read. json(’/home/hduser/Desktop/ 
TNLAND. json’) 
type(Data_Land) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 
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$SPARK_HOME/bin/spark-submit Sparkdf.py 
<class ’pyspark.sql.dataframe.DataFrame’> 

----------------------------------------------------- 
----------------------------------------------------- 

In the following example, the same Tamilnadu state land data in text format is 
loaded using the Spark.read. text. 
-------------------------Sparkdgf.py--------------------- 
from pyspark.sql import Row 
sc = SparkContext(‘local’, ‘dfapp’) 
Data_Land= spark.read. text(’/home/hduser/Desktop/ 
TNLAND. txt’) 
type(Data_Land) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
<class ’pyspark.sql.dataframe.DataFrame’> 

----------------------------------------------------- 
----------------------------------------------------- 

14.5.6 DataFrame Manipulations 

We can manipulate the data loaded using different PySpark functions. 

14.5.6.1 How to Retrieve the Datatype of Columns in Our 
Dataset? 

To view the data types of the columns in DataFrame, we can use the printSchema, 
dtypes methods that help show our data frame’s schema. In this example, we are 
applying printSchema() on personal data frame created using RDD, the same 
printSchema() can be applied to all formats (csv, text, json) of data. 

Input 
-------------------------Sparkdgf.py----------------------  
from pyspark.sql import Row 
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sc = SparkContext(‘local’, ‘dfapp’) 
personal_info = [(‘Ram’,21),(‘Raja’,20),(‘John’,22), 
(‘Thomas’,22),(‘Kavin’,21),(‘Kumar’,20] 
rdd = sc.parallelize(personal_info) 
personal_info = rdd.map(lambda x: Row(name=x[0], age=int 
(x[1]))) 
personal= sqlContext.createDataFrame(personal_info) 
personal.printSchema() 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
root 
|-- age: long (nullable = true) 
|-- name: string (nullable = true) 

----------------------------------------------------- 
----------------------------------------------------- 

14.5.6.2 How to View the First n Observation? 

The head() function is used to view the first n observation in our dataframe. The 
head () operation in PySpark is similar to head() operation in Pandas. 

Input 
-------------------------Sparkdgf.py----------------------  
personal.head(3) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
[Row(age=21, name=u’Ram’), Row(age=20, name=u’Raja’), 
Row(age=22, name=u’John’)] 
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----------------------------------------------------- 
----------------------------------------------------- 

The result from the head() function will be in compressed row format, to view 
the result in interactive format show() function can be used. 

Input 
-------------------------Sparkdgf.py---------------------- 
personal.show() 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
+---+------+ 
|age| name| 
+---+------+ 
| 21| Ram| 
| 20| Raja| 
| 22| John| 
| 22| Thomas| 
| 21| Kavin| 
| 20| Kumar| 
+---+------+ 

----------------------------------------------------- 
----------------------------------------------------- 

14.5.6.3 How to Get the Statistics Summary of Numerical 
Columns in a DataFrame (Standard Deviance, Mean, 
Max, Count, Min)? 

The statistical summary of the numerical column in the DataFrame can be cal-
culated using describe() function. The argument of the function is optional; 
generally by default it will calculate summary statistics for all numerical columns 
present in DataFrame. 

Input 
----------------------Sparkdgf.py-------------------------  
personal. describe().show() 
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----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
+-------+------------------+ 
|summary| age| 
+-------+------------------+ 
| count| 6| 
| mean| 21.0| 
| stddev|0.8944271909999159| 
| min| 20| 
| max| 22| 
+-------+------------------+ 

----------------------------------------------------- 
----------------------------------------------------- 

14.5.6.4 How to Find the Distinct Data and Remove 
Duplicate Values? 

The distinct () function is used to calculate the number of distinct rows in the 
DataFrame and the dropDuplicates() is used to drop the duplicate values in our 
DataFrame. 

Input 
---------------------Sparkdgf.py-------------------------  
personal.select(’Name’). distinct().show() 
personal.select(’Age’).dropDuplicates().show() 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
+-------+ 
| name | 
+-------+ 
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| Ram | 
| Kumar | 
| Raja | 
| John | 
| Kavin | 
| Thomas| 
+-------+ 
+---+ 
|age| 
+---+ 
| 21| 
| 20| 
| 22| 
+---+ 

----------------------------------------------------- 
----------------------------------------------------- 

14.5.6.5 Removing and Filling Null Values from Data Frames 

The dropna() operation is used to drop the null values from the DataFrame an-
d.fillna() operation is used to fill the missing values in a DataFrame 

Input 
-------------------------Sparkdgf.py----------------------  
personal. dropna().count() 
personal. fillna(1).show() 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

$SPARK_HOME/bin/spark-submit Sparkdf.py 
Output: 
6 

----------------------------------------------------- 
----------------------------------------------------- 

Note: 
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We can use groupby, orderby, filter, aggregate functions, etc.,to manipulate 
the data. 

14.6 PySpark MLlib (Machine Learning Libraries) 
PySpark MLlib is a machine-learning package wrapper over PySpark Core to 
perform data analysis using machine-learning algorithms. Machine Learning in 
PySpark is easy to use and scalable. It works on distributed and lazy evaluation 
systems. You can use various techniques with Machine Learning algorithms such as 
classification, clustering etc., using the PySpark MLlib. 

14.6.1 Various Tools Provided by MLlib  

a. ML Algorithms: collaborative filtering, classification, and clustering  
b. Featurization: feature extraction, dimensionality reduction, transformation, 

and selection  
c. Pipelines: Evaluation, construction, and tuning ML Pipelines 

14.6.1.1 Why PySpark MLlib 

scikit-learn is a popular Python library for data mining and machine learning al-
gorithms only work for small datasets on a single machine. PySpark’s MLlib al-
gorithms are designed for parallel processing on a cluster, Provides a high-level API 
to build machine learning pipelines 

14.6.2 PySpark MLlib Algorithms 

14.6.2.1 Classification Using PySpark MLlib 

Classification (Binary and Multiclass) is a supervised machine learning algorithm 
for sorting the input data into different categories. The PySpark supports Linear 
SVMs, decision trees, random forests, naive Bayes, linear least squares. 

Example: 

14.6.2.2 Logistic Regression 

Logistic Regression predicts a binary response based on some variables The Logistic 
regression is done by importing the following library in PySpark. 
-------------------------Import mllib----------------------  
from pyspark.mllib.classification import Logistic- 
Regression With LBFGS 

----------------------------------------------------- 
----------------------------------------------------- 
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LabelledPoint() 
A LabeledPoint is a wrapper for input features and to predict value. For binary 
classification in Logistic Regression, a label can be either 0 (negative) or 1 
(positive). 

Input 

-----------------------mllib_class------------------- 
from pyspark import SparkContext 
from pyspark.mllib.classification import Logistic- 
RegressionWith LBFGS 
sc = SparkContext(‘local’, ‘ml_app’) 
positive = LabeledPoint(1.0, [1.0, 0.0, 3.0]) 
negative = LabeledPoint(0.0, [2.0, 1.0, 1.0]) 
print(positive) 
print(negative) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

LabeledPoint(1.0, [1.0,0.0,3.0]) 
LabeledPoint(0.0, [2.0,1.0,1.0]) 

----------------------------------------------------- 
----------------------------------------------------- 

HashingTF() 
HashingTF() algorithm is used to map feature value to indices in the feature vector 

Input 

-----------------------mllib_class------------------- 
from pyspark import SparkContext 
from pyspark.mllib.feature import HashingTF 
sc = SparkContext(‘local’, ‘ml_app’) 
sentence = ‘hello hello world’ 
words = sentence.split() 
tf = HashingTF(10000) 
tf.transform(words) 
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----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

SparseVector(10000, {3065: 1.0, 6861: 2.0}) 

----------------------------------------------------- 
----------------------------------------------------- 

14.6.2.3 Logistic Regression Using Logistic Regression With 
LBFGS 

Logistic Regression using PySpark MLlib is achieved using Logistic Regression 
With LBFGS class 

Input  

----------------------- mllib_class------------------ 
from pyspark import SparkContext 
from pyspark.mllib.classification import Logistic- 
RegressionWith LBFGS 
sc = SparkContext(‘local’, ‘ml_app’) 
data = [LabeledPoint(0.0, [0.0, 1.0]), LabeledPoint(1.0, 
[1.0, 0.0])] 
RDD = sc.parallelize (data) 
lrm = LogisticRegressionWithLBFGS. train (RDD) 
lrm.predict ([1.0, 0.0]) 
lrm.predict ([0.0, 1.0]) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

1 
0 

----------------------------------------------------- 
----------------------------------------------------- 
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14.6.2.4 Collaborative Filtering 

Collaborative filtering is done based on collecting and analyzing a large volume of 
information based on user’s behaviour, activities, or preferences and prediction based 
on their similarity to other users. Collaborative filtering is commonly used for re-
commender systems. Alternating least squares (ALS) library is used in PySpark for 
Collaborative filtering.  
--------------------Import mllib--------------------- 
from pyspark.mllib.recommendation import ALS 

----------------------------------------------------- 
----------------------------------------------------- 

14.6.2.5 Rating Class in pyspark.mllib.recommendation 

The Rating class is a wrapper around tuple (user, product and rating) Useful for 
parsing the RDD and creating a tuple 

Input  
-------------------------------- mllib--------------- 
----------- 
from pyspark import SparkContext 
from pyspark.mllib.recommendation import Rating 
sc = SparkContext(‘local’, ‘ml_app’) 
r = Rating(user = 1, product = 2, rating = 5.0) 
print(r[0], r[1], r[2]) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

(1, 2, 5.0) 

----------------------------------------------------- 
----------------------------------------------------- 

randomSplit() 
Splitting data into training and testing sets is important for evaluating predictive 
modeling. PySpark’s randomSplit() method is used to split randomly with the 
provided weights and returns multiple RDDs. 
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Input 

-------------------------- mllib--------------------- 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘ml_app’) 
data = sc.parallelize([1, 2, 3, 4, 5, 6, 7, 8, 9, 10]) 
training, test=data.randomSplit([0.6, 0.4]) 
training.collect() 
textcoll = test.collect() 
print(‘ test data:%s’(textcoll)) 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

Test data 
[1, 2, 5, 6, 9, 10] 
[3, 4, 7, 8] 

----------------------------------------------------- 
----------------------------------------------------- 

14.6.2.6 Alternating Least Squares (ALS) 

PySpark provide Alternating Least Squares (ALS) in mllib for collaborative 
filtering. 

Input  
------------------------ mllib----------------------- 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘ml_app’) 
r1 = Rating(1, 1, 1.0) 
r2 = Rating(1, 2, 2.0) 
r3 = Rating(2, 1, 2.0) 
ratings = sc.parallelize([r1, r2, r3]) 
ratings.collect() 
[Rating(user=1, product=1, rating=1.0), 
Rating(user=1, product=2, rating=2.0), 
Rating(user=2, product=1, rating=2.0)] 
model = ALS.train(ratings, rank=10, iterations=10) 
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----------------------------------------------------- 
----------------------------------------------------- 

predictAll() 
The predictAll() method returns a list of predicted ratings. The method takes in an 
RDD without ratings to generate the ratings 

Input 
----------------------–- mllib --------------------––- 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘ml_app’) 
unrated_RDD = sc.parallelize([(1, 2), (1, 1)]) 
predictions = model.predictAll(unrated_RDD) 
predictions.collect() 
----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

[Rating(user=1, product=1, rating=1.0000278574351853), 
Rating(user=1, product=2, rating=1.9890355703778122)] 

----------------------------------------------------- 
----------------------------------------------------- 

14.6.2.7 Model Evaluation Using MSE 

The MSE is the average value of the square of (actual rating - predicted rating) 

Input  
-------------------------- mllib--------------------- 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘ml_app’) 
rates = ratings.map(lambda x: ((x[0], x[1]), x[2])) 
rates.collect() 
[((1, 1), 1.0), ((1, 2), 2.0), ((2, 1), 2.0)] 
preds = predictions.map(lambda x: ((x[0], x[1]), x[2])) 
preds.collect() 
rates_preds = rates.join(preds) 
rates_preds.collect() 
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----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 

[((1, 1), 1.0000278574351853), ((1, 2), 1.989035570377- 
8122)] 
[((1, 2), (2.0, 1.9890355703778122)), ((1, 1), (1.0, 
1.0000278574351853))] 

----------------------------------------------------- 
----------------------------------------------------- 

14.6.2.8 Clustering 

Clustering is the unsupervised learning method to organize a collection of data in a 
group. PySpark MLlib library currently supports K-means, Bisecting k-means, 
Streaming k-means, Gaussian mixture, Power iteration clustering (PIC). 
Example: K-means algorithm 
K-means algorithm is an iterative algorithm that helps to partition the dataset into 
pre-defined K distinct non-overlapping subgroups. 

Input  
---------------------Import mllib-------------------- 
from pyspark import SparkContext 
sc = SparkContext(‘local’, ‘ml_app’) 
from pyspark.mllib.clustering import KMeans 
data = sc.textFile(‘Data.csv’).map(lambda x: x.split 
(‘,’)). 
map(lambda x: [float(x[0]), float(x[1])]) 
data.take(5) 
kmodel = KMeans.train(data, k = 2, maxIterations = 10) 
kmodel.clusterCenters() 

----------------------------------------------------- 
----------------------------------------------------- 

Output 

----------------------------------------------------- 
----------------------------------------------------- 
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[[14.23, 2.43], [13.2, 2.14], [13.16, 2.67], [14.37, 
2.5], [13.24, 2.87]] 
[array([12.25573171, 2.28939024]), array([13.636875, 
2.43239583])] 

----------------------------------------------------- 
-----------------------------------------------------  
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Objectives 

This chapter focusses on implementation of the Data Lake (DL) in cloud and 
the significance of Data Lake where the pre-existence of a Data Warehouse 
(DW) helps businesses to take decisions. In general, Data Lake is not a 
replacement of existing data warehouse applications but there is a high need 
for modernizing the data platform architecture in the industry to sustain and 
stabilize the growing consumer needs. This chapter provides an overview on 
data warehouse, basics of DW, benefits of DW, date lake, architecture of data 
lake, need for data lake, components and design of data lake in the cloud and 
data lake storages, data transformation and data security.    

15.1 What Is a Data Warehouse? 
A data warehouse (DW) is a centralized data storage system where a large volume 
of information can be stored and analyzed to bring more insights from data. Data 
in large enterprises come from various sources (Figure 15.1) like transactional 
processing systems, master data applications, communication systems, customer 
interactions and third party systems. In recent years, there is a growing need to 
organize and archive them for late analytical purposes. 

Figure 15.1 Sources of data in an organization.  
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Data gets added to data warehouse from the various applications including high- 
performance transactional system which handling hundreds to millions of transactions 
in a regular cadence. Processing the data in same systems becomes very expensive, time 
consuming, and heterogeneous forms of data sources limits organizations to make better 
decisions. DW often referenced as a processed data layer where business knows exactly 
what data is consumed and stored in the system. Use case would be identified before the 
data is added to the system. Data model is well designed prior to data movement into 
the data warehouse storage layer and key performance indexes are identified. 

15.1.1 Roles of Data Warehouse for Industries 

Data warehouse for industries such as Banking and Financial Services, Healthcare, 
Retail, e-commerce, Agriculture, Hospitality and Quick Service Restaurants plays a 
major role in curating the complex data, organize the data from various sources, 
enables systematic approach in making decisions, durable and reliable for pro-
cessing large volume of data in batch mode. 

Major role of data warehouse is to integrate the corporate data sources to 
provide users with rich information to operationalize and improvise the business 
standards from the generated data. DW also the primary component in persisting 
the Source of Records (SORs) from various business modules in an organization. It 
provides various framework to store massive volume of data efficiently.  

■ Business Intelligence tools such as SAP BOBJ, Tableau, QlikSense and others 
uses the data warehouse application as main source to represent the valuable 
insights. It makes it easy for business teams and data analysts to experience the 
holistic view of their business performance/ progress in a single place. Key 
performance indexes delivered to the industry experts are cleaner, easy to access, 
accurate and reliable data points makes it easy to take impactful decisions.  

■ Data Quality (DQ) is an integral part of data warehouse which helps users to 
apply rules to perform pre-processing techniques to cleanse the data before it gets 
stored into the DW system. DQ captures the accepted, rejected and erroneous of 
data that’s getting inserted into the DW and the data team works on the rejected 
and data errors to make it right before it gets added to the DW storage layer. DQ 
process helps to understand the data from multi sources and analyse to determine 
the final form of data stored in the DW, this process is called Data Profiling. 
Data team identifies the data inconsistent data formats or layouts such as valid/ in 
valid values, date format, verifying the address information, and so on. 

■ Data Integration is an important feature for the DW teams to integrate si-
milar data from various entities. It helps to standardize the data to form a 
meaningful and consistent reference to any fields which are used differently in 
multiple systems in the same organizations. It acts as a data movement tool 
from various systems into the DW while applying all the standardization and 
cleansing techniques. 
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15.2 What Is a Data Lake? 
In the last decade, the nature of data is not just structured data which is well 
known for the business. In fact, about 80% of the data we have today are generated 
in less than a decade and it is very important to store, analyze and make decisions 
on unknown data for every large organization. 

A data lake (DL) is a centralized repository for storing structured and un-
structured data at the scale of peta-byte or more. It allows users to store the data as 
raw without having the metadata and its kind. DL provides a unified way of 
gathering known and unknown data and enables users to run analytics, build 
dashboard and framework to run computation in parallel on big data and com-
ponents to perform real-time analytics on massive datasets (Figure 15.2). 

15.3 Why Do We Need Data Lake? 
Organizations that heavily invested on data platform requires a secure, highly 
scalable, cost efficient and fault tolerant solutions to ingest, store, and analyze 
massive datasets to achieve best business value from their data. Enterprises who 
implemented a data lake are outperforming over 10% in organic revenue growth 
when compared with others who do not have data lake in their data strategy. New 
era of analytics highly leverages machine learning over new data sources like log 
files, click-streams, social media, and IoT devices stored in the data lake. Early 
prediction of business demand, customer 360 analytics, behavioral analytics, and 
trend analysis are some popular use cases opened up by incorporating the data lake 
solutions in the large organizations. 

Empowering the data engineering team to design cost-effective and standar-
dized data layer helps to improve the solution delivery by 40% when compared to 
the legacy storage and data warehouse strategies. In cloud, data lake takes ad-
vantage of endless storage elasticity feature and pay per use costing principles helps 
business to build solutions instantly whereas in legacy architecture extension of 
resources and licenses takes months to fulfil the needs of the data engineering team 
with respect to hardware and software procurements. Centralized data repository in 
cloud helps security practice to control and protect the data much more ease than 
the traditional approach. Adaption of shared server/storage model not only reduces 
the cost of implementing the data lake and also enables security tightly lockdown 
as per organizations security policies. Data lakes in cloud provides seamless in-
tegrations to many existing business applications and products which makes it easy 
to connect and continue the pre-existing tools in place. 

15.4 Overview of Data Lake in Cloud 
Data lake in cloud is a game-changing, cost-effective and scalable solutions that en-
ables easy to start and provision any organization with a high grade and well-suited 
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solutions for most of the existing data platforms. Building data lake with the 
awareness of store without purpose brings more ideas to the business results and at the 
same time features of storing them organized for later usage. Data lake in cloud comes 
with many benefits in using robust services such as Big Data compute applications, 
Machine Learning services, and massively distributed storage layer which stores peta- 
bytes of data and trillions of objects. 

In general terms data lake is referred as a stream of water flowing from various parts 
and finally stored in to a lake which has mixed water properties that can be stored in 
mass and leverages when needed. Likewise, data lake provides user with multiple data 
sources integration into unique standardized layer for storing structured and un-
structured data formats, analyse the data when needed. Data movement in/out of the 
data lake has various options and in cloud variety of data sources and downstream 
applications makes it easier to implement rather than in on-premises architecture. 
Modern database architecture comes with the super-fast compute framework such as 
Apache Spark/Hadoop and the massively distributed file storage systems like HDFS. 
Concept of distributed data storage makes the data locality and process of compute 
where the data resides accelerates the processing speed and enabled more room for in- 
memory computation techniques. Traditional data warehouse applications heavily 
consume the data transfers between the storage and the processing layers since the data 
has to be fetched to some extend to the system that performs the computations. 
Whereas the distributed storage and processing framework makes it easier, when data 
lakes built on top of such best performing and optimized storage architecture smooths 
the usage and produces quick results for the business users. 

Cloud services are fully decoupled in a way that enables organization to choose 
services according to their needs. Any services that helps them to achieve the results 
then it’s easy to productionize the solutions in matter of days. In recent years another 
advantage of building data lake in cloud is the evolution of hybrid, and multi-cloud 
enablement which makes an organization to choose many services from different 
cloud providers. According to the latest survey more organizations are moving to-
wards the cloud and hybrid architecture for minimizing the procurement and 
maintenance overheads. Cloud also provides various serverless capability for data lakes 
in the form of Code as a Service, or Function as a Service. Auto scale up/out and scale 
down/in features helps data teams to increase or decrease data usage on the go without 
commitment of the required resources. 

15.5 Key Considerations for Data Lake Architecture 
Building a data lake is an imperial process of shifting the pyramid towards modern 
data storage capabilities. During this process having the right team with good 
experience in digesting the form of data your business handles and right skill set to 
craft the platform of your choice. There are some understanding to be made about 
what you would be expecting to do in the new solutions. 
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■ Expect the data may be of many forms  
■ Data is not going to clean like before  
■ Advanced analytics might need more than one way to the problem  
■ Building quick solutions and meeting the failure is normal 

Identify the applications that you need to focus to migrate to new architecture, 
prioritize them accordingly to your demands. Initial data lake you build should be 
simple enough to see if the framework covers all your data aspects by just adding 
basic data store feature, enabling the security and governance principles to the 
infrastructure. Ingestion framework to handle structured and unstructured data 
and secure them in the storage (Figure 15.3). Data protection at scale is a major 
element to be considered since the volume, variety, and velocity going to be more 
than ever before. Selecting the data cleaning, processing, aggregating and reduced 
redundancy would be another area to be carefully selected. 

Advanced analytical tools and machine learning work bench are very essential 
elements while building new data lake solutions. Data lineage and metadata man-
agement should be made available to users to easily search for the data points that are 
stored in the data lake. Source of record for each data object need to be identified to 
make sure the data that comes in must follow certain standard and shall be notified 
for any changes/ use case/ conversion applied to the data sources (Figure 15.4). Data 
security shall be configured in an advanced way with some Single Sign On feature and 
enabling Multi Factor Authorization (MFA) components. 

15.6 Phases of Data Lake Implementation 
Implementing the data lake to a large organization needs multi-phase execution and 
it highly critical white board the end-to-end solution. As discussed in the key 
consideration section we will focus deeper into each segment. Before deep dive into 
the phases of data lake, this section explains the components and design of data lake 
in the cloud using Amazon Web Services Cloud, Google Cloud and Azure 

15.6.1 Data Lake Architecture on Amazon Web Services 

Amazon Simple Storage Service is an object storage to store and retrieve any 
volume of data from anywhere. AWS S3 offer users with scalable, secure, durable 
and highly available storage solutions. S3 has a lifecycle policy which helps users to 
define and select various pricing options based on storage and access requirements. 

AWS Lambda allows users to write code as functions and deploy them to AWS 
Lambda (Figure 15.5 Ingestion) without worrying about the servers and the in-
frastructures. Users will pay only for the consumed compute time. 

AWS Elastic Cloud Compute is a cloud service, which offers compute in-
stances based on user’s requirements. EC2 interface simple web interface helps 
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users to select and configure the instance for their scale and spins up within few 
minutes. 

AWS Elastic Map Reduce service is a cloud big data platform (Figure 15.5, 
Compute Layer) that enables users to run and scale Apache Spark, Hive, HBase, 
and so on. Also has highly available clusters and auto-scaling policies to make data 
platform more stable. 

15.6.2 Data Lake Architecture on Google Cloud Platform 

Cloud Storage is a unified, scalable, and highly durable object storage for devel-
opers and enterprises. It allows user to store media, files and application data. 

Cloud DataProc is a managed Spark and Hadoop service that allows users to 
perform batch processing, querying, streaming, and machine learning. Dataproc 
(Figure 15.6) automation helps user to create clusters quickly, manage them easily, 
and close the instances when it is not used. 

BigQuery is a Server less, highly scalable, and cost-effective cloud data ware-
house that can analyze Petabytes of data using ANSI SQL model. Greater results 
found for real-time and predictive analytics. 

Cloud DataFlow is a fully managed unified streaming and batch data processing 
engine. Serverless app which provides automatic provisioning and management of the 
resources. This service provides higher reliability and fault-tolerant in nature. 

Cloud Bigtable is a fully managed NoSQL database for large analytical and 
processing workloads. Organized data lake formats often require such NoSQL for 
personalization, Digital contents and Internet of Things applications. 

Cloud DataLab tool is mainly used for exploratory data analysis on Google 
cloud to perform any machine learning and transformation using any languages 
such as Python, SQL from Jupyter notebooks. 

Cloud Functions offers your code to be deployed in Google platform and 
execute when needed. Users will pay as they use the resources without any server 
procurement or management. 

15.6.3 Azure Cloud Data Lake 

Below architecture of data lake from Azure integrates heterogeneous sources like 
click-stream data, censor data, traditional data sources such as databases and event 
based real-time data pipelines. Azure supports data lake storage (Figure 15.7) with 
the power of HDInsights for high processing framework which extends the uti-
lization of Spark and its core services. 

15.7 What to Load into Your Data Lake? 
Organizations claims to use a data lake approach to load and analyze data and 
content that would not go into a traditional data warehouse, such as web server 
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logs or sensor logs, social media content, IoT feeds or image files and associated 
metadata. Data lake analytics can therefore encompass any historical data or 
content from which you may be able to derive business insights. But a data lake can 
play a key role in harvesting conventional structured data as well. Data that you 
offload from your data warehouse in order to control the costs and improve the 
performance of the warehouse. 

Other key strategy to be taken would be on offloading traditional data ware-
house into data lake and the data pipeline to move the data using any standard 
extract transform and load interface. ETL frameworks does supports data move-
ments for full data loads, change data captures and slowly changing dimensions. 
Incremental loads are so popular for any large and growing datasets which are 
transactional in nature. 

15.8 A Cloud Data Lake Journey 
This session have been focus more into cloud technologies and top providers in the 
markets as you have seen Gartner’s cloud infrastructure provides: Amazon Web 
Services, Google Cloud, and Microsoft Azure. Discuss phases along with the ser-
vice offerings from different provides. 

15.8.1 Cloud Infrastructures 

Building a data lake in cloud brings lot of advantages, mainly fully managed 
services offers an organization to focus on their data needs rather than the main-
tenance of physical hardware and licensing. Below are the important benefits of 
using Cloud solutions for your data lake: 

Figure 15.7 Azure data lake architecture. 

Source:  https://azure.microsoft.com/en-in/services/data-lake-analytics  
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■ Storage Capacity: In cloud you can storage start with small files and it 
provides elasticity to grow your data into data lake to Exa-byte size. This 
helps your organization to focus on data strategy without worrying about the 
storage servers. 

■ Cost Efficiency: Cloud providers has various options in storing and pro-
cessing your data applications and also has various pricing options such as 
pay for your usage, fixed standard pricing, and long-term pricing which gives 
like 60–75% of cost savings. Most of the service providers allow for multiple 
storage classes and pricing options. This enables companies to only pay for as 
much as they need, instead of planning for an assumed cost and capacity, 
which is required when building a data lake locally.  

■ Central Repository: A centralized location for all object stores and data 
access means the setup is the same for every team in an organization. This 
improves efficiency and now engineers can focus on more critical items.  

■ Data Security: All companies have a responsibility to protect their data; with 
data lakes designed to store all types of data, including sensitive information 
like financial records or customer details, security becomes even more im-
portant. Cloud providers guarantee security of data as defined by the shared 
responsibility model.  

■ Auto-Scaling: Modern cloud services are designed to provide immediate 
scaling functionality, so businesses don’t have to worry about expanding 
capacity when necessary or paying for hardware that they don’t need. Auto- 
scaling can be done in horizontal scale out/ in or vertical up/ down based on 
the business needs. 

15.8.2 Data Lake Storage 

In this section, we can see options available for data storage. Collecting data from 
various sources has various kinds and types, most of the modern data applications 
has heterogeneous sources and has veracity in nature. 

Data movements from on-premises data warehouse into cloud data lake has 
different types; lift and shift, Database migration, and processed loads. Depends on 
the applications need and the priority of the business. The following sources of 
data is common across the cloud data lake and the services and tools used to ingest 
the data only differs: Databases, Files (csv, xls, pdfs, and logs), IoT device feeds, 
Apps data. We will be seeing various ways to capture the data into data lake from 
top cloud providers and open source engines.  

■ Google Cloud Platform – Storage 

Cloud Storage, you can start with a few small files and grow your data lake to 
Exabyte in size. Cloud Storage (Figure 15.8) supports high-volume ingestion 
of new data and high-volume consumption of stored data in combination with 
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other services such as Pub/Sub. Cloud storage also promises durability of 
99.999999999% annual durability. Google cloud provides various ingest options. 
Pub/Sub is an option to ingest real-time or near real-time data into GC. Storage 
Transfer Service offers moving data from online or from on-premises such as data 
centre to cloud seamlessly and quickly. gsutil (Google Store) an option if you want 
one-time or scheduled frequency file transfers into Google Storage.  

■ Amazon Web Services 

AWS S3 acts as a primary drop location for the data lake solutions (Figure 15.9), 
once the file is placed into a bucket (a folder in cloud) using an ETL engine there 
are various ways to process them. S3 provides 99.999999999% durability and 
99.99% availability of objects over a given year with endless storage so customers 
no need to worry about the growing data storage needs. Once the data is place 
inside the S3 buckets it can trigger consecutive actions based on the type of data 
ingested. Migrating a data base can be done using Database Migration Service 
which helps to migrate data quickly and securely. With no downtime to the ex-
isting databases. DMS can support homogeneous migrations like Oracle to Oracle. 

Figure 15.8 GCP storage. 

Source:  https://aws.amazon.com/big-data/datalakes-and-analytics/  
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SQL Server to SQL Server and also heterogenous migrations like Oracle or 
Microsoft SQL Server to AWS Aurora database.  

■ Microsoft Azure 

Azure storage service is a MS cloud storage solution, it’s a massively scalable object 
store. Storage comes with various data services such as Azure Blobs, Files, Queues, 
Tables, and Disks (Figure 15.10). Copy Data service from Azure offers data ingestion 
from 70+ data sources on premises or cloud. An easy graphical user interface driven 
ingestion process allows users to select 1,000 of tables and databases, and it automates 
the data pipeline instances based on the options user has selected. 

15.8.3 Data Transformation 

Building a modern data platform requires a flexible and efficient transformation 
tools to perform the data transformations. Since the data lake brings an ability to 
store raw data with no oversight on the contents. In traditional data warehouse we 
saw the is a high need for intermediate storage or database such as data marts 
whereas in data lake there should be no excessive use of database and pre- 

Figure 15.9 AWS storage. 

Source:  https://aws.amazon.com/big-data/datalakes-and-analytics/  
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processing methods. Data lake architecture completely decouples the complexity 
and reduces cost by enabling stateful operations in-memory and supports all kinds 
of complex transformations and aggregations without any database. The process of 
schema-on-read is also formally referred as Extract–Load–Transform and it is 
mainly applicable in data lake platforms. 

Accessing data with no schema is a major challenge in selecting the any ETL 
and data lakes are typically used as repositories for raw data in structured or semi- 
structured formats. 

15.8.4 Data Security 

Organizations stepping into cloud and data platform solutions always tend to 
build a strong data governance and security strategies. In the current cloud 
industry, every provider focus more on security layers since most of the cost 
effective and preferred solutions on cloud ends with shared hardware infra-
structures. Below are some standards followed across all the cloud data storage 
provides in the industry. 

Figure 15.10 Azure storage. 

Source:  https://azure.microsoft.com/en-in/services/data-lake-analytics  
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■ Cloud native key management services  
■ Customer owned private/public key managements  
■ Encryption based key management services 

15.9 Conclusion 
There are various options available for building a data lake solution in the market 
and that are available in matter of hours to operate. Serverless and fully managed 
solutions providers lead the customer engagements with high availability and se-
cured platform integrations. 
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16.1 Introduction 
Artificial satellites have opened up a new industry ever since the first satellite Sputnik 
started going around the earth in 1957. The myriad of applications developed and 
launched in many new fields have made the satellite technology industry an essential 
part of human civilization’s present-day socioeconomic, cultural, industrial, and com-
mercial fabric. Despite the high cost of access to space, satellites have become the 
mainstay in essential areas like global communication, mapping of the earth, weather 
monitoring, navigational needs for terrestrial-based services, atmospheric studies in-
cluding climate modeling and pollution monitoring, and as a platform for space re-
search and exploration. Space platform is the most accurate and capable method for 
most scientific research concerning earth surface and environment studies as it enables 
studying the entire globe and its atmosphere (Maini & Agrawal, 2007). 

Many countries have launched several satellites to meet the application needs in 
various fields like communication, navigation, remote sensing, and scientific re-
search. According to the Union of Concerned Scientists, 548 satellites orbit the 
earth in geostationary orbits and 1186 satellites orbit in low earth as of April 2018. 
Orbits like the geostationary orbit are sought after by satellite fleet operators for 
parking their satellites and offering premium communications service continuously 
to a wide variety of customers. 

When satellites develop anomalies and do not provide the intended mission 
performance, disrupting service to the customer requirements, it causes all round 
losses in finance, customer-base, and technology integrity. In addition to ending up 
as premature junk in space, these satellites pose a danger to new satellites by in-
creasing chances of collision since they keep traveling at speeds more than 6 km/ 
sec. Hence, the ground stations monitoring satellites in orbit must have a system of 
analyzing its entire health data exhaustively and generating a complete knowledge 
base about its health. 

An artificial satellite in orbit sends information containing its health parameters to 
the ground station in telemetry data. “Telemetry” refers to the information content 
beamed by satellites from their orbit to the ground station. During the entire mission 
life of a satellite in orbit, a large volume of telemetry data is collected and archived by 
the concerned ground stations. Analysis of this data gives an understanding of the 
performance of the satellite. But the sheer volume of data and the number of para-
metric attributes pose a big challenge for conventional statistical analysis. Dynamic 
changes in thermal, mechanical, and electrical loads during the various on-orbit events 
undergone by the satellite lead to nonlinear and unexpected interactions between the 
various subsystems of a satellite. The outcome of these interactions is hidden in the 
corresponding telemetry data received on the ground. Conventional statistical analysis 
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does not potentially bring out such hidden relationships between the parametric at-
tributes of health parameters from different subsystems of the satellite. 

This research work deals with the application of data mining techniques for 
analyzing a pilot set of satellite on-orbit telemetry data. In this research, standard 
data mining techniques and algorithms developed on this basis have been applied 
to analyze a set of onboard telemetry data collected from a mars bound satellite. 
The results obtained show that brute-force modified rule induction algorithm has 
the maximum potential in uncovering hitherto unknown hidden relationships 
among the satellite on-orbit telemetry parameters. Such new knowledge can help in 
the systematic understanding of the satellite on-orbit performance, prevention of 
potential fault conditions and further help in configuration refinement and fina-
lization of future satellite systems. 

16.2 Data Generation and Analysis 
In the present era of technological excellence that is successfully translated into 
commercial applications, business corporates, organizations, governments and al-
most all entities in many of the organized sector generate and accumulate data at 
an enormous rate. Data generation is from various sources such as customer 
transactions, employee information databases, credit card transactions, news and 
weather information, bank withdrawals and credits. The growth in technology 
leading to very high computing power has resulted in an explosion in the use of 
databases for various applications such as e-governance, scientific research, en-
gineering production, business, and commerce. 

Each of these entities maintains a bank of relational database servers built to 
store such massive quantities of data. Specifically designed online transactional 
processing systems based on customized business processes are employed to route 
such data into database servers to streamline the conduct of business. Every 
transaction that is carried out every instance of time in the industry, such as sale 
orders, purchase orders, and other processes involving capital management and 
other resources management, finds its way into the online transactional processing 
systems that store all the transactional data into the database. Fast decision-making 
is enabled at the top-level management based on facts provided by online analytical 
processing systems such as data warehouses. The vast amount of data recorded in 
the transactional processing systems are pushed to the analytical processing systems 
for such decision-making and reporting purposes. 

In medical applications, the patient history, diagnosis and treatment details are 
created in the hospital database and continuously accessed by the doctors to 
monitor the health of the patients. Latest information on critical areas like med-
icines, drugs, surgical procedures, referral reports, super-specialist surgeons, and 
consultant doctors are also maintained at a level commensurate with the standing 
of the hospital. Such data is continuously updated and made available for all 
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concerned users within the medical fraternity so that timely actions are taken up in 
providing the best available treatment to patients. In scientific applications related 
to pure and applied sciences areas, a huge amount of data gets generated because of 
the tremendous computing power made available by the latest computer systems. 
Access to such data repositories and systematic analysis of the data gives impetus to 
discoveries and inventions. 

Whichever field one is concerned about, data available, generated and archived in 
that field is the mainstay of the processes that define the field. It is a matter of fact that 
data itself is critical to the growth of organizations, institutions of commercial and 
noncommercial nature, business corporates, and concerned stakeholders. It contains 
nuggets of knowledge that can lead to important decisions that can raise the business 
to the next level or lead to a better outreach of the organization. But when the vast 
amount of generated data is not tracked continuously and analyzed but just examined 
in a superficial manner, it becomes a case of data-rich but knowledge poor society. The 
explosive growth in data and databases has generated the important need for new 
techniques and tools that can intelligently, automatically transform the available 
processed data into useful information and thereafter as immediately usable knowl-
edge. As a consequence, Data mining has become a research and applications area that 
has gained increasing importance (UM Fayyad et al., 1996). 

16.3 Data Mining 
Data mining is the core area of Knowledge Discovery from Databases (KDD), 
which involves diverse fields such as artificial intelligence, information retrieval, 
and pattern recognition (Arun K Poojari, 2003). Analyzing a given data set by 
simple statistical techniques or by highly evolved algorithms depends on the 
complexity of information content embedded within the data that is expected to be 
brought out for benefit of the user. The main task of data mining is to extract 
intelligent information or patterns embedded or hidden within the data which 
exercise is not possible by conventional methods of statistical analysis. 

Data mining is to be differentiated from knowledge discovery from data 
(KDD). The latter term refers to the total process through which data is collected, 
prepared, and then analyzed. On the other hand, data mining is an essential and 
important step in the knowledge discovery process, as it helps uncover hidden 
patterns or information. Generally, the term data mining is quite often used as a 
synonym of knowledge discovery process but which in fact it is not. Therefore it 
becomes imperative to emphasize the difference between the two terms. Data 
mining is the process of discovering hidden relationships between entities in large 
data sets that can reveal important and interesting patterns or information that lay 
hidden in the database. Sources of data include databases, warehouses or other 
content repositories, etc. Irrespective of the source of data, the aim and task carried 
out are in general the same. Though data mining is the core activity in this process 
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of new knowledge extraction, there are sequences of processes along with it that 
prepare the data in a form amenable for analysis, and after mining is completed, 
present the results in a form that is required or easily understood by the end user. 
These other processes include data cleansing, data integration, data transformation 
in the premining part, and data presentation in the postmining part. Each of these 
processes plays a vital role in the ultimate mining activity, and taken individually. 
They have a high degree of influence on the accuracy of the outcome. 

Sources from where data is generated could be either a single point or a 
multitude of points. And it could be either the same type of data or different types 
that are even unrelated to one another. Again it may be simple text or numeric data 
without any conversion or it may be coded, converted data that cannot be directly 
handled for any general data processing purposes but needs to be decoded and de- 
converted beforehand. 

As mentioned above, data mining is essentially the central part of the knowl-
edge discovery in data (KDD) process. It comprises of the following broad steps: 
(a) Data comes in different formats and from a variety of sources and is archived 
into a single target datastore, (b) Data is then pre-processed and transformed into a 
common standard format, and (c) Data mining algorithms analyze the data and 
provide the output in the form of patterns or rules. Figure 16.1 shows these dif-
ferent steps of the whole process. Domain experts interpret the patterns and rules 
extracted from the data and the new knowledge or information is applied for 
decision-making processes or trouble-shootings. The ultimate goal of the data 
mining process is to find the patterns that are hidden among the huge sets of data 
and interpret them to useful knowledge and information that can aid in important 
decision-making processes concerning the main activities of the application area. 

16.4 Artificial Satellites and Data Mining 
Data mining algorithms can be used for improving the on-orbit performance of 
satellites similar to its application in other domains. The basic idea is to analyze the 
health data from a satellite and uncover parametric interrelationships in it. This 
involves the development of an algorithm that can handle all the intricacies em-
bedded in the data set and at the same time handle the huge volume of data. After 

Figure 16.1 Knowledge deduction process from data.  
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an artificial satellite is launched into orbit, it sends information containing its 
health parameters to the ground station in the form of telemetry data. This tele-
metry data contains all the information related to the functioning of the different 
subsystems of the satellite like an onboard computer, power subsystem, thermal 
subsystem, sensors, attitude control subsystem, structure and payload. The in-
formation is essentially made up of parametric values of attributes related to vol-
tage, current, temperature, pressure, error, and on/off status of the different units 
that make up the subsystem packages. During the entire mission life of a satellite in 
orbit, a large volume of this telemetry data is collected and archived by the con-
cerned ground stations. A detailed analysis of this data gives an understanding of 
the functional status of the different subsystems and thereby the overall perfor-
mance of the satellite. But the sheer volume of data and the number of parametric 
attributes pose a big challenge for conventional statistical analysis. 

The need for mining the satellite data arises from the fact that there are about a 
thousand health keeping (H-K) parameters in a typical satellite that need to be 
monitored continuously to ensure that the satellite is fully operational after it is 
launched in space and starts providing the required mission services to the users. 
During the satellite’s development phase, all these parameters are monitored by the 
ground checkout teams during the various tests carried out on the satellite. When 
any anomalous conditions are observed, required corrective actions are im-
mediately carried out in the concerned subsystems by the satellite designers and 
integration teams. But after the launch of the satellite into orbit, the telemetry 
information containing the instantaneous values of the various attributes of the 
different parameters as received from the satellite by the ground station and ana-
lyzed by the mission controllers is the only link with the satellite. Any anomalies in 
the performance of the satellite can be observed only from this telemetry data and 
therefore analysis of this data by all possible means and extracting as much in-
formation or knowledge becomes important. As mentioned earlier, data mining 
techniques offer different pliant methods for analyzing the telemetry data in such a 
manner as to be compatible with the nature of the parameter (such as temperature, 
voltage, current, on/off status, etc.). This facility of customization of an algorithm 
for the target data is woefully inadequate for conventional statistical methods. 

16.5 Statistical Techniques for Satellite Data Analysis 
Various researches have been conducted for analyzing the telemetry parameters of 
satellites for fault detection and prediction (Yu Gao et al., 2012; Takehisa Yairi 
et al., 2006; Tianshe Yang et al., 2013). Many of these researches have been fo-
cused on taking selected telemetry attributes, checking their limits and searching 
for outliers. Outliers are those values that are beyond the expected range. Even 
inter-relationships among health parameters have been used in a few of these re-
searches only to address the fault detection and prediction conditions. 
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Starting with the conventional limit checking, there are many statistical methods 
available for the analysis of satellite data like those applications in many other do-
mains. Statistical analysis of data is a field of mathematical operations where a given 
data set is subjected to organization and analysis so that different types of inferences 
and conclusions can be drawn about the nature of the data set. Where the population 
of the data set is very large and presents difficulty in going through the entire set for 
drawing observations, statistical methods of estimation and tests of hypothesis can be 
applied to make inferences or generalizations (Mehmed Kantardzic, 2003). The ad-
vantage is that the entire data set does not have to be analyzed to find out the 
characteristics, rather small samples are taken for classification and prediction ex-
ercises. Statistical averages like mean, median, and mode are the most commonly 
applied techniques used to find the characteristics of a set of data. When such 
techniques are applied to satellite telemetry data, each parameter in the data has to be 
individually analyzed over a train of values for inferring its weight. But when it is 
needed to correlate the performance of a given parameter to that of another randomly 
selected parameter, the techniques fall short in giving a meaningful outcome. 
Dynamic changes in thermal, mechanical and electrical loads of the different satellite 
subsystems during various on-orbit events undergone by the satellite lead to non- 
linear and unexpected interactions between the different parameters. These un-
predictable relationships cannot be addressed by conventional methods due to the 
very nature of their unpredictability. 

If a structured method of defining all possible outcomes and further learning 
from these results can be built in an intelligent algorithm, then the outcome of 
these interactions can be found by analyzing the behavior of the various concerned 
telemetry attributes of the parameters. This information would be hidden in the 
corresponding telemetry data received on the ground. Also, with conventional 
statistical analysis, it is possible only to analyze a limited set of telemetry parameter 
attributes that too against the limits set for them. It is quite difficult to ferret out 
non-linear relationships between the attributes with the help of statistical methods. 
This is so essential because random analysis against undefined logics that look for 
previously unknown patterns from very large sets of databases defies the standard 
methods of conventional statistics. Therefore it does not have the potential to 
bring out such hidden relationships. 

16.6 Novel Application 
In the current research, the nature of the satellite telemetry data in the categorical 
and numerical domains have been studied and three data mining techniques have 
been identified as being suitable, compliant in sifting through the mass of data. As 
a first step, a database has been created from a set of onboard telemetry data 
collected from a mars bound satellite. Subsequently, a set of parametric attributes 
have been selected as the candidate domain in which the hidden patterns of inter- 
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relationships between the attributes are to be brought out. Algorithms developed 
based on three data mining techniques are separately applied to the data obtained 
during five on-orbit operations of the satellite. The results obtained are found to be 
promising in uncovering hitherto unknown hidden relationships among the tele-
metry parameters. This can help in better understanding of the satellite on-orbit 
performance, prevention of potential fault conditions and further help in config-
uration finalization of future satellite systems. 

The satellite on-orbit telemetry data is a hex-coded information stream that is 
modulated in the S-band Radio Frequency carrier wave and beamed down to the 
ground station. The data consists of a continuous stream of values corresponding 
to various attributes of the parameters associated with different subsystems of the 
satellite. Values of the same set of parameters are collected by the telemetry sub-
system at fixed intervals of time, then digitized, hex-coded and multiplexed before 
feeding to the radio frequency subsystem. Here the data is modulated with the 
carrier wave and beamed down as signals to the ground station. The values of the 
parameters are time-tagged with reference to the onboard computer. Any abnormal 
change in the values can be identified as an outlier with respect to the values before 
and after that change. The main requirement is to look for the correlation of this 
change in value with values of other parameters that do not bear a direct functional 
relationship to the parameter under consideration. The following criteria are set to 
identify the hidden patterns among the satellite telemetry parameters that throws 
light on correlation through unintended functional inter-relationships:  

1. The nature of the signal given by the source of the parameter could be 
voltage, current, pressure, temperature, servo/position error or parameter 
status like on/off. The signals are beamed to the ground station in two 
different streams called Analog telemetry and Digital telemetry multiplexed 
and later modulated with the carrier wave.  

2. The attributes of a given parameter can be different though the source 
subsystem of the satellite is the same. For example, the voltage of a DC–DC 
converter has different class attributes called primary voltage, secondary 
voltage, ripple voltage, etc.  

3. The sensor which is the origin of information for a given parameter could be 
close to the sensors of other parameters.  

4. There is no direct functional relationship between the attributes of a given 
parameter and the attributes of other parameters. 

16.7 Selection of an Appropriate Data Mining 
Technique 

One of the fundamental tasks in the application of data mining to real-world 
problems is related to characterizing the methodology for the selection of candidate 
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data mining techniques and algorithms that can be used to effectively analyze the 
data and bring out the hidden patterns of information in the particular application 
domain. Features and processes that are amenable for handling multivariate, multi- 
dimensional data and extracting the hidden knowledge vary from application to 
application. Though a common data mining technique may be used for different 
applications, still depending on the characteristic features of the domain and data, 
different algorithms may perform the task differently in trying to meet the same 
objective (Ma et al., 2012). Similarly, different data mining techniques may see-
mingly be working on the same lines though the result may be altogether different. 
A comparison of the processes and requirements for different data mining tech-
niques is done for the present research while selecting the candidates as shown in 
Table 16.1. The various features of algorithms are analyzed to arrive at a desirable 
framework that can address the requirements of the domain application. The in-
puts provided to an algorithm are the first feature that can aid in deciding the kind 
of algorithm framework needed. Generally, a slight difference in the input can 
result in the analyzing capability of the algorithm, and naturally, the output can 
change in a significant manner. Some problems can be solved by several algorithms 
with the approach being different and the objective being the same. Though many 
variations of a popular algorithm may be available, still customization maybe 
needed to address some unique properties in the data or the knowledge that is to be 
extracted (Liu & Motoda, 2000). As an example, when an application calls for 
using association rule mining, the classic algorithm that is generally selected is the 
Apriori algorithm. But many variations of this algorithm are available like dis-
covering associations through weights or fuzzy associations and indirect or rare 
associations. The kind of data to be mined and the outcome desired or sought to 
decide if an already existing algorithm is sufficient to meet the ultimate task or a 
modification is needed. 

The next important feature to be looked at is the strategy used by the algo-
rithm. There are different problem-solving approaches such as divide-and-conquer, 
greedy, brute-force, depth- or breadth-first search, recursive operation, or a linear 
operation (Ramaswamy et al., 2000). This decides how many times the database 
has to be scanned for mining the data and the required memory for the application 
(Liu & Motoda, 2001). In this context, the data structure also plays an important 
role in terms of execution time and memory but in the present research there is not 
any standard followed and hence this factor does not have a major contribution 
(Khalid & Abdelwahab, 2016). The exactness of the algorithm is assessed when 
numerical and/or categorical data from the database and the mining task leads to 
definitive solutions or outcomes if definite processes are used in the algorithm (Liu, 
1998). If the algorithm does not return a correct solution then it may be an 
approximate algorithm that may not always guarantee a correct answer (Pham & 
Afify, 2005). 

Another feature of the algorithm is its ability to give the same result when it is 
run multiple times on the same data (Weiss & Indurkhya, 1998). If it returns 
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different results even if the difference is either minor or major then it may be using 
a random generator process in its strategy (Mitchell, 1997). An incremental al-
gorithm has an inbuilt process to take care of new data as and when it comes 
without having to recompute from zero. The incremental algorithm possesses a 
sub-process that allows the user to influence the processes of the algorithm even 
during the run-time of the algorithm. 

To assess the performance of an algorithm, it has to be compared with the 
performance of another algorithm for the same application. For this exercise, 
appropriate metrics like memory usage, execution time, accuracy, recall, and 
scalability of an algorithm are generally used (Dzeroski S et al., 2001). The kind of 
data used also determines the performance of the algorithm. Using more than one 
dataset and usage of datasets with various characteristics ensure that the algorithm’s 
efficiency in returning the required result is tested. While evaluating association 
mining algorithms both sparse and dense datasets are to be used since all algo-
rithms may not be able to perform equally well with both. Also, using real datasets 
is preferable to artificial datasets because data integrity can change the performance 
of the algorithm (Liu et al., 2008). If parallel processing on distributed systems is 
possible then scalability of the algorithm is ensured which reduces the run-time 
and adds computational power. At the same time, complexity analysis would help 
in finding if the cost of using the algorithm where performance is assessed based on 
the actual datasets (Barua et al., 2011). Resources for implementation and acces-
sibility for making changes along with the availability of open-source im-
plementations are other important features that identify algorithms as preferable 
for any given application. 

In the current research, an attempt has been made to develop and apply three 
data mining algorithms for assessing the attributes of different telemetry parameters 
obtained from the telemetry data of a Mars-bound satellite. Subsequently, this has 
been carried forward in developing an algorithm to improve the effectiveness of 
analysis with respect to the satellite on-orbit performance and thereby the para-
metric interdependency identification. 

16.8 Satellite Telemetry Data: Association Mining 
Association mining is one of the common techniques of data mining that is used 
for local pattern discovery in unsupervised learning systems. A market-basket 
analysis is a common form of expression for this technique that denotes a col-
lection of items purchased by a customer in a single transaction. The exercise is to 
analyze the transactions database and find a set of items, called itemsets, that appear 
together in many transactions. For example, a supermarket can find out how many 
customers buy butter along with bread and how many buy jam along with bread. 
Such information or knowledge of the patterns can be used by the end-user in 
improving the business strategy. It can be used in improving the placement of these 
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items in the store or in improving the layout of web pages. Support for an itemset 
is a metric expressed as a percentage of transactions that contain the given itemset. 
When the support for an itemset is higher than a user-specified minimum per-
centage then such item set is said to be frequent. Finding a frequent itemset is 
treated as a nontrivial problem because the number of transactions can be very 
large and the potential number of frequent itemsets could be exponential in 
number to the number of different items. The algorithm should possess scalability 
property and should discern between frequent and infrequent itemsets with the 
capability to ignore the latter. Inter-relationships among satellite telemetry para-
meters are analogous to associations in a market-basket type of analysis. The 
methodology used here needs to retrieve all possible patterns in the database and 
the usability of the output has to be assessed separately. 

16.9 Satellite Telemetry Data: Decision Tree Technique 
A decision tree is a classifier mechanism where the instance space is subjected to a 
recursive partition based on certain criteria drawn for each stage of the partition. This 
is much like a flow diagram used to describe a given process. A candidate data item is 
subjected to a condition leading to a “yes” or “no” type of classification. By this 
classification, the data item is mapped into a predefined class. The input for algo-
rithms based on inductive learning and using classification consists of a dataset with 
attribute values and a corresponding class. In the model, a classifier is created that can 
predict the class for some entity with the values of available attributes of the input. 
Basically, classification identifies the class label to an unlabeled record. The classifier is 
a model that predicts the attribute-class of a sample when other attributes are known. 
Classification methods in data mining applications are generally used for identifying 
the behavior of stocks and shares in the financial market and finding out objects in 
large databases. In the present research, classification is considered since anomalies as a 
class has a unique identity, and tuples that go by certain fault criteria would readily be 
identified as having an anomalous behavior. 

Based on this classification process, a decision tree consists of nodes that form a 
tree with a root node that does not have an incoming edge and all other nodes 
having one incoming edge. The node with outgoing edges is the test node and the 
other nodes are the leaf nodes. Each test node splits the instance space into two or 
more subspaces as per the discrete function of the input attribute values. Each of 
the leaf nodes is identified with one class which shows the most appropriate target 
value to which the sample points finally reach. Instances of space are classified by 
following them from the root of the tree down to a leaf node as per the outcome of 
the tests along the path (Maimon & Rokach, 2005). The decision tree is a pre-
dictive model where the target variable takes a finite set of values that leads to 
classification trees. 
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In the decision tree structure, each internal node represents a test on an at-
tribute with each branch representing the test outcome and each leaf node re-
presenting a class label (Maimon & Rokach, 2005). Paths from the root node to 
leaf nodes represent classification rules and the complexity of the decision trees gets 
decided by decision-making criteria and the type of pruning used. The path of the 
root node to each of the leaf nodes represents a rule by combining the tests per-
formed along the path which form the antecedent part and the class decision made 
at the leaf being treated as the class value. In this manner decision tree closely 
resembles rule induction (Maimon & Rokach, 2005). But the major difference is 
that rule induction can combine any number of antecedents while decision tree has 
to individually treat each of them. A decision tree creates a model that predicts the 
value of a target variable attribute based on several input variables. 

16.10 Satellite Telemetry Data: A Modified Brute-Force 
Rule-Induction Algorithm 

Rule induction technique has been widely used for mining data in different fields 
of application. In the current research, the proposed algorithm under this tech-
nique has a simple structure and gives results in a short duration during im-
plementation. It also possesses the advantage of generating models that are easy to 
understand and which are accurate. Rule induction algorithm possesses a logic 
structure that can classify without building a decision tree and without the need for 
repeated scans of the database. Other methods like instanced-based learning, neural 
networks, and support vector machines do not generally give outputs that bring 
out hidden knowledge in a straightforward fashion. Knowledge extraction through 
the ‘if/then’ rules breaks down complex data in a manner amenable for easy 
processing, leading to outputs that can be easily understood and interpreted. 

The search mechanism in a rule induction algorithm is generally structured 
into three kinds of search strategies, the bottom-up, top-down, and bidirectional 
strategy. In the first strategy, the search starts with a specific rule and is iteratively 
generalized. In the top-down strategy, the search starts with a general rule and 
iteratively goes into specific instances. A bi-directional search is a combination of 
both these strategies. In the present research, a bi-directional search strategy is 
adopted. The reason is that satellite design requirements define some specific 
functions but in the operational environment some unintended functional op-
erations that are general are likely to take place. The search is aimed at uncovering 
rules that address these unintended functional operations and which can be thereby 
extended to different operational conditions. 

In rule induction algorithms, the generation of different concepts for a target 
class is made possible since the governing rule IF (condition) THEN (class) can 
easily accommodate any attributes of tuples to identify the class which by itself can 
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be of multiple descriptions (Ömer, 2013). A tuple is defined as a data structure 
consisting of multiple parts. In a relational database, it refers to an ordered set of 
data constituting a record. 

The tuples coming under the IF condition are termed the antecedent and those 
coming under the class part are the consequent. 

Unlike the Decision tree structure, in rule induction methods it is possible to 
concatenate (join together) more than one attribute that can lead to a unique 
consequence. Sequential covering rule induction algorithms like the AQ family of 
algorithms are based on this principle of sweeping through the conditional rule 
across all possible antecedents. For a given set of attributes if the condition shows 
truly it means that the rule antecedent has been satisfied and the given rule covers 
the attributes of tuples. The fraction of tuples that get covered in this way by the 
rule to the total number of tuples gives a measure of the coverage of the rule. The 
accuracy of the rule is given by the ratio of the correctly classified tuples to the total 
number of tuples. The class generalization process ends when new rules cannot be 
generated or the rule condition is exhausted. The extracted decision rules from 
training datasets are used to classify the attributes in the test dataset. 

In the present research, the rule induction method is modified to accommodate 
the various kinds of categorical attributes and the parameters they represent along 
with the numerical values. These form the data chain acquired by the satellite 
telemetry subsystem during each sampling period and then subsequently tele-
metered to the ground station. A second modification is carried out to concatenate 
the attributes and the values under the condition part of the rule and the con-
sequent class is opened for generalization in such a manner that any combination 
of categorical attributes with corresponding numerical values would certainly lead 
to a certain classification. When such a rule is tested on the actual data, it brings 
out patterns that do not surface under normal classification. This amounts to a 
brute force application of abstract logic on the tuples that is a specialty in this 
particular application and research. 

16.11 Methodology 
A sample data set with multi-dimensions has been created with telemetry data from 
a satellite functioning on-orbit. The data pertains to events when the LAM (Liquid 
Apogee Motor) engine was fired during three earth burn phases, trans mars in-
jection, and Mars orbit insertion events of the mission. The selected window covers 
an equal interval of time during which the LAM engine is made on. Values of 
temperature, current, voltage, angle, speed, and error changes of a randomly se-
lected number of parametric attributes in LAM Engine “ON” condition during all 
these events form the primary database. A rule-set is generated based on the do-
main expertise giving the relation between different sets of related parameters. The 
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design of the algorithm is such that it learns the relationship between these 
parameters, scans through the multi-dimensional database and generates a series of 
relationships hitherto unknown among various parameters within the same event 
set and between the two event sets. 

The methodology adopted for the application of the above three data mining 
techniques is unique to each of them since the processes of classification are dif-
ferent. When the data was processed with the Apriori algorithm, the nature of 
parameters had to be taken to look for similarities. A voltage signal had to be 
compared with another voltage signal and assessed for change in values of the 
former with the latter. In the case of the decision tree algorithm, this situation 
slightly improved since comparison could be carried out irrespective of the nature 
of the two parameters i.e. a change in voltage could be made as a condition for 
change in any other parameter other than a voltage parameter. But the process of 
making decisions had to go through the full cumbersome cycle of inclusions and 
eliminations. In the rule-induction method, a brute force method of comparison 
irrespective of the nature of the parameters and inclusion/elimination cycle could 
offer the simultaneous inclusion of many parameters being compared at the same 
instant with a baseline parameter. Thus it is seen that analysis of large volumes of 
data against the performance of any of the parameters within the dataset is achieved 
with the shortest path effort resulting in meaningful outputs. 

16.12 Conclusion 
Three data mining algorithms as discussed above have been used in this research to 
analyze a set of onboard telemetry data collected from a mars bound satellite. 
Apriori algorithm based on association mining technique, algorithm based on ID3 
& C4.5 decision tree technique, and the newly developed modified brute force rule 
induction algorithm is independently applied on the satellite telemetry database. 
From this analysis, it has been possible to uncover hidden relationships among the 
different telemetry parameters that have a significant effect on the on-orbit per-
formance of the satellite. The results obtained as shown in Figure 16.2 are found to 
be promising in understanding the hitherto unknown and unintended functional 
relationships among the telemetry parameters. 

It is seen that the proposed modified brute force rule induction algorithm has 
uncovered a maximum number of hidden inter-relationships among the telemetry 
parameters received from a satellite on its onward journey to planet mars. The 
algorithm is structured to handle very large databases with a large number of 
parameters. The hidden knowledge of inter-relationships uncovered by the mod-
ified brute force rule induction algorithm from telemetry data pertaining to critical 
on-orbit events can serve towards optimizing the performance of various satellite 
subsystems. It can also aid in configuring the autonomy features of an onboard 
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computer when ground intervention is not possible and in enhancing the life of the 
satellite by minimum manoeuvres, thus conserving precious onboard fuel. This can 
help in better understanding of the satellite’s overall on-orbit performance, in the 
prevention of potential fault conditions, and, in the long run, help in improving 
the technical configuration of future satellite systems. 
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Objectives 

This chapter seeks to lay out the text mining perspective of Big Data 
analytics, emphasizing applications in biomedicine and healthcare. The 
chapter aims to understand better areas such as Big Data, Text Mining, Data 
Mining, Natural Language Processing, Machine Learning, and its inter 
linkage. The chapter illustrates the phases and task of text mining in the Big 
Data scope. Finally, the chapter describes the two application areas of 
biomedicine and healthcare where text mining using Big Data analytics is 
applied.   

368 ▪ Big Data Applications in Industry 4.0 



17.1 Introduction 
17.1.1 Big Data 

Today we live in a Big Data era where colossal amounts of data are generated and 
collected by various industries (Finance, Healthcare, etc.) for current and future 
innovation, research, and development purposes (Hashem et al., 2015; Herland 
et al., 2014; Omar, 2015; Sagiroglu & Sinanc, 2013). The word “big” in “Big 
Data” refers to 5Vs: velocity, veracity, value, variety, and volume. It represents a 
collection of data that is massive in volume, dimension and yet so large and 
complex. It also grows enormously over time, in the current technological ad-
vancement scenario on day-to-day basis. Examples of such data are stock exchange, 
social media, banking transactions, patient details, and so forth (Amado et al., 
2018; De Mauro et al., 2015; Hilbert, 2016). So none of the conventional data 
management tools or systems can store, manage, and process it efficiently. The 
one-stop solution to this data abundance problem is a Big Data framework. 

Since Big Data is generated in various fields/domains and it can be divided into 
the following three general types  

■ Structured  
■ Semi-structured  
■ Unstructured 

Structured Data: It refers to the contents that are already formatted and stored in 
large databases. Examples of such data are organization employee details, biological 
databases, marketing data, etc. 

Semi-Structured: In this, some unstructured data are stored along with 
structured data like databases. Some examples are table definitions in databases, 
XML files that contain both structured and unstructured data. 

Unstructured: While structured data accounts for 20% of Big Data already 
existing, the remaining 80% of Big Data exists in unstructured form. Examples of 
such data include audio, text, video, social media, mobile data (GPS, sensors, etc.). 

These types of data are complex to process and manage using traditional data 
management techniques, which paved the way for the following data framework 
architecture. 

Some of the Big Data–driven application domains are briefly introduced below: 
Finance: One of the highly invested and profited fields of Big Data is the 

financial sector. In this sector, the data sources mainly comprise banking trans-
actions, financial market and service management, credit service, etc. (Kimball, 
2011). The data is generated as billions of data points in the form of online and 
banking transactions, user account creation and updation, and many other fi-
nancial operations like credit and debit, social media, and advertisement. Big Data 
frameworks are using these data for customer preference, market prediction, risk 
assessment of user credit and loan, recommendation systems, classification of user 
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buying and selling of products and shares, trend prediction, business intelligence, 
etc., thereby enabling the financial organizations a better understanding of the 
current financial trend in general. 

Media and Entertainment: Media and entertainment are other major fields 
that extensively apply the Big Data–based business model. In the media and en-
tertainment field, the Big Data–based frameworks are implemented to achieve 
goals like predicting audience interest, classification of genres, optimization of 
scheduled streaming, target advertisement, personalized recommendation, new 
product development, etc. (Rifaie et al., 2008). 

Healthcare: A large trove of data is generating in the health care industry daily. 
Due to the lack of standardization and consolidation of biomedical data, the health 
care industry initially lagged in the Big Data–based framework architecture. One of 
the major reasons behind this situation was the semi-structured and unstructured 
data as the major source of biomedical data in the health care industry (Inmon & 
Linstedt, 2014). The major sources of biomedical data are from scientific pub-
lications, clinical records, discharge summaries, electronic health records, life sci-
ence patents, drug trial information, health care recommendations, and discussions 
from social media like Twitter, blogs, and so forth (Akter & Wamba, 2016). A 
majority of these data represent unstructured data, and some fall into the semi- 
structured category. Since the traditional enterprise data warehouse (EDW) ar-
chitectures are developed with domain-specific structured data processing, the 
biomedical data could not be processed. The new Big Data–based framework 
architectures solved this issue by integrating a specific subset of data mining ap-
proach called text mining into the framework (Pouyanfar et al., 2018). 

This chapter emphasis one specific type of Big Data, i.e. unstructured data in 
the form of text and its analysis in the text mining perspective and applications in 
biomedical/healthcare data. 

17.1.2 Text Mining 

Advancement in science and technology paved the way for the rapid accumulation 
of digital data with unprecedented growth daily. To bring the ultimate potential of 
the Big Data regardless of disciplines, automated information extraction ap-
proaches are sorely needed. Text mining is a highly applied automated approach 
across academia and industry to tackle this staggering speed of data abundance. 
Text mining is continuously applied in various sectors like finance and marketing, 
banking, multimedia, life science, astronomy, etc. In simple terms, Text Mining is 
the process of deriving highly quality actionable and meaningful information from 
unstructured data. 

In this Big Data era, the amount of unstructured text information is massive, 
and it’s still rapidly growing in various fields. Unstructured text information, 
which exists in natural language form (e.g. English), can be collected from multiple 
sources like scientific literature, news, social media, web pages, electronic health 

370 ▪ Big Data Applications in Industry 4.0 



records. In this regard, text mining is continuously applied in the following major 
areas for information mining (Dimitrov, 2016).  

■ Web mining  
■ Social media mining  
■ Opinion mining  
■ Healthcare/biomedical literature mining 

Web Mining: The World Wide Web (WWW) is the largest textual in-
formation resource in the form of social media, blogs, emails, and news articles. It 
is a widely used medium for the published and useful information (Baro et al., 
2015). The quantity and complexity of text information are big enough so that 
traditional methodology cannot analyze this information. Text mining methods 
and techniques are applied to WWW data for various purposes, such as news 
articles and spam mail classification, analyzing users’ online behaviors, and frau-
dulent activity in online financial transactions (Raghupathi & Raghupathi, 2014). 

Social Media Mining: The prominent rise of social media created a lot of 
unstructured text data that provides a new opportunity for various domains (e.g. 
collecting customer opinions for market research). It is a significant data source for 
Big Data analytics because of the large volume of data generated daily. Social 
media platforms like Twitter, Facebook creates a perfect opportunity for people to 
interact as a group or with each other to express their views on a particular product 
or topic (van Altena et al., 2019). Text mining is widely applied to extract 
knowledge and information from this social media data for sentiment classifica-
tion, market research, counter-terrorism, etc. 

Opinion Mining: The main concept of opinion mining is to reveal how the 
text the user has can support or oppose a specific topic (Mirza et al., 2019). 
Opinion mining also uses social media data and sentiment classification to analyze 
political text and posts from social media platforms. It is also applied to various 
other problems like customer feedback on a product and response of audiences to a 
particular movie etc. 

Healthcare/Biomedical Literature Mining: An important emerging field of 
Big Data analytics is the ever-growing scientific literature data. The vast growing 
scientific literature is a major source of knowledge for biomedical researchers. 
Scientific literature’s massive growth makes manual analysis complex, costly, and 
time-consuming. So as an automated solution, text mining is applied to extract 
useful knowledge such as entity recognition, relation extraction, and pathway 
construction, etc. (Baro et al., 2015). 

17.1.3 Applications in Biomedicine and Healthcare 

Several research studies have been addressed on the processing of unstructured 
textual information available in biomedicine in the form of abstracts and full-text 
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known as biomedical literature mining and healthcare datasets such as clinical 
records, discharge summaries, electronic health records, etc. 

Biomedical Literature Mining: Biomedical Text Mining (BTM) is focused on 
the identification and extraction of biological entities and their relationships, such 
as genes, proteins, diseases, drugs, phenotypes, cell type, miRNA, or even more 
broadly, biologic events and pathways from the scientific text (Cohen & Hersh, 
2005; Hearst, 1999). Furthermore, the extracted information has been used for 
hypothesis generation, knowledge discovery, annotation of specialized databases, 
tools, and manual curation of biological databases such as infer novel relationships: 
fish oil and Raynaud disease, magnesium deficiency and migraine, creation of 
databases CTD, OMIM, DisGeNET, STRING, building sophisticated web ser-
vers PubTator, mirCancer, PolySearch, DISEASES, PKDE4J, and formation of 
discovery platforms such as BEST, DigSee, Beegle, and Implicitome (Aggarwal & 
Zhai, 2012; Zweigenbaum et al., 2007; Zhu et al., 2013). Thus, BTM has become 
a vital part of many knowledge discovery systems and tools utilized by a wide 
audience of researchers and scientists (Tao et al., 2020). 

Healthcare Text Mining: The Healthcare industry has a large trove of in-
formation in various styles and structures of text like prescriptions, patient visits, 
physician notes, and more. These details were encapsulated with electronic health 
records, clinical records, discharge summaries, etc., which provide insights to fu-
ture research (Akter & Wamba, 2016; Inmon & Linstedt, 2014; Pouyanfar et al., 
2018). NER in the healthcare domain is concerned with extracting terms like 
anatomy, symptoms, disease, drug, dosage from EHRs, and other healthcare text 
sources. On the other hand, relation extraction focuses on cancer survival, Disease 
risk, surgery outcome, adverse drug reactions in healthcare information extraction 
systems. Researchers also developed knowledge discovery platforms, annotation of 
specialized databases, and tools in healthcare text mining. Some of the well-known 
systems are cancer Biomedical Informatics Grid (caGRID) Browser, Research 
electronic data capture (REDCap), i2b2 Hive3, MIMIC Critical Care Database, 
etc. (Gök et al., 2015). 

17.2 Text Mining Overview and Related Fields 
17.2.1 Definition and Overview 

According to Marti A. Hearst, text mining is the automatic discovery of new, 
previously unknown information by computer using different unstructured text 
sources (Hearst, 1999). Text Mining, also known as Text Data Mining (TDM), 
differs from Data Mining (DM). Text mining handles natural language text, 
whereas data mining focuses on structured data. TM is the process of generating 
high-quality information in the form of a novel, relevant and exciting patterns, 
trends, facts, or hypotheses by shifting through a large volume of unstructured data 
(Cohen & Hersh, 2005; Zweigenbaum et al., 2007). 
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To identify and extract hidden patterns and trends, generate a hypothesis, and 
discover knowledge, text mining integrates a variety of disciplines such as Artificial 
Intelligence (AI), Data Mining (DM), Computational Linguistics (CL), Natural 
Language Processing (NLP), Machine Learning (ML), Statistics and act as an 
interdisciplinary domain (Aggarwal & Zhai, 2012). This section presents a brief 
overview of three related key fields of Text Mining, namely Data Mining, Natural 
Language Processing, and Machine Learning. 

17.2.2 Data Mining 

A large amount of data is generated in many domains and stored in databases in a 
structured format. This structured data contains information that can be used for 
various health, research, and business applications ranging from market predictions 
and analysis to drug target identification (Ferreira‐Mello et al., 2019). So the need 
for computational techniques to extract fruitful knowledge from this data was in 
high demand. Data mining was proposed as one of the automated solutions to 
extract the hidden and valuable patterns and information from these databases 
(Uramoto et al., 2004). 

Data Mining is the procedure of identifying and extracting patterns and 
knowledge from structured text like databases. Data Mining utilizes various 
computational techniques like machine learning algorithms, association-rule-based 
approaches, and dictionaries for pattern discovery and knowledge extraction. Some 
of the most widely explored used data mining techniques are clustering, classifi-
cation, regression, pattern matching, association, and data visualization 
(Ferreira‐Mello et al., 2019; Uramoto et al., 2004). 

Clustering: The clustering process groups the objects based on a certain set of 
features and assign these objects into a certain category. The main task of clustering 
is to find the similarity between objects so that similar featured objects moved to 
the same cluster. The clustering approach is one of the classic examples of un-
supervised learning. Some of the widely employed clustering algorithms are k- 
means, hierarchical, and probabilistic clustering algorithms. 

Classification: Classification is the process of training a model/function using a 
set of representative features and separating new data values into multiple cate-
gories using the generated model/function. Classification is considered the best 
example of a supervised learning approach. A classification model/function is 
generated using labeled data based on certain conditions or parameters. The 
model/function is evaluated on its ability to predict the label for unknown data. 
Some of the famous classification algorithms are Conditional Random Fields 
(CRF), Decision Trees (DT), Naive Bayes (NB), Support Vector Machines 
(SVM), and K-Nearest Neighbor (KNN). 

Regression: Regression focuses on creating a model/function for differentiating the 
data into a numeric range or continuous values. Regression focuses on predicting 
constant real values as the dependent variable based on using multiple independent 
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variables from the training data. Some of the famous regression algorithms are linear 
regression, multiple regression, polynomial regression, and logistic regression. 

Data Visualization: Data visualization visually represents data and information 
using various graphical elements such as charts, maps, and graphs. The key idea is 
to represent complex relations with a large trove of information to a more easily 
readable visual representation. In the era of Big Data, data visualization tools are 
getting increased attention due to their ability to proceed with larger data sets of 
multi-omics data, apply various types of data mining algorithms and support 
discovering novel associations and hidden patterns and trends. Some of the Big 
Data-supported data visualization tools are Tableau, D3.js, Gephi, and Cytoscape. 

With reference to Big Data, classification approaches use vast volumes of an-
notated data, especially in image and text classification (single, multiclass) and time 
series prediction tasks. Supervised models are generated by feeding this bid data 
corpora. Some of the annotated Big Data corpora are Google’s open image 
(9 million images with 6000+ categories), Amazon reviews (35 million reviews), 
Google N-gram corpus (1 trillion words), IMDB reviews (25,000 movie reviews), 
Youtube-8M (Millions of video IDs with 3800+ entities), Plant Image (1 million 
plant images with 11 species), etc. 

In the context of Big Data, clustering approaches are focusing on natural 
language generation and understanding models (NLU, NLG) and classification 
and prediction models using unsupervised learning approaches. Deep learning- 
based unsupervised learning approaches are increasingly developed in the Big Data 
scenario by feeding massive databases such as entire Wikipedia and biomedical 
bibliographic database Medline (30 million articles). 

Hence, Big Data plays a major role in classical data mining. Some of the widely 
used Big Data–based data mining applications and tools include Apache Hadoop, 
IBM Watson Studio, High-Performance Computing Cluster (HPCC), Apache 
Cassandra, Qubole, RapidMiner, Azure Machine Learning Studio, Tableau Server, 
Google Cloud AI Platform, Amazon SageMaker, etc. 

17.2.3 Natural Language Processing 

Natural Language Processing (NLP) is an interdisciplinary domain merging var-
ious linguistic processing techniques applied to discover the underlying meaning of 
data represented in natural language. NLP domain integrates information retrieval, 
computational linguistics, probability and statistics, and machine learning to 
achieve extraction, analysis, interpretation, understanding of data represented in 
the form of natural language (Agerri et al., 2015). The type of the data can be 
image, speech, or text, and the approaches can be classification, structure extrac-
tion, translation, or segmentation of the data. 

As discussed in the earlier sections, the unprecedented growth of data (Big 
Data) in which a majority falls under natural language text. This situation makes 
NLP one of the important processing techniques in data science (Hirschberg & 
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Manning, 2015). NLP techniques are continuously applying using Big Data in 
various tasks such as document summarization, language modeling, question an-
swering systems, named entity recognition, article classification, etc. In the context 
of a text (semi-structured/ unstructured), the core focus of using NLP is to discover 
the meaning of that text by analyzing syntax, semantics, and grammatical struc-
tures. To find the syntax and semantics, a processing pipeline is generally em-
ployed. The processing pipeline consists of sentence tokenization, POS tagging, 
lemmatization, chunking, and dependency analysis (Agerri et al., 2015; Hirschberg 
& Manning, 2015). 

Sentence tokenization: Tokenization divides the sentences of text into mean-
ingful constituent elements called tokens by detecting word boundaries. 

Example 1: 
Original sentence: Data innovation has changed how healthcare ser-
vices are implemented. 
Tokenized sentence: (‘Data’) (innovation’) (‘has’) (‘changed’) (‘the’) 
(manner’) (‘in’) (‘which’) (‘healthcare’) (‘services’) (‘are’) (‘implemented’)  

POS tagging: part-of-speech (POS) tagging is also known as grammatical tag-
ging, or word-category disambiguation, is the process of categorizing the words and 
labeling them accordingly. In other words, POS defines a word’s lexical class in a 
grammatical context. 

Example 2: 
Original sentence: Data innovation has changed how healthcare ser-
vices are implemented. 
After POS: Data/NNP innovation/NN has/VBZ changed/VBN the/ 
DT manner/NN in/IN which/WDT healthcare/NN services/NNS 
are/VBP implemented/VBN  

Lemmatization: Lemmatization applies morphological analysis and vocabulary 
of words to return the dictionary form or base format of a lemma word by re-
moving inflectional endings. In other words, Lemmatization is the process of 
converting the tokens to the basic form of the word. 

Example 3: 
Original sentence: Data innovation has changed how healthcare ser-
vices are implemented. 
After Lemmatization: Data innovation have changed how healthcare 
service is implemented  

Chunking: Chunking is an NLP procedure that generates the grammatical struc-
ture (Kang et al., 2011). The process of chunking splits the text into grammatical 
units, namely noun phrase (NP), verb phrase (VP), or preposition phrase (PP). 
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Example 4: 
Original sentence: Data innovation has changed how healthcare ser-
vices are implemented. 
After Chunking: (‘Data/NNP innovation/NN’) (‘has/VBZ changed/ 
VBN’) (‘the/DT manner/NN’) (‘in/IN which/WDT’)(‘healthcare/NN 
services/NNS’) (‘are/VBP implemented/VBN’)  

Dependency analysis: Dependency parsing or syntactic parsing is the process of 
parsing a sentence to extract grammatical structure. It also defines the relationship 
between the headwords and other words, such as nouns and verbs. These play a 
vital role in various tasks like relation extraction. An example of the dependency 
parsed tree is depicted in Figure 17.1. 

Example 5: 
Original sentence: Data innovation has changed how healthcare ser-
vices are implemented. 
After Dependency parsing:  

To perform these tasks especially using Big Data language processing toolkits 
giving the state-of-the-art results are required. Some of the widely used Big 
Data–based NLP tool kits are SpaCy, TextBlob, Stanford’s Core NLP, Natural 
Language Toolkit (NLTK), and Gensim. One of the widely recognized Big 
Data–based NLP interfaces is the question answering (QA) system, IBM Watson. 

17.2.4 Machine Learning 

Both DM and NLP use machine learning algorithms or techniques for trend 
analysis and pattern detection and can play a pivotal role in the development of 
TM applications. Machine Learning (ML) is the class of learning strategies from 
Artificial Intelligence (AI), which enables the system to learn automatically and 
improve the performance using the experience without being programmed ex-
plicitly (Yang et al., 2007). A machine learning system (model) is generated by 
learning the features and patterns from the training data and evaluated using the 
unknown data from the test set. ML-based approaches aim to enable the model to 
automatically learn from the experience so that without any human intervention 

Figure 17.1 Dependency parsed tree of the given sentence.  
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the system can perform well. ML algorithms used for classification tasks, known as 
supervised learning and clustering, are known as unsupervised learning (Ye et al., 
2016). The various categories of supervised and unsupervised learning algorithms 
are given in the following Table 17.1. 

17.2.5 Text Mining: Big Picture 

In general, text mining is considered a subfield within data mining that deals with 
semi-structured and unstructured data (Zhu et al., 2013). Hence, its related fields, 
such as Data Mining (DM), Natural Language Processing (NLP), and Machine 
Learning (ML) which play an active role in the text-based knowledge process, are 
introduced in this section. Two other disciplines closely related to text mining and 
its process pipeline includes Information Retrieval (IR) and Information 
Extraction (IE), are introduced in the next section. Combining all, Figure 17.2 
represents a Venn diagram of text mining as a multidisciplinary field. 

17.3 Phases and Tasks of Text Mining 
The ultimate goal of any text mining study is to derive novel implicit knowledge or 
generate a new hypothesis that is either hidden or presented as an explicit ob-
servation. To do so, text mining integrates a variety of computational technologies 
such as data mining, natural language processing, machine learning, which are 
discussed in detail in the previous section. The other two technologies often dis-
cussed with TM are Information Retrieval and Information Extraction and part of 
the TM pipeline. Hence, the process of text mining pipeline consists of,  

■ Information Retrieval (IR)  
■ Information Extraction (IE)  
■ Knowledge Discovery & Hypothesis Generation 

In the context of TM, IR focuses on finding relevant natural language text from a 
set of literature-based databases. Information extraction can be defined as the 
automatic process of extracting structured information from semi-structured 
and/or unstructured machine-readable text acquired from the information re-
trieval phase. Finally, the third phase is knowledge discovery and hypothesis 
generation. The sole purpose of automated TM is the discovery of new knowl-
edge, generation of new ideas, or hypothesis from literature by applying various 
statistical and algorithmic techniques (Aggarwal & Zhai, 2012; Cohen & Hersh, 
2005;Hassani et al., 2020; Hearst, 1999; Tao et al., 2020; Zweigenbaum et al., 
2007). A detailed representation of the text mining pipeline process is illustrated 
in Figure 17.3. 
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17.3.1 Information Retrieval 

IR is the process of finding relevant natural language text from a set of literature- 
based databases (Aggarwal & Zhai, 2012). IE focuses on finding relevant articles in 
response to a formulated query based on the specific information in demand. IE is 
the initial step in which the end-user collects all the required information by 
searching various indexed databases such as PubMed or Google Scholar. Following 
are the conventional information retrieval related sub-tasks in the text mining 
pipeline:  

i. Query-based document search  
ii. Text preprocessing  

iii. Text clustering  
iv. Text classification 

Query-based document search: The query-based document search focuses on re-
trieving information from the indexed database by providing a search input. A 

Figure 17.2 Venn diagram of text mining as a multidisciplinary field.  

Big Data Analytics ▪ 381 



majority of the IE tools are web-based. The user is expected to form a single or 
advanced query based on keywords and domain-specific terms representing the 
information they seek. A majority of the indexed databases are based on query- 
based document searches. The user is expected to provide some keywords in a 
simple search scenario or a more detailed search query by indexing additional query 
words like author name or MeSH term in advanced search scenario (Lu, 2011). 

Text preprocessing: After collecting the data from these various sources, a set of 
text pre-processing and document normalization operations needs to be performed 

Figure 17.3 The schematic architecture of text mining pipeline process in 
Big Data.  
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on the collected data. These pre-processing operations include data cleaning, 
transformation, and reduction (Cohen & Hunter, 2008). Data cleaning is used to 
tackle problems such as missing and irrelevant data or ASCII format errors. In data 
cleaning and transformation, these situations are handled by filling NULL or Zero 
value or other suitable value in the missing data place and transforming the format of 
text. A set of preprocessing operations such as sentence splitting, tokenization, ca-
pitalization, stop word removal, POS tagging, stemming, chunking, and lemmati-
zation will be performed. Finally, data reduction deducing the amount of processing 
data by various techniques such as dimensionality reduction, subset selection, or 
cube aggregation. In document normalization, the document type, the represented 
facts and arguments, and associated information will be identified. These pre- 
processing techniques are performed to make the available data less noisy, less in-
consistent, and easily manageable (ETL to Big Data file system architecture), thereby 
enabling various data analysis techniques can be performed using it. 

Text clustering: Text clustering intuitively focuses on finding heterogeneous 
documents and summarizing them uniformly by partitioning them into clusters 
(Aggarwal & Zhai, 2012). Text clustering is achieved by assigning data point 
vectors in a multi-dimensional space and clustering these data points based on 
similarity. High dimensionality, Big Data, and complex syntax and semantics are 
the major challenges in text classification. 

Text classification: In general, the text classification procedure of finds an ap-
propriate category for a particular document or sentence. The scope of text clas-
sification can be at various levels such as document, abstract, subsection, 
paragraph, sentence, and sub-sentence levels (Feldman & Sanger, 2007;  
Abdulkadhar et al., 2020). Text classification is applied on a range of topics and 
across languages with important applications such as Topic Detection (feedback, 
review, field of interest), Sentiment Analysis (positive/negative, adverse reactions), 
language detection (English or French). 

17.3.1.1 IR and Big Data 

From a Big Data mining perspective, the information retrieval phase consists of 
identifying and extracting data from various data sources, perform a set of pre- 
processing operations on the retrieved data for information extraction. A set of op-
erations collectively known as ETL (extract, transform, load) will be performed in 
between these phases. ETL is the computing procedure of extracting data from source 
systems and apply a set of operations such as formatting (such as XML or PubTator), 
concatenation or calculation, and loading the transformed data to the destination 
system (Baro et al., 2015; Dimitrov, 2016; Hassani et al., 2020; Herland et al., 2014;  
Mirza et al., 2019; Raghupathi & Raghupathi, 2014; van Altena et al., 2019). 

The Big Data era textual corpus comes with larger sizes that the traditional 
extraction systems cannot manage. Some of the widely explored Big Data textual 
corpus are Amazon reviews (35 million reviews), Google N-gram corpus (1 trillion 
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words), Medline database (30 million citations), IMDB reviews (25,000 movie 
reviews), etc. 

17.3.1.2 Big Data File System Architecture 

With the emergence of Big Data, a major difficulty has emerged as data man-
agement and access for various applications. As discussed earlier, traditional en-
terprise data warehouse (EDW) architectures unable to deliver the goals paved the 
way for Big Data Warehousing. The generated data is from various sources with 
different formatting and type, and the data is generated in the terabyte range. A Big 
Data file system-based framework is necessary to handle all these challenges 
(Inmon & Linstedt, 2014; Kimball, 2011; Rifaie et al., 2008). The Big Data file 
system is used to ETL the pre-processed data and is equipped with various other 
resources like NLP and AI. The big textual data will be stored in a distributional 
database capable of handling multidimensional literature data. 

Some of the most famous databases which support Big Data management are 
Apache Cassandra (https://cassandra.apache.org/), MongoDB (https://www.mongodb. 
com/), Neo4j (https://neo4j.com/), Amazon DynamoDB (https://aws.amazon.com/ 
dynamodb/), etc. The Big Data warehouse is connected with the NLP and AI 
(Machine Learning and Deep Learning) components, which in turn interact with 
feature selection, extraction, and machine learning model generation (training, de-
velopment, and testing) components. The Big Data file system architecture phase 
develops a ready-to-be deployed machine learning/deep learning-based model for the 
information extraction phase. 

17.3.2 Information Extraction 

The information extraction technique automatically extracts specific structured 
information from semi-structured or unstructured natural language text (Hearst, 
1999). In text mining, IE is considered a critical process and a widely studied task 
that focuses on the recognition and extraction of useful information such as names 
and relations. IE’s two major fundamental tasks are Named Entity Recognition 
(NER) and Relation Extraction (Zhu et al., 2013). The IE phase uses a text-mining 
deployment of the model from the previous Big Data file system architecture phase 
and uses it for the tasks. The NER approach automatically identifies the entities 
that can be mentions of person/organization name or location in the general do-
main and gene/protein or disease name in the biomedical domain and classify 
them. Relation Extraction task is the procedure of automatically extracting po-
tential relationships between entities such as person-organization, organization- 
location, and person-role in the general domain and protein-protein interaction or 
gene-disease association in the biomedical domain. These two major IE tasks act as 
a baseline for other text mining application areas such as text summarization, 
question-answering system, article classification, and more broadly hypothesis 
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generation and knowledge discovery (Zhu et al., 2013). In recent years IE becomes 
more advanced by integrating new technologies such as ML, AI, or Deep Learning 
(DL) with NLP and CL (Hassani et al., 2020). In a border sense, IE deals with the 
automatic extraction of entities, normalization of these entities and attributes, and 
the various relationships among these entities (Aggarwal & Zhai, 2012; Hassani 
et al., 2020; Hearst, 1999). The important information extraction sub-tasks in the 
text mining pipeline are:  

■ Named Entity Recognition  
■ Relation Extraction  
■ Event Extraction 

17.3.2.1 Named Entity Recognition 

Named Entity Recognition (NER), first introduced in the Message Understanding 
Conferences (MUC), is the process of automatically recognizing the various en-
tities such as persons, locations, or organizations (Hearst, 1999). NER is the im-
portant crucial step in IE, which eventually results in the Knowledge Discovery in 
Text (KDT) (Zweigenbaum et al., 2007). When NER is applied in BTM, it fo-
cuses on various biomedical entities, as mentioned above, and becomes a very 
challenging and complex task. 

NER is applied in the finance domain to identify entities like bank account 
number, invoice date, invoice number, etc. NER is used in the medical categories 
domain to identify entity types like a medical condition, anatomy, treatment, 
procedure, test, and medical condition (Francis et al., 2019). NER is also applied 
in other domains like social media (Yang et al.2019), multimedia (Arshad et al., 
2019; Rim et al., 2019), and oil and gas (Rademaker, 2018). 

17.3.2.2 Relation Extraction 

Relation extraction can be defined as the method of identifying and extracting 
semantic relationships, coreference, or negation in nature between entities from the 
literature (Zhu et al., 2013). In the context of text mining, a relation can be 
defined as a connection between entities, which can be of different types such as 
semantic, grammatical, coreference, or negation. The automatic extraction of these 
semantic connections among entities with high accuracy and efficiency is called 
relation extraction. In general, most of the relations can be binary; however, 
ternary or higher-order can also occur, such as events and pathways. The aim is the 
identification of a specific relation between co-occurring entities mentioned to-
gether of a specific relatedness. 

Relation extraction is mainly applied in domains like cybersecurity for ana-
lyzing vulnerability in web connection (Georgescu, 2020), identifying the relation 
between medicine concepts (Liu et al., 2017; Lv et al., 2016), and question 
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answering (Chen et al., 2018). Georgescuet al., analyzed the cybersecurity-related 
documents using the NLP model to identify vulnerability in web connection 
(Georgescu, 2020). Liuet al., developed a concept recognition approach using the 
CRF model for clinical relation extraction (Liu et al., 2017). 

17.3.2.3 Event Extraction 

One of the important tasks in the text mining pipeline is event extraction from 
unstructured data such as news messages, biomedical text, etc., which extracts 
domain-specific knowledge from the literature. Event extraction emphasizes the 
identification and extraction of periodical incidents mentioned in the text, thereby 
enabling to answer questions like, what happened, how it happened, what the 
entities involved, and when it happened, etc. Using Event extraction, IE systems 
can improve and enhance the performance of domain-specific knowledge extrac-
tion or generation. Events can be presented in a complex manner of relationships 
in a text. Few examples for event extraction from text is as follows:  

i. General text 
Representation:<company><buy><company> 
Example 1: Facebook buys WhatsApp  

ii. Biomedical text 
Representation:<gene1><relation><gene2> and <gene3> 
Example 2: TGF2-beta mediates RUNX induction and FOX3 

The above are fewer examples of event extraction in text. It is limited to the entities 
mentioned above and expands to person, organization, interest, disease, drug, etc. 
(Agerri et al.2015; Hirschberg & Manning, 2015; Hogenboom et al., 2011; Zhu 
et al., 2013). The biomedical domain bio-molecular event is defined as the change of 
state of various biomedical entities such as protein, chemical, or cells. In general, an 
event is represented as a trigger expression along with bio-entities as its participants. 
The event representing the change in a single gene or protein is called a simple event. 
In contrast, events representing multiple bio-entities and another event acting as 
participants are called complex events. The extraction of the bio-molecular event is a 
highly focused research area because it can give crucial insight into physiological and 
pathogenesis mechanisms and can be used for drug target identification and re- 
purposing (Agerri et al., 2015; Hirschberg and Manning, 2015; Zhu et al., 2013). 

17.3.2.4 IE and Big Data 

Information extraction in the context of Big Data is performed with large-scale 
identification and extraction of entities and relations from big corpora (Adnan & 
Akbar, 2019; Bhasuran & Natarajan, 2019). A supervised named entity 

386 ▪ Big Data Applications in Industry 4.0 



recognition model will be generated on 100 to 1000 labeled train data in the 
traditional information extraction approach. The model will be tested on 50 to 500 
test data sets. In Big Bata scenarios, the NER and relation extraction models use 
millions of data as input, mostly employing an unsupervised or weakly supervised 
approach based on deep learning architectures for model generation. Even in Big 
Data scenarios with large-scale data points for training, complex unstructured data 
poses challenges such as ambiguity, nested entity, domain-specific vocabulary, 
language variability, noisy and missing data in mining information. 

Some of the notable Big Data scale information extraction using unstructured text 
are, 100 million clinical notes were used to identify arterial blood pressure control on 
Diabetes Mellitus (Boytcheva et al., 2015). To identify disease-drug pairs Wang et al. 
employed 27 million medical abstracts from PubMed (Wang et al., 2017). 

17.3.3 Knowledge Discovery and Hypothesis Generation 

The rapid growth of literature in recent years, especially in the life science and 
financial domain, causes the problem of missing a large number of important 
connections between various types of entities (Baro et al., 2015; Dimitrov, 
2016;Hassani et al., 2020; Mirza et al., 2019; Raghupathi & Raghupathi, 2014;  
van Altena et al., 2019). To discover this unnoticed and hidden information, 
automated text mining procedures are required (Bhasuran et al., 2018; Maroli 
et al., 2019). The major goal of this text mining sub-field is to formulate a highly 
confident hypothesis by navigating through and connecting a large number of 
concepts of disjoint literate sets, which falls under the Knowledge Discovery in 
Text (KDT) approach. The discovery platforms and literature-wide analysis studies 
(LWAS) focusing on alleviating these problems are collectively known as 
Literature-Based Discovery (LBD) in text mining (Hassani et al., 2020; Tao et al., 
2020). Knowledge Discovery is sometimes referred to as hypothesis generation. 
Hypothesis generation is the process of generating unknown facts by utilizing 
information discovered with the use of IR and IE (Cohen & Hersh, 2005). 
Generating hypotheses in various fields such as biomedicine, finance, or multi-
media is a significant task to gather unknown facts and use them to guide the 
devise of experiments or market predictions in the future or explain existing ex-
perimental or business results (Zweigenbaum et al., 2007). In turn, this helps 
determine new drug targets or business investment, or new novel interactions 
between biomedical concepts that are not proved before. 

17.3.3.1 TM and Big Data 

In Big Data analytics, text mining is escalated as one of the effective tools to exploit 
the power of the unstructured textual data by identifying existing information and 
generating new hypotheses and knowledge. Text mining in Big Data analysis fo-
cused on data from scientific articles, electronic health records, websites, blogs, and 
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social media, and so forth. Using these data, various text mining tasks like named 
entity recognition (Francis et al., 2019), relation extraction (Liu et al., 2017), 
sentiment analysis (Amado et al., 2018), event extraction (Hogenboom et al., 
2011; Zhu et al., 2013), knowledge discovery (Ferreira‐Mello et al., 2019) are 
applied to extract the information which is implicit as well as explicit. In general, 
text mining helps to efficiently exploit the textual Big Data on a wide variety of 
real-world applications such as decision making, new insights into marketing 
strategies, generating new and existing knowledge from scientific literature, and 
insights into treatment methods from HER, etc. In this regard, the next section 
details the application of text mining in biomedicine Big Data. 

17.4 Applications in Biomedicine 
17.4.1 Biomedical Text Mining 

The significant outcomes and insights of scientific research and clinical study end up in 
publication or clinical records, an unstructured text. Due to advancements in bio-
medical research, the growth of published literature is gaining tremendous momentum 
in recent years. To generate high quality, reliable information from this large collection 
of continuously increasing unstructured text collection by manual efforts or even using 
simple data processing using computers is unattainable (Cohen & Hersh, 2005;  
Hearst, 1999; Zweigenbaum et al., 2007). Scientists and clinical researchers face a big 
challenge to stay current and extract hidden information from this sheer quantity of 
millions of published biomedical literature. The potential one-stop automated solution 
to this problem is biomedical text mining. The researchers and scientists require robust 
and sophisticated text mining methodologies and tools to cope up with this data 
abundance. There is a broader acceptance for the fact that refined biomedical text 
mining systems can play a major role in various areas of biomedicine such as from 
earlier applications such as gene prioritization, function prediction, and pathway ex-
traction to recent initiatives such as drug repurposing and precision medicine 
(Aggarwal & Zhai, 2012; Hassani et al., 2020; Tao et al., 2020, 25). An overview of 
biomedical text mining in Big Data analysis with an application in cancer biology is 
illustrated in Figure 17.4. 

17.4.2 Biomedical Text Mining Resources 

Normally IR is performed as query-based or document-based searches for re-
trieving abstract or full-text from digital libraries or databases (Zhu et al., 2013). 
Even though the commonly well-known IR systems are search engines like Google 
or Yahoo, in BTM the major source is life science literature databases such as 
MEDLINE, PubMed Central, and BioMed Central, etc. The most important 
resource for scientific literature has been the MEDLINE database, which is the 
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major bibliographic database developed and managed by the U.S. National Library 
of Medicine (NLM) which covers over 30 million articles from 5200 articles in the 
field of life science with a focus on biomedicine (Fiorini et al., 2018). On an 
average day, PubMed is used by 2.5 million people, resulting in 9 million page- 
views from their 3 million search queries. Apart from large indexed databases, 
various task-specific biomedical corpora are released in BTM. Biomedical corpus 
plays a major role in the training, development, and testing of the BTM meth-
odologies and tools in terms of performance, reliability, integrity, and robustness. 
The majority of the widely used corpora comes from a well-known text mining 
community challenge called BioCreAtIvE. BioCreAtIvE released Corpus like 

Figure 17.4 (a) Overview of biomedical text mining in Big Data analysis. 
(b) Illustration of biomedical text mining assisted cancer biology approach.  
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BioCreative II Gene Mention (GM), BioCreative V CDR (Chemical Disease 
Relation), CHEMDNER (Chemical entity), ChemProt (Chemical-Protein), and 
PPI corpus. Other important biomedical text mining corpora are GENIA, NCBI 
disease, EU-ADR, PolySearch, and AlMed, etc. 

17.4.3 Bio-Named Entity Recognition 

NER focuses on recognizing and normalizing biomedical entities such as drugs, 
genes and proteins, diseases, cell type, miRNA, phenotypes, etc. Some of the major 
NER corpus employed in BTM are CHEMDNER patent (Chemicals, Genes/ 
proteins), BioCreative V CDR (Chemical, Disease), BioCreative II Gene Mention 
(Genes/proteins), LocText (Species), Gellus (CellLines), etc. The major issues that 
arise in NER in the context of BTM are due to naming conventions, polysemic 
words, ambiguity and variability, term synonymy, lexical and typographical var-
iants, heavy use of acronyms, domain-specific terminology, and referring expres-
sions (Jensen et al., 2006; Zweigenbaum et al., 2007). To overcome these complex 
challenges, a variety of methodologies and tools are proposed in NER which can be 
generally categorized as rule-based, dictionary-based, machine learning-based, and 
hybrid approaches (Zhu et al., 2013; Bhasuran et al., 2016; Murugesan et al., 
2017a). Even though machine learning and hybrid approaches exhibited a state of 
the result, recently deep learning-based unsupervised approaches using Big Data 
show greater significance in performance. One of the well-known deep learning- 
based Big Data systems is BioBERT which was developed using PubMed Abstracts 
(4.5B words), PMC Full-text articles (13.5B), Wikipedia (2.5B words), Books 
Corpus (0.8B words). BioBERT reported significant performance improvement in 
NER, relation extraction, and the task of question answering (Lee et al., 2020). 
The below example illustrates the NER process in biomedical text mining. 

Example 1: PubMed ID: 10072428 
Original sentence: We have confirmed that germline mutations in the 
CDH1 gene cause familial gastric cancer in non-Maori populations 
Tagged sentence: We have confirmed that germline mutations in the 
<gene>CDH1 gene</gene> cause <disease>familial gastric cancer</ 
disease> in non-Maori populations  

17.4.4 Bio-Relation Extraction 

Relation Extraction focuses on the extraction of biological associations such as 
Protein-protein interactions (PPIs), Gene-disease associations, Drug-drug inter-
actions (DDIs), miRNA-gene relation, genotype-phenotype association, etc. be-
tween the entities (Zweigenbaum et al., 2007; Murugesan et al., 2017b; Bhasuran, 
& Natarajan. 2018). Some of the widely employed BTM-based relation extraction 
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corpora are BioInfercorpus (Genes/Proteins, RNAs), DDI corpus (Drug-Drug 
Interaction), ChemProt (Chemical-Protein), BioCreative V CDR (Chemical 
Disease Relation), EU-ADR (Gene-Disease). In the context of BTM, relation 
extraction focuses on extracting pairs or triplets of biomedical entities that are 
exhibiting certain biological connections between them. In relation to extraction, 
Big Data models are reporting improved performance with fast performance. 
SparkText is a Big Data framework built with Apache Spark and Cassandra 
NoSQL. Information extraction is performed at PubMed scale (28 million ab-
stracts) with a response time of 6 minutes compared to 11 hours from traditional 
systems (Ye et al., 2016). The below example illustrates the relation extraction 
process in biomedical text mining. 

Example 2: PubMed ID: 10945637 
Original sentence: Thus, FGF6 is increased in PIN and prostate 
cancer and can promote the proliferation of the transformed prostatic 
epithelial cells via paracrine and autocrine mechanisms 
Tagged sentence: Thus, <gene>FGF6</gene> is <trigger>increased</ 
trigger> in PIN and <disease>prostate cancer</disease> and can 
<trigger>promote</trigger> the <event>proliferation</event> of the 
transformed prostatic epithelial cells via paracrine and autocrine 
mechanisms  

17.4.5 Event Extraction 

Biomolecular event is the dynamic bio-relation with the involvement of one or 
more participants such as bio-entities (gene/protein) or bio-events (regulation, 
transcription) and plays a role like a theme and cause of the event. Using text 
mining, events are identified in two steps, namely trigger detection and argument 
detection. Event triggers and their types using domain-specific ontologies are 
identified in trigger detection. Argument detection identifies and extracts the 
theme of the event. The majority of the event extraction systems are developed 
through corpora from BioNLP-ST (Biomedical Natural Language Processing 
Shared Task) which is held in 2009, 2011, 2013, and 2016. Another major corpus 
that supports event extraction is the GENIA-MK (Meta-knowledge) corpus. One 
of the notable systems developed for complex event task is TEES (Turku Event 
Extraction System). Bjorne et al., developed TEES using graph words, de-
pendency, and trigger word matching and evaluated on various corpora (Björne 
et al., 2011). Van Landeghem et al., developed a large-scale event extraction system 
using 21.9 million abstracts from PubMed and extracted 40 million bimolecular 
events (Van Landeghem et al., 2013). The below example illustrates the biomo-
lecular event extraction process in biomedical text mining. 
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Example 3: PubMed ID: 10029571 
Original sentence: Interleukin-10 inhibits expression of both inter-
feron alpha- and interferon-gamma- induced genes by suppressing 
tyrosine phosphorylation of STAT1. 
Tagged sentence: <gene>Interleukin-10</gene><event>inhibits</ 
event><trigger>expression</trigger> of both interferon alpha- and in-
terferon gamma- induced genes by <trigger>suppressing</trigger><-
event>tyrosine phosphorylation</event> of <gene>STAT1</gene>.  

17.4.6 Applications 

Due to the high performance and robustness, core IE tasks such as NER, Relation 
extraction, and Event extraction were applied to various applications such as 
biomedical pathway extraction, biomarker discovery, and drug re-purposing, etc. 
Pathway Extraction focuses on constructing the biological pathways automatically 
by identifying various biomedical entities such as protein, chemical, or cells and the 
extraction of biomolecular events involving these entities from text. Molecular 
biomarker discovery is an essential task in literature mining using which ther-
apeutic mechanisms can be developed against target disease. The identification of 
biomarkers can give insight into the phenotypic states of cells or organisms. 
Finally, Drug repurposing or repositioning is the process of discovering and de-
veloping new therapeutic usage for an existing drug, different from the use it was 
invented for. Extraction of various associations such as disease–gene, gene-drug, 
and disease–drug relationships and ABC model has been successfully used for drug 
repurposing in text mining. The example shown below discusses these applications 
in biomedical text mining. 

Example 4(Pathway): PMC:3201112 
Original sentence: p53 enhances PTEN transcription and represses 
the expression of p110,145,146 the loss of p53 in cells with con-
stitutively active RTK signaling can further potentiate PI3K pathway 
activation. 
Tagged sentence: <gene>p53</gene> enhances <gene>PTEN</gene> 
transcription and represses the expression of p110,145,146 the loss of 
<gene>p53</gene> in cells with constitutively active RTK signaling, 
can further potentiate <pathway>PI3K pathway</pathway>activation. 
In the above example, PI3K pathway mention has been recognized. 

Example 5(Biomarker): PMID:20863780 //Use this example// 
Original sentence: XRCC1 194Trp allele significantly increased the 
risk of gastric cancer and also associated with the risk of gastric cardia 
carcinoma and promoted distant metastasis of gastric cancer 
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Tagged sentence: <gene>XRCC1</gene> 194Trp allele <re-
lw>significantly increased the risk<relw> of <disease>gastric cancer</ 
disease> and also associated with risk of <disease>gastric cardi carci-
noma</disease> and promoted distant metastasis of <disease>gastric 
cancer</disease> 
In the above examples, XRCC1 significantly increased the risk of gastric 
cancer, indicating the potential use of XRCC1 as a biomarker target. 

Example 6(Drug Repurposing): 
PMID: 15383624: <drug>tazarotene</drug> acts as an agonist for 
retinoic acid receptor alpha (RARA) 
PMID: 11788593: 
Original sentence: These results suggest that RAR ligand-associated 
down-regulation of EGFR activity reduces cell proliferation by reducing 
the magnitude and duration of EGF-dependent ERK1/2 activation 
Tagged sentence: These results suggest that RAR ligand-associated 
<event>down-regulation</event> of <gene>EGFR</gene> activity 
reduces cell proliferation by reducing the magnitude and duration of 
EGF-dependent <gene>ERK1/2</gene><event>activation</event>. 
In the above examples, tazarotene activates RARA, which inhibits EGFR, 
indicating the potential use of tazarotene as an oncology therapy.  

17.4.7 Case Studies in Cancer Literature 

Cancer occurs when the abnormal cell is growing uncontrollably in masses. In other 
words, when the body’s normal control mechanism stops working. It is one of the 
most fatal diseases in the present time with the highest death rate of 9.6 million in 
2018 globally. According to the American Institute for Cancer Research (AICR), 
around 18 million cases were reported worldwide in 2018, of which 9.5 million are 
male and 8.5 million are women. With this concern, numerous treatment methods 
were developed and published in the form of unstructured scientific texts like EHR, 
patient summary, and publications. This unstructured information provides valuable 
information and resources for future researches to uncover essential information’s 
about cancer studies (Hsiao & Lu, 2019; Zhu et al., 2013). 

The availability of cancer literature is growing in the masses because of the need 
for efficient treatment. The PubMed repository search on May 23, 2020, with the 
keyword ‘cancer’ resulted in 4,110,932 articles. Manual reading and retrieving 
useful information from this big literature data are complex and time-consuming 
tasks. As discussed earlier, as an automated solution for information extraction 
from unstructured text, text mining can tackle this task. Text Mining helps the 
researchers in cancer biology in numerous ways like extracting cancer-related 
concepts (gene/protein, drug, and disease), extracting the relationship between 
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these concepts, building or improving cancer-related pathways, and generating new 
hypotheses or knowledge based on existing information. 

Some of the well-known text mining-based methodological studies are dis-
cussed here. Korhonen et al. developed a fully integrated text mining system for 
knowledge discovery in cancer risk assessment and research (Korhonen et al., 
2012). Jurca et al. developed a framework for the identification of breast cancer 
biomarkers that integrates text mining with social network analysis (Jurca et al., 
2016). Dai et al. presented a system named LiverCancerMarkerRIF to extract liver 
cancer-related summaries and curate supporting evidence from PubMed (Dai 
et al., 2014). Similarly, another text mining system named TMT-HCC was de-
veloped by Seoud et al. for hepatocellular carcinoma (HCC) biomarker identifi-
cation (Seoud & Mabrouk, 2013). In their study, molecular biomarker genes along 
with HCC were identified for the diagnosis and prognosis of HCC. It also extracts 
protein-protein interaction information for HCC. Kawashima et al. applied text 
mining with a simple K-means clustering algorithm for identifying marker genes of 
breast cancer (Kawashima et al., 2017). 

By incorporating various IE techniques discussed earlier, various benchmarking 
biomedical text mining-based discovery tools specifically focusing on cancer literature 
have also been developed. These studies focused on different areas such as identifi-
cation of drivers, oncogenes and tumor suppressors, Hallmarks of Cancer (HoC) 
identification, clinically relevant cancer biomarker identification, and identification of 
genes, drugs, and variants from clinically relevant publications based on a profile of 
oncological mutation. It is also worthy to be mention that all of these studies were 
performed on the entire collection of PubMed reported at the time of the study. A 
detailed representation of these studies is discussed in Table 17.2. To conclude, in this 
Big Data era text mining researchers are continuously working on delivering systems 
that can support the research community to a great extend in information extraction, 
hypothesis generation, and knowledge discovery. 

17.5 Applications in Healthcare 
A vast number of sectors are befitting from big data, and among them, one of the 
major sectors is health care. The section discusses the application of Big Data and 
text mining in health care. We first introduce what healthcare text mining followed 
by two popular application areas electronic health records mining and health- 
related social media content mining is. 

17.5.1 Healthcare Text Mining 

Healthcare is one of the leading and enormously growing industries with medical 
data generated from patient management, diagnosis treatment and medication, 
new solutions for deadliest diseases, and efficient treatment techniques for all the 
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Table 17.2 Benchmarking Biomedical Text Mining–Based Discovery Tools 
Specifically Focusing on Cancer Literature     

Discovery Tool System Description Availability  

CancerMine Text mined information on 
different types of cancer 
especially providing genes as 
drivers, oncogenes, and tumor 
suppressors 

http:// 
bionlp.bcgsc.ca/ 
cancermine 

Cancer Hallmarks 
Analytics 
Tool (CHAT) 

Hallmarks of Cancer (HoC) 
identification using cancer- 
related references from 
PubMed into the taxonomy 
connecting different entities 
drugs, cancers, genes, and 
growth factors 

http:// 
chat.lionproject.net 

OncoSearch Text mined gene expression 
information on Cancer 
especially on up-regulated or 
down-regulated, progresses or 
regresses cancer and cancer 
genes roles 

http:// 
oncosearch.bio-
pathway.org 

miRCancer microRNA–cancer associations 
were extracted by identifying 
microRNA expressions profiles 
using handcrafted rule 
matching 

http:// 
mircancer.ecu.edu/ 

DigSee (Cancer 
Version) 

Direct(explicit) gene-disease 
associations from genes 
involved in the bio-molecular 
events with sentence scoring 

http://gcancer.org/ 
digsee 

LION LBD Implicit and Explicit associations 
generation using mapped 
ontology and concept graph 
with a special emphasis on 
Cancer 

http:// 
lbd.lionproject.net 

BEST High-speed text annotation tool 
covering 10 biological entities 
like genes, diseases, drugs, 
targets, mutation, miRNAs, 
transcription factors, etc. 

http:// 
best.korea.ac.kr 

(Continued) 
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diseases (Baro et al., 2015). In this regard, there are a lot of huge volumes of 
information is generated in the form of unstructured text in the healthcare in-
dustry. Some statistics show that 10 million patient medical transactions are 
captured by a large medical organization over 10 years and hospital management 
systems generate roughly 150,000 medical data (Seoudand Mabrouk, 2013). 
Mining these Big Data can provide immense potential from disease progression 
prediction, disease comorbidities, diagnosis, medication, patient stratification, re-
covery rate, adverse drug reactions, drug-drug interactions, etc. (Kawashima et al. 
2017). This information exists in the form of prescriptions, patient visits, clinician 
notes, medical test results, and more. Extracting useful information from these 
texts is a complex and prolonged process because of the volumes and unstructured 
nature. Healthcare Text Mining (HTM) is proposed as a solution to transform the 
unstructured text into structured representation by extracting information like 
entity recognition, entity linking, and relation extraction. HTM not only trans-
forms the text into the structure format but also used to generate a novel hy-
pothesis and new knowledge. HTM uses various techniques like machine learning, 
NLP, statistical techniques to extract useful information. HTM has been applied in 
the healthcare domain in various tasks like identification of patients’ obesity status, 
disease-drug association extraction, and disease-specific classification of clinical 
discharges, and more (Dai et al., 2014; Hsiao & Lu, 2019; Korhonen et al., 2012;  
Jurca et al., 2016). 

Table 17.2 (Continued) Benchmarking Biomedical Text Mining–Based 
Discovery Tools Specifically Focusing on Cancer Literature     

Discovery Tool System Description Availability  

SparkText Big data framework based 
biomedical text mining tool 
demonstrated with various 
cancer types such as breast, 
lung, and prostate cancers 

https://figshare.com/ 
articles/New_draft_ 
item/3796302 

CIViCmine 
knowledgebase 

Text mined clinically relevant 
biomarkers curated by genomic 
experts, Clinical Interpretation 
of Variants in Cancer (CIViC) 
knowledgebase 

http:// 
bionlp.bcgsc.ca/ 
civicmine/ 

Variant- 
Information 
Search Tool for 
precision 
oncology(VIST) 

Identification of genes, drugs, 
and variants from clinically 
relevant publications based on 
the profile of oncological 
mutation 

https:// 
vist.informatik.hu- 
berlin.de/    
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HTM data are existing in the form of EHR, clinical records, drug trial in-
formation, scientific literature, and health-related social media interactions 
(Dimitrov, 2016). EHR is the major source of information for HTM which en-
capsulated with discharge summaries, medicine prescription, test results, patient 
visits, etc. Three of the major application areas in heath care text mining such as 
Electronic Health Records Mining, Clinical Records Mining, and Social Media 
Mining are discussed in the following section. 

17.5.2 Electronic Health Records Mining 

Digitization and growth of patient medical data in recent years made EHR one of 
the sources of health care Big Data. From a research point of you, mining elec-
tronic health records provide the opportunity to create a personalized medical 
profile of a patient thereby consolidating important medical information such as 
details of genetic variation characterization and genotype-phenotype interactions. 
It is also worth mentioning that these patient-centric phenotypic profiles support a 
great deal in personalized precision medicine, case-control, and clinical trials. 

Due to these vast potential applications variety of methodologies, data man-
agement protocols, and tools were developed for mining EHRs such as Text 
Analysis and Knowledge Extraction System (cTAKES), Informatics for Integrating 
Biology and the Bedside (i2b2) HITEX, Medical Language Extraction, and 
Encoding (MedLEE), cancer Biomedical Informatics Grid (caGRID) Browser, 
Research electronic data capture (REDCap), i2b2 Hive3, Electronic Medical 
Records and Genomics Network (eMERGE Network), MIMIC Critical Care 
Database, Electronic Health Records for Clinical Research(EHR4CR), Intelligent 
care delivery analytics (ICDA), and Observational health data sciences and in-
formatics (OHDSI), etc. To support the development of these systems and 
methodologies researchers used numerous health care and clinical ontologies, 
controlled vocabularies and terminologies, some of them are Unified Medical 
Language System (UMLS), Systematized Nomenclature of Medicine-Clinical 
Terms (SNOMED-CT) from International clinical terminology and 
International Classification of Disease (ICD) from World Health Organization. 

EHR comes with a variety of unstructured data in the form of clinical docu-
ments such as patient discharge summary, admission note, treatment plan, med-
ication and recovery rate, etc. These clinical documents are heterogeneous in 
nature and lack proper syntactic and semantic representation and grammar making 
them computationally difficult to process. Extraction of structured information 
such as named entities (Drug, Disease, Phenotype, etc), mapping them to various 
vocabularies (ICD, SNOMED CT, etc), extraction of relations (Drug-Drug 
Interaction, Genotype-Phenotype Association), extraction of reaction events 
(Adverse Drug Reaction) and discovery of knowledge (Cancer survival rate), etc. 
are some of the major tasks in EHR mining. Table 17.3 shows the highly re-
cognized EHR mining systems for various applications. 
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Table 17.3 Important Electronic Health Record Mining Systems and 
Applications    

System Description  

DeepPatient 
( Miotto et al., 2016) 

Clinical predictive modeling using deep feature 
learning on EHR data to create general-purpose 
patient representations for clinical applications such 
as drug targeting, clinical trial recruitment, disease 
prediction, patient similarity, personalized 
prescriptions, etc. 

Doctor AI  
( Choi et al., 2016a) 

Recurrent Neural Networks (RNN) based predictive 
model using large-scale EHR data from 260K patients. 
A multi-label prediction approach focusing categories 
like diagnosis and medication of a future visit by 
feeding the RNN with record information such as 
diagnosis, medication, or procedure codes 

DeepCare  
( Pham et al., 2016) 

Long Short-Term Memory (LSTM) based medical 
outcome prediction model using information about 
patient illness memory. The system uses time 
parameterizations for handling the illness memory 
and supports prognosis using EHR 

Med2Vec  
( Choi et al., 2016b) 

A robust two-layer neural network algorithm handling 
large scale of medical data and produces interpretable 
representations for medical codes and hospital visits. 
The system was demonstrated with training on 30K 
medical codes with big data of up to 5.5 million visits 

i2b2  
( Murphy 
et al., 2010) 

National Center for Biomedical Computing (NCBC) 
developed i2b2 which combines genomic data with 
medical records and supports end-user for mini- 
databases creation of specific research projects 

iDASH  
( Ohno-Machado 
et al., 2012) 

iDASH (integrating data for analysis, anonymization, 
and sharing) is an NCBC system that focuses on 
sharing of algorithms and tools for Biological Projects 
spanning from molecule to population levels with an 
emphasis on biological and clinical data 

iHealthExplorer 
( McAullay 
et al., 2005) 

Electronic health databases web server enables the 
users for applying a variety of analytic algorithms for 
knowledge discovery from the queried data 

ICDA ( Gotz 
et al., 2012) 

Clinical data analysis system based on normalized 
clinical data and allows the generation of use case- 
based analytic plugins 
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17.5.3 Health-Related Social Media Mining 

In recent years, social media plays a vital role in healthcare research due to the 
growth of social media usage and information exchange between the internet 
communities (Hassani et al., 2020). There is an increasing need for utilizing social 
media for healthcare research from scientific communities. Nowadays, the Internet 
is one of the major sources of information for healthcare research because of the 
information exchanged in online health support communities and social media 
groups (Yang & Yang, 2013). 

Nowadays people use social media platforms like Facebook, Twitter, and Online 
support groups to express their illness experience, side effects of the treatment, and 
search for advice from people who suffer from the same condition and clinicians. 
Therefore, the increased use of utilizing social media data for healthcare research has 
gained more attention. One of the major benefits of social media platforms is that 
people share their opinions freely than with healthcare providers. Due to these large 
volumes of unstructured text data is generating on daily basis. This opens a whole lot 
of opportunities for healthcare companies and clinicians to learn public and patient 
opinions on their products or treatment methods. To analyze, these information text 
mining techniques are effectively utilized. 

Social media text analysis is successfully utilized in fields like conduct analysis 
on disease treatments (He et al., 2019) and drugs (Paul & Dredze, 2014), detecting 
early drug adverse side effects, drug-drug interactions, and more. Sampathkumar 
et al. (2014) extracted drug adverse side effects from online healthcare forums 
using the HMM model. Yates and Goharian (2013) created a framework called 
ADRTrace to detect unexpected and expected drug adverse reactions from social 
media using patterns, lexicons, and synonym sets. Yang and Yang (2013) identified 
the drug-drug interactions from online healthcare communities using associations 
mining. They used drug bank data as a gold standard for testing their model. 

Apart from the above specific studies, social media can be analyzed for patients 
interested and the most discussed topic from online support groups. For example, 
He et al. utilized text mining methods to identify patient concerns, treatment 
issues from online support groups for epilepsy (He et al., 2019). Paul et al. utilized 
word frequency, lexical analysis and phrase pattern identification to extract patient 
concerns clinical differences posted by patients in online memories (Paul & 
Dredze, 2014). In this regard, social text media mining is a major field for 
healthcare research. Clinicians and researchers use public opinions to learn about 
treatment methods, product opinions, side effects, etc. A detailed representation of 
important health-related social media mining systems is given in Table 17.4. 

Daily electronic and social media data are generating in the health care domain 
in the form of clinical records, discharge summaries, electronic health records, life 
science patents, drug trial information, health care recommendations, as well as 
discussions from social media like Twitter, Facebook and so forth. This health care 
Big Data provides immense opportunity to expand our understanding of the 
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Table 17.4 Important Healthcare-Related Social Media Mining Systems and 
Applications    

System Description  

SSEL-ADE  
( Liu et al., 2018) 

A framework was developed to extract adverse 
drug events from social media which exploit 
various semantic, lexical and syntactic features 
along with integrated semi-supervised learning 
and ensemble learning  

Batbaatar & 
Ryu, 2019 

Health-related Twitter corpora based named entity 
recognition of Disease or Syndrome, Sign or 
Symptom, and Pharmacological substances. The 
system used a recurrent neural network (RNN) 
based deep learning architecture and Unified 
Medical Language System (UMLS)  

Jelodar et al., 2020 Sentiment classification and topic discovery from 
563,079 COVID-19 Online Discussions using a 
deep learning approach. The system used Gibbs 
sampling, LDA topic model, Ranking, and 
Visualization. For the deep learning part, they 
used word embedding and LSTM RNN  

McRoy et al., 2018 Text classification approach to identify the unmet 
needs of breast cancer survivors using random 
forest-based approach from online MayoConnect 
(MC) forum  

Rong et al., 2019 A deep learning-based framework was developed 
to extract real-time surveillance data for Australia - 
pollen allergy from Twitter using deep learning 
architectures like LSTM, CNN, GRU, RNN.  

Paul & Dredze, 2014 A topic modeling framework was developed to 
detect health topics from Twitter data using Latent 
Dirichlet Allocation (LDA) and Ailment Topic 
Aspect Model along.  

Edo-Osagie 
et al., 2019 

A semi-supervised approach for the classification 
of the symptomatic tweet and relevance filtering 
using features like word classes, positive and 
negative word counts, denotes laughter, and 
negative emojis/emoticons. Then using these 
features various supervised algorithms like Naive 
Bayes, Decision Trees, Logistic Regression, 
Support Vector Machines (SVMs), and Multilayer 
Perceptron (MLP) neural networks. Finally, a semi- 
supervised approach using the Iterative Labelling 
Algorithm was trained using the features. 
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complexity of medical and biological aspects of health care. It is evident that by 
mining this Big Data it is possible to attain tremendous breakthroughs in various 
applications ranging from quicker validation of disease diagnosis, treatment opti-
mization, and prevention, drug re-purposing to personalized precision medicine. 

17.6 Conclusion 
Innovations in science and technology boost-up the generation of an immense 
volume of digital data in the form of text, audio, video, images and paved the way 
for a new era called Big Data. A majority of this data is generated in a semi- 
structured and unstructured format poses a challenge for NLP and text analytics. 
The volume of this data is getting bigger every day, makes the traditional com-
putational approaches and manual process of managing, understanding, and ex-
tracting information from this Big Data unattainable. As an automated solution 
text mining provides a framework pipeline using which a large volume of text data 
can be processed thereby increasing the value of information to superlative. In 
practice, three major components of text mining are Information Retrieval (IR), 
Information Extraction (IE), and Knowledge Discovery. The biomedicine and 
health care industry, in particular, pose a great challenge in Big Data management 
and information extraction due to reasons like lack of standardization and con-
solidation of both research and clinical data, complexity in entity and relation 
mentions, term synonymy and homonymy, lexical and typographical variants, data 
sparseness, heavy use of acronyms, domain-specific terminology, ambiguity, 
variability and referring expressions, etc. This chapter discussed different systems 
solving these issues for different tasks such as named entity recognition, relation 
extraction, event extraction, pathway extraction, biomarker identification, drug 
repurposing, EHR mining, and health-related social media mining. It is also 
worthy to mention that the newly developed text mining systems are accessed by 
their ability to scale up to Big Data platforms. 

In summary, text mining systems show immense potential in various appli-
cations across industry and academic sectors especially by handling Big Data. Text 
mining systems are developing as cutting edge technologies by training on billions 
of word tokens as training data with nearly human-like accuracy using techniques 
like deep learning, a recent advancement in machine learning. Moreover, data 
science, in general, is the leading topic of research and development in Big Data. 
To conclude, text mining can act as an influential elucidation in the Big Data era. 
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