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Abstract: In recent years, various network attacks have emerged. These attacks are often recorded in
the form of Pcap data, which contains many attack details and characteristics that cannot be analyzed
through traditional methods alone. Therefore, restoring the network attack scenario through scene
reconstruction to achieve data regeneration has become an important entry point for detecting and
defending against network attacks. However, current network attack scenarios mainly reproduce
the attacker’s attack steps by building a sequence collection of attack scenarios, constructing an
attack behavior diagram, or simply replaying the captured network traffic. These methods still have
shortcomings in terms of traffic regeneration. To address this limitation, this paper proposes an SDN-
based network attack scenario recovery method. By parsing Pcap data and utilizing network topology
reconstruction, probability, and packet sequence models, network traffic data can be regenerated.
The experimental results show that the proposed method is closer to the real network, with a higher
similarity between the reconstructed and actual attack scenarios. Additionally, this method allows
for adjusting the intensity of the network attack and the generated topology nodes, which helps
network defenders better understand the attackers’ posture and analyze and formulate corresponding
security strategies.

Keywords: SDN; network attack; scenario reconfiguration; probabilistic model; topology
reconfiguration model

MSC: 68M25

1. Introduction

With the rapid development of computer networks and internet technologies, net-
works have permeated into various fields, facing increasingly complex security challenges.
Network attacks are often recorded in the form of Pcap data, which contains numerous
attack details and features. Traditional data processing methods often overlook many
attack behavior features, leading to resource waste. Therefore, this paper proposes an
SDN-based UDP flood network attack scene reconstruction method. By reconstructing
network attack scenarios, the original data can be restored, and new mixed data can be
generated by adjusting the intensity of network attacks, topology nodes, and other types of
network attacks. This enables network defenders to better understand the attacker’s pos-
ture, analyze the monitored data and information, and formulate corresponding security
strategies to enhance their ability to respond to network attacks.

Due to the openness of the internet, the inherent imperfections of network protocols,
and various application software, devices on the network are vulnerable to potential
danger. Nowadays, the UDP protocol is widely used in networks and various applications.
However, a network utilizing the UDP protocol is easily targeted in attacks since the
sender does not need to establish a connection via three handshakes, while the receiver

Mathematics 2023, 11, 1897. https://doi.org/10.3390/math11081897 https://www.mdpi.com/journal/mathematics1
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has to receive and process the packet. Therefore, it is crucial to protect the network from
attacks exploiting the vulnerabilities of the UDP protocol. UDP flood is one of the most
common attacks targeting the UDP protocol, which typically targets DNS servers, RADIUS
authentication servers, or streaming video servers by flooding them with a large number
of small UDP packets [1–3]. Such attacks are often directed towards a random port on
the target, and the victim system must analyze the incoming data to determine which
application service has requested it. This makes it difficult for defenders to protect the
network from such attacks. In fact, a dynamic game process occurs between attackers
and defenders, where defenders develop corresponding security strategies in response to
changes in attackers’ techniques, while attackers constantly research new techniques to
evade network security protection and achieve their attack objectives. Timely detection
of potential security threats to the network is crucial for defenders. Therefore, this article
proposes a network attack scene reconstruction method, which lays a solid foundation
for defending against network attacks from the attacker’s perspective. To achieve better
results in network attack scene reconstruction, this article suggests using software-defined
networking (SDN) for scene reconstruction.

SDN offers dynamic programmable network configuration, which improves network
performance and management efficiency, and enables network services to provide flexible
customization capabilities similar to those of cloud computing. In addition, SDN decouples
the forwarding plane of network devices from the control plane, enabling the controller
to manage network devices, orchestrate network services, and schedule service traffic [4].
SDN overcomes the limitations of traditional networks and offers benefits such as low
cost, centralized management, and flexible scheduling [5]. In SDN testing, Mininet is
commonly used as a testbed as it enables easy creation of an SDN-enabled network, with
each host working like a real computer. Programs can launch applications and send packets
to the Ethernet ports, which are received and processed by switches and routers. SDN also
supports complex network topologies, allowing the addition of new features to the network,
testing, and easy deployment into real hardware environments [6]. Therefore, SDN-based
attack recovery can provide a realistic scenario for a network that is under attack.

In response to the challenge of lacking the reconstruction of traffic rebirth and elasticity
in existing network attack scene reconstruction, this paper proposes an SDN-based UDP
flood network attack scene reconstruction method. This method can automatically create
network topology and regenerate network traffic using sample Pcap packets. Additionally,
this solution allows users to modify any component in the virtual network and adjust the
network attack-related parameters and intensity to meet the needs of different scenarios.
The main contributions of this paper are threefold:

• Existing approaches to network attack scenario recovery lack the ability to regenerate
real network attack traffic, and the research in this paper is one of the first articles to
fill this gap.

• The method proposed in this paper can automate the network attack scenario recovery,
it is studied for packet delivery probability events, and it can simulate network attack
scenarios more realistically.

• This paper can change the network topology nodes and network attack intensity based
on the network attack scenario recovery, which can bring convenience to the network
attack defenders to better detect and defend against malicious attacks.

The remainder of this paper is structured as follows. Section 2 provides an introduction
to the definition of SDN and related research. Section 3 presents the SDN-based topology
reconfiguration model for network attack scenarios and the reconfiguration probability
model. Section 4 analyzes the constructed models, while Section 5 offers a comparative
analysis of the experiments from both qualitative and quantitative perspectives. Finally,
Section 6 concludes our work.
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2. Related Work

Regarding the problem of network attack scene recovery, we have reviewed the
relevant literature from the past 5 years and broadly divided network attack scene recovery
methods into four main types. The first type is network attack scene recovery based on
traffic replay. The second type involves using graph networks for network attack scene
recovery. The third type uses correlation analysis for network attack scene recovery. The
fourth type encompasses other methods for network attack scene recovery. Details on each
category are provided below:

(1) Network attack scene recovery method based on traffic replay.

A multi-node traffic replay method was proposed by [7]. This method designs a
self-selected IP mapping algorithm to construct an IP mapping between the target network
and the existing network in order to reproduce the interaction between the existing network
nodes. The method is effective in aggregating large flows and achieving high similarity
in playback timing sequences and bandwidth and can be used to reproduce real network
scenarios for network device testing and network security experiments.

A deterministic TCP replay method for performance diagnosis was proposed by [8].
This method can faithfully replay packet traces using a low-overhead timer and an efficient
file access method, capturing all interactive traffic in TCP connections for all hosts and
replaying selected packets to reproduce performance issues at low overhead. However,
these methods can only fully reproduce the last attack and do not account for weak points,
reinforcement points, or chain events. In contrast, the network attack scenario reproduction
method presented in this paper can automatically create the network topology and execute
the attack based on the Pcap packets, allowing for manual addition of devices such as hosts
and attack relationships between devices as needed.

A virtual network traffic replay method built on a network simulation platform was
proposed by [9]. This method is capable of performing IP mapping-based virtual node
replay of any traffic captured or generated by one or more interfaces. However, it is unable
to simulate changes in attack strength based on the original data.

A precise traffic replay method based on interaction sequences and timestamps was
proposed by [10]. The method achieves high consistency in playback time, but does not
regenerate the data, rather it simply replays the network traffic at the recorded time.

(2) Network attack scene recovery based on graph networks.

The graph-based fusion module (GM) to fuse all captured attack information to
reconstruct a multi-step attack scenario approach was proposed by [11]. The approach uses
a weighted directed graph to model the network communication and a fusion algorithm
to update it. The weighted directed graph with attributes is then used to fuse the attack
information and reconstruct the attack scenario. However, some manual processing is still
required to reconstruct the attack scenario when dealing with fake IP addresses.

The use of graph theory to construct a system connection matrix and network path
function for forming a network topology model was proposed by [12]. The method
analyzed its practicality in optimal routing design and verified the feasibility of the model
step by step based on its structural characteristics, laying the foundation for modeling and
simulating tactical communication systems. However, further verification is needed to
ensure its conformity with the characteristics of the network topology.

A reconstruction method for a big data-based attack scenario was proposed by [13],
which utilizes temporal concept maps and neural networks. This method allows the
reconstruction of complex attack scenarios based on large amounts of data. In addition to
tracing the entire attack scenario, a temporal concept graph is used to represent the big data
and the dependencies between them. The model is able to classify possible attack scenarios
in real time using RBF networks and converge to the most potential attack scenarios with
the support of Elman networks. However, the processing of the proposed model is initiated
based on the collection of event sets generated by traditional intrusion detection systems.
These systems may not be suitable to represent alerts in big data environments.

3
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A real-time mining method for reconstructing multi-step attack scenarios was pro-
posed by [14]. This method constructs a directed graph through association analysis by
analyzing the alarm logs from intrusion detection systems to achieve the construction
of attack trees. This method can combine attack patterns between different hosts and
reduce false alarms. However, this method only provides an abstract description of the
attack process to achieve scenario reconstruction, and does not build network topology
structures and regenerate traffic. In contrast, this paper analyzes Pcap data packets and
reconstructs attack scenarios by creating network topology and regenerating traffic based
on the analysis results. Moreover, this method can transform the original scenario based on
the reproduction.

(3) Network attack scene recovery based on correlation analysis.

A attack scenario reconstruction method based on causal knowledge and spatio-
temporal correlation has been proposed by [15]. This method utilizes a causal knowledge
network to conduct correlation analysis on alerts from multiple dimensions including
causality, time and space, in order to restore the complete attack penetration process of
the attacker and reconstruct the attack scene. This method can discover potential hidden
relationships to a certain extent, but it does not regenerate network attack traffic.

A method of reconstructing attack scenarios based on association analysis was pro-
posed by [16]. It emphasizes the temporal relationship between alerts from a holistic
perspective of the network and associates aggregated alerts to build the attack scenario.
This method can restore attack relationships to a certain extent but does not reproduce
network attack traffic.

(4) Other methods for network attack scene recovery.

An efficient reconstruction method for advanced persistent threat (APT) attacks based
on the hidden Markov model was proposed by [17]. This method describes the action
sequence based on the temporal order or the conditions reached by the attack, uses data
association and advanced probabilistic methods to mine the hidden APT attack phases, and
finally reconstructs the attack path. However, it only provides the network attack paths
and does not create any network topology.

A RouteNet model was proposed by [18]. This is a novel network model based on
SDN’s graph neural network (GNN). This model can accurately estimate the delay distri-
bution and packet loss per source/destination by understanding the complex relationships
between topology, routing, and incoming traffic.

A network attack probability analysis method was proposed by [19]. The model
takes into account the severity of vulnerabilities, attack scenarios, and various potential
participants and their motives. Based on the results obtained from the model, the most
likely attack scenarios are further inferred.

SDN has been applied to combat DDoS attacks since it has logically centralized
control, network programmability, and separation of control and forwarding. Reference [20]
proposes a real-time DDoS detection attack method for SDN controllers. Reference [21]
analyzes simulated DDoS attacks in an SDN environment. Reference [22] present a flexible
SDN-based architecture, which identifies and mitigates low-rate DDoS attacks via machine
learning. Although the aforementioned works show that SDN is available for the analysis
of network attacks, SDN has not been fully applied to defend networks against UDP flood.
Therefore, we will reconstruct UDP flood scenario with the aid of SDN in this paper.

In conclusion, the network attack scenario recovery method based on traffic replay
can replay existing traffic, but it cannot generate new traffic or change network topology
configuration, structure, or enhance/reduce network attack intensity. The graph-based
network attack scenario recovery method can display the attack relationship of the network
in a graph to some extent and restore the attack relationship, but it does not reproduce traffic.
The correlation-based network attack scenario recovery method can discover potential
hidden relationships to some extent but also does not reproduce traffic. Other methods for
recovering network attack scenarios focus only on recovering some scenarios in the attack
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path, relationship, or steps without reproducing traffic. Therefore, this article proposes an
SDN-based UDP flood network attack scenario recovery method, which can reconstruct
the topology, reproduce traffic, scale network attack intensity, and change experimental
topology in the recovered scenario.

3. Models

In this section, a topology reconstruction model, a probabilistic model, and an attack
sequence model are established regarding the process of reconstructing a network attack
scenario. The network attack scenario topology reconstruction model enables the creation
of a topology that accurately and meaningfully reflects the true network topology as far
as possible based on the available information. The probabilistic model and the attack
sequence model are used to generate network attack commands for all events (including
small sample events) to the greatest extent possible. The end result is that the regenerated
data are highly similar to the sample data.

3.1. Network Attack Scenario Topology Reconfiguration

Due to the flexibility and programmability of SDN networks, this paper uses SDN
networks for topology creation. The SDN network topology is created mainly through the
Mininet platform, and the network devices are mainly selected from remote controllers,
OpenFlow switches, hosts, etc. The network topology reconstruction model integrates
SDN connection line attributes into the Waxman model and uses information such as IP
addresses and MAC addresses from Pcap packets to configure the network. The goal is to
create a topology structure that is as accurate and meaningful as possible in order to reflect
the real network topology. According to the rules of network topology building, this paper
abstracts the process of building network topology and forms a reconfiguration model of
network attack scenarios. To better illustrate this, the following definitions are provided.

Definition 1. The connection line attribute between nodes. A connection line attribute is an
n-tuple (b1, b2, b3, . . . , bn), where bj (1 ≤ j ≤ n) denotes the jth attribute of the connection
line between nodes and the connection line attribute q = (b1, b2, b3, . . . , bn) between nodes of
the network.

In this paper, the connection line property between nodes is defined as a 5-tuple,
qj = (bandwidth, delay, loss, max queue size, jitter). Where bandwidth refers to the trans-
mission speed of the link that connects two nodes in the network topology, expressed in
Mbps (megabits per second), with a default value of 10. The “delay” parameter represents
the delay of a link in the network topology, which is the time it takes for a packet to travel
from one host to another. This delay includes not only physical delay but also other factors
such as buffering, queuing, and transmission delays, and is measured in milliseconds
(ms). The default value is 0. The “loss” parameter represents the packet loss rate of the
network link, which refers to the proportion of lost packets during data transmission. This
parameter is often used to simulate noise, interference, and other situations in the network
to more realistically simulate the network environment. The value range is from 0 to 1, with
a default of 0. The “max queue size” parameter refers to the maximum length of the queue
on a network link, which is used to control the number of packets on the link and prevent
network congestion. When a packet arrives at a link, if the queue is already full, packet
loss may occur. Therefore, setting an appropriate queue length is crucial for controlling
network congestion and reducing packet loss. The unit is in packets and the default value
is infinite. “Jitter” refers to the variation in delay between adjacent data packets. Normally,
data packets arrive at the receiving end at regular intervals, but congestion and packet loss
in the network can cause fluctuations in packet delay. Generally speaking, the smaller the
jitter, the more stable the network transmission, and the larger the jitter, the less stable the
network transmission. The unit is milliseconds and the default value is 0.
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The construction of the network topology in this paper is based on the Waxman
model, which has a core idea: all nodes are randomly (or according to the heavy-tailed
distribution) placed in a plane; considering each pair of nodes, an edge is added between
the node pairs (u, v) with a certain probability P(u, v) (also called edge probability). The
Waxman model is a static model that can only simulate the number of nodes, edges, and
distances between nodes in network topology. However, since network topology models
are merely simulations of real network topology structures, a simplistic and fixed model
cannot effectively simulate a real network as the network evolves and QoS requirements
arise. Therefore, the Waxman model serves only as a reference for topology research
and needs to add connection attributes, such as bandwidth, latency, cost, and packet loss
rate (QoS parameters), on existing connections to better simulate a real network. Thus,
improvements need to be made to the Waxman model.

According to the improved Waxman model proposed in this paper, the attribute of
connecting lines between nodes of 5-tuples will be added, and the distance between any
two node functions will be taken as the independent variable to calculate the probability of
direct connection between two nodes. The probability function of the model is given by

P(u, v) = αe−
d

Lβ , (1)

where α ≥ 0, β ≤ 1; d is the European distance from u to v; L is the longest distance
between two points. When increasing α, the model will have more short edges, longer hop
diameter and shorter length diameter. Increasing β will increase the proportion of long
edges in the model.

3.2. Reconstructing Probabilistic Models for Network Attack Scenarios

During the process of traffic regeneration, there are many uncertain and complex fac-
tors in the network. Introducing probability models can reduce the difficulty of traffic regen-
eration to some extent, decrease errors, and improve the effectiveness of
traffic regeneration.

In the network attack scenario reconstruction probability model, this paper divides
the behavior of each host sending packets into three categories: not sending packets,
sending packets in the form of forged IPs, and sending packets with the real IPs of hosts.
If there are n hosts, the probability of not sending packets from host i to host j (where i
denotes the number of the host sending packets, j denotes the number of the host receiving
packets, and all host numbers are unique) is P1

ij, the probability of sending packets in

the form of forged IP is P2
ij, and the probability of sending packets with the real IP of

the host probability is P3
ij, where Pij

1 + Pij
2 + Pij

3 = 1, but in a network attack, P3
ij is

almost 0. In particular, for small sample events, 0 < Pij
2 � Pij

1 < 1. According to the
network scenario reconstruction probability rules proposed in this paper, the network
attack sequence scenario reconstruction probability model is shown in Figure 1, where the
. . . in the figure indicates the label of the host.

Figure 1. Host Probability Distribution Chart.
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Additionally, for P2
ij , there is a different case for host i. That is, when host i sends

packets by forging a different IP address or forging a different port, etc., it is considered to
be a different action. This paper gives the different actions statistics of their probability of
occurrence. These different actions constitute probabilities satisfying Pij

2 = Pij
21 + Pij

22 +

. . . + Pij
2n, where Pij

2k(1 ≤ k ≤ n) is a certain action of this host, n means that there are
n actions in this host, but the value of n may be different for different hosts. The action
probability distribution diagram of a host sending packets is shown in Figure 2.

Figure 2. Probability diagram of contracting action event.

3.3. Network Attack Relationship Sequence Generation

A key point of network attack scene reconstruction is to build a set of action event
attack relationship sequences, that is, from the set of action events (set if action events, SAE)
to find all the highly relevant attack relationship sequences, constituting a set of attack
scene sequence (set of attack scene sequence, SASS).

From the characteristics of network attacks, it is known that there are different network
attack actions in network attacks. Each action has a purpose to reach the destination address
of that attack, and these different action behaviors can be reflected by the preprocessing
of Pcap packets. In order to get the attack corresponding attack commands from the
preprocessing of Pcap packets, this paper first preprocesses the original Pcap packets,
standardizes the format of the packets, and classifies and converts the data into a collection
of data containing the network attack relationships. To better illustrate the content of this
paper, the following definitions are given.

Definition 2. Action events. An action event is an n-tuple (c1, c2, c3, . . . , cn), where ci(1 ≤ i ≤ n)
denotes the ith attribute of the action event, and note that the action event P = (c1, c2, c3, . . . , cn).

Definition 3. Network attack relationship sequence. A set of strongly consistent action events in
chronological order is called a network attack relationship sequence, denoted as NARS. NARS =<
e1, e2, e3, . . . , en >, satisfies ei.timestamp < ej.timestamp(1 ≤ i < j ≤ n) &&ei.srcMAC ==
ej.srcMAC&&ei.dstMAC == ej.dstMAC.

7
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In this paper, the action event is designed as an 8-tuple, Pi = (timeline, srcIP, dstIP,
srcMAC, dstMAC, dType, srcPort, dstPort). where timeline denotes the timestamp of the
action event; srcIP and dstIP denote the source and destination IP addresses of the ac-
tion event, respectively; srcMAC and dstMAC denote the source and destination MAC
addresses of the action event, respectively; dType denotes the type of the attack; srcPort
and dstPort denote the source and destination ports of the action, respectively.

The network attack relationship sequence is crucial for the reproduction of network
attacks through which the attack relationship between hosts can be known and form cyber
attack orders. The core of the algorithm: First, the MAC address pairs of action events are
extracted through the algorithm. Then, according to the association relationship between
address pairs, it iteratively judges whether the current action event belongs to a certain type
of existing action event collection. If it exists, it will be directly placed in the appropriate
location of the current action event collection. If it does not exist, it will create a new action
event collection to place it. After all the action events are placed in the appropriate positions
of the action event sets of different categories, all the action event sets have been orderly,
all the action event sets are attack relationship sequences at the same time, thus finally
completing the construction of network attack relationship sequence sets. The network
attack relationship sequence construction algorithm is presented as Algorithm 1.

Algorithm 1: Constructing Network Attack Relationship Sequence Sets
(CNARS) based on Action Event Sets (SAE)

Input: Collection of action events SAE = {e1, e2, . . . , en}
Output: A collection of cyber attack relationship sequences

CNARS = {NARS1, NARS2, . . . , NARSn}
1 Create CNARS = null;
2 while SAE is not ∅ do

3 temp = SAE. f irst and delete SAE. f irst;
4 for NARSi in CNRAS do

5 if (temp.srcMAC, temp.dstMAC couple is in NARSi.MACSet) then

6 index = f (temp, NARSi); /*This function is used to find the index of
the last action event in NARSi with a MAC pair equal to temp.*/

7 if (index == NARSi.size − 1) then

8 add temp to NARSi;
9 add temp.MACnew couple to NARSi.MACSet;/*NARSi.MACSet

can be automatically de-duplicated*/
10 GoTo 2;
11 else

12 Create NARSinew;/*Take the NARSi 0-index items and create a new
attack relation sequence NARSinew derived from NARSi*/

13 Create NARSinew.MACSet;
14 add temp to NARSinew;
15 add temp.MAC couple to NARSinew.MACSet;
16 CNARS = CNARS∪NARSinew;
17 GoTo 2;

18 Create NARSnew;
19 add temp to NARSnew and create NARSnew.MACSet;
20 add temp.MAC couple to NARSnew.MACSet;
21 CNARS = CNARS ∪ NARSnew;

22 Return CNARS

The main body of the algorithm is run by double layer iteration. Using induction, it
can be concluded that when the size of the set of action events is n, the number of times the
subject is executed in its worst case of operation is approximately n(n − 1)/2, so the time
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complexity of the algorithm is O(n2). The body of the algorithm is temporarily the space
complexity of the algorithm, which is O(n) when the size of the set of action events is n.

Using the SDN-based network attack scenario topology model, nodes can be connected
together in an orderly way, and with the attributes of network topology connecting lines,
the network attack scenario topology reconstruction model is completed.

4. Model Analysis

4.1. Relevance

This paper uses Pearson’s correlation coefficient to evaluate the quality of regenerative
flows, which reflects the degree of correlation between the variables. Pearson’s correlation
coefficient is calculated by the product-difference method, which reflects the correlation
between two variables based on the deviation of their mean values from their respective
values. The higher the value of the correlation coefficient is, the higher is the correlation
between the two sets of data and the higher the fidelity of the regenerative flows.

In this paper, the experimental results from Section 5.5 were subjected to similarity
calculation using Pearson correlation coefficient. The results showed that the similarity
score was above 90% for various experimental data such as IP frequency distribution,
protocol information, and changes in attack flow over time. This indicates a high degree
of similarity in the experimental data analyzed. The specific correlation coefficients are
calculated in the experimental section of Section 5.

4.2. Authenticity

The network topology reconfiguration model proposed by this paper is not a simple,
fixed network topology model. It adds the properties of connection lines based on the
Waxman model, such as adding parameters such as connection bandwidth, connection
delay, connection maximum queue size, and connection packet loss rate. The network
topology with these connection parameters can meet the QoS requirements proposed in
the network. Mininet can easily simulate the operation and architecture of networks in
real environments, mainly by using the namespace mechanism of the Linux kernel. In
layman’s terms, the namespace mechanism is to be able to simulate a space for each virtual
device in the network. The experiments conducted on Mininet can be seamlessly moved
to the real environment. This satisfies the first step in reconfiguring the network attack
scenario: topology reconstruction. The probabilistic model is then added, and the attack
made by this model is not simply a completion of the attack event but is able to simulate
a small sample of events at the time of the attack with a small sample of packet sending
behavior. In this way, the network attack scenario recovery performed is no longer just a
network traffic replay but a high degree of reduction in the attack scenario. The generated
packets can achieve a high degree of match with the sample packets, as demonstrated in
the experiments of Section 5.

4.3. Efficiency

Network attack scene recovery includes three steps: data preprocessing, network
topology creation, attack command generation and attack implementation. Assume that
the data preprocessing time is T1, the network topology creation time is T2, and the attack
command generation and implementation time is T3. Then the total time t of network
attack scene recovery is given by

T = T1 + T2 + T3. (2)

In the whole process of network attack scene recovery, the consumption of time and
space is mainly reflected in data preprocessing. Before the network topology is generated,
the preprocessing part has already prepared the configuration information such as the IP
address when the network topology is created, and the connection line attributes that meet
the QoS requirements. Because Mininet itself has the characteristics of rapid reconfiguration
and restart, it takes very little time to create the network topology. A lot of experiments
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show that the process is at a constant, that is, T2 ≈ 1.5 s. Before the attack command is
generated and implemented, the data preprocessing stage will also compare the data packet
information with the rule base to obtain the corresponding attack command parameters,
which need to be spliced and the attack started. Once the attack is started, it only takes
about 40 s, and the CPU and other occupancy rates of the network will reach 100%. So
overall, the speed of network attack scene reconstruction is still very fast. The experiments
in Section 5.5 show that processing 500 pieces of data takes less than 8 s, and even with
100,000 pieces of data, it only takes less than 1 min. The specific time statistics in the
experiments are detailed in Section 5.

4.4. Scalability

The experimental approach in this paper not only enables the replication of a network
attack scenario but also allows for the addition or reduction of network attack intensity,
changes to network topology nodes, etc. on the basis of this experiment. Through the
replication and extension of the attack scenario, it is possible to gain insight into the
network attack posture view, analyze the data and information monitored during the
attack, and formulate corresponding security strategies. It can bring convenience to network
attack defenders to better detect and defend against malicious attack phenomena. Specific
experiments are described in Section 5.

The model is implemented with the idea of high cohesion and low coupling. The
necessary interfaces are reserved in the process of model implementation, which greatly
improves the scalability of the model and facilitates subsequent expansion. Based on the
scalability of the model, the model can be replicated for more types of network attack
scenarios, thus further enhancing the compatibility of the model in the future. The model
analyzes and splits the data in the process of implementation and constructs pluggable tool
libraries such as custom function libraries and attack relationship libraries. They are highly
reusable and lay the foundation for the subsequent expansion of the model.

5. Experimental Analysis

5.1. Development Environment

The experimental environment in this paper uses Ubuntu operating system, version
21.04; the network topology is created based on the SDN network topology of the Mininet
platform; the controller used is the Ryu controller. The specific environment configuration
for the intelligent reconfiguration of the SDN-based network attack scenario is shown
in Table 1.

Table 1. Environment Configuration Details.

Environment Matching Usage Details

CPU Intel(R) Core(TM) i5-10400F
CPU @ 2.90 GHz 2.90 GHz

GPU NVIDIA GeForce GTX 1660 SUPER
Operating system Ubuntu 21.04 64-bit operating system

Memory 16.0 GB
Debugging environment Mininet 2.3.0, Ryu 4.34
Development language Python language

Packet capture tool Wireshark

5.2. Introduction to the Simulation Environment

The environment for this experiment is the SDN network simulation environment tool
Mininet with Ryu.

Mininet is a process virtualisation network simulation tool developed by Stanford
University based on the Linux Container architecture [23]. It can be used to create a virtual
network containing hosts, switches, controllers and links with OpenFlow support for
switches and highly flexible custom software-defined networks [24]. With this platform,
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we can easily simulate the network operation and architecture in a real environment. In
addition, Mininet combines many of the advantages of emulators, hardware test beds and
simulators [25]:

• Comparison with emulators: fast startup; large scalability; more bandwidth provision;
easy installation and easy to use.

• Comparison with emulators: can run real code; easy to connect to real networks.
• Comparison with hardware testbeds: cheap; fast reconfiguration and restart.

There are three ways to create a network topology through Mininet. First, create a
basic network topology with a quick command and then add the required nodes and node
information through the command line if needed. Second, open the visualization tool
MiniEdit; after opening the tool, you can select the controller, OpenFlow switch, host, and
other tools as needed. The controller is usually configured as a remote controller, i.e., Ryu
controller; after drawing the topology, you can export it as a .py file via File -> Export
Level2 Script. Next time, you can continue to open and edit it next time. Third, write a
Python script file directly through a compiler or editor to create a network topology.

Ryu is an open-source SDN controller led by Nippon Telegraph and Telephone Corpo-
ration. It provides users with a flexible and programmable network control interface while
enabling simple and logical centralised control of thousands of OpenFlow switches [26].
As a platform for building SDN applications, Ryu is based on the Python language for
development, so it is simple and easy to use for novices. Ryu, a rising star among SDN
controllers, is now widely used in the industry [27].

The method used to create the network topology in this article is the third one, written
directly by writing a Python script file. The controller used is the Ryu controller.

5.3. Datasets

The data used for the experiments in this paper is the 2019 Canadian Institute for Cyber
Security Dataset (CIC-DDoS2019). The data contains benign and up-to-date common dis-
tributed denial-of-service (DDoS) attacks in the CICDDoS2019 dataset, which is extremely
similar to real-world data (Pcap) [28]. It also includes the results of CICFlowMeter-V3
network traffic analysis using tagged flows based on timestamps, source and destination
IPs, source and destination ports, protocols, and attacks (CSV files). Using their proposed
B-Profile system, Sharafaldin et al. (2016) characterized the abstract behavior of human
interactions and generated natural benign background traffic in the proposed testbed.
The dataset is collated once a day, and the raw data, including network traffic and event
logs (Windows and Ubuntu event logs) for each machine, are recorded daily. For the
feature extraction process of the raw data, 80+ dimensional features were extracted using
CICFlowMeter-V3 and saved as CSV files for each machine. For this dataset, abstract behav-
iors of 25 users were constructed based on HTTP, HTTPS, FTP, SSH, and email protocols,
and the dataset is used by universities, private companies and independent researchers
around the world [29].

5.4. Experimental Results

In this paper, recovery of UDP flood network attack scenario is based on SDN. The Ryu
controller is first started and the program is run to process the Pcap packets through data
preprocessing. The network attack scenario topology reconstruction model is then used to
automatically compose the corresponding network topology, while information such as the
type of attack and the attack relationship is derived from the inter-node information. Based
on this information and the network attack scenario reconstruction probability model,
corresponding attack commands are automatically generated. Finally, the automated
replication of the corresponding attack scenarios is completed and a large amount of attack
data is regenerated.

In this paper, we take the CICDDoS2019 dataset from the Canadian Institute for
Cybersecurity Research as an example. First, a Pcap packet is selected from this dataset, the
Ryu controller is opened, and the corresponding program is run, which automatically parses
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and preprocesses the sample Pcap packet by running it to generate the corresponding four
intermediate files. These four intermediate files have a corresponding role in the subsequent
creation of the network topology and the generation of the attack script. The information
of the corresponding intermediate files is shown in Table 2.

Table 2. Description of Intermediate Documents.

File Name File Content Document Description

Sum.txt srcMAC,dstMAC,srcIP,dstIP This file is used to store the source MAC address, destination Mac address, source
IP address, destination IP address of the packet

SrcIP.txt srcIP This file is used to save the source IP address after de-duplication
DstIP.txt dstIP This file is used to save the destination IP address after de-duplication
Mac.txt Mac This file is used to save all Mac address information after de-duplication

MacRelation.txt (srcMAC,dstMAC)
This file is used to save the source Mac address and destination Mac address as a

whole after de-duplication

IpRelation.txt (srcIP,dstIP)
This file is used to save the source IP address and destination IP address as a

whole after de-duplication

Based on the information files of the three intermediate files, SrcIP.txt, DstIP.txt, and
Mac.txt, the number of hosts, switches, etc., are calculated. The network attack scenario
topology reconstruction model is then used to automatically compose the corresponding
network topology. The network topology for this sample is shown in Figure 3, where
the topmost person represents the attacker, the small blue circles represent the attacker,
and each dotted circle represents a different identity of the attacker. The different hosts in
this experiment represent multiple IP addresses, and the small ovals represent all but one
identity shared by that host.

Figure 3. Network Topology.

After the network topology is generated, in this paper, we run the generated network
attack script on the network topology to execute the attack and count the network attack
traffic during the network attack. In this case, this paper counts the network attack for
60 s, and the number of sFlow bytes over time is shown in Figure 4. In the first 5 s, the
attack script is executed, the attack starts to proceed, and the rate at which packets are sent
begins to grow rapidly. After the attack lasts for 5 s, almost every attacker is in working
condition and the rate of packets sent by the attacker increases slowly. Until 25 s, the attack
rate almost reaches the set peak, and after 25 s, the packet rate is in a stable fluctuation.
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Figure 4. Change Diagram of sFlow Bytes in Network Attack Process.

During the attack, there is a direct correlation between sFlow bytes and network
throughput rate. As the sFlow bytes increase, the network throughput rate also keeps
increasing. That is, it increases rapidly from 0 to 5 s and slowly from 5 to 25 s until 25 s,
when the attack rate almost reaches the set peak. After 25 s, the sFlow packets are also
basically at a stable value because the packet rate is in a stable state. In this paper, we
counted 60 s of network attacks, and the sFlow packet variation over time is shown in
Figure 5.
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Figure 5. Change Diagram of SFlow Packets in Network Attack Process.

During the network attack, the rapid increase of sFlow bytes and sFlow packets make
the transmission traffic grow rapidly, and the CPU occupancy and memory occupancy
also increase significantly from 0 to 30 s. After that, with sFlow bytes and sFlow packets
at a stable value, the attack is also at a critical moment, and the CPU occupancy reaches
100%. After 20 s, the packets are continuously sent. After 50 s, the CPU occupancy and
memory occupancy reach the maximum value, and the CPU and memory change during
the network attack, as in Figure 6.
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Figure 6. Graph of Changes in CPU, Memory, etc. During Network Attacks.

5.5. Experimental Comparison

When reconstructing the network attack scenario, the sample packets are first pre-
processed, and the results returned from the preprocessing are some basic information
for reconstructing the network topology and the attack parameters needed in the network
attack. such as the packet type, the port information, the IP information of the attacker and
the attacked, the length of the attacked packets, etc. Then the network topology is recon-
structed and the network attack is implemented based on the preprocessed information.
This reproduces the network attack scenario to achieve a high degree of matching with
the sample.

To demonstrate the similarity between our proposed method and the original data,
we will compare and analyze the five following aspects: IP address distribution and usage
frequency, similarity calculated by Pearson algorithm, protocol proportions, packet length,
and port binding services. By comparing these aspects, we can illustrate the degree of
similarity between the original data and the regenerated data for attack scenarios. The
specific comparisons are as follows:

(1) IP address distribution and usage frequency.

With the SDN-based network attack scenario recovery method proposed in this paper,
the similarity of attack scenario recovery can be improved as much as possible. The model
can fully represent the original data by adding probabilistic events, including the small
sample of events present in the original data. In the raw data of this paper, each host has
multiple different spoofed IP identities, and according to the statistics all attackers used a
total of 28 IP addresses, but the number of packets sent by the attackers using different IPs
varies. The IPs, 192.168.50.1, 192.168.50.6, 192.168.50.7, 172.217.11.2, and 172.217.9.226, are
used with the highest frequency, and the remaining IPs are used with very low frequency.
The statistics were also calculated in this paper, and the frequency graph of forged IPs is
shown in Figure 7. The content in brackets after the IP address represents the number of
times the IP appears. In the attack scenario recovery, to more clearly illustrate, the small
sample events have been added. First, the main attack event IP is 172.16.0.5 for the statistics,
accounting for 99.1818% of the sample and 99.2407% of the regenerated data. After that,
the IP frequencies of the regenerated packets and the sample packets are compared, and
the comparison graph is shown in Figure 8.
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Figure 7. Frequency Diagram of Pseudo IP Addresses.
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Figure 8. Probability Comparison Chart of Attack Packets and Sample Packets.

We can clearly see from the comparison graph in Figure 8 that there is a high degree
of consistency between the original and regenerated data in terms of IP address usage
frequency. Even for small sample events with very low IP usage, they can be accurately
simulated due to the added probability model. Using the Pearson correlation coefficient
calculation, the similarity can reach up to 99%.

(2) Similarity calculated by Pearson algorithm.

According to the network attack scenario recovery method proposed in this paper, the
number of packets sent by the regenerated data and the original data in time are counted
and the similarity of the attacks is compared. In this paper, we choose the time period
from 0 to 5.5 s and count the total number of packets sent by the original data and the
regenerated data every 0.5 s, respectively. From 0 to 2 s, the number of packets increases at
a fast rate and there is a certain gap between the number of packets sent by the regenerated
data and the original data. After that, as the number of sent packets slowly increases, the
graph of the number of packets sent by the regenerated data floats around the graph of
the number of packets sent by the original data, but the two rates are basically the same
and the graphs of the changes of the two curves basically overlap together. The statistical
results of the total number of packets sent during the time period from 0 to 5.5 s are shown
in Figure 9.
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Figure 9. Comparison Chart of The Total Sum of Packets Sent on The Time Series.

According to the similarity calculation method mentioned in Section 4.1 using Pearson
correlation coefficient: this paper has done three sets of experiments on three different
Pcap packets, the first of which is the experimental result in Figure 9. The correlation
coefficients were calculated for the original data and the regenerated data from the three
sets of experimental results, where X is the original data, Y is the regenerated data, μX is
the mean of X, μY is the mean of Y, σX is the standard deviation of the original data X, σY is
the standard deviation of the regenerated data Y, and ρX,Y is the correlation coefficient. In
this paper, three different groups of experiments were performed. The statistics are shown
in Table 3.

Table 3. Statistical Table of Correlation Coefficients.

Group Group 1 Group 2 Group 3

μX 172,198.0833 182,011.3 141,554.8
μY 173,701.0833 200,759.3 145,845.8
σX 113,199.1511 100,338.73414 78,006.45636
σY 117,431.6822 117,964.93129 77,420.57464

ρX,Y 0.9998 0.9978 0.99

Based on the comparison described above, the Pearson correlation was calculated for
the regenerated and original data for all three experiments. The three experiments showed
high consistency and achieved a very high degree of similarity. As can be seen from Table 3,
the method is stable, and the regenerated data traffic is essentially the same as the original
traffic in terms of sending time attributes.

(3) Protocol proportions.

To demonstrate the similarity in the recovery of the network attack scenarios, the
experiments were also compared statistically in terms of packet protocols, packet lengths,
port binding services for sending packets, and port binding services for receiving packets.
In this experiment, the protocols in the sample are mainly UDP protocols, and a few are
ICMP protocols and TCP protocols, along with some other protocols, but the other protocols
are almost a very small part. The results of the statistical comparison are shown in Table 4.
By comparing the difference between both is not more than 0.2%. Based on the protocol
distribution in Table 4 and comparison using Pearson correlation, the similarity of protocols
can reach up to 98%.
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Table 4. Network Packet Protocol Proportion Information.

Protocol Raw Data Regeneration Data

UDP 99.2815% 99.0780%
TCP 0.7028% 0.8908%

ICMP 0.0155% 0.0269%
Others 0.0002% 0.0043%

(4) Packet length.

In the sample data protocols are mainly UDP protocols, a small number of TCP
protocols and ICMP protocols, and some other protocols because different protocols send
packets of different lengths. The length of packets used to send in the UDP protocol is
mainly 524, and there are a few other lengths of UDP protocol packets. The TCP and ICMP
protocols themselves account for a smaller proportion, and the packet length distribution is
more dispersed, so the proportion of the total number of packets is even smaller. The results
of comparing the regenerated data with the native data are shown in Table 5. Using the
Pearson correlation to compare the distribution of packet lengths in Table 5, the similarity
can reach up to 98%.

Table 5. Packet Length Proportion Information Table.

Packet Length Raw Data Regeneration Data

UDP.length == 524 99.1404% 99.0768%
UDP.length! = 524 0.1411% 0.0012%

TCP.length > 45 0.3423% 0.5344%
TCP.length ≤ 45 0.3605% 0.3564%

Others 0.0157% 0.0312%

(5) Port-binding services.

Due to the presence of several different protocols in this sample packet, there are
different services bound to the same port. For example, on port 1483 both packets of the
TCP protocol and packets of the UDP protocol are sent. As the source and destination ports
are spread out, the number of different services bound to the port is counted in the statistics.
The statistics show that the number of different services bound to different ports is 51,350
for the original data and 52,245 for the regenerated data. In conclusion, the difference
between the two is negligible.

Through the comparison from five different perspectives above, it can be concluded
that the regenerated network traffic for attack scenarios shows high similarity with the
original data traffic.

According to the content mentioned in Section 4.4, the experiment can not only
reproduce the UDP flood attack but also control the strength of the attack on the network.
For network defenders, it would be significant to be able to identify other problems in
the network by modulating the intensity of the attack on top of reproducing it. Therefore,
based on this experiment, this paper regenerates traffic that increases and decreases the
intensity of the network attack under the same network topology. The data generated by
increasing and decreasing intensity were also compared with the sample data, and the
results of the comparison are shown in Figure 10.

At the same time, network topology nodes can be added to the experiment, and the
addition of network topology nodes allows the experimenter to perform some other types
of attacks or experiments on these nodes. In this paper, we address the addition of network
topology nodes and still perform attacks on the attacking hosts in the experiment without
changing the original attack parameters. The initial state of the experiment is six hosts,
and the number of packets is observed from 0 to 5.5 s by gradually increasing the number
of hosts. The number of packets sent by the attacker in the experiment increases with the
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number of hosts. The number of packets sent by the attacker varies with the number of
hosts versus time, as shown in Figure 11.
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Figure 10. Frequency Diagram of Pseudo-IP Addresses.
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Figure 11. Packet change graph after increasing the number of hosts.

The network attack scenario recovery method proposed in this paper not only has a
high reproduction rate and scalability, but also the attack scenario recovery is particularly
fast. According to the relevant calculation methods mentioned in Section 4.3, The total time
T spent in network attack scenario recovery is mainly concentrated in three aspects: data
preprocessing T1, network topology creation T2, and attack command generation and attack
execution T3. For different numbers of datasets, time statistics are performed separately
from these three aspects. As the number of packets increases, the time increases but is still
fast. The statistical results are shown in Table 6.
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Table 6. Timetable Required for Network Attack Recovery.

Time (s) 500 1000 5000 10,000 100,000

T1 3.57 8.86 19.68 27.83 51.96
T2 1.46 1.61 1.55 1.50 1.53
T3 2.23 2.44 2.68 2.98 3.23
T 7.26 12.91 23.91 32.31 56.72

There exist many network topology reconstruction models with network attack sce-
nario reconstruction models. However, with the proposed QoS requirements in the network,
the simple, fixed network topology model is not a good simulation of the real network, and
it is necessary to add connection properties to the existing connections. For example, QoS
parameters such as bandwidth, latency, cost, and packet loss rate are added to the network
model to better simulate the real network. Currently, the network topology scenario recon-
struction mainstream is expressed in the form of language and diagram and does not really
create the topology. The network topology model proposed in this paper not only adds
QoS parameters but also creates the real network topology.

In the process of network attack recovery, the proposed network attack scenario
recovery method in this paper is qualitatively evaluated against existing network attack
scenario recovery methods. Four main aspects are compared: whether the network topology
is created in the network attack scenario recovery; whether the real network traffic is
regenerated; whether the intensity of the attack is controllable during the network attack;
and the recovery emphasis of the network attack scenario. The comparison results are
shown in Table 7.

Table 7. Qualitative Analysis Table.

Methods
Create

Topology
Regenerate Real

Traffic

Control the
Intensity of the

Attack

Restore
Capability

H. Liu [7] Yes No No Strong
Y. Djemaiel [13] No No No Medium

Y. Zhang [14] No No No Strong
H. Wu [10] Yes No No Strong

W. Wang [15] No No No Weak
T. Guo [16] No No No Weak

Our method Yes Yes Yes Strong

5.6. Extra Costs and Limitations Discussion

In this section, we will mainly discuss the possible extra costs and limitations that may
be involved in our research plan. We will analyze the potential limitations of our study and
the associated extra expenses and propose corresponding solutions to these issues.

5.6.1. Extra Costs

In this experiment, we utilized a publicly available dataset that had already been
labeled for network attack scene recovery, so there were no significant additional costs
incurred. However, in real-world network attack scenarios, the time span for packet
collection can be quite long. If we obtain a raw dataset, additional costs will be incurred.
We would need to spend considerable time or technical resources to calibrate the attack
process and extract the proper data. The accuracy of our network attack scene recovery is
dependent on the accuracy of data calibration. Only with more accurate calibration data
can we recover scenes closer to reality.

5.6.2. Limitations

In this work, although the SDN-based network attack scene restoration method pro-
posed in this paper has achieved some results, due to the complexity and diversity of
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network attacks, if data packets containing unknown network protocols are mixed in dur-
ing scene reconstruction, these unknown network protocol packets still cannot be revived.

6. Conclusions

This paper proposes an SDN-based network attack scene recovery method. This
method is able to regenerate the original data and integrate other network attacks into the
reconstructed scene, generating new blended data. The first step of this method is to parse
Pcap data of network attacks obtained from public sources. The second step is to generate
the network topology by utilizing the network attack scenario topology reconfiguration
model and generate corresponding attack scripts using the network attack scenario recovery
probability model and attack sequence algorithm and finally, to regenerate traffic on the
network topology. The experimental results show that the proposed method is closer to the
actual network attack scenario, with a higher similarity of the attack scenario. Additionally,
the proposed method not only enables the recovery of network attack scenarios but can
also be extended to other experiments. For example, based on the restored network attack
scenarios, the network topology nodes can be modified and the strength of the attack can
be intensified or weakened and combined with other types of attacks.

Regarding the limitations mentioned in Section 5.6.2, for future work, we aim to
investigate how to construct unknown protocol data packets and revive them, in hopes of
automating adaptation and resurrection of various types of data packets. Additionally, we
will enhance the accuracy and reliability of our model by introducing more data sources,
optimizing algorithm design, and exploring new data analysis and modeling methods,
among other approaches.
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Abstract: There is a strong demand for multi-attribute auctions in real-world scenarios for non-price
attributes that allow participants to express their preferences and the item’s value. However, this
also makes it difficult to perform calculations with incomplete information, as a single attribute—
price—no longer determines the revenue. At the same time, the mechanism must satisfy individual
rationality (IR) and incentive compatibility (IC). This paper proposes an innovative dual network to
solve these problems. A shared MLP module is constructed to extract bidder features, and multiple-
scale loss is used to determine network status and update. The method was tested on real and
extended cases, showing that the approach effectively improves the auctioneer’s revenue without
compromising the bidder.

Keywords: optimal mechanism; multi-attribute auction; multi-scale loss
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1. Introduction

The multi-attribute auction is a practical tool widely used on various occasions, such
as government auctions of rare resources such as minerals, land, and spectra; online
advertising auctions [1]; and supply chain management [2]. In a single-attribute auction,
bidders only need to consider one bidding factor, such as price, to determine their bidding
strategy. Such auctions lack universality. Multi-attribute auctions provide participants with
more options. Bidders can consider multiple factors, such as, in the auction of transportation
services, to ensure that the transported items arrive at the designated location more safely.
Participants have special needs in terms of price, service quality, delivery time, etc.; this
makes the formulation of bidding strategies more complex.

Myerson [3] designed a unique mechanism: the single-item optimal auction mech-
anism. This is in line with the pursuit of maximizing the interests of one party in the
auction. For example, in the aforementioned public resource auction scenario, the optimal
auction can pursue the maximization of public welfare. But the optimal mechanism design
is complex. In terms of item quantity, the optimal mechanism design for a single item is
easy, but it is difficult for multiple items. Dütting [4] solved the 40-year stagnation problem
of multiple items using the deep learning method and subsequently derived more complex
single-attribute optimal auction mechanisms.

However, the problem of multiple attributes has yet to be solved. Previous papers have
proven that the multi-attribute optimal mechanism for single bidders is highly complex [5].
Furthermore, attributes contain private information belonging to participants and cannot
be directly converted to one attribute. This paper proposes a new network model and a
shared module in Section 4.2 to address this issue.

We noticed that maximizing expected utility implies no labels for network training.
Additionally, multi-attribute optimal auctions must satisfy individual rationality (IR) and
incentive compatibility (IC) [6] constraints, where IR means that individuals make decisions
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that they believe will lead to optimal rewards and IC means that each participant can
achieve their best outcome by acting according to their true preferences. These require
the network to be updated within a certain range. Therefore, a multi-scale loss network
optimization method (MLN) was designed.

Then, the MLN method was tested on real reverse-auction cases. The results indicate
that this method could effectively reduce auctioneers’ expenses while not causing harm to
bidders, ensuring the sustainability of the auction. Moreover, the method was tested with
extended experiments, demonstrating its generalization performance and robustness.

2. Contributions

1. This paper proposes a dual network structure that includes a shared module. This
module extracts multiple non-price attributes from multi-attribute optimal auctions as
standard features, which can handle bidding with different preferences and settings.

2. A multi-scale loss method is proposed to optimize the networks. IR, IC, and
additional constraints in special auction scenarios are mapped to multi-scale loss functions,
ensuring that the auction rule satisfies all parties’ interests.

3. Related Work

The optimal auction is a special auction mechanism and concept, with the core of
maximizing revenue for one party. Myerson solved the problem of maximizing seller
returns in a single-indivisible-item, multi-bidder auction while satisfying the incentive
compatibility mechanism for bidders to submit true valuations, which is a great innovation.
Although Myerson’s method cannot achieve the mechanism design of a multi-item, multi-
bidder auction, it has indeed been proven to be difficult to calculate [7,8]. With the increase
in the number of bidders and items and the complexity of auction forms, especially when
bidders’ submissions are continuous, the design and verification of mechanisms become
extremely difficult [9,10].

Machine learning methods have brought about a turnaround in this matter. For ex-
ample, Duting [11] designed a simple three-layer MLP network (RochetNet) based on
Rochet’s idea [12], successfully solving the single-attribute optimal auction problem for
multiple items and single bidders. Subsequently, the author proposed a new network
structure (RegretNet) to solve the optimal auction problem of multiple items and bidders.
The author designed two networks for allocation and payment, where the networks’ input
is the bidding of multiple bidders for multiple lots, and the output is the probability of
each bidder obtaining each item and the price that should be paid. With the emergence
of RegretNet, many mechanism design methods for dealing with more complex scenarios
have been derived, such as considering the budget of bidders [13], coding, and classifying
participants’ preferences [14,15]. Meanwhile, machine learning methods have proven effec-
tive in practice. Zhe [16] applied the design of an optimal auction mechanism based on
neural networks to allocate vehicular edge computing resources. Liu [1] used an optimal
auction mechanism based on neural networks in advertising bidding in e-commerce.

The earliest multi-attribute mechanism, consisting of two attributes, i.e., the cost and
time of the bidder, was proposed by Ellis [17] and was applied to the auction of highway
contracting. Although the auction content is relatively simple and the time factors can
be converted to calculate profits, it initiated formal research on multi-attribute auctions.
Compared with the single-attribute mechanism, multiple attributes can better take care
of the needs of participants [18,19]. Therefore, this mechanism is widely used in real life.
But multiple attributes also bring more uncertainty. In 1991, Staschus et al. [20] proposed a
multi-attribute auction framework, which was not verified with experiments, that converts
all bid attributes of bidders into a single price attribute of the auctioneer. But this method
is difficult to calculate in complex scenarios.

On the other hand, attributes and utility functions represent participants’ private
information. On this topic, Chen Ritzo et al. [21] proposed a multi-attribute reverse-auction
mechanism with limited information feedback. Gupta et al. [22] analyzed the information
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disclosure mechanism in multi-attribute auctions and designed a multi-attribute auction
mechanism with changeable feedback information for experiments. However, the problem
of multi-attribute optimal mechanism design has not been solved. Existing research has
proved that it is difficult to calculate the multi-dimension of a single bidder [5,23], let
alone multiple bidders.

4. Methodology

4.1. Optimal Multi-Attribute Auction

Let us suppose a multi-attribute, multi-item, multi-bidder auction scenario: There are
a set of N bidders {1, 2, . . . , n} with additive valuations and individual rationality, and
G items {1, 2, . . . , g}. Each bidder i has t non-price attributes requirements for each item
{pij, qij1, . . . , qijt}, where pij is the price of the item and qijt are non-price attributes. The bid
submitted by bidder i in the auction is bi = {bi1, bi2, . . . , big}, where bij =

{
pij, qij1, . . . , qijt

}
and bi : 2G → R ≥ 0.

After receiving bids from all bidders, the auctioneer decides the probability of each
person winning each item and the fee. Then, the bidder’s expected utility (ui) can be
expressed as

ui = ∑
j

Prij
(
bij

)
pij − Payij (1)

where the formula indicates that the expected return of the bidder is calculated by subtract-
ing the actual expenditure from the expected expenditure.

In this simple scenario, let us assume that the auctioneer has t reserved attributes
R =

(
rj1, . . . rjt

)
for item j. If the submitted attribute qi exceeds the reserved attribute, it

harms the auctioneers’ revenue, and the weight is Wjk. Then, the auctioneer’s expected
utility (u0) can be expressed as follows:

u0 = ∑
i

∑
j

Prij
(
bj
)

Payij −
t

∑
k

Wijk

(
rjk − qijk

)
(2)

where the formula states that the auctioneer’s expected utility is calculated by subtracting
the expected revenue from the loss due to the non-price attributes being lower than the
reserved attributes.

Due to IR, which also conforms to the characteristics of the economic behavior of the
auction, the bidders’ purpose must be to maximize profit, at least not to cause losses to
themselves. It is foreseeable that if there are no conditional restrictions, the bidder obtains
extra income ei by submitting an untrue bid b′i .

ei = ∑
j

∑
k

ϕijk

(
q′ijk − qijk

)
(3)

where ϕ represents the weight of lying and q are untrue non-price attributes. Then, the
bidder’s expected utility (ui) is

ui = ∑
j

Prij
(
bij

)
pij + eij − Payij (4)

The purpose of the optimal mechanism is to maximize the auctioneer’s expected
utility; hence, the most direct way to satisfy this purpose is to let bidders submit their actual
values. In order to satisfy this condition and make the mechanism sustainable, IC must be
satisfied, whereby bidder i’s income from submitting a true bid must not be lower than
that from submitting an untrue one.

ui(bi, b−i) ≥ u′
i
(
b′i , b−i

)
(5)
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At the same time, the mechanism needs to satisfy IR, whereby it cannot damage the
participants’ benefits.

ui(bi, b−i) ≥ 0 (6)

4.2. Network Design

Since the design of the multi-attribute optimal mechanism mainly consists of payment
rules and allocation rules, this paper designed a dual network with reference to Dütting [4].
The Allocation Network and Payment Network were constructed to determine the probabil-
ity of bidders obtaining items and the proportion of their payments, respectively (Figure 1).
The Allocation Network is denoted by Aγ, and the Payment Network is denoted by Pδ.
Among them, γ and δ represent the parameters of the network. These two networks
together constitute our optimal mechanism or rules

(
Aγ, Pδ

)
. The input multi-attribute

bidding data are extracted into one feature using shared modules. The extracted features
are then processed by the Allocation Network and the Payment Network to obtain allo-
cation and payment results, respectively. The two results are used for the computerized
status and for updating the networks.

Figure 1. Figure of network structure.

The purpose of the optimal auction is to maximize the auctioneer’s expected utility (u0)
(Formula (7)) while satisfying the IR and IC conditions. Usually, the artificially designed
mechanism considers the participation enthusiasm of bidders and the sustainability of the
auction by restricting rules based on IC, such as adjusting payment prices based on ranking
or bidding content to satisfy IC constraints.

max u0 = Aγ(b)× Pδ(b)× ( price + W(q − r)) (7)

Without constraints, the payment rules would cause significant losses to bidders
for deep learning networks. If there were only the IC constraint, it would only make
misreporting lose meaning for bidders, as the auctioneer could infinitely increase the
payment ratio without considering true and untrue bids. Therefore, Formulas (8) and
(9) are used to measure whether the degrees of incentive compatibility and individual
rationality are satisfied, respectively. Then, these two parameters are used to assist in
network optimization.

IC = Aγ
(
b′i , bi

)× Pδ
(
b′i , bi

)× (
price′i + ϕi

(
q′i − qi

))− Aγ(bi)× Pδ(bi)× pricei (8)

IR = Aγ(bi, b−i)× Pδ(bi, b−i)× pricei − Aγ(bi)× pricei (9)

max Aγ(b)× Pδ(b)× (price + W(q − r)) (10)

s.t IR ≥ 0

IC = 0
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In previous mechanism design research based on deep learning, researchers commonly
used a sigmoid function as the activation function of the Payment Network to convert the
specific payment price into a payment proportion between 0 and 1, which increases the
generalization performance and robustness of the model. However, due to the limitations
of sigmoid functions, the network does not generate a penalty or incentive payment ratio
exceeding 100%.

To solve this problem, this paper introduces the Rigmoid function.

Rigmoid =
1

0.5 + e−x . (11)

Although this expands the payment ratio to between 0 and 2, the payment ratio does
not reach an astonishing 200% due to the limitation of IR. It is even possible to create a
“win-win space” without infringing the interests of both parties when the utility functions
of bidders and auctioneers are significantly different.

As for the output of the Allocation Network, since the allocated probability of an item
is at most 1 and there is no case where all bidders are unqualified, we use a simple SoftMax
function as the activation function of the output layer of the Allocation Network.

In addition, compared with single-attribute auction research, this paper faces the
problem of mapping multiple attributes. As noted above, the auctioneer does not know
the bidders’ true bids or utility function. It would violate the rule to suppose that multiple
attributes are mapped as a single attribute by directly using the utility function of the bidder
in the data pre-processing stage. If all the attributes submitted by all bidders were added
in the hidden layer without processing, in that case, it would result in (1) slow training due
to the increase in network parameters and (2) possible over-fitting.

In order to solve the above two foreseeable problems, this paper created a shared
encoder to extract the characteristics of bidders’ bids and then output the allocation and
payment results that satisfy each bidder of Formulas (5) and (6) with the Allocation Net-
work and Payment Network. Finally, the network is used for optimization according
to the feedback of Formulas (5) and (6), and the auctioneer’s income. In this paper,
the multi-attribute bidding of each bidder has the same nature, so it can be processed
by sharing weights. A four-layer MLP (Multi-Layer Perceptron) module was built. This
module was placed before the Allocation and Payment Networks to extract the original
{G items, N bids, t + 1 attributes} data into the features of {G items, N bidders}.

4.3. Model Adjustment

Multi-attribute auctions are complex. To demonstrate the effectiveness of the MLN
method, we chose the “Yili” case with rich parameters for the experiments [24]. It is an
auction of about 100 units of dairy transportation rights with detailed information on
the auctioneer (shipper) and bidders (carriers) (carrier’s shipping cost (costi), shipping
time (timei), damage rate during shipping (deti), and carrier’s shipping capacity (capi))
(Table 1); three preferences for bidding attributes (cases 1, 2, 3); and two preferences for time
requirements (cases A, B) (Table 2). The shipper expects that shipping time ta is completed
within 5 days, and the deterioration rate (ma) of shipping dairy products is less than 5%.
The bidders’ delivery performance impacts the auctioneer’s costs, and the revised cost is

S = ∑
i

costi +Δt × ti + Δm × mi (12)

where Δmi = mi − ma. The revised costs are subsequently deemed to be the auctioneer’s
costs.
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Table 1. Bidders’ information.

Attribute a1 a2 a3 a4 a5 a6 a7 a8 a9

Cost (USD 100) 9.5 9 10 10 7 8 9.5 9 8.5
Transportation time (day) 5 4 2 3 6 8 6 4 7
Deteriorate rate (percent) 5 6 4 2 7 6 3 1 7
Capacity (truckload) 30 25 20 30 35 20 25 30 30

Table 2. Auction settings based on auctioneer’s preference.

Case A Δti = 2 × (max{0, (ti − ta)})− 2 × (max{0, (ta − ti)}) (focus on speed)

Case B Δti = |ti − ta|0.5 (focus on punctuality)

Case 1 Wtime = 0.1, WDeteriorate rate = 0.1 (focus on cost)

Case 2 Wtime = 2, WDeteriorate rate = 0.1 (focus on time)

Case 3 Wtime = 0.1, WDeteriorate rate = 2 (focus on service quality)

As mentioned above, the model’s loss function should be composed of three con-
straints, auctioneer expenditure, IC, and IR, which is different from the conventional model
training process. In addition, in the “YILI” case, each bidder has transportation capacity
limitations. Using the SoftMax function in the output layer of the Allocation Network is
likely to output results that exceed the capabilities of bidders.

Constructing several loss functions can solve these problems. In this case, the higher
the payment ratio of the bidder, the higher the auctioneer’s expenses. Therefore, maximiz-
ing the expected revenue is changed to minimizing the expected fees (p0) (Formula (13)).

min p0 = Aγ(b)× Pδ(b)× Si (13)

exti stands for the extra benefits that bidders obtain by misreporting (Formula (14)).
exti is used to limit the motivation of bidders to “lie” and ensure that bidders do not lose
money in the auction as much as possible.

exti = ReLu
(

Aγ
(
b′i , bi

)× Pδ
(
b′i , bi

)× price′i − Aγ(bi)× Pδ(bi)× pricei

)
(14)

de fi is a new IR constraint, which means that the deficit calculation function of the
profit part is weakened (Formula (15)).

defi = LeakyReLu
(

Aγ
(
b′i
)× price′i − Aγ

(
b′i
)× Pδ

(
b′i
)× price′i

)
(15)

revi measures whether the allocation result is over-allocate (OA). Then, it is necessary
to determine which loss function to use to optimize the model based on the priority of OA
= IR = IC > goal (Figure 2).

revi = ReLu(Aγ(bi)× 100 − Capacity) (16)

Bidders explore how to adjust misreport b′i under the rules during the auction process
to pursue higher profits. The problem is solved by calculating the gradient of the bidding
content based on the earnings from misreports.

∇b′i
Aγ

(
b′i , bi

)× Pδ
(
b′i , bi

)× pricei (17)
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Figure 2. The network state is judged according to the loss function; then, the corresponding loss
function is selected to optimize the network.

The training process of the MLN model is described below.

Training Process

hyper-parameters: learning rate of the Network η = 0.0001, learning rate of
updating misreport ξ = 0.01, batch size = 20, Penalty weight ρ > 0

Initialize: Lagrange multipliers λ, μ, ν ∈ {R}, network parameters γ, δ ∈ {R}
For 0 to data size/batch size:

Batch B = {b1, b2, . . . , b20}
For 0 to B

Input true bid bi into Allocation and Payment Network → Aγ(b), P

Update misreport b′i by calculating bi gradient:

b′i = b′i − ξ∇b′i Aγ
(
b′i , bi

)× Pδ
(
b′i , bi

)× pricei

Input misreport b′i into Allocation and Payment Network → Aγ
(
b′i
)
, Pδ

(
b′i
)

Calculate revised cost: S = ∑i cosi +Δt × ti + Δm × mi
Calculate the bidder’s deficit de f (15).
Calculate the additional benefit bidders gain by misrepresenting ext (14).
Calculate the degree to which the allocation results exceed the bidder’s

transportation capacity rev (16).

loss function judgment:

if de f > 0: loss = de f

else if ext > 0: loss = ext

else if rev > 0: loss = rev

else: loss = p0 (13)

loss.backward()

Updating model

5. Experiments

The range of data attributes was determined with reference to Table 1:

costi ∼ 1
2
× Ucost[7, 10] ∈ Z (18)

timei ∼ Utime [2, 8] ∈ Z (19)
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deti ∼ Udet[1, 7] ∈ Z (20)

capi ∼ 4 × Ucap[4, 8] ∈ Z (21)

Then, auction datasets (1), (2), and (3) were generated with uniform distribution,
and three experiments were conducted on each dataset corresponding to the same cases
(A1, A2, A3) of auction preferences as the original.

(1) One item, nine bidders.

Randomly generated bidder data were used for model training. Then, we used the
same information as Zhang as the input data for the model during validation and compared
the results of testing with other methods.

Figure 3 and Table 3 show that the performance of the rules generated with the MLN
method in terms of time and deterioration rate was similar to that of the method by Zhang
and was subject to IC constraints. In case A1, the auctioneer had a low weight of 0.1 for
both time and deterioration rate, which had little impact on the correction cost function.
MLN maintained a good level of time and deterioration rate and reduced expenses for
auctioneers by approximately 55 (USD 100) without causing deficits to bidders.

Figure 3. Experimental results. (a) Auctioneer’s expenditure results caused by the model’s output
rules during training under three case settings. (b) Time results. (c) Deterioration rate results.

Table 3. Results of experiment (1).

A1 A2 A3

Ours Zhang P-VCG [25] Ours Zhang P-VCG Ours Zhang P-VCG

Time (day) 5.64 5.5 6.25 3.78 3.25 6.25 4.24 3.75 6.25

Deterioration (%) 5.6 5 5.25 3.6 3.25 5.25 2.7 2.5 5.25

Cost 848.50 904 937 441.86 884 1469 483.72 918.5 1108

IC 0 0 None 0 0 None 0 0 None

In case A2, the time and deterioration rate weights were 2 and 0.1, respectively, due to
the auctioneer’s preference for time being “faster is better” and four out of nine bidders
having transportation times shorter than ta = 5 days, which could create more revenue
for the auctioneer. This gave the MLN method a better chance at improving performance,
ultimately resulting in a reduction of more than half in the revised cost of the auctioneer.
In case A3, the time and deterioration rate weights were 0.1 and 2, respectively. The revised
cost was higher than that in case A2, for the magnification of Δ mi was smaller than Δ ti,
but our method still made significant progress.

The MLN method could achieve good time and deterioration rates and reduce ex-
penses for auctioneers under all three preferences. The reason is that it did not transfer the
profits obtained thanks to the bidder’s good performance to the bidder, and it can be seen
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that the bidder had no deficit in the auction and received an higher average price than the
bid. Overall, the auction rules generated by the model are sustainable and can significantly
reduce auctioneers’ expenses.

The mechanism design of multi-attribute, multi-item auctions is complex. To further
expand the experiment, the original numbers of items and participants were modified
to demonstrate the robustness of the MLN model and its contribution to multi-attribute,
multi-item auctions.

(2) Three items, nine bidders.

The number of items was increased to three. The experiment used randomly generated
data that followed the data distribution for model training (Figure 4) and testing and
presented the last epoch’s results (Table 4).

Figure 4. Experimental results. (a) Auctioneer’s expenditure results caused by the model’s output
rules during training under three case settings. (b) Time results. (c) Deterioration rate results.

Table 4. Results of experiment (2).

A1 A2 A3

Time 4.79 3.89 4.92

Deterioration rate (%) 3.90 3.96 2.96

Payment (USD 100) 804.86 385.15 450.85

IR −13.2 −15.3 −37.3

IC 0 0 0

Similar to experiment (1), the average expenditure of auctioneers under the three cases
was the same as the trend in (1) due to the weights of time and damage rate preferences.
After increasing the number of items, MLN also achieved good results. It was found that
the average cost of testing results was relatively lower than that obtained using nine-bidder
original data because there was a strong correlation between the transportation time and
damage rate of bidders in the original dataset, unlike in random bidding generated based
on the distribution.

(3) Four items, seven bidders.

To further test the generalization performance of MLN, this paper conducted experi-
ments on four items and seven bidders. The bidder data were still random, followed the
same distribution, and were used during testing.

It was noticed that compared with the setting of nine bidders, the experimental
performance of seven bidders was slightly inferior (Table 5), especially in cases A2 and A3,
where the average payment of the auctioneer in experiment (3) increased compared with
experiment (2) (Figure 5). The reason is that as the number of bidders increases, the bidding
base conducive to auctioneers also increases relatively.
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Table 5. Results of experiment (3).

A1 A2 A3

Time 4.81 4.36 4.93

Deterioration rate (%) 3.91 3.99 3.32

Payment (USD 100) 817.76 595.60 508.24

IR −19.26 −24.04 −6.22

IC 0 0 0

Figure 5. Experimental results. (a) Auctioneer’s expenditure results caused by the model’s output
rules during training under three case settings. (b) Time results. (c) Deterioration rate results.

6. Conclusions

This paper proposes a dual network based on multi-scale loss and shared modules
that encodes the inputs of multiple attributes of bidders into a single feature, solving
the problem of incomplete information and computation in designing multi-attribute
mechanisms. The scene settings for multi-attribute auctions are complex and diverse. In the
experimental phase, the post-paid “YILI” case was used. The loss function of the network
was adjusted according to the limit of the number of bidders allocated, and the model
significantly reduced the expenditure of the auctioneer. Subsequently, in the expansion
experiment, the model also performed well when dealing with different combinations of
bidders, and numbers of bidders and items, demonstrating its generalization performance
and robustness.
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Abstract: The task of dense video captioning is to generate detailed natural-language descriptions
for an original video, which requires deep analysis and mining of semantic captions to identify events
in the video. Existing methods typically follow a localisation-then-captioning sequence within given
frame sequences, resulting in caption generation that is highly dependent on which objects have been
detected. This work proposes a parallel-based dense video captioning method that can simultaneously
address the mutual constraint between event proposals and captions. Additionally, a deformable
Transformer framework is introduced to reduce or free manual threshold of hyperparameters in
such methods. An information transfer station is also added as a representation organisation, which
receives the hidden features extracted from a frame and implicitly generates multiple event proposals.
The proposed method also adopts LSTM (Long short-term memory) with deformable attention
as the main layer for caption generation. Experimental results show that the proposed method
outperforms other methods in this area to a certain degree on the ActivityNet Caption dataset,
providing competitive results.

Keywords: dense video caption; video captioning; multimodal feature fusion; feature extraction;
neural network

MSC: 68T45

1. Introduction

With the widespread use of video as an information transmission medium, record-
ings for playback and live broadcasting have become increasingly popular today. Video
processing has gradually become a hot research topic in computer vision [1,2]. Video
caption generation is an important task that provides understanding and representation
of videos between two media: frame-to-text. This task has also involved critical artificial
intelligence (AI) technologies [3,4]. Such technologies have potential applications in the de-
velopment of smart glasses to assist the visually impaired, intelligent commentary on sports
events, early childhood education, and the generation of video surveillance reports [5–7].

Dense video captioning tasks mostly use datasets directly crawled from online sources
such as YouTube, whose videos typically consist of long content without pruning [8]. Unlike
traditional video captioning, which uses concise sentences to explain the video content,
dense video captioning requires not only dividing long videos into various events, but also
describing the behaviours in a series of events as accurate as possible. The objective of
dense video captioning is to generate as detailed and general description for videos clearly.
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A cross domain method is required to perform such video analysis and comprehension, so
as to represent the events as sentences. In practice, the video is always based on a sequence
of frames of fast-playing images that also contain important audio information usable in
the captioning. Therefore, the computer needs to perform a high-level understanding of
the video content, aiming to localise/categorise the interesting objects, then represent their
motion and behaviour in detail.

Reviewing previous achievements, the process of generating dense video captions
can be summarised into two main procedures: dividing event regions and generating
descriptive sentences, as shown in Figure 1a. There are different orders to arrange the
video localisation and description, mostly following a sequential top-down or bottom-
up structure. Inevitably, this makes the generation of captions more dependent on the
quality of the previous steps [9–12]. In other words, the performance of the generated
descriptions can decrease if the former module does not perform well, and the complexity
of the module design is less relevant. Moreover, these methods are not trained end-to-
end in the traditional sense and require additional steps for extensive and complicated
training, which also affects the results to a certain extent. The parallel method shown in
Figure 1b defines dense video caption generation as a set of prediction tasks and decodes
the divided events and sentences simultaneously, which solves the problem of dependence
on previous results [13]. Although this type of method has produced good results, there
are still bottlenecks in the decoding branch that limit the fine-grained description of the
video. Therefore, further improvement is necessary.

Dense Caption Generation

Video Feature Extraction

Event Proposals

Proposal 
Selection

(a)

Video Feature Extraction

Caption

Parallel Decoding

N x Pairs

Localization

Representation Organization

Dense Caption Generation

Top K

(b)
Figure 1. Comparison between existing methods and the parallel method. (a) Localise-then-describe
method. (b) Parallel method.

This work builds on previous research and further explores the techniques to alleviate
the fine-grained bottleneck that arises when generating dense video captions in parallel.
Additionally, this approach fully exploits the multi-modal features of videos. The main
contributions are summarised below:

• A novel model for video caption generation is proposed, which effectively utilises
the visual–audio features. Unlike the common conventional sequential mechanism
of localise-then-describe approach, the proposed model reasonably associates the
proposal and caption modules through parallel paths, which enhances the compre-
hensiveness of the textual expression.

• In addition, a simplified method is proposed to eliminate the redundancy generated
by the anchor mechanism on which the maximum suppression algorithm relies and
to reduce the steps of manually setting hyperparameters for end-to-end training of
the model.
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• The decoding side introduces the representation organisation module as intermediate
information for event localisation and description and extracts temporal boundary
information from the video to generate all potential events.

2. Related Work

In early years of video captioning, the main approach was to use template matching to
generate logical and specific sentences through keyword sorting or selection. However, this
approach only supported simple sentence structures and was inflexible for complex event
representation, making it poor for understanding multiple scenes in long videos [14]. With
the development of powerful neural networks, deep learning approaches using artificial
intelligence (AI) have become possible for extracting multimedia information, marking
a milestone in the field of video captioning [15]. Inspired by image captioning methods,
such technology can be directly extended to video captioning, enabling the discovery of
correlations between image sequences [16–18]. For dense video captioning tasks, significant
breakthroughs have been made in the generation of detailed and rich descriptive sentences
for event representation. Deep learning in image processing has shown that the Sequence-to-
Sequence (Seq2Seq) framework can be applied to video captioning [3,19]. This framework
consists of two neural network models over an encoder and a decoder. Most of the
input videos use CNN-based network models such as VGGNet [20], VGGreNet [21], or
ResNet [22] for the encoder. Conversely, the decoder uses RNN-based network models to
generate native sentences for the final output. This encoder–decoder design projects visual
features into text sentences, extracting important abstract information and discarding noise
in the application [23].

In recent years, attention mechanisms have shown outstanding performance when
integrated into various neural models. They have the potential to play a prominent role
in image captioning and are increasingly used to address the problem of video caption-
ing [24,25]. Dense video captioning involves visual understanding processes that locate
different events in a video and generate descriptive captions for each interesting object.
This approach represents video content in detail by transforming frame sequences into
multiple descriptive sentences among multiple clips in a long video [26–28]. In the research
of Shen et al. [29], dense image captioning is migrated to the video field by combining the
multi-scale suggestion module and a visual context perception mechanism. Additionally,
Huang et al. in their work [30] divide the long video into several different regional se-
quences and comprehensively express the video content. However, the feature extraction of
regions within the frame sequence is a complicated process in the Seq2Seq framework. It is
not an end-to-end method in the traditional sense, and extensive hyperparameters may be
required for the input of a non-fixed length video. Furthermore, if too many small regions
are split within a shot, it becomes difficult to represent the entire video and to categorise
objects within specific regions, making it difficult to discover their correlations.

Since a video can be considered as a sequence of images with an additional time
dimension, multiple scene events can occur, and objects can appear and perform actions
within a range of frames. To address the neglected time series problem in video more
comprehensively, Tran et al. [5] introduced a 3D CNN approach for extracting video features.
An advanced model, C3D, was developed based on the 3D CNN, which can handle more
complex cases in terms of various scenes [1,31–33]. In addition, Carreira et al. [34] added
optical flow features in the encoder part, combined with C3D to form a new Inflated 3D
ConvNet (I3D) model, which enhanced the quality of the extracted video features to a
certain extent. Qiu et al. [35] and others took advantages of the residual connection’s
ability to deepen the convolutional network, decomposed the 3D video features into a
2D spatial convolution and a 1D temporal convolution, and constructed a Pseudo-3D
Residual Network (P3D) that greatly reduced the need for labelled video data, increased
the network’s depth, and reduced the amount of convolutional computation.

To enhance the capability of feature extraction, it is important to improve the caption
generation module. Caption generation methods use advanced NLP technology such as
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LSTM [36], BERT [37], Transformer [38], and other variants [39], which have been applied
to video captioning with competitive results [40]. In the approach of Pasunuru et al. [41], a
multi-task learning method is proposed that uses LSTM to share parameters between differ-
ent tasks and improve model performance with more data. Additionally, Shetty et al. [42]
used an improved deep LSTM in the decoding section, trained on two different video
features, and used an evaluation network to judge video features and generated sentence
keywords to improve sentence quality. The EEDVC model, the first to encode video features
using Transformer, solves the problem of long-term dependence in LSTM [43]. It converts
each extracted proposal into a mask, combines it with video features, and completes the
end-to-end training of the model.

In addition, Yao et al. [44] applied the attention mechanism in NLP to the video
captioning task. They introduced the attention weight α based on the codec structure.
It is different from the attention to region in image captioning but is used to compute
different features of a video along the time sequence. This approach allows the decoder
to automatically select a more relevant time period when generating words, helping the
model filter out irrelevant information and reduce the workload, ultimately improving the
evaluation index.

The captioning and event generation modules in the method described above can only
be trained independently. However, the results of the captioning module can theoretically
be used to train the proposal process. In order to improve the localise-then-describe scheme
and fully exploit the two subtasks of event localisation and caption generation, Li et al. [11]
proposed a bridging idea using desperation regression to link the two subtasks. This
approach allows the prediction of description complexity in the proposal module. The
caption module captures video features and achieves the goal of jointly training the two
subtasks. However, since many generated sentences are redundant and produce incon-
sistent results, it is necessary to use Non-Maximum Suppression (NMS) [45] or an Event
Sequence Generation Network (ESGN) [9] to select the proposal. These modules introduce
many hyperparameters and are highly dependent on manual thresholding strategies, which
can affect the model results. The PDVC model [46] proposed a parallel decoding method
to address these issues. By designing two parallel prediction heads (localisation head and
caption head), both the scope and text description of the event query are predicted. This
approach allows the PDVC to directly use the video features to match the split target events,
thus providing more unique features. Experiments have shown that the parallel design
can make the loss of the caption module improve the performance of event localisation.
Furthermore, the absence of thresholding and NMS mechanisms makes model training
more efficient. Li et al. proposed a transfer learning method that can simultaneously utilise
knowledge from two types of source domains, spatial appearance and temporal motion,
and transfer them to the target domain [47]. The core of the CMG-AAL [48] model is a
cross-modal foundation module that is composed of two complementary attention mech-
anisms, which can effectively establish correspondence between text and vision, thereby
improving the model’s understanding and generation capabilities.

Furthermore, existing methods for analysing and understanding video content mostly
rely on visual features, without taking into account clues provided by other modalities such
as sound or subtitles [49]. However, incorporating other modalities can help computers
understand video content and produce more detailed text descriptions. For instance, in a
video of a female announcer broadcasting, the content of the broadcast may not be clear
without sound. To address this issue, Jin et al. [50] developed a model that combined
multiple types of features by extracting them separately, weighting the average, and, finally,
fusing them together as the input for LSTM. This model aims to make full use of more
comprehensive feature information to represent videos and proposes a new approach to
using multi-modal features to improve the quality of video captions. Other models, such
as EMVC [51] and BMT [52], have also proposed methods for incorporating audio features.
The EMVC model integrates audio features to support visual cues in event generation,
while the BMT model extracts feature vectors for both video and audio using I3D and
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VGGish, respectively, and uses a Transformer framework to improve the quality of the
generated text.

Having reviewed the existing work, it suggests that there is still room for improvement
in the relationship between video event localisation and text description. Currently, there
are bottlenecks in the branch of parallel decoding methods, and the auxiliary function
of multi-modal features is equally important. However, due to the challenge of unifying
different video lengths, the calculation of the number of contained events remains difficult.
Therefore, developing a method for the computer to use the characteristics of multi-modal
data in the video and to fully consider the connection between the two subtasks of event
localisation and caption generation is still a challenging task.

3. Methodology

For an unedited video, the task of dense video captioning is to divide multiple events
in the video and generate corresponding description sentences. In order to fully exploit
the correlation between caption and event proposals, as well as the multi-modal features
of the video to improve the efficiency of text description generation, we design a parallel
multi-modal dense video caption generation model.

3.1. Model Overview

The entire framework and the data flow between the various parts in the schematic
diagram are shown in Figure 2.
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Figure 2. Overall framework of the proposed model.

The proposed model uses pre-trained I3D and VGGish to extract the visual and audio
features of the video, respectively. It then merges the encoded multi-scale video features
into a more characteristic feature set based on the deformable Transformer encoder and
decoder framework [53]. Such a representation organisation allows for a more intuitive
understanding of the core context of the video. In addition, the model inputs the video
features into the captioning and positioning modules in parallel, rather than directly per-
forming proposal localisation and generating captions from the video features in sequence.
Finally, the model selects multiple sets of proposal-caption pairs with higher confidence to
ensure content integrity and produces more logical and detailed video captions.

3.2. Video Encoder

The video encoding process consists of two parts: a multi-modal feature extraction
component and a position encoder. The convolutional network is responsible for extracting
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feature information from the video, while a sequence data encoder based on the Transformer
framework is used to understand the information association between contexts.

3.2.1. Feature Extraction

In order to enhance the use of multi-modal information in videos, the work decided to
incorporate audio features based on the findings of visual modality research. To extract the
features of each modality separately, the work used the proven pre-trained combination of
I3D and VGGish.

For the visual modality feature extraction, the work chose the I3D network, which can
solve the problem of 2D CNN not being able to extract spatial features in videos and adapt
to video inputs of different lengths and resolutions by adjusting the network structure and
output characteristics accordingly. I3D is constructed by expanding 2D CNN into 3D CNN,
which can inherit the knowledge and parameters learned by 2D cellular neural networks
in image classification and recognition tasks, without the need for training from scratch.
Compared with some other models (such as C3D with only 8 layers), the 20 layers of I3D
have a deeper and more complex network structure, including a multi-branch structure
composed of multiple convolutional kernels of different sizes, which can capture features
at different scales and reduce the number of parameters and computational costs. The I3D
network can not only process RGB features, but also optical flow features and average
the outputs of the two networks during testing, thus integrating colour information and
motion information. Therefore, it can extract spatial features present in videos better than
other options.

For audio modality feature selection, we use VGGish to extract the features, which has
a strong generalisation ability with pre-trained parameters and can effectively transform
audio features into feature vectors that conform to natural language logic. In our work,
VGGish converts audio into 128-dimensional semantic feature vectors, which have stronger
expressiveness with high-level feature vectors.

3.2.2. Feature Encoding

Previous methods have attempted to concatenate features with common weights,
but this has proven to be insufficient. It is not possible to fuse them together because the
visual and audio features have different dimensions extracted form a video. To address
this issue, the work introduced the deformable Transformer as a novel component in the
proposed model. The deformable Transformer can distinguish different attention heads
in the framework, thereby improving the model expressive and generalisation abilities.
Among them, deformable sampling locations are introduced into the pre-filtering mecha-
nism to reduce computational complexity and memory consumption, while maintaining
efficient information transmission. The deformable Transformer uses deformable attention
to replace the self-attention module in the encoding part of traditional Transformers, as well
as the cross-attention class module in the decoding part. This allows the model to better
capture long-distance dependencies and local details in the sequence, thereby improving
performance. This process can be thought of as converting video features from a video se-
quence to a set sequence, which is essentially a learnable positional coding. The deformable
Transformer encodes the position of the extracted multi-modal video features, unfolds
pixels into a one-dimensional sequence, and computes the correlation between pixels; thus,
the global information of the video is fully learned. To better exploit the multi-scale features
in event prediction, the work added L timescale convolutional layers to obtain feature
sequences spanning multiple resolutions. The multi-scale deformable attention module
helps alleviate the convergence problem of self-attention by focusing on the sparse space
near the reference point.

Let X be the set of feature maps, given by

X =
{

xl
}L

l=1
, (1)
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where each multi-scale feature map xl , with size xl is C × Hl × Wl , is extracted from the
feature map output in the previous stage for 1 ≤ l ≤ L. A projection matrix Hmilt is used
to project the sample offset into the features. The Hmilt matrix is associated with a linear
operator, expressed as the offset of the t-th sampling point of the i-th query element on
the l-th scale in the m-th attention head,

Hmilt = φl(p̂i) + Δpmilt, (2)

where p̂i is the coordinate of the reference point of each query element qi in the [0, 1]2 space,
φl is a function that converts the normalised reference point to the input feature map at the
l-th layer, and Δpmilt is a sampling offset that is derived from a linear transformation on
the query element.

Then, the deformable Transformer is used to understand the long-distance associ-
ations of different segments in long videos and output multi-scale video features. The
Multi-Scale Deformable Attention (MSDAttn) dynamically adjusts sampling positions and
attention weights by using learnable offsets, allowing for adaptive allocation of attention
resources based on the characteristics and needs of the data. MSDAttn can also reduce
computational complexity and memory consumption by sampling sparsity, improving
the running speed and performance of the model. The traditional attention mechanism
requires fully connected operations on all input features, which leads to an exponential
increase in computational and storage capacity as the input features increase. This uses
deformable convolutional kernels to sparsely sample input features, selecting only a por-
tion of important features for attention calculation, greatly reducing computational and
storage costs.

MSDAttn(qi, p̂i, X) =
M

∑
m=1

Wm

(
L

∑
l=1

T

∑
t=1

Amilt · W ′
mXHmilt

)
, (3)

where, the MSDAttn module samples L points from multi-scale feature maps, instead of
sampling T points from single-scale feature maps. The m denotes attention heads, M is
the number of heads, t denotes sampling keys, and T is the total number of sampling keys
(T ≤ HW), and Amilt represents the attention weight of the t-th sampling point in the m-th
attention head, which is calculated by using so f tmax on the query feature qi.

3.3. Video Decoder

In the decoder section, the work used the deformable Transformer to decode video
features at multiple scales. These features are then fed in parallel to the localisation and
captioning modules. As an intermediate information hub, the work also constructed a
representation organisation module that receives video temporal features and implicitly
generates multiple event proposals.

3.3.1. Feature Decoding

The work incorporated the query mechanism and set prediction loss from the DETR
framework for object detection into the video captioning domain during the decoding
phase. The input query is a learnable vector or parameter that represents an initial estimate
of the event location at the input layer, which is then updated and optimised by attention
at each decoding layer. The output queries are considered as the representations of N
events, with each output token from the decoder corresponding to a potential event.
Therefore, all tokens predict a set of events without changing the meaning of the original
text. Moreover, the work also included a module for organising representations prior to
the parallel method. This module serves as intermediate information for event localisation
and sentence generation. Representation organisation uses a feed-forward neural network
to identify the most important features in a spatio-temporal context and generate all the
possible proposal representations. Each representation becomes the central information of
the event, including the timestamps and sentences.
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It is important to note that the input event query is used to replace the anchor. This
method is learnable and allows the model to automatically identify regions in the image
that may contain objects, with a capacity of up to 100 such regions. Then, using a bipartite
graph matching method, valid prediction boxes are filtered from the 100 prediction boxes,
and the loss function is calculated. Therefore, the event query is equivalent to replacing the
anchor with a learnable method that avoids generating a large number of invalid boxes
that result from using the anchor.

The number of input event queries can be controlled, which limits the maximum
number of proposals the model can generate. This may result in a low recall rate if
the number of queries is set too low, which may affect the accuracy of the subsequent
positioning module and result in the loss of important information. In turn, although it may
improve the recall rate to some extent if the number of queries is set too high, it reduces
the accuracy rate of the title generation module, resulting in repeated words or unnatural
language logic. Therefore, the number of event queries must be carefully considered and
counted to ensure the best possible results.

Nset = argmax(vlen), (4)

where the vlen represents a fixed-size feature vector for prediction. By using the deformable
Transformer in combination with the event query during decoding, this work can more
accurately divide the extreme point regions of object boundaries, resulting in more precise
event edge detection and can accelerate the network training by focusing on sparse spatial
locations and combining multi-scale feature representations.

3.3.2. Parallel Pathway

The query features and reference enhanced by the representation organisation are
sent to the localisation and captioning proposal modules in parallel. This is followed by a
one-to-one matching process and filtering to select the combination that best matches the
actual video content to achieve dense video captioning.

Localisation Module

The primary objective of this module is to match the output of the representation
organisation module to the video on a one-to-one basis and to determine the centre and
timestamp of the event proposal. The work used a multi-layer perceptron for box prediction,
which involves regression of the event boundary and binary classification of foreground
and background. In box prediction, the work calculates the relative offset of the reference
point from the actual ground and determines the centre and duration of the event. The
purpose of binary classification is to generate a confidence score for the foreground of
each event proposal. The final output time proposal consists of the start time tstar

i , the end
time tend

i , and the confidence of the location proposal cloc
i .

Caption Module

The captioning module allows the model to focus on video frames that are highly
correlated with the output words. This helps mine fine-grained interactions between words
and video frames. Most traditional methods rely on LSTM with soft attention to generate
captions. This allows the importance of each element to be dynamically determined by
restricting the attentional field to event proposals and ensures that the generated words are
all contained in the same event for sentence and video matching. However, the work wants
to use a parallel method for this task and cannot rely directly on the information from
the positioning module. If the work used the above method, the association between the
reference text and the video would be lost. Therefore, the work proposed to use deformable
soft attention combined with LSTM to generate captions, as shown in Figure 3.

By using deformable soft attention, a reference point can be predicted for each input
query as the reference position of the centre point of the event proposal, and the weight of
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the sampling point can be calculated to limit the event to a more precise region. Specifically,
the hidden state hit of LSTM at the t-th moment is given by

hit = LSTM
(

wi,t−1, hi,t−1, q̃i,t−1

)
, (5)

where wi,t−1 is the word generated at the previous moment, and q̃i,t−1 is the event query
output by the representation organisation. Then, take [hit, q̃i] as the query in deformable
soft attention to obtain the context feature zit,

zit = DSAttn([hit, q̃i]), (6)

and the output features zit are restricted to a relatively small region to narrow down the
scope of event proposals. Next, LSTM takes zit, wi,t−1, and q̃i in series as input to obtain
the generated t-th word wit and calculates the probability distribution p of the word wit in
the entire vocabulary,

p(wit | wi,t−1) = Softmax(wi,t−1, zit, q̃i). (7)

According to the probability distribution p, the embedded word sequence can be
continuously sampled until an End-of-Sentence (<EOS>) symbol is encountered, resulting
in a complete sentence.

Deformable Soft Attention

LSTM

Event query  t=0
t=1

t=2 …

Run

the

the

London

London
marathon

…

…

Reference point

Figure 3. LSTM with deformable attention.

3.3.3. Caption Generation

The localisation information and captions obtained by the parallel method are com-
bined into a proposal set. This set also requires checking for proposal-caption pairs, similar
to the number of event queries introduced in Section 3.2.2. However, too many features
for output can lead to redundancy and poor readability, while too few features can lead to
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missing of important information from the video. To avoid these problems, we perform
a bipartite match between N proposals in the proposal set and K captions in the Ground
Truth (GT), and measure the difference between the predicted foreground and background
regions of the model and the actual annotated regions through the cross-entropy loss
function, to obtain proposal-caption pairs. To ensure consistency in semantic information
and size, we use the set prediction loss for the calculation, which is the weighted sum of
the individual module losses,

L = μ
(

Lgiou + Lcls + Lcr−e + Lcap
)
, (8)

where Lgiou represents the generalised IOU between the generated timestamps and the
GT, Lcls means the focal loss of binary matching, Lcr−e represents the cross-entropy loss
between the generated number of event proposals and the GT number, and Lcap is the cross-
entropy loss between the generated words and the GT words. Based on the calculation
result, the work keeps use of the prediction frame with a confidence level higher than the
threshold as the final output and obtains a text description that is more suitable for the
video content and has an accurate time stamp.

4. Experiment

In order to evaluate our newly proposed method for dense video caption generation,
this work verifies the performance on the ActivityNet Caption dataset and compares the
results with those from the state-of-the-art methods.

4.1. Dataset and Data Pre-Processing

The ActivityNet Caption dataset is a publicly available dataset that is widely used
for dense video captioning tasks. It covers several domains relevant to our method. The
dataset consists of 20 K video clips, each with an average duration of 2 min. Each clip
is annotated with the events, including the start and end time of each event, along with
a human-written textual description of the event content. The dataset is derived from
YouTube videos, but some videos have been removed or altered by their original authors
and are not available for direct download. The work used an alternative approach provided
by the authors to retrieve the missing videos and obtain a complete dataset. Like most
researchers, here, we split the dataset into training, validation, and test sets. The training
set contains 10 K clips, the validation set contains 4 K clips, and the test set contains 5 K
clips. However, the labels for the test set have not yet been released, so this work used the
validation set for experimentation and comparison purposes.

Before training the model, the work preprocessed the reference sentences by converting
all letters to lowercase, removing non-text characters, and adding special markers <BOS>and
<EOS> at the beginning and end of each sentence. To reduce the impact of large vocabularies
and low-frequency words, the work replaced words occurring less than five times with
<UNK>. However, this replacement resulted in the loss of some semantic information, also
known as the out-of-bag error. This work also added a start token to the decoder input,
which allowed the caption to be generated word-by-word until the end marker was reached.

4.2. Implementation

Our model was trained on an Ubuntu 20.04 system using two NVIDIA GeForce RTX
3070 GPUs, and the work used PyTorch [54] as the neural network engine. For multi-modal
feature extraction, the work followed the approach of BMT [52]. This work used I3D to
extract 64 RGB features and 64 optical flow features at 25.0 fps with a size of 224, producing
feature vectors with a dimension of 1024. We also used VGGish to extract audio features.
The learning rate was set to 1e−4, and the batch size was 32. The work used a multi-scale
deformable attention of size 4 and applied a two-layer deformable Transformer to encode
and decode the video features. The hidden layer size of the feed-forward network was set
to 2048, and we set the number of event queries to 10. In the caption module, the work
set the hidden layer dimension of the LSTM to 512 and the word embedding size to 468.
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The work used a dynamic learning rate and set the warm-up steps to 10 epochs, gradually
increasing from 0 to 5e−5. We trained the relation detection with fixed prediction loss and
set the learning rate to 5e−4. This work used the Adam optimiser [55] for the loss function.

4.3. Results and Analysis

The work tested our framework by following the implementation details above and
performing experiments on the ActivityNet Caption dataset. We compared the results with
those obtained by the state-of-the-art methods. This work also performed an ablation study
to investigate how different modules in our framework affected the experimental results.
Finally, the work presents the results of the qualitative analysis in a visualisation, which
provides a clearer picture of the benefits of our proposed framework.

4.3.1. Comparison to the State-of-the-Art

This work contrasted our proposed model with the state-of-the-art methods for the
dense video captioning task, consisting of EEDVC [43], DCE [8], MFT [26], WLT [27],
SDVC [9], EHVC [31], MDVC [28], BMT [52], EMVC [51], PPVC [13], and PDVC [46]. The
contrast results are displayed in Table 1.

Table 1. Comparison of the performance of our proposed method with the state-of-the-art methods
on the ActivityNet Captions dataset.

Models B@1 B@2 B@3 B@4 METEOR CIDEr

EEDVC [43] 9.96 4.81 2.91 1.44 6.91 9.25
DCE [8] 10.81 4.57 1.90 0.71 5.69 12.43

MFT [26] 13.31 6.13 2.84 1.24 7.08 21.00
WLT [27] 10.00 4.20 1.85 0.90 4.93 13.79
SDVC [9] 17.92 7.99 2.94 0.93 8.82 -

EHVC [31] - - - 1.29 7.19 14.71
MDVC [28] 12.59 5.76 2.53 1.01 7.46 7.38
BMT [52] 13.75 7.21 3.84 1.88 8.44 11.35

EMVC [51] 14.65 7.10 3.23 1.39 9.64 13.29
PPVC [13] 14.93 7.40 3.58 1.68 7.91 23.02
PDVC [46] - - - 1.96 8.08 28.59
Proposed 15.23 8.02 3.91 1.75 9.68 29.17

Bold font indicates the highest result.

As reported in Table 1, B@N is an evaluation metric known as BLEU [56], which
measures the quality of translations by comparing the matching degree of N-grams in
the candidate and reference translations. BLEU is commonly used for text generation
tasks in NLP. METEOR [57] is based on BLEU and uses the F-value as the final evaluation
metric, taking into account both recall and precision. CIDEr [58] calculates the similarity
between candidate and reference sentences, making it suitable for image and video cap-
tioning evaluation tasks. Higher quality text descriptions receive higher scores on these
evaluation metrics.

The work thoroughly analysed the comparative results based on the evaluation met-
rics mentioned above. Our proposed method performed slightly worse in B@1 and B@4,
but outperformed other methods in terms of METEOR and CIDEr. The SDVC uses rein-
forcement learning to train the model, resulting in a higher B@1 score compared to all other
methods. Furthermore, all our metrics are higher than those of BMT and EMVC, which also
use multi-modal features as inputs. This demonstrates the feasibility of using parallel paths
to generate textual descriptions. When compared to the two parallel decoding methods
of PPVC and PDVC, it can be seen that most of our metrics are slightly higher. It is worth
noting that PDVC’s input also includes visual and audio features, indicating that our
method is still competitive.
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4.3.2. Ablation Study

The work conducted several comparative experiments to analyse the impact of differ-
ent components of our proposed model on the output results. This includes comparing the
performance of the localisation module, investigating the effect of LSTM with deformable
attention on the caption module, and assessing the influence of multi-modal features as
inputs on model generation.

Table 2 shows the quality of event localisation on the ActivityNet Captions dataset.
Our method achieves a higher F1 score compared to MFT and SDVC. It outperforms the
traditional localise-then-describe methods and uses event proposal networks to generate
event proposals. Meanwhile, our method uses a representation organisation to filter better
quality events and overlays a localisation module to accurately locate event proposals. As
a result, our method significantly outperforms MFT on various metrics and achieves better
overall results compared to other models. These metrics demonstrate the effectiveness of
our proposed localisation module. The @tIoU represents the temporal intersection of the
unions, with 4 thresholds of {0.3, 0.5, 0.7, 0.9}.

Table 2. Performance comparison of the localisation module.

Models
Proposal Recall (@tIoU) Precision (@tIoU)

F1
Network 0.3 0.5 0.7 0.9 avg 0.3 0.5 0.7 0.9 avg

MFT [26] � 46.18 29.76 15.54 5.77 24.31 86.34 68.79 38.30 12.19 51.41 33.01
SDVC [9] � 93.41 76.40 42.42 10.10 55.58 96.71 77.73 44.84 10.99 57.57 56.56
PPVC [13] - 91.71 78.90 56.73 20.60 61.98 96.23 73.80 37.66 12.31 55.07 58.33
PDVC [46] - 89.47 81.91 44.63 15.67 55.42 97.16 78.09 42.68 14.40 58.07 56.71

Ours - 90.25 81.97 48.39 20.77 63.08 95.51 79.31 39.60 15.72 59.10 58.43

Bold font indicates the highest result.

The work compared different methods for the caption module of our model: Vanilla
LSTM, LSTM with Soft Attention (SA), and LSTM with Deformable Soft Attention (DSA).
The results are shown in Table 3. When generating event proposals and captions in parallel,
using Vanilla LSTM results in a lack of interaction between text and features. SA training
does not allow all attention weights to be concentrated on a fixed area. Therefore, using
DSA as our proposed method effectively addresses the issue of parallel methods not directly
accessing event proposals and achieves better results.

Table 3. The effect of LSTM with deformable attention on the caption module.

Method B@1 B@2 B@3 B@4 METEOR CIDEr

Vanilla LSTM 14.88 7.15 3.84 1.70 8.91 27.39
LSTM with SA 15.44 7.61 3.70 1.68 9.23 28.85

LSTM with DSA(Ours) 15.23 8.02 3.91 1.75 9.68 29.17

Bold font indicates the highest result.

The work also confirmed that combining different types of features can help improve
the quality of the text generated by the model. The comparison of the results is shown in
Table 4. Experimental results also report that using only audio features is not sufficient to
improve the quality of the text and can even have a negative impact on the performance of
the model. Using only visual features can produce good results, but is still not as effective
as using multi-modal features. By supplementing visual features with audio features, the
generated text can be significantly improved.
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Table 4. The impact of multi-modal features on the quality of generated captions.

Method B@1 B@2 B@3 B@4 METEOR CIDEr

Visual-only 13.66 7.43 3.11 1.27 8.35 23.58
Audio-only 13.07 6.69 2.94 1.13 6.81 16.20
Proposed 15.23 8.02 3.91 1.75 9.68 29.17

Bold font indicates the highest result.

4.3.3. Qualitative Analysis

This work demonstrates the proposed method on the act dataset. The generated text
descriptions can be seen in Figure 4. The GT is also included for reference.

As shown in Figure 4, the proposed method divides a 2 min video into 4 proposals
event and generates logical text descriptions. Compared to GT, our method accurately
separates the video based on its content and scenes and avoids the event redundancy.
The generated captions fully describe the content of each event. However, GT clearly
identifies the name of the male protagonist as “Mr. Bean”, which our method does not.
This difference may be due to the fact that the video clip is from a popular TV series and
GT’s captions are manually marked, whereas the protagonist is relatively well known. This
comparison shows that our method has not yet successfully identified the protagonist and
matched his name in a complex scene.

0:00 0:44

0:44 2:16
GT: Mr. Bean smile in a picture, then a man explains and then invite two people to show karate moves.

GT: After, the man calls Mr. Bean who looks afraid and run.
2:16

2:27

GT: Then, Mr. Bean push the back of the man who falls on the mat, then Mr. Bean rolls up the man and then gives a smile.

0:00 0:39

0:42 1:32
Ours: A  man is telling and demonstrating karate to students in the room.

Ours: A man wearing a white belt seems frightened, and avoids another man.

Ours: A man knocks the another man over and wraps him with a mat, then makes a bow to the classmates.

1:27 2:18

2:15
2:27Ours: A man runs away in fear, and the another man calms him.

Figure 4. Results of a qualitative analysis of a video from the ActivityNet Caption dataset. The
predicted results of the proposed model are compared with the GT reference.

5. Conclusions

The paper has proposed a new model for dense video captioning that achieves competi-
tive results on the ActivityNet Caption dataset, with the following particular improvements.

• The approach was able to effectively exploit the multi-modal features of video and
highlights the potential of the audio modality to enhance video details.

• A deformable Transformer was used to encode and decode features, which eliminated
the need for complex anchor mechanisms and hyperparameter constraints in non-
maxima suppression.

• A representation organisation module was introduced to improve the link between
features and context.

• The parallel method for the two subtasks of localisation and captioning was enhanced,
allowing fine-grained interaction between the submodules and improving the com-
prehensiveness and accuracy of the text descriptions generated by the model.
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Based on the experimental results, it is evident that our method excels in event
localisation and generates text descriptions that follow linguistic logic, while presenting
video content from multiple perspectives. Compared to other dense video captioning
methods, our proposed method has clear advantages. In the future, we will aim to overcome
the branch bottleneck of existing parallel methods, improve the computer’s ability to
understand and represent video content, and ultimately achieve the beautiful vision of
artificial intelligence.
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Abstract: Federated learning has emerged as a promising technique for the Internet of Things (IoT) in
various domains, including supply chain management. It enables IoT devices to collaboratively learn
without exposing their raw data, ensuring data privacy. However, federated learning faces the threats
of local data tampering and upload process attacks. This paper proposes an innovative framework
that leverages Trusted Execution Environment (TEE) and blockchain technology to address the
data security and privacy challenges in federated learning for IoT supply chain management. Our
framework achieves the security of local data computation and the tampering resistance of data
update uploads using TEE and the blockchain. We adopt Intel Software Guard Extensions (SGXs) as
the specific implementation of TEE, which can guarantee the secure execution of local models on SGX-
enabled processors. We also use consortium blockchain technology to build a verification network
and consensus mechanism, ensuring the security and tamper resistance of the data upload and
aggregation process. Finally, each cluster can obtain the aggregated parameters from the blockchain.
To evaluate the performance of our proposed framework, we conducted several experiments with
different numbers of participants and different datasets and validated the effectiveness of our scheme.
We tested the final global model obtained from federated training on a test dataset and found that
increasing both the number of iterations and the number of participants improves its accuracy. For
instance, it reaches 94% accuracy with one participant and five iterations and 98.5% accuracy with
ten participants and thirty iterations.

Keywords: federated learning; Trusted Execution Environment (TEE); blockchain; supply chain;
Internet of Things (IoT)

MSC: 68M25

1. Introduction

The exponential growth of Internet of Things (IoT) applications in supply chain
management has introduced both opportunities and challenges. IoT devices play a crucial
role in enabling intelligent control, automated operations, optimized scheduling, quality
testing, and efficient delivery within production lines [1]. They also facilitate the intelligent
positioning, monitoring, and management of transportation vehicles, distribution centers,
and warehouses while providing real-time tracking and traceability of goods [2]. In the
supply chain, enterprises rely heavily on suppliers for diverse raw materials or services
necessary for manufacturing their products. IoT devices assist in the smart selection,
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management, and evaluation of suppliers, as well as the real-time monitoring of raw
material quality, quantity, and location [3]. Although generating substantial data, the need
to share and coordinate data among participants in real time arises to enhance efficiency and
reduce costs. However, concerns surrounding data leakage, potential misuse, and exposure
to competitors pose significant challenges concerning data privacy and trust. Moreover,
the process of data sharing in the supply chain complicates the establishment of the
consensus on data value and quality, as sharing parties may intentionally provide low-
quality or even falsified data to benefit themselves [4]. Hence, addressing the challenge
of achieving data collaboration and intelligent analysis while ensuring data security and
privacy within the supply chain is of utmost importance.

Federated learning is a distributed machine learning technique that enables multiple
participants to train models locally and share model parameters or updates with a central
server for aggregation [5]. This approach allows each participant to improve their model’s
performance by leveraging data from other participants without directly sharing their raw
data [6]. Federated learning offers advantages in terms of data privacy protection and
reduced communication overhead, making it well suited for supply-chain-management
scenarios [7–9]. Nevertheless, existing federated learning techniques still encounter security
and privacy challenges. For instance, the central server could be vulnerable to hacking
or tampering by internal personnel, resulting in the leakage or corruption of model pa-
rameters or updates [10,11]. Dishonest or malicious behavior among participants, such as
transmitting erroneous or malicious model parameters or updates, can significantly impact
the quality of the models [12]. Additionally, participants’ join or exit events may lead to an
unstable or inconsistent model training process [13]. To address these issues, robust and
reliable security and privacy-protection mechanisms need to be introduced.

Figure 1 illustrates a typical cross-border data-sharing use case within a global supply
chain, where various IoT devices’ data are stored in the cloud, accessible from different
regions or countries involved in the supply chain. However, this scenario exposes sensitive
data to potential harm from malicious users. This paper presents a novel federated learning
framework that leverages the blockchain and the Trusted Execution Environment (TEE) to
enhance the security and privacy of supply chain data. Our contributions are as follows.

Figure 1. Possible challenges of traditional centralized global supply chain scenario.
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(1) The framework introduces a consortium blockchain-based federated learning
protocol that capitalizes on the decentralized, tamper-resistant, and traceable characteristics
of blockchain technology to enable secure transmission, storage, and verification of model
parameters or updates.

(2) We utilize TEE to safeguard local participant data and computation processes from
leakage or tampering. We introduce a distributed local federated learning architecture based
on TEE to further enhance data privacy while ensuring the quality of local client models.

(3) We conduct experimental evaluations using datasets, and the results demonstrate
that our framework effectively enhances data security and privacy while achieving high
model accuracy and maintaining low communication overhead.

The rest of this paper is organized as follows. Section 2 presents the related work.
Section 3 introduces the proposed framework. Section 4 gives the security analysis.
Section 5 presents the experimental results and evaluates various performance aspects of
the proposed framework. Section 6 concludes this paper.

2. Related Work

(1) Trusted Execution Environment

Intel SGX [14] is a hardware-based security architecture technology that enables the
creation of TEEs on Intel processors for cloud platforms and server environments. A TEE
is a secure region of memory that isolates the execution of sensitive code and data from
any untrusted system components, such as the operating system or the hypervisor. SGX
extends CPU instructions to encapsulate the secure operations of legitimate software in an
enclave, which is the basic unit of protection in SGX. Unlike other TEE technologies, such
as TrustZone, SGX can run multiple secure enclaves on the same processor, each equivalent
to a TEE. SGX also provides mechanisms for the attestation and sealing of enclaves, which
allow for proving the integrity and confidentiality of the enclave’s execution and data. SGX
has been widely used to achieve privacy-preserving machine learning [15–19] by running
the machine learning algorithms inside enclaves and protecting the data and models from
unauthorized access.

(2) Federated Learning

Federated learning is a machine learning technique that enables distributed model
training on multiple local data sources without sharing the raw data [5,20,21]. This tech-
nique leverages local model parameters, which do not reveal the original data, to construct
a global model that captures the data value while preserving data privacy and security.
Federated learning realizes a novel paradigm of “data available but not visible”, which
empowers decentralized data to be utilized for more accurate model training without vio-
lating data protection. In contrast to conventional centralized machine learning approaches,
federated learning enables the collaboration of multiple parties on a shared model without
exposing their private data, augmenting privacy and security [22]. It also mitigates the
communication overhead and computational costs associated with centralized machine
learning, as only the updates to the local model are transmitted to the central server instead
of the whole dataset. Federated learning can be divided into three types: vertical federated
learning, horizontal federated learning, and federated transfer learning [23]. Vertical feder-
ated learning is applicable to scenarios where data features are highly correlated but data
samples are disjoint, and it can achieve cross-domain knowledge sharing. Horizontal feder-
ated learning is applicable for scenarios where data samples are highly correlated but data
features are disjoint, and it can achieve cross-institutional knowledge fusion. Federated
transfer learning is applicable to scenarios where data samples and data features are both
disjoint but have some correlation, and it can achieve cross-domain knowledge transfer.

FedAvg is a federated learning algorithm that was introduced in a 2016 paper by
Google researchers [24]. Federated learning exists to train deep neural networks on many
devices, such as smartphones or tablets. These devices may have different types of data,
and their users may not want to share their data with others for privacy reasons. FedAvg
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allows these devices to train a local model on their own data without sending the data to a
central server [25]. Instead, the device only sends the model parameters, which are numbers
that represent how the model learns from the data. The central server then combines the
parameters from all the devices by taking their weighted average, where the weights
depend on how many data each device has. The server then sends the averaged parameters
back to all the devices, which update their local models with the new parameters. This
cycle of local training and global averaging continues until the global model reaches a good
performance. FedAvg has some benefits over traditional learning methods that require all
the data to be sent to a central server, such as saving communication bandwidth, handling
diverse data sources, and improving model accuracy and generalization ability.

(3) Blockchain

Blockchain technology is a novel form of distributed ledger technology that employs
cryptographic techniques and consensus protocols to maintain a shared record of trans-
actions across multiple nodes, creating a sequential chain of data blocks. This technology
exhibits several distinctive features, such as decentralization, immutability, distributed
storage, anonymity, transparency, and smart contracts [26,27]. Decentralization refers to
the absence of a central authority or intermediary institution that governs or regulates the
blockchain. All participants have equal rights to join the blockchain network and contribute
to its security through consensus protocols [28]. Immutability implies that the data stored
on the blockchain are permanent and irreversible. Distributed storage indicates that the
blockchain data are not located on a centralized server but dispersed across multiple nodes.
This enhances the reliability and security of blockchain technology, making it resilient
to attacks or tampering and having high fault tolerance. Anonymity and transparency
denote that blockchain technology utilizes public keys and private keys to encrypt and
decrypt data, safeguarding the privacy and security of users, while all transaction records
are publicly available on the blockchain, and anyone can access the blockchain data [29].
Smart contracts are a type of self-executing code based on blockchain technology that can
automatically perform under predefined conditions.

Based on the various features of blockchain technology, many interesting and valuable
applications have emerged in various fields. Power Ledger is a blockchain-based energy-
trading platform that allows consumers to sell their excess solar energy to other consumers
and verify the source and quality of the renewable energy they purchase. IBM Food
Trust is a blockchain-based food-traceability platform that connects farmers, processors,
distributors, and retailers. It enables data sharing and traceability along the food supply
chain and improves food safety, quality, and efficiency. Medicalchain is a blockchain-
based platform that aims to create a decentralized electronic health record system, where
patients can securely store and share their health data with authorized medical professionals
and access remote healthcare services. Estonia, as a pioneer in the field of e-government,
has implemented digital identity, e-residency, e-voting, e-health, and e-justice based on
the blockchain, improving the security, transparency, and efficiency of public information
processes [30–33].

The consortium blockchain is a special form of blockchain that allows only authorized
nodes to join its network, which usually represents different physical organizations or enter-
prises that need to collaborate or share a task or resource [34]. Consortium blockchain typi-
cally uses specific consensus agreements to ensure that all nodes agree on the validity and
sequence of transactions while providing a high degree of control and customizability [35].
The consortium blockchain is transparent, decentralized, highly controllable, and cus-
tomizable. The consortium blockchain is suitable for applications that require sharing and
collaboration among multiple organizations, such as cross-organizational transactions and
collaborative operations.

A brief comparison of related works of literature with respect to various methodologies
is shown in Table 1. Bonawitz [36] adopted federated learning, but their research does not
incorporate the use of TEE (Trusted Execution Environment) or blockchain methodologies.
A significant limitation of this work is its inability to fully guarantee data security and
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privacy during the federated learning process. Chen et al. [37] integrates both federated
learning and TEE but does not utilize the blockchain. Its limitation lies in only being able
to guarantee data security and privacy during the data-aggregation process to a certain
degree, implying there may be vulnerabilities or scenarios where data could be at risk.
Li et al. [38] utilize federated learning and the blockchain but not TEE. This can only ensure
data security and privacy within the local model to a certain extent. This might indicate
potential challenges or vulnerabilities when scaling or in more complex scenarios.

Table 1. Comparison of related works of literature with respect to various methodologies.

Paper Federated Learning TEE Blockchain Features

[36] Yes No No Cannot fully guarantee the data security and privacy in the federated
learning process.

[37] Yes Yes No Can guarantee data security and privacy in the data aggregation process to a
certain extent.

[38] Yes No Yes Can guarantee data security and privacy in the local model to
a certain extent.

Ours Yes Yes Yes Can fully guarantee data security locally and privacy in the
data-aggregation process.

3. Proposed Framework

The summary of notations used in the methodology can be seen in Table 2.

Table 2. Description of notations.

Notations Description

Di Local data for device i
E Number of training epochs
α Learning rate

p, g Diffie–Hellman parameters
SKi Private key for Diffie–Hellman of device i
PKi Public key for Diffie–Hellman of device i
N Nonce generated by TEE
T Attestation token generated by TEE

SKTEE Private key for Diffie–Hellman of TEE
PKTEE Public key for Diffie–Hellman of TEE

w Model weights
ŷ Model prediction
y True label
∇ Gradient

Eweight Encrypted weight
D Device sets
K Number of global iterations
η FedAvg learning rate

{wi}i∈D Local model weight for each device in D
HID,i Device identity hash value for device i
w0 Initial global weight
Bt Block containing verified local model weights
at′ Aggregated update at iteration t′

∇ f (at′ ,D) Gradient of objective function
wt′ Global weight at iteration t′

3.1. System Overview

In this paper, we propose a secure and efficient federated learning framework based on
a Trusted Execution Environment (TEE) and the blockchain for industrial Internet of Things
(IoT) supply chain applications. Our framework aims to address the challenges of data
privacy, model security, and model verifiability in federated learning, which is a promising
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technique to enable collaborative learning among multiple parties without sharing raw
data. We consider an IoT supply chain scenario where N stakeholders (e.g., manufacturers,
warehouses, logistics providers, and retailers) collect data Di = {(xj

i , yj
i)}ni

j=1 from various
sensors installed on products, equipment, or vehicles along supply chain stages. These
data are used to train local models on each stakeholder’s device using TEE technology,
which provides hardware-level isolation and protection for local model parameters wi from
being exposed to aggregation servers or malicious attackers during the training process.
The local models are then aggregated by a central server using a federated averaging
(FedAvg) algorithm over a blockchain network, which ensures secure aggregation and
tamper-resistant storage of model parameters among distributed nodes. The server updates
global model parameters w by computing the weighted average of local model parame-
ters, where n = ∑N

i=1 ni is the total number of data points. The server sends the updated
global model parameters w back to stakeholders via the blockchain consensus mechanism,
which allows stakeholders to verify the correctness and integrity of global model updates.
The stakeholders can use the updated global model to perform product recognition and
classification tasks on their own data without revealing sensitive information to others.
The framework iterates until the convergence criterion is reached or a predefined num-
ber of communication rounds are completed. Figure 2 illustrates the overview of our
proposed framework.

Figure 2. Overview of the proposed framework.

3.2. Threat Model

This paper investigates a federated learning system that consists of a central server
and multiple clients. Each client has its own local dataset that is hidden from others.
The server starts the model training by distributing the initial parameters to the clients
and then receives and aggregates their updates after each round. The server is assumed
to be honest and will not reveal or change the data or parameters. The communication
between the clients is also assumed to be secure and will not be eavesdropped on or
tampered with. Side-channel attacks are ignored when using SGX. However, some clients
may be malicious and have motives to sabotage the federated learning system. Three
types of attack objectives for malicious clients are identified: robustness attacks, privacy
attacks, and free-riding attacks. Robustness attacks aim to impair the model’s accuracy or
availability, making it unsuitable or untrustworthy for its intended tasks. Privacy attacks
aim to infer other clients’ private data or model parameters, obtaining sensitive information
or competitive advantage. Free-riding attacks aim to exploit other clients’ contributions to
improve their own model performance without paying the corresponding cost.
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3.3. Local Model in TEE for Federated Learning

In order to address the problem of the security of the local model, we implement the
CNN model training inside the enclave. The algorithm details a local model in a TEE for
federated learning. Federated learning is a distributed machine learning technique that
allows multiple parties to collaboratively train a model without sharing their raw data.
A TEE is a secure area of a processor that protects the code and data from being tampered
with or leaked by other processes. The overview is shown in Figure 3.

Figure 3. The architecture of the local model in a trusted execution environment.

Diffie–Hellman key exchange is based on the property of modular exponentiation
that (ab)c mod p = abc mod p. Since PKi = gSKi mod p and PKTEE = gSKTEE mod p,
we have

S = PKSKTEE
i mod p

= (gSKi mod p)SKTEE mod p

= gSKiSKTEE mod p

= (gSKTEE mod p)SKi mod p

= PKSKi
TEE mod p

(1)

Gradient descent update is based on the idea of finding the minimum of a function
by moving in the opposite direction of its gradient. The gradient is the vector of partial
derivatives that points to the steepest ascent of the function. The learning rate α controls
the step size of the update. The loss function Loss measures the discrepancy between the
model prediction ŷ and the true label y. The model prediction ŷ is a function of the model
weights w and the input x. The update rule can be derived as follows:

w ← w − α · ∇Loss(ŷ, y)

= w − α · ∂

∂w
Loss(ŷ, y)

= w − α · ∂

∂w
Loss(Model(w, x), y)

= w − α · ∂

∂w
L(w)

(2)
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where L(w) is a shorthand notation for Loss(Model(w, x), y).
Encryption and decryption in TEE are based on the assumption that there exists an en-

cryption function Encrypt and a decryption function Decrypt that have the
following properties:

• For any message m and key kk, Decrypt(k, Encrypt(k, m)) = m.
• For any ciphertext cc and key kk, Encrypt(k, Decrypt(k, c)) = c.
• It is computationally infeasible to recover m from Encrypt(k, m) without knowing k.

The encryption equation uses the public key of the rich execution environment (REE)
as the key to encrypt the weight: Eweight = Encrypt(PKi, w). The decryption equation uses
the shared secret key as the key to decrypt the encrypted weight: w = Decrypt(S, Eweight).

Since S = PKSKTEE
i = PKSKi

TEE, we have:

w = Decrypt(S, Eweight)

= Decrypt(PKSKTEE
i , Eweight)

= Decrypt(PKSKTEE
i , Encrypt(PKi, w))

= w

(3)

Algorithm 1 consists of four main parts:

• Input and output: The input includes the local data Di, the number of training epochs
E, the learning rate α, and the Diffie–Hellman parameters p and g. The output is the
weight w of the local model.

• Interaction between REE and TEE: The REE is the normal operating system that runs
outside the TEE. The REE and TEE communicate through a secure channel to exchange
public keys for Diffie–Hellman key exchange, which is a method to generate a shared
secret key without revealing it to an eavesdropper. The public key of the REE is
PKi = gSKi mod p, where SKi is the private key of the REE. The public key of the
TEE is PKTEE = gSKTEE mod p, where SKTEE is the private key of the TEE. The shared
secret key is S = PKSKTEE

i mod p = PKSKi
TEE mod p.

• Local attestation process in TEE: The TEE generates a nonce N and an attestation
token T, which is a digital signature that proves the identity and integrity of the TEE.
The signature uses the private key of the TEE, denoted by SKTEE, and can be verified by
anyone who knows the public key of the TEE, denoted by PKTEE. The nonce prevents
replay attacks by ensuring that the token is fresh and unique. The TEE sends N and T
to the REE, which verifies the token by checking if Verify(PKTEE, N, T) returns true.

• Local model in TEE: The TEE initializes the model weights w and trains them for
E epochs using gradient descent on the local data Di. For each sample (x, y) in Di,
the model computes the prediction ŷ = Model(w, x) and the gradient
∇ = ∇Loss(ŷ, y), where Loss is a loss function that measures the discrepancy between
ŷ and y. The model updates the weights by subtracting a fraction of the gradient:
w ← w − α · ∇, where α is the learning rate. After training, the TEE encrypts the
weight using the public key of the REE: Eweight = Encrypt(PKi, w), where Encrypt is
an encryption function. The encrypted weight is sent to the REE, which decrypts it
using the shared secret key w = Decrypt(S, Eweight), where Decrypt is a decryption
function. The decrypted weight is returned as the output of the algorithm.

The weight “w” is expected to improve with each iteration. The improvement here is
in the context of minimizing the loss function specific to the local dataset Di. Each iteration
updates the weight based on the gradient of the loss, directing it toward an optimal value
for those specific data.

The algorithm assumes that some functions are predefined, such as ModelModel,
LossLoss, SignSign, VerifyVerify, EncryptEncrypt, and Decrypt. These functions may vary
depending on the specific implementation of federated learning and TEE.
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Algorithm 1 Local Model in TEE for Federated Learning

Input:
Local data: Di
Number of training epochs: E
Learning rate: α
Diffie–Hellman parameters: p, g

Output: weight w
1: Generate private key for Diffie–Hellman: SKi
2: Compute public key for Diffie–Hellman: PKi ← gSKi mod p
3: Interaction between REE and TEE:
4: REE: Send PKi to TEE
5: TEE: Receive PKi from REE
6: Local Attestation Process in TEE:
7: TEE: Generate nonce: N
8: TEE: Compute attestation token: T = Sign(SKTEE, N)
9: TEE: Send N and T to REE

10: REE: Receive N and T from TEE
11: REE: Verify attestation token: Verify(PKTEE, N, T)
12: In TEE:
13: TEE: Generate fresh private key for Diffie–Hellman: SKTEE
14: TEE: Compute public key for Diffie–Hellman: PKTEE ← gSKTEE mod p
15: Local Model in TEE:
16: Initialize model weights: w
17: for e = 1 to E do
18: for each sample (x, y) in Di do
19: Compute model prediction: ŷ = Model(w, x)
20: Compute gradient: ∇ = ∇Loss(ŷ, y)
21: Update model weights: w ← w − α · ∇
22: Interaction between REE and TEE:
23: TEE: Send encrypted weight: Eweight = Encrypt(PKi, w) to REE
24: REE: Receive encrypted weight: Eweight from TEE
25: REE: Decrypt weight using Diffie–Hellman: w = Decrypt(SKi, Eweight)
26: return: w

3.4. Federated Averaging on Blockchain

Federal learning involves data exchange among multiple parties. To ensure the secu-
rity and integrity of the data, this paper adopts the FedAvg algorithm combined with the
consortium blockchain to achieve secure data transmission. The consortium blockchain is a
distributed ledger system based on blockchain technology that can improve the security
and credibility of data-sharing and interaction among multiple parties. The FedAvg algo-
rithm uses the average of the model parameters to achieve collaborative learning among
participants. An overview of this process is shown in Figure 4. And the flow of reaching
consensus on the blockchain is shown in Figure 5.

FedAvg is a communication-efficient algorithm for distributed training with many
clients who keep their data locally for privacy. A central server communicates the global
model parameter to each client and aggregates the updated local model parameters from
clients. The core formula of FedAvg is

w(t+1) =
K

∑
k=1

nk
n

w(t+1)
k (4)

where w(t+1) is the global model parameter at round t + 1, K is the number of clients, nk is
the number of local data samples on client k, n is the total number of data samples across
all clients, and w(t+1)

k is the local model parameter updated by client k on round t + 1.
The formula is derived by having each selected client perform SGD on its local data using
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the global model parameter as the initial value and having the server take a weighted
average of the received local model parameters. FedAvg can reduce communication costs
and improve privacy compared to centralized methods that require sending raw data or
gradients to the server.

Figure 4. FedAvg on the blockchain.

Figure 5. Flow of reaching consensus on the blockchain.

Algorithm 2 consists of four main parts:

• Input and output: The algorithm takes the following input, the set of devices D,
the number of global iterations K, the FedAvg learning rate η, the local model weight
{wi}i∈D , and the device identity hash value HID,i for all devices i ∈ D. The output of
the algorithm is the global weight wK after global training.

• Hash Value Verification: To verify the identity information of each device, the algo-
rithm reads the corresponding smart contract from the blockchain. If the device’s
identity hash value HID,i matches the verified hash value, the corresponding local
model weight wi is stored in a list; otherwise, the local model weight wi is discarded.

• Blockchain Uploading: All verified local model weights are stored in a block, which
is then transmitted to the Fabric blockchain network. The algorithm waits for the

59



Mathematics 2023, 11, 3759

consensus result from the Raft network. If consensus is reached, the accepted block
is received at all replicas, and the local model weights of the verified devices are
extracted for use in the aggregation step.

• Aggregation: The local model weights of all verified devices are aggregated. The aver-
age value of these verified local model weights at′ is computed and used to update
the global model weight wt′ . Here, wt′−1 represents the global model weight from
the previous iteration. The FedAvg strategy is used to update the global model
weight wt′ ← wt′−1 − η∇ f (at′ ,D), where f (·) is the objective function and D is the
global dataset.

Algorithm 2 FederatedAveraging on Blockchain

Input:
Device sets: D
Number of global iterations: K
FedAvg learning rate: η
Local model weight: {wi}i∈D and device identity hash value: HID,i for all i ∈ D

Output: global weight wK
1: procedure FEDAVG(D, K, η, {wi}i∈D , {HID,i}i∈D)
2: Initialize the global weight w0
3: for t = 1, 2, . . . , K do
4: for i ∈ D do
5: if the device ID hash value in HID,i is validated by the corresponding smart

contract then
6: Store the verified local model weight in a list: {wi}i∈D,verified.
7: else
8: Discard the local model weight wi of device i due to mismatched ID

hash value.
9: Form a block Bt containing all verified local model weights {wi}i∈D,verified.

10: Upload the block Bt to the Fabric blockchain: Bt → Upload
11: Wait for the consensus result from the Raft network: Consensus → Wait
12: if consensus achieved then
13: Receive the accepted block at all replicas, extract the local model weights of

verified devices
14: Aggregate the received updates using FedAvg: at′ ← 1

C ∑C
i=1 wi, where

{wi}C
i=1 are the verified local model weights in the accepted block.

15: Update the global weight using FedAvg: wt′ ← wt′−1 − η∇ f (at′ ,D), where f (·)
is the objective function and D is the global dataset.

16: return wK

4. Security Analysis

Federated learning is a distributed collaborative learning technique that enables train-
ing a global model using local data from multiple clients without sharing the data. However,
federated learning faces various security and privacy threats, such as data poisoning by
malicious clients, model poisoning, inference attacks, free-riding attacks, and robustness
attacks. To address these threats, we propose an algorithm for training a local model in TEE.

4.1. Local Training Model in TEE

TEE is a hardware-isolation technology that ensures that the code and data running
within it are protected from external interference or leakage. The algorithm presented in this
paper leverages TEE to provide the following security assurances. The proposed algorithm
incorporates several security measures to mitigate security and privacy threats in federated
learning. These measures include secure communication using the Diffie–Hellman key
exchange protocol, local attestation, encryption and decryption mechanisms, and local
model training within the TEE.
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Secure communication between the REE and TEE is achieved through the utilization of
the Diffie–Hellman key-exchange protocol. This protocol, based on mathematical principles,
enables the two parties to negotiate a shared key over a public channel without directly
sharing the key itself. By relying on the computational hardness of the discrete logarithm
problem, the protocol ensures that computing the private key from the public parameters is
a challenging task. As a result, this approach prevents potential man-in-the-middle attacks
and replay attacks, bolstering the security of the communication channel.

To verify the identity and integrity of the TEE, a local attestation process is imple-
mented. In this process, the TEE generates a random number (nonce) and an attestation
token, which are then transmitted to the REE. Upon receiving these parameters, the REE
employs the TEE’s public key to verify the authenticity of the attestation token and its
correspondence to the received nonce. The successful verification of these parameters
establishes trust in the TEE, effectively preventing impersonation or tampering attacks. To
protect the confidentiality of the model weights, encryption and decryption mechanisms
are employed. The TEE utilizes the Diffie–Hellman public key received from the REE to
encrypt the model weights. Subsequently, the encrypted weights are securely transmitted
to the REE, which possesses the corresponding Diffie–Hellman private key required for
decryption. As only the REE holds the private key, unauthorized entities are unable to
decrypt or modify the weights, safeguarding against theft or unauthorized manipulation.
Furthermore, local model training within the TEE ensures privacy and prevents inference
attacks or GAN attacks. This process involves the initialization of model parameters using
locally generated Diffie–Hellman public and private keys. Multiple rounds of training
are then conducted on the local dataset, enabling the TEE to update the model weights
accordingly. Since only the TEE possesses knowledge of its private key and the weights,
external entities are unable to infer any sensitive information about the data or weights,
reinforcing privacy and thwarting potential attacks.

By leveraging the TEE and integrating mechanisms for secure communication, local
attestation, encryption, and local model training, the proposed algorithm establishes robust
security measures. These measures collectively mitigate various security and privacy
threats in the context of federated learning. The combination of secure communication, trust
establishment, data encryption, and local training within the TEE ensures the confidentiality,
integrity, and authenticity of the communication and data, bolstering the overall security of
the federated learning process.

4.2. Aggregate Security

Federated learning also faces various security and privacy challenges, such as mali-
cious client attacks, local weight leakage or tampering, etc. To address these challenges, this
paper optimizes the aggregation part of federated learning and proposes a scheme that com-
bines aggregation algorithms with blockchain technology, thereby improving the security
and efficiency of federated learning. The scheme proposed in this paper mainly includes
two steps: consortium chain-based verification and consortium chain-based transmission.

In the consortium chain-based verification step, each participant needs to upload their
local weights to the chain and attach their own identity digital signature after completing
the local model training. A smart contract is deployed on the consortium chain to verify
whether the local weights come from legitimate clients, i.e., whether they match the identity
digital signature. Only local weights that pass the verification can be recorded on the
blockchain and used for subsequent global model updates. Otherwise, local weights will
be rejected and discarded. This verification mechanism can effectively prevent malicious
clients from forging or tampering with local weights, thereby ensuring the quality and
accuracy of the global model. At the same time, this verification mechanism can also solve
the trust and attack problems that exist in traditional federated learning and improve the
security and reliability of federated learning. Through the consortium-chain-based verifica-
tion mechanism, we can enhance trust and collaboration among participants and prevent
data pollution and model poisoning attacks.
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In the consortium-chain-based transmission step, each participant no longer needs
to send their local weights to the aggregation server after uploading them to the chain;
instead, the aggregation server obtains all participants’ local weights from the blockchain
and performs centralized aggregation. This transmission mechanism can effectively ensure
the anti-tampering and security of local weights, prevent local weights being maliciously
modified or stolen during transmission, and ensure the traceability and immutability of
local weights. At the same time, this transmission mechanism can also reduce communica-
tion overhead and improve efficiency, solving the communication and efficiency problems
that exist in traditional federated learning and improving the performance and effect of
federated learning. Through the consortium-chain-based transmission mechanism, we can
protect participants’ data privacy and model knowledge and prevent data leakage and
model theft attacks.

4.3. Adaptability

Our framework leverages Trusted Execution Environment (TEE) and blockchain tech-
nology to address data security and privacy challenges in federated learning, especially
within the IoT supply chain management domain. However, our approach is general
and can be extended to various contexts where data security and privacy are paramount.
The core principles of our framework are ensuring data security, data integrity, and user
privacy. These principles are applicable across various domains where federated learning
and data security concerns overlap, such as healthcare, smart cities, or industrial IoT. More-
over, any collaborative machine learning or data analytics scenario where data privacy is a
concern can potentially benefit from our framework. Examples include finance, healthcare,
and e-commerce, where transactional data, patient records, and user purchase history need
to be protected. The combination of TEE and blockchain ensures not only data security
but also the traceability and accountability of computations, making it suitable for any
scenario requiring trustworthiness and auditability. Furthermore, our system is modular
and adaptable. Different components (e.g., a different blockchain or a different TEE) can be
integrated based on the specific requirements of another context, allowing for flexibility in
deployment. Therefore, our framework has a wide range of potential applications beyond
IoT supply chain management.

5. Results

In this section, we provide an overview of the implementation and evaluation of our
proposed framework.

5.1. Experimental Methodology

We present the experimental results of our proposed scheme for privacy-preserving
federated learning based on TEE and the blockchain. We first evaluated the performance of
the local model training in TEE for federated learning. Then, we conducted experiments to
compare the performance of federated learning with blockchain-based parameter updates
with different numbers of nodes and transactions. We collected a dataset from real-world
IoT devices of a supply chain, which includes production data from multiple suppliers,
sales data from retailers, and product data. The detailed configuration of the experimental
environment is presented in Table 3.

Table 3. Experiments setup.

Experiments Setup Specification

CPU Intel Xeon Processor 2695 CPU 2.40 GHz
Ram 64 GB

Operating System Ubuntu 18.04
Implementation Python 3.7.0

Libraries Pytroch 1.6.0
System Setup Hyperledger Fabric 2.0, Docker 20.10.7
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5.2. Performance Evaluation

We conducted an experiment to evaluate our framework’s performance in local clients
using federated learning from Figure 6. We compared the time costs of local training and
aggregated three models (LeNet, VGG16, and ResNet) with 200 data samples each on two
datasets (Fashion MNIST and MNIST) under two scenarios: using TEE in Intel SGX or
using REE. We varied the number of local nodes from 5 to 30 and measured the total time
required for each scenario. Figure 6 shows the results of our experiment. We observed
that ResNet had similar trends on both datasets, as shown in Figure 6a,d. The training and
aggregation time remained stable until 15 local nodes but increased when reaching 20 local
nodes or more. The increase was about 1.6 s for both scenarios. Figure 6b,c show the results
for LeNet and VGG on the MNIST dataset. We found that using TEE increased the time
cost by about 1.57 s compared to using REE when using 30 local nodes for VGG model.
However, this was only 1.7 s slower than not using SGX at all for aggregation. The other
models had similar results. The main reason for the increased time cost in TEE was the
memory limitation of Intel SGX, which affected the efficiency of federated learning.

We evaluated our framework’s accuracy by testing the final global model obtained
from federated training on a test dataset. We varied the number of participants and the
number of iterations in our experiment. We considered four scenarios with different
numbers of iterations: 5, 10, 20, and 30. We also varied the number of participants from
1 to 30. Figure 7 shows our accuracy results for each scenario. We found that increasing
the number of both iterations and participants improved the accuracy of our global model.
For example, when using only one participant and five iterations, our model achieved
an accuracy of 94%. However, when using ten participants and thirty iterations, our
model reached an accuracy of 98.5%. This indicates that more iterations and participants
allow our framework to capture more features from the training data and generate a
better classifier. The main reason for this improvement is that each participant randomly
selects samples from their local data for each iteration. When there are few participants or
iterations, some samples may not be used for training at all, which reduces the diversity
and representativeness of our global model. By increasing both factors, we can ensure
that our framework covers more samples from different distributions and learns a more
accurate model.

For the evaluation of the system throughput, we mainly measured the overall scale
of the system in recording verification and data acquisition in the blockchain. We con-
structed three experimental scenarios with different numbers of participants joining, where
the transaction number was set to 500, 1000, and 2000. Figure 8 shows the relationship
between different numbers of participants and system throughput under the condition of
completing the transaction number of the three experimental scenarios. When the number
of participants was two, the system throughput performance showed a significant upward
trend as the set’s transaction number increased, rising from about 20 TPS to about 34 TPS.
However, as the number of participants increased, the system throughput decreased. Un-
der normal circumstances, the increase in participants would have a positive effect on
system throughput. The reason for this, we believe, is that the transaction number was set
too high, resulting in too many data generated by participants, causing data-congestion
problems for the system and a performance bottleneck. We also conducted throughput
experiments for four and six participants in different stages of the FedAvg on Chain pro-
cess, such as local weight upload, verification, and aggregation, as shown in Figure 9.
Figure 9a is a graph of the relationship between transaction volume and throughput for
four participants and Figure 9b is for six participants. A common point for four and six
participants is that the throughput of local weight uploaded to the blockchain stage is lower
than that of the other two stages, and as the transaction volume increases, the throughput
performance of four participants is better than that of six participants, for the same reason
that too much data generation leads to performance bottlenecks. Only when the transaction
volume is too large will it cause a decline in the throughput performance. FedAvg on Chain
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does not have thousands of iterations, ensuring that the system can run normally with
multiple participants.

(a) (b)

(c) (d)

Figure 6. Comparison of durations of training processes between the TEE and REE for various deep
learning models and the Fashion MNIST dataset. (a) ResNet-Fashion MNIST. (b) LeNet-MNIST.
(c) VGG16-MNIST. (d) ResNet-MNIST.

Figure 7. Federated learning accuracy.
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Figure 8. Throughput.

(a) (b)

Figure 9. The comparison of throughput between 4 nodes and 6 nodes.

We also tested the transaction latency of the system, as well as the evaluation of the
system throughput. We still constructed scenarios with 500, 1000, and 2000 transactions
and conducted experiments on the average transaction latency of the system with different
numbers of participants. Figure 10 shows that as the number of participants increases,
the average transaction time delay shows a positive trend. In the case of eight participants,
the average time delay for 500 transactions can reach about 40 s. The number of partici-
pants remains unchanged, and the increase in transaction volume is also the reason for
the increase in average time delay. The reason is that as the number of participants and
transactions increase, the system blockchain will increase the overhead of the consensus
algorithm and the network communication load, resulting in a decrease in system perfor-
mance and a delay in transaction completion time. For the evaluation of time delay, we
also conducted tests for four and six participants in the same experimental scenarios as
the throughput. Figure 11a is a graph of the relationship between transaction volume and
throughput for four participants, and Figure 11b is for six participants. As shown in the
figure, whether it is four or six participants, the local weight upload stage has a higher time
delay than the verification and aggregation stages, which is opposite to the throughput
situation. The reason is also that the system reaches a performance bottleneck, resulting in
a decrease in throughput and an increase in time delay. Such results provide a reference
direction for the subsequent optimization of this system.
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Figure 10. Average Latency.

(a) (b)

Figure 11. The comparison of latency between 4 nodes and 6 nodes.

6. Conclusions

In this paper, we propose a TEE and consortium-blockchain-based federated learning
framework for the IoT of the supply chain. The main objective of this framework is to ensure
the tamper resistance of data in federated learning, protect the data security in the whole
federated learning process, and achieve the security and effectiveness of the aggregation
results. The local model runs in the TEE. The framework uses an Intel SGX-based TEE
to ensure the secure execution of the local model and the trusted output of the local data
and then uses consortium blockchain technology to realize the secure transmission of the
local data, and finally obtains the aggregated parameter results. In this framework, each
blockchain node is equipped with a verification node, which verifies whether the data
source is consistent with the set participants and ensures the trustworthiness of data usage.
Finally, through blockchain technology, the aggregated global model parameters are added
to the blockchain and returned to all local models. We set different numbers of participants
and different datasets to test the framework. The experimental results show that the local
data-processing time of our proposed framework is almost the same as that of the original
federated learning model. In addition, our framework has high throughput performance
for normal use by multiple participants.

However, our proposed framework also has some limitations that need to be addressed
in future work. First, our system relies on TEE and blockchain technology, which may
increase the system’s complexity and cost, as well as the hardware and network require-
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ments. We plan to explore how to reduce the system overhead and resource consumption
while maintaining security and efficiency. Second, our system uses Intel SGX as a specific
implementation of TEE, but Intel SGX also has some known security vulnerabilities, such
as Foreshadow and Plundervolt, which may affect the reliability and robustness of our
system. We plan to investigate how to deploy our system on different TEE platforms and
how to prevent or detect these potential attacks.
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Abstract: Healthcare cost is an issue of concern right now. While many complex machine learning
algorithms have been proposed to analyze healthcare cost and address the shortcomings of linear
regression and reliance on expert analyses, these algorithms do not take into account whether each
characteristic variable contained in the healthcare data has a positive effect on predicting healthcare
cost. This paper uses hybrid machine learning algorithms to predict healthcare cost. First, network
structure learning algorithms (a score-based algorithm, constraint-based algorithm, and hybrid
algorithm) for a Conditional Gaussian Bayesian Network (CGBN) are used to learn the isolated
characteristic variables in healthcare data without changing the data properties (i.e., discrete or
continuous). Then, the isolated characteristic variables are removed from the original data and the
remaining data used to train regression algorithms. Two public healthcare datasets are used to test
the performance of the proposed hybrid machine learning algorithm model. Experiments show that
when compared to popular single machine learning algorithms (Long Short Term Memory, Random
Forest, etc.) the proposed scheme can obtain similar or higher prediction accuracy with a reduced
amount of data.

Keywords: healthcare costs; CGBN; regression algorithm; hybrid algorithm

MSC: 68T09

1. Introduction

With the birth of various advanced medical technologies, the safety of human life
has been greatly guaranteed; however, this brings with it larger medical expenses, which
represent a great challenge for many patients [1]. Data collected by the Centers for Medicare
and Medicaid Services shows that the U.S. spent a larger share of its gross domestic product
on healthcare in 2018, increasing by 4.6% from the previous year [2]. Nonetheless, even
very large healthcare expenditures may not provide appropriate and affordable healthcare
for patients [3]. If the healthcare expenditures can be foreseen in advance, more precise
services and treatments can be provided to patients. Thus, predicting healthcare costs
can provide protection for patients while assisting healthcare organizations, e.g., drug
manufacturers.

Currently, the study of healthcare costs is receiving attention from many researchers.
For example, Kharat [4] used descriptive statistics to study the trend of chronic kidney
disease in diabetic and non-diabetic patients from 2002 to 2016 and combined it with the
associated quality of life to derive the healthcare expenditure of the patients. Yassine [5]
used a cross-sectional study to analyze the healthcare expenditures of Moroccan basic
health insurers from 2009 to 2014. Zhang studied data on the medical expenditures of lung
cancer patients in thirteen provinces in China from 2002 to 2011, deducing that medical and

Mathematics 2023, 11, 4778. https://doi.org/10.3390/math11234778 https://www.mdpi.com/journal/mathematics69



Mathematics 2023, 11, 4778

chemotherapy fees were the main factors that increased patients’ healthcare cost [6]. Ma [7]
collected data on the healthcare expenditures of selected middle-aged and elderly people in
Beijing and analyzed the collected data using chi-square tests, t-tests, multivariate analysis,
and linear regressions. Gong collected data on the healthcare expenditures of hemophiliacs
from China’s national insurance database from 2014 to 2016, compared the healthcare cost of
employees and residents using the Kolmogorov–Smirnov test, and finally speculated on the
factors affecting the healthcare expenditures of hemophiliacs using quantile regression [8].
Yang [9] collected data on medical expenditures of strabismus patients in the First Affiliated
Hospital of Harbin Medical University, China and analyzed anesthesia as a major factor
influencing medical expenditure of strabismus patients. Wang used Markov and two-part
models to analyze healthcare expenditure for the elderly in China from 2011 to 2015 and
make predictions about healthcare expenditures for the elderly in China from 2020 to
2060 [10]. Han [11] collected data from the 2018 Peking University Chinese Household
Panel Study, used a Heckman sample selection model to analyze the data, and speculated
on the extent to which the internet influences personal healthcare expenditures.

The above literature shows good results obtained in the study of healthcare expendi-
ture; however, research in this area requires a large amount of data and extensive expert
experience, and the algorithms used encounter difficulty when learning the information
contained in the data [2]. With the rapid development of computer technology, researchers
have begun to use complex machine learning algorithms to analyze healthcare expenditures.
For example, Morid [12] used multiple supervised learning algorithms to learn from a large
amount of healthcare cost data and make cost predictions, concluding that artificial neural
networks can realize superior performance in the prediction of healthcare costs. Kaushik
analyzed time-series healthcare cost data using LSTM (Long Short-Term Memory), CNN
(Convolutional Neural Network), and Ensemble Learning to predict the average weekly
spending of patients on two pain medications [13–15]. Yang [16] used machine learning
algorithms to predict future healthcare expenditures and analyze the temporal correlation
of patients’ healthcare expenditures, concluding that more historical data leads to better
predictive performance on the part of machine learning algorithms. Kuo [17] used machine
learning algorithms such as Support Vector Machine, Logistic Regression, Decision Tree,
and Random Forest to analyze the healthcare expenditure data of spinal fusion patients in
Taiwan from 2021 to 2023 and predict the healthcare expenditures of patients, with Random
Forest showing optimal predictive performance. Zeng [18] built a multi-layer self-attention
model to learn the relationship between medical codes and medical visits in order to pre-
dict future medical expenditures and diseases. The above studies have obtained better
results in predicting healthcare cost; however, most of them focus on time-series healthcare
expenditure data and require a large amount of data and expertly selected characteristic
variables. Meanwhile, many researchers are using advanced single algorithms and expert
experience to obtain high prediction accuracy with little consideration of the need to reduce
data dimensionality. Irrelevant characteristic variables may represent a kind of “noise”
in the dataset that can affect the prediction accuracy of the prediction model. This paper
studies non-temporal and small amounts of data that contain partial information (age,
gender, previous disease history, etc.) about each individual. More importantly, it focuses
on identifying irrelevant characteristic variables in healthcare cost data as a way to reduce
the amount of data and the amount of time required by the regression model to analyze the
data while improving the prediction accuracy of regression models, an approach that has
received little attention from researchers.

2. Related Work

Currently, researchers are using CGBN to study healthcare expenditures. For example,
Wang [19] used CGBN to analyze data on the healthcare expenditures of lung cancer
patients in Taiwan and predict healthcare expenditures based on different disease levels of
lung cancer patients. In addition, researchers have used CGBN in other fields of research;
for example, Hu [20] used CGBN to process seismic data with a mixture of discrete and
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continuous variables, then applied CGBN to the prediction of earthquakes in Canterbury
from 2010 to 2011; the experimental results showed that the prediction performance of
CGBN was better than that of algorithms such as neural networks and support vector
machine. Liu in [21] used CGBN to mine gene loci for carotenoid components of maize,
finding that CGBN exhibited better performance than other algorithms in the experiment.
In this paper, CGBN is used to learn isolated feature variables (variables that do not affect
the target variable) from healthcare expenditure data, then regression algorithms are used
to learn the data with the isolated variables removed. CGBN plays a key role in filtering
data (reducing the amount of data) in the research presented in this paper.

3. Prediction Model

In this paper, CGBN is combined with regression algorithms to form hybrid machine
learning models used to predict healthcare cost. First, the multiple structural learning
algorithms of CGBN are used to learn the information in the dataset in order to build
multiple network structures. Then, the number of occurrences of each isolated node in all
network structures is counted and the feature variables corresponding to the isolated nodes
with the highest number of occurrences are removed from the original dataset. Finally,
the regression algorithms are used to learn the processed data and make predictions.
The workflow block diagram of the proposed prediction model is shown in Figure 1. The
modules in the dotted box in Figure 1 are the steps in which the hybrid machine learning
model analyses and processes the data. The processing of the Analysis Module in Figure 1
is shown in Figure 2. The dots in the left three boxes of Figure 2 represent isolated nodes
learned by network structure algorithms. Next, the structure learning algorithms used to
construct the CGBN are presented.

Figure 1. Block diagram of the workflow of the hybrid algorithm model.

Figure 2. Block diagram of the workflow of the analysis module.
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3.1. Network Structure Learning Algorithm

The attributes of the feature variables (continuous or discrete) are not changed when
constructing the CGBN, which does not result in the loss of information in the dataset.
In addition, the network structure of the CGBN has the following rules:

1. The nodes corresponding to discrete variables can only have nodes constructed by
discrete variables as their parents.

2. The nodes corresponding to continuous variables can have either nodes constructed
by discrete variables or nodes constructed by continuous variables as their parents.

Based on the properties of CGBN, in this paper we select two commonly used algo-
rithms from each network structure algorithm to learn the network structure. Next, all
network structure learning algorithms used in this paper are introduced in turn.

3.1.1. Score-Based Algorithms

In this paper, two score-based algorithms (the Hill Climbing and Tabu algorithms) for
learning network structures are used. The BIC (Bayesian Information Criterion) algorithm
for evaluating the structure of the network constructed by the Hill Climbing algorithm and
the Tabu algorithm is

Score(G, D) =
kD

∑
i=1

(logP(vi|pa(vi))−
dvi

2
logN) +

kC

∑
j=1

(log f (vj|pa(vj))−
dvj

2
logN) (1)

where D is the dataset, G is the directed acyclic graph, N is the number of data, P(·) is the
conditional probability, f (·) is the probability density function, dvi and dvj are the number of
network node parameters, kD is the number of discrete network nodes, kC is the number of
continuous network nodes, pa(vi) and pa(vj) are the parents of vi and vj, respectively, and
vi and vj are network nodes, where vi, vj ∈ V = {v1, v2, . . . , vn}, kD + kC = n (with n being
the total number of nodes or the number of feature variables), and V is the set of network
nodes. The first term on the right side of the equation represents the formula for calculating
the scores of the nodes corresponding to discrete variables, while the second term represents
the formula for calculating the scores of the nodes corresponding to continuous variables.
It is worth noting that when there are nodes of discrete variables in the parent nodes of
continuous variables, the expression for the second term on the right side of the equation
can be further expressed as follows:

kC

∑
j=1

(log f (vj|pa(vj))−
dvj

2
logN) =

kC

∑
j=1

( ∑
c∈vd

log f (vj|vd = c, pa(vj 
=d))−
dvj ,c

2
logN) (2)

where vd (discrete variable) represents the parent of node vj, c is the value of node vd,
and dvj ,c is the number of network node parameters. Next, the fundamentals of the Hill
Climbing algorithm and Tabu algorithm are introduced.

The basic principle of both the Tabu and Hill Climbing (HC) algorithms is to start the
search from the network structure (usually an empty graph), then add, delete, or reverse
arcs on the network structure until Score(G, D) cannot be improved any more. The Tabu
algorithm overcomes the shortcomings of the HC algorithm to a certain extent, and has a
better ability to learn the network structure [22].

3.1.2. Constraint-Based Algorithms

Two constraint-based network structure learning algorithms (the PC algorithm and
Grow–Shrink algorithm) are used as well. The basic principle of the PC and the Grow–
Shrink (GS) algorithms is to construct a Bayesian network structure using conditional
independent testing. The GS algorithm differs from the PC algorithm in that the GS
algorithm learns the Markov blanket of each node. The conditional independence test is
based on the principle that, given any two nodes vp, vq ∈ V(p 
= q), finding the subset
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VS ⊂ V(vp, vq 
∈ VS) enables the nodes vp, vq to be independent given a subset VS or an arc
that exists between the nodes vp, vq if no subset VS exists. Because CGBNs are established in
this paper, mutual information is used to test the conditional independence between nodes.

3.1.3. Hybrid Algorithms

Two hybrid algorithms (the Max– Min Hill-Climbing (MMHC) and Restricted Maxi-
mization (rsmax2) algorithms) are used to learn the network structure of CGBN. These hy-
brid algorithms combine the benefits of constraint algorithms and score algorithms to learn
the network structure of the CGBN. The MMHC algorithm combines Max–Min Parents
and Children (the MMPC constraint algorithm) and HC score algorithm. First, the MMPC
algorithm learns the candidate parent nodes for each node vm ∈ V to form the set Cm, then
searches for the network structure that maximises the BIC score under the constraints of
the set of parent nodes Cm. In this paper, the combination of rsmax2 is set to be the same
as that of MMHC, with the difference that the rsmax2 algorithm can repeat the network
structure learning process of the MMHC algorithm until convergence.

With all of the network structure learning algorithms for CGBN used in this paper
described above, we next turn to the regression algorithms.

3.2. Regression Algorithms
3.2.1. Linear Regression (LR)

The multiple linear regression algorithm used in the paper is a simple and practical
machine learning algorithm that plays an important role in regression research. LR algo-
rithms continue to occupy an important place in practical research. Taking the i-th instance
as an example, the expression for the LR is

yl,i = w1xi,1 + w2xi,2 + · · ·+ wnxi,n + w0, (3)

where wi 
=0 is the partial regression coefficient, w0 is the constant term, yl,i is the predicted
value, xi,n is the value of the n-th feature variable for the i-th instance, and n is the number
of feature variables.

3.2.2. Support Vector Regression (SVR)

Support Vector Machine algorithms are classical machine learning algorithm that use
appropriate kernel functions (linear kernel function, Gaussian kernel function, sigmoid
kernel function, polynomial kernel function, etc.) and parameters for the analysis of
classification or regression. SVR is a part of Support Vector Machine algorithms, and can
be used for the prediction of continuous data. SVR builds a hyperplane that tries to keep
all sample points from the hyperplane as small as possible. Taking the i-th instance as an
example, the objective function for finding the hyperplane can be described as follows:

min
b,W

||W||2
2

+ B
n

∑
i=1

(ξi + ξi) (4)

ξi =

{
yi − ys,i − ε , yi > ys,i + ε

0 , other
(5)

ξi =

{
ys,i − ε − yi , yi < ys,i − ε

0 , other
(6)

s.t.

⎧⎨⎩
yi − ys,i ≤ ε + ξi
ys,i − yi ≤ ε + ξi

ξi, ξi ≥ 0
(7)

ys,i = ws,1xi,1 + ws,2xi,2 + · · ·+ ws,nxi,n + b (8)
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where W = (ws,1, ws,2, . . . , ws,n) is the vector of coefficients, ys,i is the predicted value of the
i-th instance, yi is the true value of the i-th instance. ξi, ξi are the slack variables, B is the
regularisation constant, ε is the tolerance deviation, and b is a constant term. The correlation
algorithm is used to solve the parameters of the above objective function to obtain the
hyperplane of the SVR.

3.2.3. Backpropagation Neural Networks (BPnet)

Based on the superior performance of neural networks and improvements in comput-
ing power, neural networks can approximate the complex nonlinear relationships between
variables. Therefore, neural networks provide better results in regression analysis. The sim-
plest neural network architecture consists of three layers: an input layer, a hidden layer,
and an output layer. In healthcare cost prediction, BPnet first learns the feature information
of patients in the training dataset, then assigns appropriate weights to each feature variable
and establishes the relationship between the feature variables and healthcare cost. Based
on this, information about the characteristics of the patients in the test dataset can be input
into the neural network to predict patients’ healthcare costs.

3.2.4. Random Forest (RF)

RF consists of multiple decision trees, and belongs to he class of ensemble learning in
machine learning. Because RF has better anti-interference ability, many researchers use RF
to perform regression analysis research. The basic principle of RF for regression analysis is
that the subset of data and the subset of features are randomly selected from the healthcare
cost data to build each decision tree of the RF. The test set is input to the trained RF, which
averages all the decision tree outputs to output a prediction.

3.2.5. Long Short-Term Memory (LSTM)

LSTM is a neural network with good ability to handle sequential data. It is an opti-
mization of the RNN (Recursion Neural Network) model, and has the quality features of
RNN. The LSTM structure contains input gates, forgetting gates, and output gates that
determine the loss or preservation of information in the data to achieve forgetting and
remembering, which overcomes the drawbacks of the single memory overlay approach
of RNNs. LSTM currently plays an important role in many research areas, and many
researchers have achieved good results using LSTM to predict healthcare costs.

4. Dataset

The datasets studied in the paper are all mixed datasets containing both discrete
and continuous variables. In order to show the superior performance of the predictive
model, two datasets are used to test the predictive ability of the hybrid model. Both datasets
collected in this paper are from Kaggle. The first dataset is from a health insurance company
and gas 986 instances, each containing ten feature variables and one healthcare cost variable.
A specific description of the first dataset is shown in Table 1. The second dataset has a total
of 1338 instances, each containing six feature variables and one healthcare cost variable.
A specific description of the second dataset is shown in Table 2. There are no missing values
in either dataset. Before analyzing the data, characters in the dataset are replaced with
numerical values (e.g., 1 for male and 0 for female).
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Table 1. Description of the first dataset. × represents that the variable does not have the rele-
vant attribute.

Variable Description Attribute Min Max Mean
Standard
Deviation

Age Age of the patient Continuous 18 66 41.75 13.96337

Diabetes
Whether the
patient has

diabetes
Discrete × × × ×

Blood
Pressure
Problems

Whether the
patient has blood
pressure disease

Discrete × × × ×

Any
Transplants

Whether the
patient has
undergone

transplant surgery

Discrete × × × ×

Any Chronic
Diseases

Whether the
patient has any
chronic diseases

Discrete × × × ×

Height Patient height Continuous 145 188 168.2 10.09815

Weight Patient weight Continuous 51 132 76.95 14.2651

Known
Allergiess

Whether the
patient has any

allergies
Discrete × × × ×

History of
Cancer in

Family

Whether there is
any history of
cancer in the

patient’s family

Discrete × × × ×

Number of
Major

Surgeries

The number of
major surgeries
the patient has

undergone

Discrete × × × ×

Charges Healthcare cost Continuous 15,000 40,000 24,337 6248.184

Table 2. Description of the second dataset. × represents that the variable does not have the rele-
vant attribute.

Variable Description Attribute Min Max Mean
Standard
Deviation

Age Age of the patient Continuous 18 64 39.21 14.04996

Sex Gender of the
patient Discrete × × × ×

BMI Body Mass Index of
patient Continuous 15.96 53.13 30.66 6.098187

Children

The number of
children covered

under the medical
insurance

Discrete × × × ×

Smoker Whether the patient
is a smoker or not Discrete × × × ×

Region The geographic
region of the patient Discrete × × × ×

Charges Healthcare cost Continuous 1122 63,770 13,270 12,110.01
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5. Evaluation Method

To accurately and effectively test the predictive performance of the proposed model,
MRE (Mean Relative Error), MSE (Mean Square Error), RMSE (Root Mean Square Error),
MAE (Mean Absolute Error), and SMAPE (Symmetric Mean Absolute Percentage Error) are
used to test the model performance, all of which play important roles in regression analysis
in many fields. Below, the expressions for these evaluation methods are provided in turn:

MRE =
∑L

i=1
|yi−yi |

yi

L
(9)

MSE =
∑L

i=1(yi − yi)
2

L
(10)

MAE =
∑L

i=1 |yi − yi|
L

(11)

RMSE =

√
∑L

i=1(yi − yi)2

L
(12)

SMAPE =
∑L

i=1
|yi−yi |

(yi+yi)/2

L
(13)

where L is the number of instances in the test set, yi represents the predicted value, and yi
represents the true value.

6. Experimental Analysis

Rstudio was used to build the hybrid models used to predict healthcare cost; 80%
of the number of instances of the healthcare data were used for the training set and 20%
for the test set. The network structure algorithm for CGBN came from Rstudio’s bnlearn
package, and the LSTM was built using Rstudio’s keras package. The dataset with ten
feature variables and one target variable is defined as dataset A and the dataset with
six feature variables and one target variable as dataset B. For simplicity of description,
the hybrid models built by CGBN with the various regression algorithms are abbreviated
as CGBN + RF, CGBN + SVR, CGBN + BPnet, CGBN + LR, and CGBN + LSTM.

6.1. Dataset A

The three classes of CGBN structure learning algorithm were first used to learn
dataset A. Then, the multiple network structures learned from the CGBN network structure
algorithm were analyzed to obtain isolated nodes. After analysis, there was one isolated
node with the highest number of occurrences in multiple network structures. The results
obtained by the hybrid algorithms after deleting the isolated node corresponding to the
feature variables in dataset A are shown in Figure 3. The single models (e.g. RF, SVR,
etc.) analyzed the original dataset with no reduction in feature variables. Figure 3 shows
the prediction graphs for CGBN + RF, CGBN + SVR, CGBN + BPnet, CGBN + LR, and
CGBN + LSTM. Each graph contains the results predicted by the hybrid model, the results
predicted by the single model, and the true values in Figure 3. As can be seen from Figure 3,
the trend of the prediction curves of the hybrid and single models in Figure 3a,c are very
close to the trend of the true curves, which indicates that CGBN + RF, RF, CGBN + BPnet,
and BPnet have a better prediction ability on dataset A. The prediction curve of CGBN + LR
in Figure 3d almost overlaps with the prediction curve of LR, which indicates that the
prediction ability of CGBN + LR is the same as that of LR in the case of reduced data.
Moreover, Figure 3b,e exhibit better predictive power than Figure 3d. Overall, the prediction
curves of the hybrid models with reduced data volume are similar to those of the single
models, which reflects the reasonableness of the hybrid models.
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In order to better show the performance advantages of the proposed model, MRE,
MSE, RMSE, MAE, and SMAPE were used to evaluate the prediction results of both the
hybrid and single models. The error analysis between the prediction results and the true
values of the hybrid models and single models is shown in Table 3. As can be seen in Table 3,
the error analyses of the various evaluation methods is not necessarily consistent for the
hybrid models and single models. For example, the MRE of CGBN + RF is lower than that
of RF, while the MRSE of CGBN + RF is slightly higher than that of RF. In general, the MRE
better reflects the predictive power of the models in healthcare cost forecasting. As can be
seen from Table 3, CGBN + RF has the lowest MRE, followed by CGBN + BPnet, which
is in line with the trend of the predicted curves in Figure 3a,b. The MRE of CGBN + LR is
essentially the same as that of LR, which is in line with the trend of the predicted curves
in Figure 3d. More importantly, Table 3 shows that the MREs and SMAPEs of the hybrid
models are lower than the MREs and SMAPEs of the corresponding single models in all
cases where the amount of data is reduced, which fully reflects the superior predictive
performance of the hybrid models. MSE, RMSE, and MAE can be inconsistent in their
evaluation of the hybrid models and single models; however, each evaluation algorithm
calculates similar error values for the hybrid and single models, which further reflects
the validity of the hybrid models.

0 20 40 60 80 100 120 140 160 180
1.5

2

2.5

3

3.5

4

co
st

104

RF
CGBN+RF
Real Value

(a) CGBN + RF

0 20 40 60 80 100 120 140 160 180

1.5

2

2.5

3

3.5

4

co
st

104

SVR
CGBN+SVR
Real Value

(b) CGBN + SVR

0 20 40 60 80 100 120 140 160 180
1.5

2

2.5

3

3.5

4

co
st

104

BPnet
CGBN+BPnet
Real Value

(c) CGBN + BPnet

0 20 40 60 80 100 120 140 160 180

1.5

2

2.5

3

3.5

4

co
st

104

LR
CGBN+LR
Real Value

(d) CGBN + LR

0 20 40 60 80 100 120 140 160 180

1.5

2

2.5

3

3.5

4

4.5

co
st

104

LSTM
CGBN+LSTM
Real Value

(e) CGBN + LSTM

Figure 3. Predictive results for hybrid and single models; the horizontal axis represents the number
of instances and the vertical axis represents the healthcare cost.
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Table 3. Evaluation results for hybrid and single models.

Model

Method
MRE MAE MSE RMSE SMAPE

CGBN + RF 0.071 1.79 × 103 1.49 × 107 3.86 × 103 0.072

CGBN + SVR 0.113 2.65 × 103 2.15 × 107 4.64 × 103 0.110

CGBN + BPnet 0.074 2.018 × 103 1.98 × 107 4.45 × 103 0.075

CGBN + LR 0.129 3.0865 × 103 2.28 × 107 4.77 × 103 0.127

CGBN + LSTM 0.118 2.83 × 103 2.11 × 107 4.59 × 103 0.119

RF 0.078 1.92 × 103 1.45 × 107 3.80 × 103 0.077

SVR 0.116 2.70 × 103 2.16 × 107 4.65 × 103 0.112

BPnet 0.077 2.047 × 103 1.82 × 107 4.26 × 103 0.078

LR 0.130 3.0869 × 103 2.28 × 107 4.77 × 103 0.127

LSTM 0.123 2.87 × 103 2.08 × 107 4.56 × 103 0.119

6.2. Dataset B

In order to test the generality of the hybrid models, dataset B was analyzed using
the hybrid models. Similarly to dataset A, the three classes of CGBN structure learning
algorithms were used to learn dataset B, then the multiple network structures learned
from the CGBN network structure algorithm were analyzed to obtain isolated nodes.
After analysis, there were two isolated nodes with the highest number of occurrences in
multiple network structures. The prediction results obtained by the hybrid models after
deleting the feature variables in dataset B corresponding to the isolated nodes are shown
in Figure 4. The single models analyzed the original dataset with no reduction in feature
variables. As can be seen from Figure 4, the trend of the prediction curves of the hybrid
and single models in Figure 4b,e are very close to the trend of the true curves, which
suggests that CGBN + SVR, SVR, CGBN + LSTM, and LSTM have better prediction ability
on dataset B. Compared to the prediction curves shown in the other figures, the trends of
the prediction curves of the hybrid and single models in Figure 4d deviate from the trend
of the true curves more, indicating that the prediction performances of CGBN + LR and LR
on dataset B are poor. Similar to the case of Figure 3, the prediction curves of the hybrid
models with reduced data volumes are demonstrated in Figure 4 to be similar to that of the
single models, further demonstrating the superior performance of the hybrid models.

Again, MRE, MSE, RMSE, MAE, and SMAPE were used to evaluate the prediction
results of hybrid models and single models in order to highlight the prediction performance
of each model. The error analysis between the prediction results and the true values of the
hybrid models and single models is shown in Table 4. As can be seen from Table 4, the MRE
of CGBN + SVR is the lowest among the hybrid models and the MRE of LSTM is the
lowest among the single models, which is in line with the trend of the curves in Figure 4b,e.
The MRE of CGBN + LR is the highest among the hybrid models, while the MRE of LR
is the highest among the single models, which indicates that LR cannot analyze dataset
B as well as the other regression algorithms. Although the prediction performance of
CGBN + LSTM is lower than LSTM, the predictive performance of the other hybrid models
is similar to or better than that of the corresponding single models. Overall, the hybrid
models can obtain better prediction results with reduced data volume.
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Figure 4. Predictive results for hybrid and single models. The horizontal axis represents the number
of instances and the vertical axis represents the healthcare cost.

Table 4. Evaluation results for hybrid and single models.

Model

Method
MRE MAE MSE RMSE SMAPE

CGBN + RF 0.27 3.91 × 103 3.57 × 107 5.97 × 103 0.27

CGBN + SVR 0.21 2.60 × 103 2.79 × 107 5.28 × 103 0.22

CGBN + BPnet 0.24 2.86 × 103 2.62 × 107 5.12 × 103 0.25

CGBN + LR 0.32 4.52 × 103 4.34 × 107 6.58 × 103 0.34

CGBN + LSTM 0.25 3.05 × 103 2.81 × 107 5.30 × 103 0.26

RF 0.24 3.28 × 103 2.93 × 107 5.41 × 103 0.25

SVR 0.25 2.91 × 103 2.77 × 107 5.26 × 103 0.26

BPnet 0.24 3.02 × 103 2.73 × 107 5.23 × 103 0.25

LR 0.32 4.46 × 103 4.29 × 107 6.55 × 103 0.34

LSTM 0.19 2.75 × 103 3.03 × 107 5.51 × 103 0.16

Although the addition of the CGBN algorithm increases the complexity of the overall
prediction model, only the network structure learning algorithms of CGBN are used in the
paper. During the experiment, the proposed model spends little computation and time in
processing the data. Meanwhile, the feature variables filtered out by the proposed model
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can provide a reference for staff and facilitate the collection and processing of data which
cannot be done by a single algorithm.

7. Conclusions

This paper proposes combining CGBN with various regression algorithms to form hy-
brid models to predict healthcare costs. First, CGBN network structure learning algorithms
reduce the amount of data in the dataset by deleting irrelevant information, then regression
algorithms are used to learn the rest of the dataset, and finally regression algorithms make
predictions. The predictive performance of the hybrid models was tested separately on
two healthcare cost datasets, with the hybrid models obtaining better predictive results
than the single models. Therefore, the proposed hybrid models can obtain better prediction
performance with reduced data volumes, which can provide a corresponding reference for
related workers and reduce the workload of data collection and processing. Although the
CGBN structure learning algorithms can accurately identify the irrelevant variables in the
dataset, it is difficult for the current CGBN network structure learning algorithms to inde-
pendently learn the legitimate network structure from medical cost data. In future studies,
we intend to optimise the CGBN network structure algorithm in order to enable them
to learn legitimate network structures without relying on expert experience. In addition,
time-series healthcare cost data will be investigated to further improve the applicability of
the hybrid models.
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Abstract: A typhoon passing through or making landfall in a coastal city may result in seawater
intrusion and continuous rainfall, which may cause urban flooding. The urban flood disaster caused
by a typhoon is a dynamic process that changes over time, and a dynamic Gaussian Bayesian network
(DGBN) is used to model the time series events in this paper. The scene data generated by each
typhoon are different, which means that each typhoon has different characteristics. This paper
establishes multiple DGBNs based on the historical data of Macau flooding caused by multiple
typhoons, and similar analysis is made between the scene data related to the current flooding to be
predicted and the scene data of historical flooding. The DGBN most similar to the scene characteristics
of the current flooding is selected as the predicting network of the current flooding. According to the
topography, the influence of the surface confluence is considered, and the Manning formula analysis
method is proposed. The Manning formula is combined with the DGBN to obtain the final prediction
model, DGBN-m, which takes into account the effects of time series and non-time-series factors. The
flooding data provided by the Macau Meteorological Bureau are used to carry out experiments, and
it is proved that the proposed model can predict the flooding depth well in a specific area of Macau
under the condition of a small amount of data and that the best predicting accuracy can reach 84%.
Finally, generalization analysis is performed to further confirm the validity of the proposed model.

Keywords: dynamic Gaussian Bayesian network; Manning formula; flood prediction; surface confluence

MSC: 68T09

1. Introduction

Nowadays, flood disaster is still a major problem faced by many cities. The probability
of flood disaster is very high, especially in coastal cities. In coastal cities, when the typhoon
comes, it will cause heavy rainfall, seawater backflow and other phenomena. There will be
surface confluence in areas with larger terrain fluctuations, which will lead to severe flood
disaster in areas with lower terrain. According to statistics, flood disaster in various regions
of the world will cause huge economic losses and casualties every year [1]. For example,
several provinces in China were hit by floods in 2017, resulting in tens of millions of people
being affected, of which Macau was heavily hit. If the trend of flooding can be predicted in
advance, some protective measures can be taken in advance to avoid casualties and reduce
economic losses.
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Flood disaster prediction is a concern of many researchers, and many prediction
schemes have been proposed. Among them, machine learning methods have been success-
fully applied to flood disaster prediction by many researchers, and have achieved good
results in terms of computational speed and accuracy [2]. For example, Tehrany et al. [3]
combined a support vector machine and decision tree to analyze the correlation between
flood risk level and various influencing factors. Satria et al. [4] developed a system to
predict flood depth in Manila city using K-nearest neighbors (KNNs) and inverse-distance-
weighted interpolation (IDW). Wasiq et al. [5] combined machine learning models and
data analysis methods with Internet of Things (IoT) sensor data to predict flood risk lev-
els, but the prediction results were intervals, which can only provide vague reference
results. Du et al. [6] used Soil Moisture Active Passive (SMAP) and Landsat monitoring
to evaluate and predict flood inundation, and achieved good results, but the model used
was complex and difficult to implement. Due to the rapid development of deep learning,
some researchers use the advantages of artificial neural networks to describe the linear
and nonlinear characteristics of data to establish flood prediction models. For example,
Ramil et al. [7] combined a back propagation (BP) neural network with a Kalman filter
to model the upstream and downstream data of the water flow to predict the water level
downstream of the water flow. Sunita et al. [8] conducted a study of water catchments in
the UK using an improved artificial neural network. Imrie et al. [9] built a complex flood
early warning model using neural networks and achieved good prediction results, which
provided help for flood prevention. Kim et al. [10] used an artificial neural network to
predict after-runner storm surges on the coast of Tottori, Japan. The prediction of storm
surges can indirectly prevent flooding disasters. Gude et al. [11] combined autoregressive
integrated moving average (ARIMA) and a long short-term memory network (LSTM) to
build the model for predicting flood depth. Kourgialas et al. [12] built a neural network
to predict extreme water flow in a small agricultural watershed in the Mediterranean,
demonstrating the predictive advantage of neural networks for such scenarios. In addition,
Dai et al. [13,14] used a neural network and ensemble learning methods to predict the flood
depth of Macau during a typhoon period, respectively, conducting many experiments and
exploring a variety of research paths to obtain effective research and prediction results,
and also provided a good research foundation for the work of the paper.

Although the above various machine learning algorithms (neural network, ensemble
learning, etc.) have achieved certain results in flood disaster prediction, these algorithms
require a large amount of training data to obtain a better prediction ability. Taking Macau
flooding as an example, the data provided by the Macau Meteorological Bureau show
that, due to equipment conditions, the amount of data generated by the flood disaster
in Macau caused by typhoons is relatively small. There are currently only six recorded
typhoons, of which the typhoon with the longest duration of flooding (Mangkhut) produced
only 759 pieces of data on the flooding depth (data recorded every one minute), and the
data volume of other typhoons causing flooding in Macau is below 300. More importantly,
the prediction model established by a neural network cannot know the relationship between
each flooding factor and the relationship between each flooding factor and the flooding
depth (direct or indirect influence), which is the reason for why the neural network is called
a black box. In most cases, it is necessary not only to predict the flooding depth but also to
know which flooding factors have a direct or indirect impact on the flooding depth so that
appropriate and accurate measures can be taken to prevent the flooding disaster. Therefore,
a DGBN is adopted as the predicting network of flooding depth in this paper, which has
the following advantages in Macau’s flooding depth prediction scenario:

• When the amount of data is small, expert experience can be added in the construc-
tion of the Bayesian network to guide the direction of algorithm learning. And, the
characteristic information of the flooding factor is further enhanced, and the learned
network structure will also better fit the characteristics of the data.
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• Bayesian networks have multiple network structures (stationary, non-stationary, high-
order, low-order) to deal with changing scenarios. According to different scene
characteristics, the appropriate network structure is selected to process the data.

• After the Bayesian network is established, the relationship between various flooding
factors and the relationship between flooding factors and flooding depth can be clearly
known, which will help relevant departments to take effective flood control measures.

The content of this paper is arranged as follows: Section 2 introduces the literature
on the use of Bayesian networks for related research; Section 3 introduces the principle
and construction process of the DGBN; Section 4 presents the surface confluence analysis,
which leads to the Manning formula analysis method; Section 5 designs the prediction
model of the DGBN combined with the Manning formula; Section 6 conducts experiments
to prove the effectiveness of the proposed scheme based on the flooding data provided by
the Macau Meteorological Bureau; Section 7 analyzes and summarizes the full paper.

2. Related Work

At present, many researchers used a Bayesian network for predictive analysis and ob-
tained better results. For example, Lu used expert knowledge to establish a Bayesian
network to assess the flood risk of the Xianghongdian Reservoir, and used the unique
attributes of the Bayesian network to make a flexible two-way inference to obtain the prob-
ability distribution of each node, more comprehensively understanding and controlling
floods [15]. Sebastian used observations from hundreds of tropical cyclones in the Gulf of
Mexico to build a non-parametric Bayesian network to simulate storm surges in coastal
watersheds and infer possible floods and some uncertain events during storm surges [16].
Sen constructed two dynamic Bayesian networks to assess resilience after natural disasters
in various parts of Barak Valley in northeastern India, describing trends over time and
differences in resilience among regions [17]. Chen et al. [18] used the uncertainty between
expert knowledge and variables to build a dynamic Bayesian network, and used Monte
Carlo simulation to provide input data for the dynamic Bayesian network to assess the
real-time flood control dispatch risk of a multi-reservoir system in China. In addition, some
researchers use Bayesian networks for research in other fields. David et al. [19] established
a high-order DGBN to predict the temperature in an industrial furnace for a long time,
and the prediction results show that the long-term prediction ability of the DGBN is better
than that of a convolutional recursive neural network. Fateme et al. [20] built a dynamic
Bayesian belief network to dynamically assess Australia’s energy reserves to provide ref-
erence and support for power system suppliers’ decision making. Dong et al. [21] used
a dynamic Bayesian network to model the characteristics of battery degradation during
charging and used the established dynamic Bayesian network to predict the health of the
battery. Some researchers also used Bayesian networks for risk assessment in different
scenarios [22–26]. For example, Zhang et al. [22] proposed fuzzy probabilistic Bayesian
networks for network security assessment in industrial control systems; Ma et al. [23] used
the dynamic Bayesian network to make a reasonable quantitative assessment of the risks
associated with driving, etc. It can be seen that the dynamic Bayesian network has a power-
ful inference and prediction function. Although much effort has been dedicated toward
prediction typhoon flooding, the noted algorithms suffer from the following limitations
and challenges:

i The data studied are basically from the same scene, which is equivalent to the same
features involved in the events studied.

ii These Bayesian network models are built under a large amount of data without
considering a small amount of data.

iii The Bayesian network structure of some of the literature is completely established by
experts’ experience, which may not capture the uncertainties during the flood.

The data analyzed come from different typhoon scenarios in this paper because the
characteristics of each typhoon and the trends and ranges of changes in related weather
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attributes caused by typhoons are basically not the same or are even very different. More
importantly, the various factors that cause floods in Macau are not exactly the same for
each typhoon. For example, some flooding events are caused by heavy rainfall, and some
flooding events are caused by a combination of rainfall and storm surge. Therefore, it is
necessary to consider how to deal with the different scenarios of flood disasters caused by
typhoons before establishing the prediction model. For example, Xu et al. [27] proposed to
use similar historical flood alarm sequences to predict the upcoming alarm events of the
current flood alarm sequence. In this paper, similarity analysis (Euclidean distance) is used
to calculate the similarity between the relevant scene features of the flooding that needs to
be predicted and the historical scene features. Then, the DGBN is found as the network
model of the flood to be predicted, which is established by the historical flood event most
similar to the flood to be predicted. Furthermore, the influence of surface confluence is
analyzed, and the surface confluence model is combined with the DGBN (the terrain factor
is successfully added to the prediction model), which makes the prediction model of this
paper have a convincing and better prediction ability.

3. Dynamic Gaussian Bayesian Network

Bayesian networks are probabilistic graphical models and are directed acyclic, con-
sisting of nodes and directed arcs [19]. Bayesian networks can deal with discrete and
continuous variables, and each node in Bayesian networks has a probability distribution:
Gaussian distribution (continuous variable) or conditional probability distribution (dis-
crete variable). The expression for the joint probability distribution of the static Gaussian
Bayesian network (SGBN) is

P(V) =
k

∏
i=1

f (vi|pa(vi)) =
k

∏
i=1

N(γ0,i +
ki

∑
j=1

γj,i paj(vi); δ2
i ) (1)

where k is the number of network nodes, ki is the number of parent nodes of the i-th
node, f (·) is the probability density function, V = (v1, v2, . . . , vk) is the node set, vi is the
i-th node, pa(vi) = {pa1(vi), pa2(vi), . . . , paki

(vi)} is the parent node set of the i-th node,
paj(vi) is the j-th parent node of the node vi, δ2

i is the variance of the i-th node, γ0,i is
the intercepts of the i-th node and γj,i is the coefficient of the j-th parent node of the i-th
node. Generally speaking, SGBNs become DGBNs after adding the time factor, and the
expression of the joint probability distribution of the DGBN is

P(V0, V1, . . . , VT) = f (V0)
T−1

∏
t=0

f (Vt+1|V0, . . . , Vt) (2)

where Vt = (v1,t, . . . , vk,t) is the node set of the t-th time slice, vi,t is the i-th node in the
t-th time slice and T represents the number of time slices. The first-order Markov DGBN
represents that the nodes in the current time slice are only affected by the nodes in the
current time slice and the previous time slice and have nothing to do with the nodes in
the earlier time slice. And, the high-order Markov DGBN represents that the nodes in the
current time slice are affected by the nodes in the earlier time slice. For the convenience of
description, the expression for the first-order Markov DGBN is given:

P(V0, V1, . . . , VT) = f (V0)
T−1

∏
t=0

f (Vt+1|Vt)

=
k

∏
i=1

N(γ0,i,0 +
ki,0

∑
j=1

γj,i,0 paj(vi,0); δ2
i,0)

T−1

∏
t=0

k

∏
i=1

N(γ0,i,t+1 +
ki,t+1

∑
j=1

γj,i,t+1 paj(vi,t+1); δ2
i,t+1)

(3)
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where γ0,i,t represents the intercept of the i-th node in the Bayesian network of the t-th time
slice, δ2

i,t represents the variance of the i-th node in the Bayesian network of the t-th time
slice, γj,i,t represents the coefficient of the j-th parent node of the i-th node in the Bayesian
network of the t-th time slice and ki,t represents the number of parent nodes of the i-th
node in the Bayesian network of the t-th time slice. The Bayesian network of each time slice
can be regarded as an SGBN whose nodes may be affected by the nodes of the previous
time slice.

3.1. Data Preprocessing

Before building the DGBNs, the data need to be preprocessed. Some monitoring
sensors may malfunction during flooding, resulting in partial data loss. When a small
amount of data are lost, linear interpolation is used to fill in the lost data. When a large
amount of data are lost, the corresponding data are chosen to be discarded. In this case,
the data that need to be filled have lost a large amount of feature information, and the
relevant algorithms have difficulty in recovering the lost information. The expression of
the linear interpolation is

yc = ya +
yb − ya

tb − ta
(tc − ta) (4)

where ta < tc < tb, yc is the missing value at time tc and ya and yb are the known values at
time ta and tb, respectively.

3.2. Network Structure Learning

The DGBN’s structure GD consists of the initial network G0 and the transition network
G→, GD = (G0, G→). Here, the initial network G0 is taken as an example. Firstly, stochastic
Bayesian networks are established by using the uniform random acyclic directed graph
algorithm. The uniform random acyclic directed graph algorithm is shown in Algorithm 1.
The algorithm complexity of Algorithm 1 is lower than O(|V|4) and the details of Algo-
rithm 1 can be found in [28]. When the Markov chain MC in Algorithm 1 converges to
a uniform distribution, MC is defined to generate an acyclic digraph every i iterations.
A total of N acyclic digraphs are generated, which can ensure the diversity of the generated
random acyclic digraph [29]. Then, the randomly generated N Bayesian networks are
used as the starting network of the tabu search algorithm combined with the Bayesian
information criterion (BIC) scoring algorithm. The tabu search algorithm is shown in
Algorithm 2, where the computational complexity of Algorithm 2 is lower than O(Np

′
M2).

The expression of the BIC scoring algorithm is

Score(G, D) =
|V|
∑
i=1

[log f (vi|pa(vi))− |di|
2

logn] (5)

where n is the number of samples, f (·) is the probability density function, |V| is the
number of network nodes, vi is the i-th network node, pa(vi) is the parent node of node
vi, |di| is the number of parameters of the node, G is a directed acyclic graph and D is
the dataset. It is worth noting that the blacklist variables in Algorithm 2 are combined
with expert experience to optimize the algorithm, so that the network structure learned by
Algorithm 2 fits the data better. After repeated analysis and comparison, the blacklist set in
this paper includes:

i Other flooding factors and flooding depths are prohibited from becoming the parent
node of the typhoon track because the typhoon track is mainly affected by factors
such as gravity and subtropical high pressure.

ii It is forbidden for the flooding depth to become the parent node of the flooding factor
because the flooding factor affects the change in the flooding depth.
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Algorithm 1 Uniform Random Acyclic Directed Graph Algorithm

Input: network node V = (v1, v2, . . . , vk); a Markov Chain MC whose state space ST =
{s1, . . . , st, . . . , } is all acyclic directed graphs composed of network nodes V, st is the
state of the Markov chain MC at time t.

1: Initialization: the initial state of MC is an empty graph.
2: set the state transition function f (st) of the Markov chain:
3: uniformly randomly set ordered pairs (vi, vj), vi, vj ∈ V, vi 
= vj.
4: if there is an arc e between the ordered pair (vi, vj) in st, then st+1 = st\e, which

means that the arc e is removed from the state st.
5: if there is no arc e between the ordered pair (vi, vj) in st, then st+1 is equal to adding

arc e in st, and check whether st+1 is acyclic, if st+1 is a cyclic graph, then st+1 = st.
6: for t = 1 to p do
7: uniform random selection of number i from 1 : k to get vi.
8: uniform random selection of number j from 1 : k\i to get vj.
9: st+1 = f (st)

10: end for
11: after p iterations, the Markov chain MC converges to a uniform distribution.

After learning from Algorithm 2, N Bayesian networks are obtained. Two thresholds, α
and β (0 < α < 1, 0 < β < 1), are set to represent the connection strength and arc direction
strength of the arc between any two vertices (vi, vj), respectively. Then, we compute the
ratio α

′
of occurrence of each arc and the ratio β

′
of occurrence of its direction separately

in N Bayesian networks. If the conditions of α
′ ≥ α, β

′ ≥ β are satisfied at the same time,
the corresponding arc with direction is recorded, and the recorded arcs are defined as the
set Ar = (a1, . . . , aε), ε ≥ 1. Finally, an initial Bayesian network G0 is established by the
set Ar. Similarly, the network structure of the transfer network G→ and other time slices is
jointly established by Algorithms 1 and 2.

It is worth noting that the network structure of each time slice and the transition
network G→ are allowed to change, which means that the number of parent nodes of
each node may change in the Bayesian network of each time slice, as shown in Figure 1.
Figure 1 shows the schematic of the simple DGBN with three time slices, where there are
three network nodes in each time slice. The DGBN established in this way is realistic,
and some flooding factors do not always have an effect on flooding depth. For example,
early flooding depths may be affected by rainfall, while later flooding depths may be
affected by storm surges.

Figure 1. Schematic diagram of the one-order unsteady DGBN. Each dotted box represents a time
slice, solid circles represent network nodes, the different colored nodes represent different variables,
initial network G0 = {v1,0, v2,0, v3,0}, the network structure of the three time slices (t0, t1, t2) is
different and the structure of the two transfer networks G→ = {Gt0→t1 ; Gt1→t2} is also different.
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Algorithm 2 Tabu Search Algorithm

Input: the starting Bayesian network G = (G1, . . . , GN), dataset D, blacklist blacklist =

(e
′
1, . . . , e

′
i , . . . ).

1: Initialization: tabu list tabulist = ∅, tabu length tabulong = TL, the number of
iterations p

′
, neighborhood solution network GO = (GO,1, . . . , GO,N), optimal scoring

network GB = (GB,1, . . . , GB,N), GB = GO = G, empty list list = zeros(1, M).
2: Definition: the neighborhood solution network GO is equal to the operation of adding,

subtracting, and reversing the direction of the arc to the current network GB, and the
set of operated arcs eo = (e1, . . . , eM).

3: for i = 1 to N do
4: for j = 1 to p

′
do

5: for k = 1 to M do
6: list(1, k) = BIC(GO,i, ek, D)
7: end for
8: while length(list)! = 0 do
9: [a, b] = f ind(list == max(list))

10: if eb ∈ blacklist then
11: remove b from list
12: continue
13: end if
14: if eb ∈ tabulist then
15: if max(list) > BIC(GB,i, D) then
16: remove eb from tabulist
17: GB,i = (GO,i, eb)
18: GO,i = GB,i
19: add eb to the tail of tabulist
20: break
21: else
22: remove b from list
23: continue
24: end if
25: else
26: GB,i = (GO,i, eb)
27: GO,i = GB,i
28: add eb to the tail of tabulist
29: if length(tabulist) > TL then
30: remove the first element in the tabulist
31: end if
32: break
33: end if
34: end while
35: end for
36: end for
Output: GB

3.3. Network Parameter Learning

If the variable is discretized, the flooding depth will be discretized into multiple
intervals. However, the variation range of the flooding depth caused by each typhoon is
different. When the current predicted flooding depth exceeds or is lower than the historical
flooding depth interval, the discrete Bayesian network cannot predict. Therefore, the use
of continuous data to build Bayesian networks (Gaussian Bayesian networks) facilitates
predictive reasoning. The maximum likelihood parameter estimation is used to learn
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DGBN parameters to characterize the degree of influence between nodes. Taking a single
node vi,t as an example, the expression for maximum likelihood parameter estimation is

L(θ|D, GD) = P(D, GD|θ) =
n

∏
j=1

f (vj,i,t|θ) =
n

∏
j=1

N(γ0,i,t +
ki

∑
j′=1

γj′ ,i,t paj′ (vi,t); δ2
i,t) (6)

l(θ|D, GD) = ln L(θ|D, GD) =
n

∑
j=1

ln N(γ0,i,t +
ki

∑
j′=1

γj′ ,i,t paj′ (vi,t); δ2
i,t) (7)

θ̂ = arg max
θ

l(θ|D, GD) (8)

where θ = (γ0,i,t, γj′ ,i,t, δ2
i,t), vj,i,t represents the j-th sample point of node vi,t, n is the sample

size, D is the dataset, GD is DGBN network structure, γj′ ,i,t represents the coefficient of

the j
′
-th parent node of the i-th node in the Bayesian network of the t-th time slice, γ0,i,t

represents the intercept of the i-th node in the Bayesian network of the t-th time slice, δ2
i,t

represents the variance of the i-th node in the Bayesian network of the t-th time slice, θ̂
represents the maximum likelihood estimator.

3.4. Network Reasoning

In this paper, the approximate reasoning method (likelihood weighting algorithm)
is used to perform predictive reasoning. The likelihood weighted algorithm has a better
predictive reasoning ability than the logical sampling algorithm. Only the sampling process
of the likelihood weighting algorithm is used here, as shown in Algorithm 3. According to
the sampled data, the mean value of the sample is calculated to approximate the value of
the query node conditioned on the evidence node.

Algorithm 3 Likelihood Weighting Algorithm

Input: DGBN GD, evidence node set E = (v1,0 = ev1, . . . , vi,t = evi), i ≤ k − 1, 0 ≤ t ≤ T,
query node Q
Sampling:

1. Use the value of the evidence node to instantiate the corresponding node in the
Bayesian network, and sample all non-evidence nodes according to the topology
and network parameters of the GD network to obtain N

′
samples.

2. The sample output of node Q will be queried to obtain a sample set (q1, . . . , qN′ ).

Q = ∑N
′

i=1 qi

N′

Output: Q

This section briefly introduces network construction, network parameter learning
and network inference for DGBNs. In order to understand the DGBN construction and
reasoning process, the overall flow chart is given, as shown in Figure 2. The left side
of Figure 2 is the construction process of the initial network and the right side is the
construction process of the transfer network. The top of Figure 2 is the data preprocessing
part and the tail is the process of DGBN parameter learning and predictive inference. Data
adjustment represents lagging the data and dividing the lagged data equally according to
the number of time slices. Next, we analyze the phenomenon of surface confluence caused
by topography.
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Figure 2. Construction and inference of DGBN. data0 represents the data required to establish the
initial network G0, data→ represents the data required to establish the transfer network G→, datai

represents the data required to establish the i-th time slice network Gi, BNi represents Bayesian
network structure learned from tabu search algorithm, evidence node represents the value of the
characteristic variable (excluding flooding depth) of the flooding to be predicted.

4. Surface Confluence Analysis

The stagnant water in the high-terrain areas will flow to the low-terrain areas in the
event of flooding disasters, resulting in a further increase in flooding depth in the low-
terrain areas. What we predict is the depth of flooding in a specific area of Macau, and the
topographic factor has no time attribute in the flooding in Macau. Thus, the topographic
factor is not added when constructing the DGBN. In the past, when the typhoon passed
or landed in Macau, flooding would occur at the Inner Harbor Station. The flooding data
recorded at the Inner Harbor Station are relatively complete and valuable for research.
According to the map provided by the Macau Meteorological Bureau, a number of water
level monitoring points in different directions and near the Inner Harbor Station are selected.
The Manning formula is used to analyze the surface confluence phenomenon at the Inner
Harbor Station. The Manning formula is often used to calculate the open channel flow,
which is more reasonable to calculate from high terrain to low terrain. Taking the i-th high
terrain as an example, the expression of the Manning formula is

Wi =
AR2/3S1/2

i
ϕ

(9)

where Wi (m3/s) is the flow rate from the i-th high terrain to Inner Harbor Station. A is
the conversion coefficient, the international standard is 1 m, R (m) is the hydraulic radius
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and Si is the slope. ϕ is the Manning coefficient, which is the ground roughness. And, the
flooding depth caused by multiple high terrains to low terrains is approximately calculated
in the future period, which is defined as HG = (HG,1, . . . , HG,n′ ), where n

′
is the number of

water level monitoring points in different directions on the high terrain, and

HG,i = 60
Wi
w

m (10)

where HG,i is the flooding depth caused by the i-th high terrain to Inner Harbor Station,
w (m2) is the coverage area of Inner Harbor Station and m (min) is the length of the future
period. Because the data provided by the Macau Meteorological Bureau are collected
every minute, the above formula needs to be multiplied by a constant 60 when converting
minutes into seconds.

5. Prediction Model Construction

In the previous two sections, the DGBN and the surface confluence model are con-
structed. Combining the DGBN with the surface confluence model yields the prediction
model, referred to as DGBN-m.

According to the flooding data provided by the Macau Meteorological Bureau, we
select F flooding events at the Inner Harbor Station with relatively complete data, and de-
fine TY = (ty1, . . . , tyF) as the set of selected flood events in the Inner Harbor Sta-
tion. According to the data contained in TY, F DGBNs are built, which are defined as
model = {DGBN1, . . . , DGBNF}. After a similar analysis is performed between the scene
data of the flooding event typre of the Inner Harbor Station to be predicted and the scene
data of the F flooding events, the DGBNi model with the most similar characteristics to
typre is selected from model. The scene data for similar analysis are collected before flooding
occurs. The Euclidean distance is used for similarity analysis between flooding events,
and the expression is

dist(Btypre , Ctyi ) =
∑n

′′
j=1

√
∑k−1

i=1 (bi,j − ci,j)2

n′′ (11)

DGBNi ∝ min{dist(Btypre , CTY)} (12)

where Btypre = (b1,1, . . . , bk−1,n′′ ) and Ctyi = (c1,1, . . . , ck−1,n′′ ) are the flooding factor sample
(excluding flooding depth) of the current flooding to be predicted and the i-th flooding,
respectively, CTY = (Cty1 , . . . , CtyF ) is the set of flooding factor samples of F flooding
events, bi,j and ci,j are the j-th samples of the i-th flooding factor and n

′′
is the number of

data of the flooding factor before flooding occurred. We define the flooding depth predicted
by the DGBNi as HB.

Generally speaking, when the ponding in the high terrain exceeds a certain depth,
the water flow to the low terrain will be generated. Therefore, a threshold τ is set
to decide whether to generate surface confluence. Define the set of flooding depth as
HH = (Hh,1, . . . , Hh,n′ ) at different azimuth high topographies, where Hh,i is the flooding
depth of the i-th high topography. Based on the above analysis, the following prediction
expression is obtained:

HNG =

⎧⎨⎩HB, HH ≤ τ

HB + ∑n
′
τ

i=1 HG,i, ∃Hh,i ≥ τ, 1 ≤ n
′
τ ≤ n

′ (13)

where HNG is the predicted flooding depth of the Inner Harbor Station and n
′
τ is the number

of water level monitoring points whose stagnant water exceeds the threshold τ. The final
prediction model DGBN-m of this paper is shown in Figure 3. The prediction model in
Figure 3 consists of three modules: the DGBN module, similarity module and surface
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confluence module. Based on the above analysis and the construction of the DGBN-m,
the performance of the proposed scheme will be tested against the real data provided by
the Macau Meteorological Bureau in the next section.

Figure 3. Prediction model DGBN-m. DGBN Module represents the set of DGBNs built from historical
flooding disasters, Similarity Module represents the process of selecting the appropriate DGBN from
the model and performing the initial prediction and Surface Confluence Module represents the process
of combining Manning formula with DGBN to predict the flooding depth.

6. Experimental Analysis

6.1. Dataset Selection

According to the data provided by the Macau Meteorological Bureau, three flood
events with complete data are selected to establish three DGBNs. The three typhoons
associated with the three flooding events are Mangkhut, Nida and Bebinca. These three
typhoons have relatively complete flooding data, and the amount of data is relatively large.
And, typhoon Hato is selected as the predicted flooding (test set). The flood disaster caused
by typhoon Hato to Macau is the most serious in historical records, causing a flooding depth
that exceeds 3 m (higher than that of other flooding events). The Macau Meteorological
Bureau only recorded data on the rise in flooding depth caused by typhoon Hato but not on
the fall in flooding depth because the water level detector was damaged when the flooding
depth reached the maximum. Based on the above analysis, the data of typhoon Hato are
not suitable for building the DGBN but they are suitable for use as the test set.

6.2. Flooding Factor Selection

The flooding caused by typhoons in Macau is a complicated process. There are many
factors that cause flooding in Macau (such as heavy rainfall, storm surge, etc.). Therefore,
many factors need to be considered when selecting the flooding factor. The test cases are the
flooding events at the Inner Harbor Station in Macau. Based on the above analysis, we select
eight factors: the location of the typhoon center (longitude and latitude), the wind speed of
the typhoon center, city wind speed (values measured by the Tai Tam Shan Meteorological
Observatory in Macau), the rainfall of Macau, the tide (Macau tide and Jiuzhou Port tide)
and the flooding depth. These eight factors are used to build the DGBN, referred to as
DGBN8. The prediction model is referred to as DGBN8-m. The specific description of the
eight factors is shown in Table 1.

Table 1. Abbreviations and units of 8 flooding factors.

Record Data for 8 Factors Every Minute

Name of Factor Latitude Longitude Typhoon Wind Speed City Wind Speed Rainfall in Macau Macau Tide Jiuzhou Port Tide Flooding Depth

Signs and units of factors La (°N) Lo (°E) WD (m/s) CWD (m/s) Rain (mm/m) MC (m) JZ (m) D (m)

According to the map of water level monitoring points provided by the Macau Meteo-
rological Bureau, three water level monitoring points are selected in different directions of
the Inner Harbor Station, namely Inner Harbor North Station, Kang Kung Temple Station
and Xiahuan Street Station.
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6.3. Parameter Settings

Set the number of nodes to k = 8 in the Bayesian network per time slice, the connection
strength of the arc to α = 0.85, the direction strength of the arc to β = 0.5, hydraulic radius
to R = 4/17 m, Inner Harbor Station coverage area to w = 4000 m2, Manning coefficient
to ϕ = 0.014, the number of DGBNs to F = 3, the number of high-terrain water level
monitoring sites to n

′
= 3 and threshold to τ = 0.3.

6.4. Performance Analysis

Firstly, similarity analysis is made between the data of the flooding factor of typhoon
Hato and the data of the flooding factor of Mangkhut, Nida and Bebinca, as shown in
Figure 4. It can be seen from Figure 4 that the attributes of typhoon Hato and typhoon
Mangkhut are closest to each other and that the difference is about 5. However, the at-
tributes of typhoon Hato and the other two typhoons are far apart, and the difference is
about 25 and 27, respectively. Therefore, the DGBN established by typhoon Mangkhut is
selected as the network model of typhoon Hato.

Mangkhut Nida Bebinca
Hato
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Figure 4. Similarity analysis of Typhoon Hato and Typhoon Mangkhut, Nida and Bebinca.

The flooding depth prediction after 15 min is conducted for the flooding of Macau Inner
Harbour Station caused by typhoon Hato, as shown in Figure 5. The abscissa represents
the time axis, and the ordinate represents the flooding depth in Figure 5. DGBN8 with two
time slices is used for predictive analysis, and the interval between time slices is 15 min.
Figure 5 shows the curves of the actual flooding depth, the flooding depth predicted by the
DGBN8 model and the flooding depth predicted by the DGBN8-m model. It can be seen
from the picture that the predicted curves of DGBN8 and DGBN8-m are coincident before
130 min, which means that the surface confluence has not yet occurred. After 130 min,
the predicted curves of DGBN8 and DGBN8-m begin to separate, where the predicted
curve of DGBN8-m gradually approaches the real flooding depth curve and the predicted
curve of DGBN8 gradually deviates from the real curve. Overall, the prediction curves in
Figure 5 can reflect the effectiveness of DGBN8-m proposed in the paper.

Relative error (RE), mean square error (MSE), root mean square error (RMSE) and
mean absolute error (MAE) are used to analyze the error in predicting the flooding depth
after 15 min for the DGBN8 and DGBN8-m models, as shown in Table 2. It can be seen
from Table 2 that the error values of DGBN8-m calculated by various error algorithms
are all smaller than the error value of DGBN8. In general, RE is more indicative of the
reliability of the predictive model. Therefore, the RE is used to calculate the prediction
accuracy of the prediction model. The prediction accuracy of DGBN8-m is 84%, and the
prediction accuracy of DGBN8 is 77%, which fully demonstrates the prediction ability of
the DGBN8-m model.
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Figure 5. Prediction of flooding depth after 15 min. The abscissa represents the time and the vertical
axis represents the flooding depth.

Table 2. Prediction error analysis of DGBN8 and DGBN8-m.

Model
Algorithm

RE MSE RMSE MAE

DGBN8-m 0.16 0.026 0.16 0.13

DGBN8 0.23 0.066 0.25 0.19

However, it can be seen from Figure 5 that the predicted values of DGBN8 and DGBN8-
m are less than 0 (negative value) before about 50 min, which is contrary to the real phe-
nomenon. To solve this problem, the network structure and network parameters of DGBN8
are carefully studied, and we find that the flooding factor CWD can cause the network
structure to show unreasonable connections (for example, urban wind speed affects typhoon
wind speed). Therefore, we choose to discard the flooding factor CWD and establish the
seven-variable DGBN to form the new prediction model, referred to as DGBN7-m.

DGBN7-m and DGBN7 models are used to predict the flooding depth after 15 min at
Macau Inner Harbor Station under the typhoon Hato scenario, as shown in Figure 6. Similar
to the prediction model in Figure 5, a DGBN with two time slices is used for prediction
analysis, and the interval between time slices is 15 min. The change trends of the curves
of DGBN7-m and DGBN7 models in Figure 6 are basically the same as those in Figure 5.
The biggest difference between Figures 5 and 6 is that the predicted values of DGBN7-m
and DGBN7 are both positive and close to the real values in the early prediction, which can
better reflect the changing trend of flooding depth.
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Figure 6. Prediction of flooding depth after 15 min. The abscissa represents the time and the vertical
axis represents the flooding depth.
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In order to more accurately reflect the prediction performance of the new prediction
model DGBN7-m, RE, MSE, RMSE and MAE are also used to analyze the error of DGBN7
and DGBN7-m models in predicting the flooding depth after 15 min, as shown in Table 3.
It can be seen that the error values of DGBN7-m calculated by various error algorithms
are the same as those of DGBN8-m. The RE is used to calculate the prediction accuracy
of the model, and the prediction accuracy of DGBN7-m and DGBN7 is 84% and 75%,
respectively. The prediction accuracy of DGBN7 is not much different from that of DGBN8.
Further, the number of parameters of DGBN7 and DGBN8 is analyzed, where the number
of parameters of the DGBN7 network is 92 and the number of parameters of the DGBN8
network is 106, which shows that the DGBN7-m model runs faster and requires fewer
computational resources than the DGBN8-m model under the same prediction accuracy.
Therefore, the DGBN7-m model will be used for subsequent experimental analyses.

Table 3. Predicting error analysis of DGBN7 and DGBN7-m.

Model
Algorithm

RE MSE RMSE MAE

DGBN7-m 0.16 0.026 0.16 0.13

DGBN7 0.25 0.076 0.27 0.21

To further demonstrate the performance of the prediction model DGBN7-m, the flood-
ing depth after 30 min is predicted for the flooding at Macau Inner Harbor Station caused
by Typhoon Hato. The DGBN7 of two time slices (the interval between time slices is
30 min), the three-time-slice one-order DGBN7 (the interval between time slices is 15 min)
and three-time-slice two-order DGBN7 (the interval between time slices is 15 min) are
established, respectively, to predict the flooding depth after 30 min, as shown in Figure 7.
The above three prediction models are abbreviated as 2TDGBN7-m, 3T1ODGBN7-m and
3T2ODGBN7-m, respectively. From Figure 7, we can see that all three types of DGBN7-m
can approximately predict the changing trend of the flooding depth. Figure 7 shows that
3T2ODGBN7-m has the best prediction performance before about 130 min; 3T1ODGBN7-m
has the best prediction performance after about 130 min; 2TDGBN7-m only exhibits a better
prediction performance in the later period and its prediction performance is not optimal in
the whole prediction period. Although the prediction performance of 3T2ODGBN7-m is
slightly better than that of 3T1ODGBN7-m in the early stage, the prediction curves of the
two models are close. In the later prediction, the prediction performance of 3T2ODGBN7-m
is much worse than that of 3T1ODGBN7-m, and the prediction trend of 3T2ODGBN7-m
has deviated from the change trend of the real value.
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Figure 7. Prediction of flooding depth after 30 min. The abscissa represents the time and the vertical
axis represents the flooding depth.
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Similarly, RE, MSER, RMSE and MAE are used to analyze the prediction errors of
2TDGBN7-m, 3T1ODGBN7-m and 3T2ODGBN7-m, as shown in Table 4. It can be seen
from Table 4 that the prediction errors of the 3T1ODGBN7-m model calculated by various
error algorithms are smaller than those of the 2TDGBN7-m model and 3T1ODGBN7-m
model. Through RE analysis, we can further obtain that the prediction accuracy of the
3T1ODGBN7-m model is 80%, the prediction accuracy of the 2TDGBN7-m model is 71%
and the prediction accuracy of the 3T2ODGBN7-m model is 78%. Compared with the
prediction accuracy of the prediction model that predicts the flooding depth after 15 min,
the prediction accuracy of the 3T1ODGBN7-m model for predicting the flooding depth
after 30 min decreased by only 4%.

Table 4. Prediction error analysis for 2TDGBN7-m, 3T1ODGBN7-m and 3T2ODGBN7-m.

Model
Algorithm

RE MSE RMSE MAE

2TDGBN7-m 0.29 0.082 0.28 0.25

3T1ODGBN7-m 0.20 0.042 0.20 0.17

3T2ODGBN7-m 0.22 0.088 0.29 0.20

6.4.1. Robustness Analysis

When the flood disaster occurs, various detectors often fail. Once a device such as the
detector fails, data loss will occur. When faced with a large number of missing data and
some characteristic variables being completely missing, the corresponding complementary
algorithm is useless. But, we still hope that the predictive model can have a certain
predictive ability in this case. In this section, the robustness of the DGBN7-m will be
tested in the case of a complete loss of data for some flood factors, as shown in Figure 8.
Figure 8 represents the flooding depth after 30 min predicted by 3T1ODGBN7-m in the
case where each flood factor is lost once (the data of the corresponding flood factor are
completely lost). The prediction curves in Figure 8 (except the true value curve) represent
the results predicted by the 3T1ODGBN7-m model after the corresponding variable is lost.
It can be seen from the picture that the change trend of all predicted curves (except the
prediction curve corresponding to variable D) is basically similar to the change trend of
the real curve, in which the prediction curves corresponding to variables JZ, Lo and Rain
are close to the real value about 120 min ago. After 120 min, the predicted curve of the JZ
variable deviates to a greater extent than the predicted curve of the Lo and Rain variables
deviates from the true curve. This phenomenon shows that 3T1ODGBN7-m still has a
well-predictive ability after the data loss of the Lo or Rain variable, and that 3T1ODGBN7-
m can withstand the data loss of the JZ variable in the early period. Furthermore, it can
be seen that the prediction curves corresponding to La and WD variables are close to the
real curves after 150 min, which indicates that 3T1ODGBN7-m can withstand the data
loss of these two variables in the later period. The picture shows that only the prediction
curves corresponding to MC and D variables deviate from the true curve to a large extent
during the whole prediction period. The above analysis shows that 3T1ODGBN7-m has
strong robustness.

To better describe the predictive ability of the 3T1ODGBN7-m model after the flood
factor is missing, the RE analysis graph is given, as shown in Figure 9. It can be seen that
when the prediction error of 3T1ODGBN7-m is lower than 0.5, the corresponding variables
are La, Lo, Rain and JZ; when the prediction error is higher than 0.5, the corresponding
variables are WD, MC and D, which is consistent with the prediction result in Figure 8.
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Figure 8. Prediction of flooding depth for 3T1ODGBN7-m with missing flood factor. The abscissa
represents the time and the vertical axis represents the flooding depth.
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Figure 9. Relative error analysis. The abscissa represents that the corresponding variable is lost and
the vertical axis represents the error.

6.4.2. Algorithm Comparison

Due to the rapid development of deep learning, neural networks have achieved better
results in prediction. Therefore, the prediction performance of the back propagation (BP)
neural network and linear regression is compared with that of the DGBN7-m model. We
build the three-layer BP neural network, input layer, hidden layer and output layer. We set
the input layer to have 6 nodes (the number of flood factor), the output layer to have 1 node
(flooding depth) and the hidden layer to have 13 neurons (according to Kolmogorov’s
theorem). The corresponding parameters of the BP neural network are set with a learning
rate of 0.01, loss threshold of 0.03 and 10,000 training times. The data of the three typhoons
of Mangkhut, Nida and Bebinca are used as the training set of the BP neural network and
linear regression, and the data of Typhoon Hato are used as the test set of the BP neural
network and linear regression. As shown in Figure 10, the BP neural network and linear
regression predict the flooding depth after 15 min at Macau Inner Harbor Station. As can be
seen from the picture, the neural network and linear regression cannot accurately predict
the changing trend of flooding depth. Through the analysis of RE, the prediction accuracy
of the neural network is only 39%, and the prediction accuracy of linear regression is only
22%. The low prediction performance of the BP neural network may be caused by the small
amount of data and the difference in flooding scenes, which makes it difficult for the BP
neural network to accurately learn the relationship between the flooding factor and the
flooding depth. This further reflects the advantages of the prediction model DGBN7-m in
scenarios where the amount of data is small and the flooding scenarios are different.
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Figure 10. BP neural network and linear regression predict the flooding depth after 15 min. The
abscissa represents the time and the vertical axis represents the flooding depth.

6.4.3. Generalization Analysis

In order to verify the validity and reliability of the DGBN7-m model, this section
tests the generalization of the DGBN7-m model. Another typhoon (Dianmu) that caused
the flooding at the Macau Inner Harbor Station is selected as the test set. The data of
the flooding factor of typhoon Dianmu and the data of the flooding factor of typhoon
Mangkhut, Nida and Bebinca are analyzed for similarity, as shown in Figure 11. We can
see from the picture that typhoon Dianmu is most similar to typhoon Bebinca. However,
the gap between typhoon Dianmu and typhoon Bebinca is about 15, which is larger than
the gap between typhoon Hato and typhoon Mangkhut. In other words, the DGBN7
established by typhoon Bebinca has a low degree of matching with the characteristics of
flooding caused by typhoon Dianmu. Given the limited number of typhoons currently
recorded by the Macau Meteorological Bureau, the DGBN7 established by typhoon Bebinca
is still selected as the prediction network for typhoon Dianmu.
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Figure 11. Similarity analysis of typhoon Dianmu and typhoon Mangkhut, Nida and Bebinca.

The flooding depth prediction after 15 min is shown in Figure 12. The change trend of
the predicted curve of DGBN7-m in the early and late stages is similar to that of the real
flooding depth curve. The change trend of the predicted curve of DGBN7-m in the mid-term
has a large deviation from the change trend of the real flooding depth curve. According
to the error analysis in Table 5, the difference between the flooding depth predicted by
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DGBN7-m and the real flooding depth is small. The prediction accuracy of DGBN7-m
calculated by the RE can reach 72%. Therefore, the above analysis shows that the DGBN7-m
model still has a good prediction performance in the case of large differences, which further
confirms that the DGBN7-m model has good generalization.
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Figure 12. Flooding depth prediction after 15 min. The abscissa represents the time and the vertical
axis represents the flooding depth.

Table 5. Error analysis table of DGBN-m.

Model
Algorithm

RE MSE RMSE MAE

DGBN7-m 0.28 0.0003 0.018 0.015

7. Conclusions

This paper designs a prediction model for flooding in Macau. A more accurate predic-
tion model, DGBN7-m, is obtained by combining the DGBN with the surface confluence,
and achieves better prediction results proved by simulation. The work carried out in this
paper can be summarized as follows:

i In the case of a small amount of data, some expert experience is useful for guiding the
learning direction of the algorithm to establish a more reasonable DGBN.

ii In the case of different flooding scenarios, multiple historical flooding scenarios are
used to establish multiple DGBNs, and then a similar analysis is made between the
scenarios of flooding to be predicted and the scenarios of multiple historical flooding;
finally, the DGBN established by the historical flooding that is most similar to the
flooding to be predicted is chosen as the prediction network.

iii According to the topography of Macau, the influence of surface confluence is studied,
and the Manning formula analysis method is put forward. And, the DGBN and
Manning formula are combined to obtain the final prediction model, DGBN-m, which
has a high prediction ability.

The prediction model that we designed has growth potential: with the accumula-
tion of more scene data of flooding, scene similarity analysis will have more advantages,
and the accuracy and effectiveness of DGBN-m model prediction can be further improved.
For example, the current flooding can be constructed as the DGBN, which is added to the
set of DGBNs to enhance the ability of the prediction model to predict the flood depth of
future flooding. Due to the lack of relevant data, this paper does not analyze the effects
of infiltration and drainage systems on the flooding areas. In the case of severe typhoons
and little changes in the urban drainage system, the impact of infiltration and the drainage
system is small in different scenarios. But, the analysis of infiltration and the drainage
system can further improve the effectiveness of the prediction model, which can achieve a

99



Mathematics 2024, 12, 340

more accurate and timely prevention of flooding disasters. Therefore, the more difficult
infiltration phenomena and the effects of drainage systems will be worked on in the future.
In future research, we will study flooding in different terrains and incorporate scenarios
of the confluence and diversion of ponding into the prediction model to achieve a more
comprehensive prediction of flooding. In addition, we will explore the characteristics of
flooding in different coastal cities to find out the same and different factors that allow the
predictive model to be built adaptively for different environments.
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Abstract: Training large-scale models needs big data. However, the few-shot problem is difficult to
resolve due to inadequate training data. It is valuable to use only a few training samples to perform
the task, such as using big data for application scenarios due to cost and resource problems. So,
to tackle this problem, we present a simple and efficient method, contrastive label generation with
knowledge for few-shot learning (CLG). Specifically, we: (1) Propose contrastive label generation to
align the label with data input and enhance feature representations; (2) Propose a label knowledge
filter to avoid noise during injection of the explicit knowledge into the data and label; (3) Employ
label logits mask to simplify the task; (4) Employ multi-task fusion loss to learn different perspectives
from the training set. The experiments demonstrate that CLG achieves an accuracy of 59.237%, which
is more than about 3% in comparison with the best baseline. It shows that CLG obtains better features
and gives the model more information about the input sentences to improve the classification ability.

Keywords: few-shot learning; contrastive learning; knowledge graph; natural language processing;
transfer learning

MSC: 68T50

1. Introduction

Big data have become a considerable treasure due to their scale effect with the rapid
development of storage technology in the past few years. The model achieves a huge
improvement based on the big data in natural language processing (NLP) (BERT [1],
RoBERTa [2], ALBERT [3], XLNet [4], BART [5], GPT-1 [6], GPT-2 [7], GPT-3 [8], T5 [9],
ERNIE 1.0 [10], ERNIE 2.0 [11], and ERNIE 3.0 [12]) and computer vision (ViT [13], DALL-
E [14], DALL-E 2 [15]), and Flamingo [16]). However, a few training samples cannot
provide enough information as big data to train a model. Therefore, the performance of
this problem is not satisfactory.

Based on [17], we would expect to find a function in the few-shot problem; when we
input x, then the function can return y. x and y are the corresponding data and label. In
this case, the model parameters shall ideally reach the optimal point. Training a model
to reach the optimal point is similar to looking for treasure. When someone reaches the
optimal point, he or she can obtain the treasure. However, in the process of searching
for treasure, there are two traps: one is approximation error, and the other is estimation
error. The model architecture determines the search space. When the search space does
not contain the optimal point, the nearest point to the optimal point in the space is the best
point that can be reached. The distance between the optimal point and the best point is the
approximation error. When the amount of data is insufficient, the distance between the best
point and the actual point is the estimation error. The estimation error is more prominent
in the few-shot problem. That is the reason few-shot learning may produce inferior results.

Mathematics 2024, 12, 472. https://doi.org/10.3390/math12030472 https://www.mdpi.com/journal/mathematics102



Mathematics 2024, 12, 472

In this work, we advance contrastive label generation with knowledge for few-shot
learning (CLG), as shown in Figure 1. We inject the text and label with the context prompt
and knowledge triplets to enhance their semantic information. Then, we input them into
the CLG model. We shrink the output logits candidate space to simplify the task. Finally,
we train the model with three objects.

Figure 1. Overview of the structure of CLG. The text and label are augmented by the prompt and
knowledge and then input into the model. In the model, there are three embedding layers to map
the text and label to the vector space. Then, the encoder is used to extract the features. In the end,
the features of the text and label are used to perform the downstream tasks.

The external knowledge base contains some content unrelated to the training data.
In order to avoid the noise of external knowledge, we propose the label knowledge filter,
which can skip the unrelated entity and relation to avoid the knowledge noise.
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In the contrastive prompt and knowledge context, the text has been much enhanced,
which creates a gap between the enhanced text with the unenhanced label. Therefore,
the similarities will be far less. To solve this problem, we propose the label alignment
method, which aligns the label with the text by introducing the prompt and knowledge.

Masked Language Modeling (MLM) searches the answers in the whole vocabulary list.
There are many noise candidates in the search space. To solve this problem, we propose the
MLM mask strategy, which can mask the noise candidates to narrow the search space into
the label candidates.

We adopt multi-task fusion loss, HCL (Contrastive Learning with Hard negative
samples), SIM (SIMilarity), and MLM. In order to obtain the common benefits of the three
objective functions, all of the objective functions are weighted and summed to obtain the
final loss.

The contributions of this work can be summarized as:

• Contrastive label generation (CLG). We propose contrastive label generation to align
labels with the data. The input text has undergone semantic enhancement when
associated with the label, but the label did not perform these operations, resulting in a
lack of semantic information in the label. Therefore, we align the labels with the data
and perform the same processing on the labels to reduce the difficulty of the model
learning task;

• Label knowledge filter. We propose a label knowledge filter to avoid injecting noise
into the text during the injection of knowledge. The traditional injection method
matches the entities in the sentence with the head entities of the knowledge graph
and injects the matched relations and tail entities after the center head entity. This
kind of matching introduces knowledge that is not related to the sentence, so we
eliminate the irrelevant noise by constructing a label knowledge filter to improve the
effectiveness of the knowledge injection;

• Label logits mask. We employ the label logits mask to simplify the task. When the
model outputs the logits, its candidate space is 8021 in the entire domain, while our
task only needs to predict the first word of each label, which is a total of 15 words.
Therefore, the first word in all of the labels is different. Hence, we constrain the output
space to the task-related word range by masking the probability of other irrelevant
candidate spaces so that the model can focus on outputting task-related words and
improve its focus and performance;

• Multi-task fusion loss. We adopt the multi-task fusion loss. Different tasks could
help the model to learn the different perspectives of the training set. Based on this,
we adopt three different objects to help the model learn different perspectives of the
training set to improve the final test task performance.

Extensive analysis verifies that CLG improves accuracy for the few-shot classifica-
tion task.

This paper is organized as follows. Section 2 presents the literature review of data
augmentation, model augmentation, and algorithm augmentation. Section 3 introduces the
problem setup to clarify the problem to be resolved and presents the specific methodology
of CLG concerning data, model, and algorithm. Section 4 features the experimental results
and the conclusion about CLG. Section 5 includes the conclusion about CLG.

2. Related Work

Data augmentation uses some strategies to create more data. It is divided into ho-
mologous data augmentation and heterologous data augmentation. Homologous data
augmentation is a method that creates data from the same source as the data set. It mainly
increases new data from the training set, weakly labeled set, and unlabeled set in the same
source. For the training set, it can translate [18–20], flip [20,21], shear [20], scale [19,22],
reflect [23,24], crop [22,25], rotate [26], and so on to enrich the training set. For the weakly
labeled or unlabeled set, there are some noisy or rare labeled data. Firstly, we can use these
data to train a model and then use this model to obtain the pseudolabels for the weakly or
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unlabeled data. It only gives the label to the data with high confidence until the accuracy
does not increase. Refs. [27,28] automatically annotate unlabeled data with pseudolabels
to improve the accuracy and robustness of the model. Ref. [29] decodes the unlabeled data
feature vectors via a large language model to generate the pseudolabels. The tail data of the
long-tailed problem are also similar to those of the few-shot problem. Ref. [30] proposes a
data-balanced review to keep the model learning all classifications. This method certifies
the effect of multi-stage knowledge transfer to improve the classification accuracy of a few
training samples of the tail. Heterologous data augmentation uses similar domain data sets
to train the model. The more similar the used domain data sets are, the better the result.

Prompt creates a prompting function that results in the most effective performance on
the downstream task. Based on [31], there are four paradigms of modern NLP technology
development. Paradigm I is fully supervised learning without a non-neural network. It
mainly extracts features of data by hand-crafting. Paradigm II is fully supervised learning
with a neural network. It mainly designs the architecture of models to obtain better results.
Paradigm III is pre-training and fine-tuning. It mainly designs the objective function to
fit the downstream task. Paradigm IV is pre-training, prompt, and prediction. It mainly
uses the prompt as context to close the distance between downstream tasks and pre-
training tasks. These paradigms are shown in the development of NLP. According to [31],
the prompt in the pre-trained language model is seen as the parameter. So, there are
two methods using the prompt in few-shot learning. On the one hand, the prompt is
dynamic in fine-tuning. For instance, in prefix-tuning [32] and warp [33], they freeze all of
the pre-trained language model parameters while only updating the prompt parameters.
AutoPrompt [34] dynamically obtains the optimal prompt template through model training.
This method can alleviate the problems of difficult construction of the manual templates
and unstable effects. The dynamic prompt is common and easy to carry out. It can keep
the knowledge in the model of the pre-trained task. However, its performance is limited
in terms of data scale because more data usually lead to better results. On the other hand,
the prompt is static in fine-tuning, such as PET-TC [35], PET-Gen [36], and LM-BFF [37]. The
static prompt only trains model parameters and sees the prompt as a part of the input. It
can update the parameters of the large language model with the downstream task without
introducing new parameters, but it needs to design the prompt template, and its robustness
is not strong. The prompt is a useful method to extend the training set and convert the
downstream task form to fit the pre-training task.

Explainability is important to certify the answer reasonably. Ref. [38] proposes an
unsupervised approach to generate explanations for Machine Reading Comprehension
(MRC) tasks. Ref. [39] proposes a modularized pre-training model framework to enable
the model to train two sub-modules independently. It also proposes a knowledge retriever
and a knowledge retrieval task (KRT) to train the ability of the model to retrieve correct
knowledge entities from the knowledge base (KB) to improve the ability to generate
dialogue. The KG provides external information to improve the explainability of the
model. There are two main methods of applying a KG: explicit knowledge representation
and implicit knowledge representation. Explicit knowledge representation injects the KG
triplet text into sentences. KnowBERT [40] proposes the embedding of multiple knowledge
bases into large-scale models to enhance the representation. SentiLR [41] adds emotional
polarity to each word in the sentence and designs a new pre-trained task, which can
establish the relationship between sentence-level emotional tags and word-level emotional
words. KEPLER [42] proposes a unified model for knowledge embedding and language
representation. It uses a large model to jointly learn knowledge embedding (KE) and MLM
objective functions to align the actual knowledge and language representation into the same
semantic space. CoLAKE [43] proposes word–knowledge graphs, which are undirected and
heterogeneous. These graphs can realize the representation of language and knowledge
and then improve the performance of the model in downstream tasks through pre-trained
tasks. K-BERT [44] uses three embedding layers to represent the input sentences. The token
embedding obtains the token information. The soft-position embedding obtains the relative
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position information. The segment embedding obtains the sentence pair information. K-
BERT constructs the sentence tree, including the sentence and KG triplet. The triplet injects
into the positions that are after the matched head entity, which enriches the information of
the input to obtain better results. PK-BERT [45] attempts to resolve the few-shot problem.
Firstly, it adds a prompt before the original sentence. Secondly, it injects the KG triplet
(head, relation, tail) after sentences. Thirdly, in the attention matrix, the sentence tokens
can see each other, but the head token can only see its relation token. The relation token can
see both its head and its tail token. The tail token can only see its relation token. Finally,
PK-BERT constructs the relative position ID to provide the token index information for
the word and KG triplet in a sentence. The results show that PK-BERT can dig into the
potential of the model, provide the knowledge, and guide the model to better complete the
downstream tasks. Implicit knowledge representation embeds the KG triplets into vector
space and then injects them into sentence vectors. ERNIE (THU) [46] uses TransE, which
is a method of mapping the knowledge to a vector in the feature space to express and
learn the KG. It first obtains the features of the token and entity, respectively; then codes
and fuses them; and, finally, separates the features. This method can make the features
of the token and entity contain each other’s information to achieve the goal of text and
knowledge fusion. For MLM tasks, ERNIE (Baidu) 1.0 [10] uses three different fine-grained
mask strategies, namely, the random word-level mask strategy, entity-level mask strategy,
and phrase-level mask strategy, so that the model can understand the language from
different levels. ERNIE (Baidu) 2.0 [11] uses continual multi-task learning and introduces a
series of tasks to let the model pay attention to words, sentences, and semantics, which can
make models more knowledgeable. In addition to the advantages of the first generation
and the second generation, ERNIE (Baidu) 3.0 [12] adds the universal knowledge–text
prediction task to enable model learning, knowledge memory, and reasoning ability. In
Ref. [47], the authors propose leveraging negative enhanced knowledge, using augmented
knowledge pieces as hard negatives to improve knowledge representations.

To deal with the few-shot problem, Ref. [48] uses triplet information for data aug-
mentation in relationship extraction, Ref. [49] uses clustering algorithms to construct
pseudo-labeled data to alleviate the problem of insufficient sample size, and Ref. [50]
obtains more comprehensive and accurate interaction information from other prototype
networks to train the prototype network.

3. Methodology

In this section, we first introduce the problem setting and the challenges in few-shot
classification. We address the challenges by proposing contrastive label generation, a
knowledge graph with a block list, a logits–labels mask, multiple-task training, and some
other methods.

3.1. Problem Setting

For a few-shot single-classification task, there are some sentences, S, corresponding
to labels, L, in a small data set D as shown in Equations (1)–(3), where the sentences list
S includes N sentences, the label list L includes C labels, and the data set D includes I
pairs of a sentence and a label (S, L). For the few-shot setting, the value of I is only 240 in
our experiments.

S = {S1, . . . , SN} (1)

L = {L1, . . . , LC} (2)

D = {(S1, L1), . . . , (SI , LI)} (3)
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For a pair of one sentence SI and one label LI as shown in Equations (4) and (5), where
n sentence tokens, t, and m label tokens, l, are included.

SI ={t1, . . . , tn} (4)

LI ={l1, . . . , lm} (5)

To solve this problem, we propose the method CLG that can generate label tokens to
solve the classification task as shown in Equation (6), where m are sentence tokens and x
and i are label tokens.

{y1, . . . , yi} = CLG({x1, . . . , xm}) (6)

3.2. Contrastive Label Generation

The traditional classification task converts the labels as the indexes from 0 to the
classification number C, which loses the semantic meanings of the labels and limits the
output space of the language model. So, we first adopt the original label phrases instead
of indexes as the labels to keep the semantic information of the labels and then construct
the context sentences for the labels to improve the label semantic information. In addition,
we set the masked language modeling object to predict the label words, which activates
the language ability of the model, aligns the downstream task with the pre-training task
for transfer performance, and enlarges the output space of the task for other similar tasks.
However, this makes the search space for the output larger than the classification number.
To solve this problem, we adopt a logits mask, which masks all token probability, except
for the label tokens, to shorten the search space.

To solve these two problems and improve the performance of the model, we propose
contrastive label generation (CLG), as shown in Figure 1, which activates the language
ability of the model, enlarges the output space of the model, and improves the label
representation. Specifically, to make the model learn the semantic meanings of the labels
and align the downstream task with the pre-training task, which is the language modeling
(LM), we propose label generation to let the model output the language tokens of the label
instead of the index of the classification. To improve the label feature representation, we
consider that the task has its candidate classification list; it would be easy to perform a
classification task via the elimination method. So, we present the contrastive label to make
both the label tokens obtain better representations in the feature space and compare the
candidates to make the task easy to perform.

CLG makes the model output the language tokens of the label instead of the index
of the classification and makes the model learn the semantic meanings of the labels and
enhance the output space of the model.

The classification task is similar to answering the choice question. When we make
choices, we always have some alternative answers. It could be easier to answer the
question when we consider the difference between choices. So, in this case, we compare
the similarity of each input sentence with the labels and select the most similar label as the
prediction answer.

Inspired by CLIP [51], we use the text and label pairs to calculate the similarity. In the
training phase, the form is almost the same as the common pre-training phase as shown
in Table 1. ti means the index of the text. li means the index of the label. Each line has
a number 1, indicating the correct label for the text. The only difference in the common
pre-training phase is the use of sentences with two different prompts; however, in the
training phase, labels with prompt prefixes are used.
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Table 1. Training inputs matrix. The key to contrastive learning is to construct positive samples and
negative samples. In this task, positive samples are correct text–label pairs that represent the value 1,
and negative samples are incorrect text–label pairs that represent the value 0.

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11 l12 l13 l14 l15

t1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
t2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
t3 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
t4 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
t5 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
t6 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
t7 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
t8 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

3.3. Logits Mask and Label Mask

MLM is a head that is used to output raw hidden states. It uses a special token
[MASK] to let the model predict the word that is masked. This method can shorten the
distance between the downstream task and the pre-trained task to improve the effect of
transfer learning.

When carrying out the MLM task, the original method randomly masks some single
words, but there are many phrases in sentences. Masking only one word cannot provide the
whole meaning. So, the Whole Word Masking (WWM) strategy is proposed to solve this
question. If one word in a phrase has been masked, then it also masks the whole phrase.

The search space of the MLM object is the vocabulary size, which, in our experiment,
is 8021, but the label words are much fewer than the vocabulary words. So, a natural idea
is to shorten the search space. In our task, there are 15 phrases of the labels in the data
set. In the pre-training stage, without the MLM logits mask, the task needs to search in the
whole vocabulary space. However, we found that the first words of all labels are different.
Therefore, it only needs to predict the first word, and then the subsequent words of the
labels can be auto-completed. Hence, with the MLM logits mask, the task only needs to
search the 15 words that are the first words of the 15 label phrases. So, this method can
effectively shorten the search space and complete the task more easily.

MLM labels mask is also used to avoid unrelated words in the vocabulary. This can
shrink the choices space of the task. It can be viewed as solving multiple choice questions
by elimination. For example, when we perform a generative task, the standard method will
choose some words from the whole vocabulary list. The labels mask will also select some
words from part of the vocabulary list that only includes the first words of the 15 label
phrases. This could greatly reduce the number of alternative words and simplify the task.

MLM mask indexes are the token ID 103 of the special token [MASK]. It can avoid
unuseful information and let the model focus on the importance of the task.

3.4. Knowledge-Enhanced Label

The KG can provide semantic information for the model. It is a huge semantic network
with many head entities, relation edges, and tail entities about people, things, and objects.
The KG contains explicit knowledge, which is comprised the relations between entities and
the attributes of entities. This can provide the knowledge for sentences. Therefore, it is
logical, reasonable, and interpretable. The effectiveness is knowledge-driven and depends
on the quantity and quality of the KG.

The KG usually represents the head entities, relation edges, and tail entities as triplets
[h,r,t]. It can identify the phrases of sentences in the KG, and then inject the related relations
and tails of the phrases into the sentence. The KG may not exactly match the domain of
the data set, so the KG block list is used to avoid injecting the knowledge noise into the
input sentence. If there are many triplets injected into the sentences, the algorithm will
randomly sample the candidates to make sure that it will not obtain too much knowledge
to influence the semantic information of the original sentences. Inspired by K-BERT [44]
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and CoLAKE [43], we use the KG and divide the sentence include two parts. One is the
word graph; the other is the KG. The word graph is a fully connected word semantic
network. In such a network, each word can be visible to others. They can be calculated by
the model to map the word token to the embedding vector and then obtain the semantic
representation. The KG is a knowledge semantic network composed of nodes and edges.
The nodes mean the entities, and the edges mean the relations between the entities. If a
phrase in its sentence can match a head entity in the KG, then the corresponding relation
and tail entity of the head entity will be injected into the sentence. After that, the model
will map the word tokens in the KG to the vectors in the feature representation space. In
contrastive learning, we inject the KG triplets into the labels and add the prompt prefix
before the labels to align with the text. Then, we input them into the model to obtain the
feature vectors of the labels.

3.5. Data Preprocessing

Due to the few-shot problem setup, we can only use a few training samples to train the
model. The task is about news title classification. The training set includes 240 news titles
and the corresponding 15 classifications. So, effectively using it is a challenge. Given that
the challenge is the data scale, the natural idea is to obtain more data to train. Considering
the gap between the downstream and the pre-training task, we use the prompt to convert
the downstream task form into the pre-training task form. This allows the model to better
understand the task and improve the performance. Based on the prompt, the sentences
differ in prefixes but convey the same semantics. So, they all have the same label. It is
an easy but effective method for achieving data augmentation as shown in the following
Equation (7).

Df sl =
I

∑
i=1

J

∑
j=1

N

∑
n=1

(pisjtn) (7)

The Df sl means the few-shot learning data set, Pi means the i-th prompt, Sj means
the j-th symbol, Tn means the n-th sentence, I is the total number of prompts, J is the total
number of symbols, and N is the total amount of training data. This way can create I ∗ J ∗ N
data for training, which can significantly enrich the training set.

3.6. Prompt Prefix

The prompt consists of templates and symbols, which can shorten the search space of
the answers and prompt their retrieval. Since the downstream task may not be the same as
the pre-trained task, the prompt can convert downstream data into pre-trained data, which
helps to improve the effect of transfer learning. It can stimulate the potential power of the
large language models and shorten the distance between the downstream objective and the
pre-trained objective, as shown in the following example.

It is [MASK][MASK] news.

Inspired by the GPT series [10–12], we use the prompt as the prefix template to
augment data. Specifically, we use different prefix templates before sentences. Each prefix
template can create a set of input sentences. Through this method, we can obtain more data
to train the model.

The prompt gives models more insights to let models generate output that better align
with the task scenario. We manually craft and compare some prompts to obtain the results.
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As shown in Table 2, the token IDs are the results of the tokenizer tokenizing the
Token Word. Some special tokens need to be explained. Token [CLS] means the head of
the sentence. It can represent the whole sentence. Token [MASK] means the word that
is masked. It masks the sentence label that the model needs for prediction. Token [SEP]
means the end of the sentence.

Table 2. Input sentence. The input words are tokenized to the token IDs.

Type Inputs

Token Word ZH: [CLS]这是[MASK][MASK]新闻，什么是元宇宙定义虚拟现实世界[SEP]
(EN: [CLS]It is [MASK][MASK] news, What is metaverse define virtual reality world [SEP])

Token IDs [101, 5511, 2741, 103, 103, 2695, 5832, 119, 680, 620, 2741, 892, 1826, 1836, 1837, 621, 4967, 2461, 3688, 1841, 588, 3806, 102]

When labels are determined, the main difference between templates is how to rea-
sonably build prefix templates for two-character Chinese labels through natural language.
Finally, we manage to pick some prompt templates that positively impact our results.

3.7. Multi-Task Fusion Loss

HCL loss [52] is concerned with contrastive learning with hard negative samples. It
calculates the similarity of the samples to determine the label of the data. This can close the
distance between positive samples and, at the same time, push away the distance between
the negative samples.

Lh = −
N

∑
i=1

log
e[ f (xi) f (y+i )T ]/τ

e[ f (xi) f (y+i )T ]/τ + ∑M
j=1 e[ f (xi) f (y−j )T ]/τ

(8)

In Equation (8), x means the input sentence, y+ means the positive label of the input
sentence, y− means the negative label of the input sentence, i means the i-th of the batch,
j means the j-th of the negative sentences, the function f () maps the text to the vector, τ
means the dynamic temperature, N means the batch size, and M means the number of
negative classes.

The SIM loss calculates the similarity between the text feature vectors and the label
feature vectors. It uses cross-entropy to calculate loss and updates the model weights.

Ls1 = −
N

∑
i=1

log
e[ f (xi) f (y+i )T ]/τ

∑M
j=0 e[ f (xi) f (yj)T ]/τ

(9)

Ls2 = −
N

∑
i=1

log
e[ f (y+i ) f (xi)

T ]/τ

∑M
j=0 e[ f (yj) f (xi)T ]/τ

(10)

Ls = (Ls1 + Ls2)/2.0 (11)

In Equations (9)–(11), y means the sentence label, and the other symbols are the same
as above.

The MLM loss function converts the downstream task into the pre-trained task, which
can improve the effectiveness of the performance of transfer learning.

Lm = −
N

∑
i=1

log
e f (xi)[MASK] ·g(yi)

∑M
j=0 e f (xi)[MASK] ·g(yj)

(12)
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In Equation (12), the function g() maps the label to the vector, [MASK] means the
index of the mask in the sentence, and the other symbols are the same as above.

L = wh ∗ Lh + ws ∗ Ls + wm ∗ Lm (13)

The total loss calculates the weighted sum of the above three loss functions. In Equation (13),
Lh, Ls, and Lm are the losses of the HCL, SIM, and MLM. The wh, ws, and wm, which are
set manually, are the weights of the HCL, SIM, and MLM objective functions.

3.8. Training Algorithm

The algorithm is the strategy used to search for the best parameters in the search space.
Algorithm augmentation can provide a better direction for reaching the optimal point in
each iteration.

The warmup is a method that lets the learning rate begin from a small value in the
initial stage and grow to normal after the warmup period. It needs to set the warmup
epochs. In the warmup epochs period, the parameters of the model will move more slowly.
In this case, the gradient descent direction is at a small step length in the warmup stage,
and it is more likely to avoid falling into the local optimal solution.

The learning scheduler is used to operate and process the learning rate. It can calculate
the loss of the evaluation set. When the loss cannot decrease, the learning rate scheduler
will decrease the learning rate to try more directions for updating.

Inspired by physical experiments, the algorithm simulates the process of observing
the cooling of solids and gradually reduces the internal energy through annealing, so that
the internal state reaches the ground state from the stable state. The simulated annealing
(SA) algorithm is a method that can weaken the difference in each gradient at the initial
training stage so that the model has more exploration directions and the overfitting of
model training and model parameters falling into the local optimal solution are avoided.
The simulated annealing algorithm keeps the temperature slowly down at some rate. It is
possible to jump out from the local optimum solution.

The early stop is another trick that can end the training in advance under certain con-
ditions. Such conditions are generally key indicators of the experiment, such as preparation
rate, recall rate, F1, and loss. The first three are that the larger the numerical value, the better
the model effect. Therefore, in this case, the condition for leaving early is that when the
numerical value is still less than or equal to the highest value in the past within a certain
number of times, the training ends. Correspondingly, the smaller the loss value, the better
the effect of the model. Therefore, in this case, the condition for the early stop is that when
the value is still greater than or equal to the lowest value in the past within a certain number
of times, the training ends. Here, a certain number of times is a hyper-parameter, which
can be given manually.

3.9. Pseudocode

The pseudocode for the implementation of CLG is shown in the Algorithm 1, and it
can be summarized as follows. First, load the text and label from the data set. Second, add
the prompt and inject the KG into the text and label. Third, tokenize the text and label
from natural language to token ID. Fourth, input the tokens to embeddings and encoder
layers and obtain the feature vectors of text and label. Fifth, calculate the similarity of the
feature vectors of the text and label. Sixth, predict the token IDs of the position [MASK] in
sentences by the MLM head. Finally, calculate the final loss.
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Algorithm 1 CLG Pseudocode

1: text, label ← load_data(dataset)
2: for t, l in zip(text, label) do
3: t_p ← add_prompt(t)
4: l_p ← add_prompt(l)
5: t_pk ← inject_kg(t_p)
6: l_pk ← inject_kg(l_p)
7: end for
8: for t_input, l_input in zip(t_pk, l_pk) do
9: text_ f eature ← get_ f eature(t_input)

10: label_ f eature ← get_ f eature(l_input)
11: hcl_logits ← text_ f eature_vector@label_ f eature_vector.T/hcl_temperature
12: sim_logits ← text_ f eature_vector@label_ f eature_vector.T/sim_temperature
13: mlm_logits ← mlm_head(text_sequence_output)
14: index_label ← index o f the label_ids in each batch
15: onehot_label ← index_label in each batch
16: pos_logits ← hcl_logits ∗ onehot_label
17: neg_logits ← hcl_logits ∗ (1 − onehot_label)
18: hcl_loss ← −log(pos_logits/(pos_logits + neg_logits)).mean()
19: text_loss ← cross_entropy(sim_logits, onehot_label).mean()
20: label_loss ← cross_entropy(sim_logits.T, onehot_label.T).mean()
21: sim_loss ← (text_loss + label_loss)/2.0
22: mlm_loss ← cross_entropy(mlm_logits, label_ids)
23: loss ← whcl ∗ hcl_loss + wsim ∗ sim_loss + wmlm ∗ mlm_loss # whcl , wsim, wmlm are the

weights of the losses
24: end for

4. Experiment

4.1. Data Set

The TNEWS data set is a Chinese short text classification data set about news titles. It
is divided into 15 categories, including technology, entertainment, automobiles, tourism,
finance, education, international, real estate, e-sports, military, stories, culture, sports,
agriculture, and stocks. The whole data set contains 73,360 pieces of data, and each piece of
data contains a label, label description, sentence, keywords, and ID.

In FewCLUE [53], only a few training samples are used to achieve the classification
task. There are 240 pieces of data in the training set, 240 pieces of data in the evaluation set,
and 20,000 pieces of data in the test set.

In this work, we use the same data set as FewCLUE [53]. So, there are 15 labels, and
each label has 16 pieces of sentences in the training set (15-way–16-shot), which are used
for the few-shot learning. The training set size is 240, which is for the few-shot setting.
The validation set size is 1200, which is for the feedback of the training phase and saves the
model weights when the accuracy is better. The test set size is 2010, which is used to show
the task performance of the model.

4.2. Inputs

Our experiments are on 15 categories of the text classification task. Note that the
experiment does not use full data. In the training phase, each category has only 16 pieces
of data, which is the few-shot setting.

4.2.1. Input Token IDs

This method converts the input token words to token IDs by the tokenizer. The input
includes the prompt that transfers the current task to the pre-training task for training
models, and the KG triplet enhances the sentence information. We choose the prompt with
the best accuracy as the label prompt, as shown in Table 3.
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Table 3. Label prompts experiment. The bold number is the best accuracy in the experiment. In this
task, we select the best prompt as the label prompt to perform the continued experiments.

No. Label Prompt Acc. (%)

1 zh: 这是[MASK][MASK]新闻 19.167en: This is [MASK] news

2 zh: 看看[MASK][MASK]新闻 21.563en: See [MASK] News

3 zh: [MASK][MASK]新闻即将播放 21.458en: [MASK] News coming soon

4 zh: [MASK][MASK]新闻来啦 25.677en: Here comes the [MASK] news

5 zh: 这条新闻的类别是[MASK][MASK] 14.896en: The category of this news is [MASK]

6 zh: 这条新闻是[MASK][MASK]类别的 25.625en: This news is in the category of [MASK]

7 zh: 我认为这是[MASK][MASK]新闻 23.854en: I think this is [MASK] news

8 zh: 这是[MASK][MASK]新闻吧 22.604en: Is this [MASK] news

9 zh: 这是[MASK][MASK]新闻吗 19.74en: Is this [MASK] news

10 zh: 这是什么新闻？[MASK][MASK]新闻 23.229en: What news is this? [MASK] News

There are 10 prompts and 10 symbols with their accuracies, as shown in Tables 4 and 5.
In this experiment, we select, respectively, the top 5 prompts and the top 2 symbols of the
group to expand the training set by 10 times.

Table 4. Text prompts experiment. The bold number is the best accuracy in the experiment. In this
task, we select the top 5 prompts as the text prompts to perform the continued experiments.

No. Text Prompt Acc. (%)

1 zh: 这是[MASK][MASK]新闻 23.698en: This is [MASK] news

2 zh: 看看[MASK][MASK]新闻 27.604en: See [MASK] News

3 zh: [MASK][MASK]新闻即将播放 28.333en: [MASK] News coming soon

4 zh: [MASK][MASK]新闻来啦 26.198en: Here comes the [MASK] news

5 zh: 这条新闻的类别是[MASK][MASK] 31.25en: The category of this news is [MASK]

6 zh: 这条新闻是[MASK][MASK]类别的 29.74en: This news is in the category of [MASK]

7 zh: 我认为这是[MASK][MASK]新闻 24.74en: I think this is [MASK] news

8 zh: 这是[MASK][MASK]新闻吧 18.854en: Is this [MASK] news

9 zh: 这是[MASK][MASK]新闻吗 24.948en: Is this [MASK] news

10 zh: 这是什么新闻？[MASK][MASK]新闻 25.521en: What news is this? [MASK] News
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Table 5. Text symbols experiment. The bold number is the best accuracy in the experiment. In this
task, we select the top 2 symbols as the text symbols to perform the continued experiments.

No. Prompt Acc. (%)

1 ， 25.052
2 。 27.24

3 ？ 22.187
4 ： 25.938
5 ； 24.427
6 、 25.729
7 ！ 30.26

8 - 25.365
9 —— 25.417

10 —> 27.031

4.2.2. Knowledge Graph

CN-DBpedia [54] is a large-scale general-domain structured encyclopedia KG that
includes 5,168,865 pairs of head entities, relation edges, and tail entities.

Due to fewer pieces of information in the short text of the classification task, we use
KG triplets to enhance the sentence head entity. This gives the model more information
about the sentences and improves the explainability. For example, there is a sentence and
a KG triplet, as shown in Table 6. For token type IDs, it is a sentence usually with two
types of tokens, [0: the first sentence, 1: the second sentence]. Type 0 represents the original
sentence tokens, including the head entity tokens. Type 1 represents the relation edge
tokens and tail entity tokens in the KG triplet. In our task, we construct only one sentence
that includes the original sentence and KG triplets to perform the continuous experiments.
So, the final sequence is an all-zero sequence.

For position IDs, it is numbered in the order of the tokens in the sentence, but we need
to note that it first tokenizes the original sentence from 0 to the length of the sentence minus
1. Then, it adopts the relative position code to tokenize KG triplets. Specifically, we add
the KG positions, which are the indexes after the end word of the head entities, and the
relation edge indexes are the next index at the end of the token of the head entities. The tail
entity indexes are the next index of the end of the token of the relation edges. Finally, we
combine all of them as the position IDs’ input.

For the label, as the same text, we also add the prompt and inject KG relations and
tails into the label words to construct label sentences. The label sentences have the label
token IDs, label attention mask, and label type IDs.

We convert the input text from words to IDs. Those are unfriendly to humans but
friendly to models, which means we can allow the model to understand what we want to
say in natural language.

4.2.3. Attention Mask

The input IDs consist of original sentences, entities, and relations of the KG. To avoid
the knowledge token’s interference in the sentence meaning, the relation edges can only
be seen by their corresponding head and tail entities, and the tail entities can only be seen
by the corresponding relation edges. The relation edges and tail entities cannot be seen by
other original sentence tokens and other head entities.

The attention mask is also called the attention matrix, which can determine whether
the tokens in a sentence can be seen by each other. The standard is that all tokens in
the original sentence can see each other. If the first entity is identified in the original
sentence, the relational edge and tail entity in the KG triplet will be injected into the end
of the sentence as the second sentence and input into the model together. Based on [44],
the relational edges and tail entities injected into the sentence are independent of the tokens
of the non-head entities in the original sentences, so we use the attention mask attention
matrix to achieve it. When two tokens see each other, their intersection position in the
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two-dimensional table is 1. On the contrary, when two tokens do not see each other, their
intersection position in the two-dimensional table is 0, as shown in Table 7.

Table 6. The inputs converted from words to IDs.

Inputs Data

Text 什么是元宇宙
(What is metaverse)

Label 科技
(sci-tech)

prompt 这是[MASK][MASK]新闻
(It is [MASK] news)

symbol ，
(,)

KG （元宇宙，又称，元界）（元宇宙，定义，虚拟现实世界）
(metaverse, define, virtual reality world)

Text Token [CLS]这是[MASK][MASK]新闻，什么是元宇宙定义虚拟现实世界[SEP]
([CLS] It is [MASK] news, what is metaverse define virtual reality world [SEP])

Text Token IDs [101, 5511, 2741, 103, 103, 2695, 5832, 6294, 680, 620, 2741, 892,
1826, 1836, 1837, 621, 4967, 2461, 3688, 1841, 588, 3806, 102]

Text Type IDs [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

Text Position IDs [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]

Label Token [CLS]这是科技新闻：元宇宙或称元界[SEP]
([CLS] This is technology news: metaverse is also called meta world [SEP])

Label Token IDs [101, 5511, 2741, 4132, 2410, 2695, 5832, 6308,
892, 1826, 1836, 2360, 4143, 892, 3806, 102]

Label Token Type IDs [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

Label Position Ids [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]

4.3. Training Strategy

There are some strategies for models to update the parameters effectively.
The warmup can increase the learning rate from a certain small value to the set value

so that the model can explore more gradient update directions at the initial training stage
and prevent the model from falling into local optimization. The learning rate scheduler
decreases the learning rate until certain epochs, where a designated metric, such as loss
not decreasing or accuracy not increasing, indicates a halt in improvement. A simulated
annealing gradient can decrease the learning rate. We use simulated annealing to let the
model explore more gradient update directions in the initial training stage to prevent
the model from falling into local optimization. When the performance of models cannot
improve or match certain conditions, then the models will stop learning. Dropout can be
used as a feature augmentation method for training the model. In the training process,
the weight of each neuron in the model has a certain probability p to set it to zero, so that
the neuron cannot have an impact on the neural network. This method can reduce the
dependence between neurons in the network; that is, it does not rely too much on some
local features, thus enhancing the generalization ability of the model.

4.4. Benchmark

In the FewCLUE [53] benchmark test, the data set was randomly disrupted, and the
entire data set was divided into smaller data sets, including the training set, evaluation set,
and test set. The training set consists of 15 categories and 16 samples of each category, also
known as 15-way–16-shot.

The model is trained by using the corpus, which is the same source as the task data.
So, using such a model can help it understand the data and improve its performance The
inference ability is better than the models with other sources of the data set. In the model,
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the most important parts are the embeddings and encoder. The embedding layers are used
to map the token IDs to the vectors, and the encoder layer is used to extract the features.

Table 7. The attention mask matrix shows that the relation tokens can only be seen by their own head
entity tokens and tail entity tokens. The value 1 means the two words can be seen by each other and
the value 0 means the words can not be seen by each other. The tail entity tokens can only be seen by
the relation tokens. The two hashes ## indicate that it is a suffix following some other words.

Attention Mask [CLS] 这
(It)

是
(is) [MASK] [MASK] 新

(news) ##闻 ，
什

(What) ##么 是
(is)

元
(metaverse) ##宇 ##宙 定

(definition)
义

(definition)
虚

(virtual) ##拟 现
(reality) ##实 世

(world) ##界 [SEP]

[CLS] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
这 (It) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
是 (is) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1

[MASK] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
[MASK] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
新 (news) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1

##闻 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
， 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1

什 (What) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
##么 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
是 (is) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1

元 (metaverse) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1
##宇 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1
##宙 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1

定 (definition) 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1 1 1 1
义 (definition) 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1 1 1 1
虚 (virtual) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1

##拟 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1
现 (reality) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1

##实 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1
世 (world) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1

##界 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1
[SEP] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

4.5. Baseline Line

BERT [1] is the first large-scale model that is pre-trained in big data. BERT has a good
ability for generalization and can reuse the parameters of models to obtain a better result
in the downstream task. RoBERTa [2] is a model that uses bigger data, more parameters,
and some other tricks to pre-train a model based on BERT. GPT [8] is a big model that
first uses the generative task to pre-train the model and obtains a better result in few-shot
learning and zero-shot learning. Fine-tune is a method that first pre-trains in a big data set
and then trains in a small data set to transfer the knowledge from big data to small data
by model parameters. Few-shot uses a few training samples to train the model. Zero-shot
uses no training data and just directly makes inferences. PET [55] uses prompt and MLM
head to convert the task from a classification to generative task. Then, the downstream
task form is similar to the pre-training task, which can improve the effect of transfer
learning and the performance of the model. LM-BFF [37] automatically creates the prompt
prefix. In the training phase, it constructs demonstrations to perform few-shot learning. P-
tuning [56] transforms the problem of constructing the prompt into a continuous parameter
optimization problem. The non-natural language is used to construct the prompt, which
makes the space of the hypothesis of the prompt larger and more likely to find the best
prompt. This method is simple and effective, giving GPT the ability of natural language
understanding. EFL [57] transforms the downstream task into an implication task and
a binary classification problem. It constructs sentence pairs and labels to judge whether
the sentence pair is the implication. This method reduces the difficulty of the task. At the
same time, the method transforms the downstream task into the pre-training task, which
improves the effect of transfer learning. ERNIE 1.0 [10] is pre-trained by masking the
knowledge entity, which gives the model more knowledge of words and phrases. In these
results, our method CLG reaches the top of the list. It uses a smaller model but obtains
better accuracy than other methods. especially when using ERNIE methods. This proves
the effectiveness of our method.

4.6. Evaluation Metric

The confusion matrix is an important and common metric for measuring the classi-
fication performance of the models. The confusion matrix divides the results into four
situations, as shown in Table 8.
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Table 8. Calculate the evaluation metric through the confusion matrix.

Confusion Matrix
Ground Truth

True False

Prediction
Positive TP FP

Negative FN TN

They are True Positive (TP), False Positive (FP), False Negative (FN), and True Negative
(TN) in the confusion matrix. The accuracy is shown in Equation (14). Similar to other
studies, accuracy is the metric of our experiments.

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(14)

4.7. Results and Discussion

There are some methods performing the same task that can compared to CLG, as
shown in Table 9. For intuitive comparison, we put all of the readiness rates in one bar
chart, as shown in Figure 2.

Our method, CLG, compares 10 methods, including zero-shot, which is without any
training data and just evaluates the model, and fine-tuning models, which use training data
to provide the models with more information about the task and domain to help the model
improve its ability. In addition, the bigger the base model, the more data are used, and the
better the performance of the model. CLG reaches better accuracy than other methods. This
shows that our method can improve the understanding and generation ability of the model
by contrastive label generation with a knowledge graph for few-shot learning.

Table 9. The experimental result shows our method CLG achieves the best accuracy with other baselines.
The bold accuracy represents the best accuracy in the experiment.

No. Methods Acc. (%)

1 Zero-Shot RoBERTa [2] 25.3
2 Zero-Shot GPT [8] 37.0
3 Fine-Tuning RoBERTa [2] 49.0
4 Fine-Tuning ERIEN 1.0 [10] 51.6
5 EFL [57] 52.1
6 LM-BFF [37] 53.0
7 P-tuning RoBERTa [56] 54.2
8 PET [55] 54.5
9 P-Tuning ERIEN 1.0 [10] 55.9

10 EFL ERIEN 1.0 [10] 56.3
11 PET ERIEN 1.0 [10] 56.4

12 CLG (Ours) 59.2

A heatmap is a visual tool to show the performance of the models. The diagonal line
represents the ground truth, and the block color from white to red represents the accuracy
from low to high.

The results of model classification are generally similar to the ground truth as shown
in Figure 3, but some have high classification accuracies, and some have low classification
accuracies. This may be due to the difference between the data of the different labels
and the data of the other labels. The accuracy rate of label classification that is easy to
distinguish is high, and the accuracy rate of label classification that is easy to confuse is
low. To solve this problem, we can enhance the data of some labels with low accuracies, so
that the model can better learn the features of such data.
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Figure 2. The accuracies of the models.

Figure 3. The heatmap shows the classification ability of each class.
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4.8. Ablation Study

As the CLG consists of several key techniques, we probe and compare their effective-
ness in this section. We use the control parameters method to remove each key part of the
experiment, as shown in Table 10.

Table 10. The ablation experiment shows the contributions of each module in CLG. The bold accuracy
represents the best accuracy in the experiment.

No. Function Acc. (%)

1 Prompts and Symbols 52.344
2 Block List 58.513
3 Text KG 58.029
4 Label KG 58.638
5 Logits and Labels Mask 58.663
6 Warmup 55.978
7 Learning Rate Scheduler 58.967
8 HCL SA 58.219
9 SIM SA 58.847

10 Early Stop 58.992
11 Dropout 59.032
12 Loss Weight 57.610
13 CLG 59.237

For the ablation experiment, if the accuracy of a removed function is lower than the
CLG accuracy, then it means that the removed relative function is useful to yield better
results in CLG. In contrast, if the accuracy of a removed function is higher than the CLG
accuracy that means the removed relative function is negative for the performance of the
model. Thus, we should remove it. As shown in Table 10, we can see each function has a
positive effect on the result and they are needed. The prompts and symbols convert the
input task form, which improves the transfer learning effect. The block list avoids the
unrelated triplet, which can prevent the noise. The label KG makes the label sentences
align with the text sentences form, which reduces the difference between the text and
label and improves the contrast learning effect. The logits and labels mask strategy avoids
unimportant tokens, which narrows the search scope. The warmup trains the model
with a small learning rate at the initial stage of training and then gradually restores the
predetermined value so that the model can be fully explored in the early stage of training
to find the appropriate gradient descent direction. The learning rate scheduler reduces the
learning rate when the training slows down so that the model can approach the optimal
point. The HCL SA and SIM SA are simulated annealing algorithms that help the model
obtain a better update direction at the initial training stage. The early stop ends the training
in advance under certain conditions, which avoids overfitting. Dropout inputs the same
sentences twice to obtain additional different training features. The loss weight is the
weight of the three losses, which makes the effective loss obtain more weight and improves
the model’s effect.

5. Conclusions

In this work, we propose CLG, a simple and efficient method that uses contrastive
label generation with knowledge for few-shot learning.

CLG adds the prompt and injects knowledge into text and labels. Then, it tokenizes
them to input token IDs. After that, it inputs the text and label to the model, including
the embedding layers and encoder layer. In this phase, the text and label become feature
vectors from token IDs. Then, it calculates the similarity between text features and label
features in contrastive learning and predicts the masked word to obtain the logits and loss.
Finally, it calculates the evaluation metric by logits and updates the model weights by loss.

CLG can obtain better feature vectors and not only augment data but also simplify
the task. It can improve explainability and avoid knowledge noise. It can align the label
with the text and shrink the search space. Apart from that, it can learn from the different
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perspectives of the training data. The experimental results demonstrate that the CLG is
effective and can help to resolve the few-shot problem.

Although it is effective in resolving the few-shot problem, some situations need to be
considered. Contrastive learning calculates the similarity scores between the feature vectors.
It is worth finding a reasonable similarity function to achieve better features. Constructing
the prompt manually is an easy and explicit method for creating the prompt and symbol. It
is easy and effective to achieve, but the search area is small and limited, which may make it
difficult to obtain the optimal solution. Matching the phrase in sentences with the head of
triplets is an effective method for injecting the KG into sentences. However, there are some
unrelated triplets that sentences should not inject into sentences. Although we set a block
list to avoid matching the unrelated triplets, the performance also depends on the quality
of the KG. The more homologous sources of the data and KG are, the better the models are.

In the future, we can explore further in these directions. Although our method
performed well in many models at the time, the accuracy is still below 60%. We analyze
that this is because the knowledge learned by the model from small samples is very limited,
and the diversity of the samples in the test set is due to the training set. Therefore, we can
consider exploring in further research how large the data volume needs to be, based on
the model, to achieve good indicator values. In addition, we are also considering further
improving the algorithm to enhance the efficiency of the model in learning samples.
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Abstract: Terrorism poses a significant threat to international peace and stability. The ability to predict
potential casualties resulting from terrorist attacks, based on specific attack characteristics, is vital for
protecting the safety of innocent civilians. However, conventional data sampling methods struggle
to effectively address the challenge of data imbalance in textual features. To tackle this issue, we
introduce a novel algorithm, GA-CatBoost-Weight, designed for predicting whether terrorist attacks
will lead to casualties among innocent civilians. Our approach begins with feature selection using the
RF-RFE method, followed by leveraging the CatBoost algorithm to handle diverse modal features
comprehensively and to mitigate data imbalance. Additionally, we employ Genetic Algorithm (GA)
to finetune hyperparameters. Experimental validation has demonstrated the superior performance of
our method, achieving a sensitivity of 92.68% and an F1 score of 90.99% with fewer iterations. To
the best of our knowledge, our study is the pioneering research that applies CatBoost to address the
prediction of terrorist attack outcomes.

Keywords: terrorist attack prediction; feature selection; CatBoost; sample imbalance

MSC: 68T09

1. Introduction

Terrorism, driven by motives such as political, economic, religious, or social aims,
utilizes violence and illicit methods to intimidate, coerce, and instill fear [1] and remains
a grave menace to international peace and security. Since the “9/11” attacks, efforts
in counter-terrorism have been significantly intensified in the European and American
regions to combat the development of terrorist forces. According to data from the Global
Terrorism Database, there have been over 200,000 recorded terrorist attacks between 2010
and 2020, resulting in numerous casualties and property damage. Despite a decreasing
trend in terrorist attacks since 2015, the future outlook on the risk of terrorist attacks
remains concerning. The outbreak of COVID-19 at the end of 2019 not only severely
disrupted people’s lives, health, and travel routines but also dealt a heavy blow to market
economies, nurturing negative emotions among the general populace and further fueling
the unfavorable trends of terrorism [2]. In early 2022, the outbreak of the Russo–Ukrainian
War significantly affected the development and security of neighboring countries and
regions. Under the conflicts between nations and ethnicities, ordinary people are bound to
harbor feelings of hatred, exacerbating the spread and escalation of terrorism [3]. With the
ongoing escalation of the Israeli–Palestinian conflict, many countries are facing internal
divisions, intensified opposition sentiments, posing threats to social stability and facing
significant risks of terrorist attacks [4]. While many studies indicate that the purpose
of terrorism is to advance specific political objectives, the act of terrorism itself not only
spreads social panic but also results in infrastructure damage and the loss of innocent lives.
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Due to the complexity of counter-terrorism measures and emergency controls, it is crucial
to develop effective methods to predict the consequences of terrorist attacks.

Machine learning, as a robust computational tool, plays a pivotal role in decision-
making processes for analyzing casualties in terrorist attacks. Research indicates that the
incorporation of textual feature information derived from terrorism datasets can signif-
icantly improve the performance of models [5]. In previous studies, textual features in
terrorism datasets were typically handled separately using text vectorization techniques
and then combined with other types of features for analysis of terrorist attacks through ma-
chine learning algorithms. Hence, conventional data sampling techniques face challenges
in addressing data imbalance within the aforementioned methods. However, no research
has proposed a method that considers data imbalance while handling textual features
of terrorist attacks. To fill this gap, we present a CatBoost-based model for predicting
casualties in terrorist attacks, which can forecast whether terrorist attacks pose a threat to
the safety of innocent civilians. The results of this study not only assist decision-makers
in adjusting and deploying appropriate emergency measures but also provide valuable
information support.

In the proposed algorithm, to eliminate feature redundancy and reduce computational
complexity, we conducted feature selection by combining Random Forest (RF) and Re-
cursive Feature Elimination (RFE) methods. Leveraging the advantages of CatBoost in
handling numerical, categorical, and textual features simultaneously, we trained the model
using CatBoost algorithm by combining textual features with the selected features obtained
through screening to improve data imbalance issues. Additionally, hyperparameter tuning
was performed using a genetic algorithm. Building on the GTD dataset, we compared the
performance of our method with several state-of-the-art methods such as LR, DT, RF, Ad-
aboost, XGBoost, and LightGBM. Experimental results demonstrate the superiority of our
method over the aforementioned methods. Therefore, one can conclude that our approach
is an efficient and effective algorithm for analyzing the risk of casualties in terrorist attacks.

The organization of the remaining sections of this paper is as follows: Section 2, we
briefly review relevant literature. Section 3, we introduce the entire experimental process
based on the CatBoost method proposed by us. Section 4, we conduct extensive numerical
experiments to evaluate the performance of the proposed method. Finally, Section 5, we
summarize the entire paper and analyze the advantages of our method.

2. Literature Review

Early statistical methods have been an efficient approach for analyzing terrorist attacks,
with many studies conducting assessments of the consequences of terrorist attacks in real
scenarios. Guo et al. constructed a risk assessment method for terrorist attacks on civil
aviation airports using event trees and probabilistic risk assessment models, which evaluate
the risk of various types of terrorist attacks on civil aviation airports [6]. Yang et al. utilized
the FAHP-SWOT method to design a risk assessment model, analyzing various risk factors
for terrorist attacks on religious sites [7]. The evaluation-based methods mentioned above
allow for quantifiable analyses of specific scenarios but still suffer from high subjectivity.

With the increase in data volume and diversity of feature types, machine learning
has provided algorithmic support for the analysis of consequences of terrorist attacks.
Lanjun et al. aimed to select the most crucial indicators affecting the risk of terrorist attacks
from various perspectives. They selected 28 indicators from several data sources and
used the Random Forest algorithm to compute feature importance rankings, followed
by a recursive process to obtain the most impactful set of features influencing the risk of
terrorist attacks [8]. Zhang et al. considered 17 influencing factors in terrorist attack data
and assessed the risk level of geographical regions in Southeast Asia using an improved
location recommendation algorithm [9]. Feng et al. proposed a novel RP-GA-XGBoost
algorithm to predict whether terrorist attacks would result in casualties [10].

While the aforementioned methods are single-model approaches, the complexity and
quantity of data have led to the increasing advantages of hybrid models in analyzing ter-
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rorist attack issues. Shafiq et al. introduced a hybrid classifier to predict the type of attack
in terrorist events, incorporating K-nearest neighbors, Naive Bayes, and decision trees [11].
Meng et al. proposed a hybrid classifier framework for terrorist attack prediction, compris-
ing SVM, K-nearest neighbors (KNN), Bagging, and C4.5, and optimized the weights of
individual classifiers using a genetic algorithm to enhance prediction accuracy [12].

Most current research on terrorist attacks focuses primarily on numerical and categori-
cal features, with relatively limited studies exploring the inclusion of textual features to
enhance model performance. Mohammed Abdalsalamde et al.’s study demonstrated that
by using text representation techniques to process textual features and combining them
with other types of features, the performance of predictive models for terrorist attack types
can be improved [5]. However, they did not perform data cleaning on the text to remove
redundant information and utilizing text representation techniques added processing steps
and extra computational overhead to the model. Therefore, in future research, it may be
beneficial to further investigate how to effectively handle textual features, optimize model
performance, and reduce unnecessary computational costs.

If different terrorist attacks with varying levels of risk are treated equally in the context
of terrorist attacks, it may lead decision-makers to make misjudgments and result in the
waste of resources. Therefore, the issue of data imbalance is a crucial factor influencing
terrorist attack models. Varun Teja Gundabathula et al. proposed using machine learning
models to predict terrorist groups based on historical data and employing data sampling
techniques to improve the accuracy of classification models [13]. Fahad Ali Khan and
colleagues utilized the Particle Swarm Optimization (PSO) algorithm to determine the
optimal weight distribution for Random Forest and Extreme Gradient Boosting Machine
in accurately predicting whether terrorist activities would result in casualties. To address
the issue of class imbalance, they applied the Synthetic Minority Oversampling Technique
(SMOTE) to handle imbalanced data [14]. The aforementioned studies alleviate data
imbalance issues through data sampling techniques. However, due to the structural nature
of text data, these data sampling techniques are not suitable for directly processing textual
information. Although text data can be first vectorized before data sampling, the conversion
may result in the loss of some semantic information. Additionally, data sampling techniques
are difficult to generate text information based on context. Currently, there is no research
considering data sampling for terrorist attack texts, and text vectorization techniques
independent of predictive models do not enhance model performance as effectively as
end-to-end models.

Comparing with the above-mentioned studies, the main contributions of this article
are as follows:

1. First, we propose an innocent civilian casualties prediction model named GA-CatBoost-
Weight for terrorist attacks based on CatBoost. CatBoost is capable of directly handling
numerical, categorical, and textual features, and its powerful computational capability
has been widely applied in various fields. However, to our knowledge, there has been
no research applying CatBoost to the issue of terrorist attacks. Therefore, we use the
CatBoost algorithm combined with some strategies to enhance algorithm performance
to predict whether terrorist attacks will result in casualties;

2. Secondly, we employ RF-RFE for feature selection. High-dimensional features not
only increase the computational cost of models but also affect model performance.
In this paper, we combine RF and RFE to reduce feature redundancy and effectively
decrease computational costs. This method obtains importance scores for each feature
using RF, reduces feature numbers based on feature importance ranking to generate a
model performance curve, and obtains the optimal feature subset based on the trend
of the curve;

3. Thirdly, we conduct hyperparameter tuning for CatBoost. In the case of data imbal-
ance where traditional data sampling techniques struggle to handle textual informa-
tion, we propose using CatBoost’s built-in parameters to improve the data imbalance
issue in terrorist attack scenarios. Instead of additional processing at the data level,
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we address the data imbalance issue from the model perspective in an end-to-end
manner to prevent the loss of excessive semantic information in textual features. GA
is an excellent hyperparameter optimization algorithm that is not commonly com-
bined with CatBoost for tuning. Hence, in this study, we choose genetic algorithm
to effectively enhance the performance of our innocent civilian casualties prediction
model for terrorist attacks.

3. Materials and Methods

In this paper, we have developed a casualty prediction algorithm for terrorist attacks
based on CatBoost to predict whether terrorist attacks will result in casualties. The overall
framework of the proposed method consists of four stages, as shown in Figure 1. Firstly,
we preprocess the missing values, features, and labels in the dataset. Secondly, we conduct
feature selection using the RF-RFE method. Subsequently, we employ GA to optimize
the hyperparameters of CatBoost. Finally, we evaluate the trained model on the test set
using evaluation metrics. The following sections provide detailed information on the
primary steps.

Figure 1. A flowchart of the proposed method.

3.1. Data Preprocessing

The data used in this study are from the Global Terrorism Database (GTD) maintained
by the National Consortium for the Study of Terrorism and Responses to Terrorism (START)
(https://www.start.umd.edu/gtd) (accessed on 28 August 2022). The database collects
information on global terrorist events from 1970 to 2020, including data from sources such
as news, books, and legal documents. It consists of 135 features and over 200,000 samples.

To ensure the quality and reliability of the data, we first removed features with missing
values exceeding 70%. We then further eliminated irrelevant features for predictions such
as event number, event summary, event source, and similar. We also directly eliminated
event records with outliers. The data was then normalized using the Min-Max scaling
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method to scale the data to the [0, 1] interval [15]. The transformation formula is defined as
follows:

x′(k) = x(k)− minx(k)
maxx(k)− minx(k)

(1)

After preprocessing, we have obtained 98,508 samples and 24 features. For the selected
event records, we use “nkill” to represent the number of fatalities in the event and “nwound”
to represent the number of wounded individuals in the event. An attack event is considered
to have resulted in casualties only when the sum of fatalities and injuries is greater than
0. Since the focus is on civilian casualties in each attack event, casualties caused by
terrorists themselves, such as in suicide attacks or due to being killed, are excluded from
the event. We define “risk” as a binary label related to the casualty situation. Among the
98,508 samples, there are 33,499 samples where no casualties occurred and 65,009 samples
where casualties occurred.

3.2. Feature Processing

The Global Terrorism Database (GTD) contains numerical, categorical, and text fea-
tures. In order to fully leverage the performance of the model, feature preprocessing
is necessary.

While some studies on terrorist attacks have shown that time variable features have
less importance in the analysis of terrorist attacks, it is important to consider that the
consequences of terrorist attacks may not solely depend on a single time variable but may
be related to specific dates within a week. Therefore, for the specific time variable features
“iyear”, “imonth”, and “iday” that represent the occurrence of events, these three individual
time variable features are transformed into a new time variable feature “date” representing
the day of the week, defined within the interval [1,7]. This can provide additional context
related to the day of the week.

The text feature “summary” provides a brief description of terrorist events, including
specific details such as the time, location, individuals involved, and the method of the attack.
Current studies on terrorist attacks that consider text features typically extract information
from text through text vectorization techniques. With the advantage of CatBoost’s text
processing technology, it can directly compute text features without the need for additional
natural language processing (NLP) steps. However, in this experiment, the “summary”
feature contains information about the date of the attack and the consequences of the attack,
which conflicts with the prediction target of this study. Therefore, it needs to be removed.

To avoid introducing high subjectivity during feature selection, common feature
selection methods include filter, embedded, and wrapper methods [16]. However, many
studies on terrorist attacks often subjectively determine the number of features [12,17]. In
order to effectively eliminate redundant features, reduce computational costs, and manage
feature dimensions, this study utilizes a method combining RF with RFE to determine a
subset of features.

Random Forest can be considered as an ensemble learning model consisting of multiple
decision trees, widely used for classification and regression analysis. Due to its inherent
randomness, Random Forest retains some sample data through random sampling with
replacement during training, known as Out of Bag (OOB) data. These OOB samples are
often used to measure the importance of features [18]. In essence, Random Forest calculates
the corresponding Out of Bag score (OOB score) through the OOB data. If adding noise to
a particular feature significantly decreases the OOB score, it indicates that this feature is
important for influencing the outcome.

In this experiment, the importance of features is evaluated based on the OOB score
of Random Forest, which helps in ranking the features based on their importance. The
OOB scores are used to assess the importance of features, as shown in Figure 2, where
the horizontal axis represents the score of each feature and the vertical axis represents the
feature names.
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Figure 2. Feature importance ranking.

After obtaining the importance ranking of the original features, in order to objectively
determine the number of features, we utilize RFE to analyze the performance of RF with
different subsets of features. RFE works by iteratively constructing different subsets of
features based on their importance, starting with the most important features determined
earlier. This process involves incrementally adding individual features in order of impor-
tance to form various feature subsets. Using RF, the performance of the model is validated
with different feature subsets, and the optimal feature subset is identified based on the
trend of performance changes.

Figure 3 illustrates the model performance curve based on RF, where the horizontal
axis represents the number of features, and the vertical axis represents the model evaluation
metric. By analyzing this curve, we can determine the optimal number of features that
maximize the model’s performance. Based on Figure 3, we observe that by continuously
adding features based on their importance ranking, the ROC, accuracy, F1, and sensitivity
model evaluation curves continue to increase until reaching a peak when the feature
subset contains eight features. After that, the model performance starts to decline and
reaches a balance. While there is some incremental improvement afterwards, it is not
significant. The precision model evaluation curve reaches its peak when the number of
features reaches seven.

Figure 3. RF performance curve.

Therefore, we have selected the top 8 features according to their importance rank-
ing as the feature subset for our method: ‘city’, ‘latitude’, ‘longitude’, ‘attacktype1_txt’,
‘targtype1_txt’, ‘targsubtype1_txt’, ‘weapsubtype1_txt’, ‘date’. At this point, the model not
only exhibits high reliability but also significantly reduces computational cost. It is worth
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noting that our custom time variable feature “date” is also included in the selected feature
subset, validating the rationality of the features we constructed.

3.3. Hyperparameter Tuning Method Based on CatBoost

The CatBoost algorithm is a new gradient boosting algorithm that improves model
performance by having each decision tree learn from the previous tree and influence the
next tree. In traditional Gradient Boosting Decision Tree (GBDT) algorithms, the ensemble
of weak classifiers for each round is used as the final result. Representing a decision tree as
T(·), the model can be expressed as follows:

fD(x) =
D

∑
d=1

T(x; Θd) (2)

Here, D represents the number of decision trees, and Θd denotes the parameters
of each decision tree. Each decision tree continuously minimizes the empirical risk of
the parameters Θd by training on the residuals from the previous round’s decision tree
to obtain:

Θd = argmin︸ ︷︷ ︸
Θd

S

∑
s=1

L(yi, fd−1(xi) + T(x; Θd)) (3)

Here, s represents the number of parameters xi, and yi represents the target value
that needs to be fitted. During the process of estimating residuals, GBDT mainly uses the
negative gradient of the loss function to iteratively fit each decision tree in every round.
The overall basic workflow of the algorithm is as follows:

1. Initialize the first decision tree:

f0(x) = argmin
S

∑
s=1

L(yi, c) (4)

where L(yi, c) is the loss function, and c is the initialized constant value.
2. For each iteration d = 1, 2, . . ., D:

(a) Compute the negative gradient of the loss function to fit the residual values in
the current iteration of the model:

rdi = [
∂L(yi, f (xi))

∂ f (xi)
]

f (x)= fd−1(x)
(5)

(b) In the leaf node region of the current iteration Rmj, j = 1, 2, . . . , J of the model,
fit a decision tree for rdi (using CART regression tree as an example) using
(xi, yit). Here, t represents the index of yi. Calculate the optimal value within
the leaf node region:

Cdj = argmin ∑
xiεRmj

L(yi, fm−1(xi) + c) (6)

(c) Update the model:

fm(xi) = fm−1(xi) +
j

∑
j=1

cdj I
(
xi ∈ Rmj

)
(7)

3. Output the final strong learner fM(x).

CatBoost has made several improvements over traditional GBDT, with key character-
istics in the following areas:
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1. Feature handling: CatBoost introduces the Ordered Target Statistic method to handle
categorical features. This method sorts each category feature value based on its rela-
tionship with the target variable and performs corresponding statistical calculations.
This technique can be used to encode category features, helping the model better
understand the meaning of category features. The formula is as follows:

xσp ,z =
∑

p−1
n=1

[
xσn ,z = xσp ,z

]
Yσr + ap

∑
p−1
n=1

[
xσn ,z = xp,z

]
+ a

(8)

Here,
(

xσp ,z, Yσp

)
represents the sample representation of example σp in the sample

sequence σ. p is the prior; a is the weight; z is the category to which the sample belongs.
For text features, CatBoost first maps text features to a fixed-length feature vector

through feature hashing, compressing different text features into vectors of the same length.
Subsequently, CatBoost processes the feature vectors obtained from feature hashing by
combining them. This combination enables the model to capture relationships and inter-
actions between features more effectively. This processing method can effectively process
text features, making CatBoost more convenient and efficient in handling text data. In
addition, CatBoost provides various additional methods to handle text features, including
converting text features to numerical features using category encoding, representing text
features as bag-of-words models such as word frequency or TF-IDF, transforming text
features into vector representations of fixed length as text embeddings, and extracting
n-gram features based on text features for feature derivation. Depending on the specific
problem and characteristics of the data, appropriate methods can be chosen for feature
processing and model training. In this study, we use the default handling method.

During the second split of trees, CatBoost combines features within the tree to enrich
the feature dimensions of the model, thereby further learning the nonlinear relationships
between features.

2. Addressing Gradient Bias: Traditional GBDT methods estimate gradients using the
same dataset for model training, which can lead to cumulative bias and overfitting
due to incomplete consistency in data distribution. To address this issue, CatBoost
introduces the Ordered Boosting method. The approach involves first shuffling
the sample data. For each sequence σ, t models M1, . . . , Mt are trained, where t
represents the number of samples. Each model Mq(q = 1, 2, . . . , t) is trained using
data preceding the current sample sequence.

3. Symmetric Trees. Compared to conventional decision trees, CatBoost uses a lower-
degree symmetric tree structure, which has the following characteristics:

(a) Symmetric Splitting: In contrast to traditional decision tree algorithms that
split nodes based on a single optimal feature dimension, the symmetric tree in
CatBoost splits nodes based on two feature dimensions simultaneously. This
symmetric splitting allows for more effective utilization of relationships and
interactions between features, enhancing the model’s training efficiency and
generalization capability;

(b) Feature Interaction: In a symmetric tree, decision tree nodes at the same level
consider the mutual influence of multiple features simultaneously. This feature
interaction helps the model capture feature interactions better, enhancing
accuracy and robustness.

These features of the symmetric tree enhance CatBoost’s understanding of feature
interactions, thereby improving the model’s generalization capability and reducing overfit-
ting to noise and irrelevant features in training data. Additionally, the classification method
of the symmetric tree during predictions eliminates the need for traversal from the root
node; instead, it can be implemented simply through array indexing, reducing computation
during prediction and improving prediction speed.
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CatBoost is composed of multiple hyperparameters, each controlling different func-
tions, which makes hyperparameter optimization extremely complex. Firstly, there are
interactions and influences between hyperparameters; changing one hyperparameter may
affect the optimal values of other hyperparameters, making the optimization process com-
plex and challenging. Secondly, a larger hyperparameter search space requires trying more
different combinations of hyperparameter values, leading to high computational costs. Ad-
ditionally, the large number and wide range of hyperparameters create a high-dimensional
search space that demands significant time and computational resources. Lastly, exces-
sive or frequent searching may result in overfitting on the training set, compromising
the model’s generalization ability. Therefore, hyperparameter optimization is seen as a
complex and challenging task.

Genetic algorithms simulate the theory of survival of the fittest, allowing the initial
population to evolve towards better solutions and eventually converge to the most suitable
individual for the environment [19]. In genetic algorithms, chromosomes are typically
represented as binary strings in the solution space, with a fitness function indicating
the quality of individuals or solutions. Genetic operators typically include selection,
mutation, and crossover. The selection operator involves selecting good individuals from
the old population with a certain probability to form a new population. The mutation
operator helps prevent the algorithm from getting stuck in local optimal solutions during
optimization. The crossover operator randomly selects two individuals’ chromosomes for
exchange and recombination to create new individuals. Genetic algorithms have good
robustness and simplicity, which can make CatBoost more stable and efficient. In this
study, the Uniform Crossover genetic operator is used to enhance the algorithm’s search
capability, while model performance evaluation metrics are used as the fitness function.

The pseudo of GA-CatBoost is shown in Algorithm 1.

Algorithm 1. GA-CatBoost hyperparameters tuning mechanism.

Input: cross-validation fold K, mutation type MT, fitness function Func, crossover type CT, total
iterations I, Dataset D, crossover probability C, mutation probability M
Output: The optimal hyperparameter values for CatBoost
1. Initialize i to 0
2. Initialize population randomly
3. Execute the following loop until i < I:
4. For each solution in the population do
5. Extract hyperparameters for CatBoost from solution
6. Split D into K parts, one part as testing set and the rest as training set
7. For each fold from 1 to K do
8. Training CatBoost on the training set
9. Predict values using CatBoost on the testing set
10. Calculate fitness value based on Func
11. End for
12. Compare and select the optimal model performance parameters
13. End for
14. Select solutions using roulette wheel selection
15. Apply crossover on the selected solutions with CT and C
16. Mutate of the new solutions with MT and M
17. Generate the new population
18. End loop
19. Return the optimal hyperparameter values of CatBoost

Due to the imbalance in the number of samples between the category of personnel
deaths and other categories in the dataset, there is a problem of data imbalance. This imbal-
ance may lead to classification models that overly rely on limited data samples, resulting
in overfitting and reduced accuracy and robustness of the model. In the classification of
casualties in terrorist attacks, misclassification of major casualty events can lead to unrea-
sonable resource allocation and decision-making errors, resulting in significant costs. Since
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the dataset involves textual features, traditional sampling methods at the data level may
not be suitable for sampling textual information.

Therefore, our method addresses the issue of data imbalance by leveraging the built-in
parameter of CatBoost. We need to optimize key hyperparameters in CatBoost, including
learning rate, depth, l2_leaf_reg, min_data_in_leaf, and max_ctr_complexity. These hyper-
parameters affect the performance and generalization ability of the CatBoost model during
training. Additionally, by setting the “auto_class_weights” parameter to “Balanced”, we
enable CatBoost to automatically handle the issue of data imbalance. In other words, by
ensuring that the “auto_class_weights” parameter is set to “Balanced", CatBoost optimizes
the aforementioned five parameters. Specifically, CatBoost achieves data balancing by
comprehensively adjusting the frequency of each class in the training data, the gradient of
the loss function on samples in each iteration, and the splitting of tree nodes. Our method
utilizes the parameter tuning functionality of genetic algorithms, setting the crossover
probability of the genetic algorithm to 0.6, and the mutation probability to 0.01. The tuning
range for each hyperparameter of CatBoost is as shown in Table 1.

Table 1. Experimental hyperparameters tuning range.

Hyperparameter Name Interval Explain

learning_rate [0.01, 1] Weight of each step
depth [1, 16] Limiting the maximum depth of the tree model

l2_leaf_reg [0, 10] Penalizing the model complexity.
min_data_in_leaf [1, 1000] Making the model more robust.

max_ctr_complexity [1, 10] Controlling the complexity of feature combinations.
auto_class_weights Balanced Automatically adapt to the data imbalance issue.

4. Results

4.1. Model Training

After data preprocessing, we compared our method with traditional machine learning
methods in terms of model performance. In this experiment, the feature selection part
using RF-RFE with three-fold cross-validation to obtain intermediate results, while the main
machine learning algorithms employed ten-fold cross-validation to prevent overfitting and
better evaluate the model’s generalization ability. The iteration number for CatBoost was
set at 150 for the main experiment, with some comparative experiments using 50 iterations.
The final results were evaluated using metrics such as accuracy, sensitivity, precision, F1
score, and AUC. The experimental setup included an Intel Core i7 processor @2.80 GHz,
16 GB of memory, and Windows 10 operating system. Python environment was constructed
using Anaconda, and coding was performed using Python third-party libraries such as
numpy and pandas.

4.2. Comparison among CatBoost and Other Classifcation Methods

We analyzed the proposed method and compared its model performance with other
commonly used machine learning methods. When data preprocessing and feature selection
were the same, we comprehensively analyzed the performance of the models from different
categorical feature processing and different machine learning methods. Table 2 summarizes
the experimental results of LR, Adaboost, DT, RF, XGBoost, LightGBM, and CatBoost. Since
only LightGBM and CatBoost have the ability to handle categorical features, the input
features for these two algorithms do not require further processing, while the input features
for the remaining algorithms are processed using LabelEncoder. We can see that CatBoost
without text features performs similarly to LightGBM, but after adding text features, all
evaluation metrics show significant improvement. After further tuning with GA, the
performance of the GA-CatBoost model further improved. Building upon the GA-CatBoost
model, we addressed the data imbalance issue by setting data balance parameters, and our
proposed model outperformed other algorithms in terms of accuracy (87.87), sensitivity
(92.68), precision (89.35), F1 score (90.99), and AUC (85.59). Additionally, we found that the
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performance of Adaboost and RF surpassed that of LR and DT. Adaboost and RF belong
to ensemble learning algorithms, indicating that ensemble learning methods outperform
single learning classifiers.

Table 2. Performance comparison of different classification methods.

Feature Processing Training Models AUC Accuracy F1 Sensitivity Precision

LabelEncoder

Logistics regression 61.54 70.93 80.48 90.74 72.31
Adaboost 72.62 78.55 84.87 91.07 79.46

Decision tree 74.98 77.25 82.65 82.04 83.27
Random forest 79.22 82.65 87.26 89.90 84.76

XGBoost 78.56 82.52 87.29 90.87 83.98

Built-in category
processing

LightGBM 78.87 82.60 87.29 90.48 84.32
CatBoost 78.24 82.24 87.09 90.69 87.37

CatBoost(text) 84.06 86.79 90.25 92.56 88.06
GA-CatBoost 85.50 87.77 90.91 92.59 89.29

GA-CatBoost-weight 85.59 87.87 90.99 92.68 89.35

4.3. Comparison between Training Models with Different Fitness Evaluations

After obtaining the optimal feature subset through RFE feature selection, we evaluated
the impact of different fitness functions on the model results, as GA requires specifying a
specific fitness function. We introduced the optimal fitness function into CatBoost. Table 3
displays the model performance with different fitness functions.

Table 3. Experimental results of GA-CatBoost with different fitness functions.

Training Model AUC Accuracy F1 Sensitivity Precision

GA-CatBoost-Accuracy 84.92 87.39 90.65 92.59 88.80
GA-CatBoost-Sensitivity 84.92 87.39 90.65 92.59 88.80
GA-CatBoost-Precision 84.91 87.38 90.65 92.59 88.78

GA-CatBoost-F1 84.92 87.39 90.65 92.59 88.80
GA-CatBoost-AUC 84.91 87.38 90.65 92.59 88.78

We can observe that the model performance is very similar under different fitness
functions, with GA-CatBoost showing the best performance in accuracy, sensitivity, and
F1 score functions. However, we are more focused on the performance of sensitivity, as
from the definition of sensitivity, we understand that sensitivity refers to the proportion
of correctly predicting positive samples among all actual positive samples, indicating the
model’s ability to identify all terrorist attacks with casualties. In the context of terrorist
attacks, the model may accidentally predict events with no casualties as events with casual-
ties, as decision-makers may prepare for the worst-case scenario by allocating sufficient
resources. However, even if a terrorist attack with casualties is not accurately predicted,
it could lead to severe consequences due to insufficient preparedness for terrorist attacks.
Therefore, in this study, we selected sensitivity as the fitness function for GA.

4.4. Comparison between Different Hyperparameter Tuning Methods

In this section, we analyzed the model performance comparison of our hyperpa-
rameter optimization method with other commonly used hyperparameter optimization
methods. Table 4 lists the comparison of the results of CatBoost after parameter tuning
using manual hyperparameter adjustment, grid search algorithm, random search algo-
rithm, Bayesian hyperparameter optimization algorithm, and genetic hyperparameter
optimization algorithm.
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Table 4. Results of different hyperparameter tuning methods.

Training Model AUC Accuracy F1 Sensitivity Precision

Manual 78.52 82.22 87.00 90.04 84.16
Grid search 84.64 87.13 90.46 92.38 88.62

Random search 81.82 84.93 88.91 91.49 86.48
Bayesian 83.81 86.51 90.03 92.19 87.96

Genetic algorithm 84.92 87.39 90.65 92.59 88.80

Through comparison, we can draw the following conclusions. Firstly, manual hyper-
parameter optimization methods not only incur significant human costs but also make
it difficult to manually grasp the regularities of hyperparameters, hence resulting in the
poorest model performance. Secondly, the grid search algorithm outperforms the random
search algorithm and the Bayesian hyperparameter optimization algorithm. This is be-
cause the grid search algorithm traverses candidate hyperparameter combinations in a
polling manner, which allows for testing the performance of more hyperparameter combi-
nations. However, the computation cost increases with the number of hyperparameters.
Therefore, the efficiency of the grid search algorithm is lower compared to the random
search algorithm and the Bayesian hyperparameter optimization algorithm. Additionally,
when the search iterations of the random search algorithm and Bayesian hyperparameter
optimization algorithm are sufficiently large, the performance results of these two opti-
mization algorithms tend to approach the results of the grid search algorithm. Lastly, the
results of genetic hyperparameter optimization algorithm are superior to other hyperpa-
rameter optimization algorithms, indicating that the genetic algorithm is a more effective
hyperparameter optimization algorithm, particularly for CatBoost.

5. Conclusions

Rapid and effective assessment of the potential severe consequences of terrorist attacks
can provide valuable information support for decision-makers to formulate emergency
measures and counter-terrorism plans. This paper proposes a terrorist attack casualty
prediction algorithm named GA-CatBoost-Weight based on CatBoost, aiming to predict
whether a terrorist attack will cause harm to innocent civilians.

In the proposed algorithm, to address the data imbalance issue of traditional data
sampling methods in handling textual information, the performance of the model is further
improved on balanced data basis through the inherent functions and superior feature anal-
ysis capabilities of CatBoost. Additionally, genetic algorithm is utilized to optimize various
parameters of CatBoost. The algorithm is evaluated on a terrorist attack dataset, demonstrat-
ing superior performance compared to several commonly used machine learning methods.

Using machine learning methods to predict the consequences of terrorist attacks can
effectively reduce the harm caused by attacks. This study is the first to use the CatBoost
algorithm for predicting terrorist attacks, which holds multiple significances. Firstly,
CatBoost can directly handle textual information without the need for intermediate steps
such as text vectorization, preserving semantic information of the text and reducing time
complexity. Secondly, traditional data sampling struggles to handle data imbalance issues
with textual features directly, while CatBoost can address sample balance for various modal
data through its inherent hyperparameters. Lastly, CatBoost can achieve superior model
performance with a small number of iterations, paving the way for new research avenues.

Author Contributions: Conceptualization, Y.H.; methodology, Y.H. and B.Y.; software, Y.H. and B.Y.;
validation, Y.H. and B.Y.; formal analysis, Y.H.; investigation, Y.H.; resources, Y.H.; data curation,
Y.H.; writing—original draft preparation, Y.H.; writing—review and editing, C.C.; supervision, C.C.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

134



Mathematics 2024, 12, 818

Data Availability Statement: The open-source data used in this study comes from the Global
Terrorism Database, which can be obtained from https://www.start.umd.edu/gtd (accessed on
28 August 2022).

Acknowledgments: The authors declare any support not covered by the author’s contribution or
funding section.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. LaFree, G.; Dugan, L. Introducing the Global Terrorism Database. Terror. Political Violence 2007, 19, 181–204. [CrossRef]
2. Li, W.; Guo, L. The Impact of COVID-19 on International Terrorism and Its Counter-measures. Glob. Gov. 2021, 3, 65–77+157.
3. Han, X. Kremlin Drone Attack Raises Concerns of Escalating Russia-Ukraine Conflict. Guangming Dly. 2023, 008. [CrossRef]
4. Lu, Y. Intensification of Israel-Palestine Conflict Exacerbates Social Division, Europe Faces High Risk of Major Terrorist Attacks.

Lib. Dly. 2023, 007.
5. Abdalsalam, M.; Li, C.; Dahou, A.; Noor, S. A Study of the Effects of Textual Features on Prediction of Terrorism Attacks in GTD

Dataset. Eng. Lett. 2021, 29, 416–443.
6. Guo, X.; Wu, W.; Xiao, Z. Civil aviation airport terrorism risk assessment model based on event tree and PRA. Appl. Res. Comput.

2017, 34, 1809–1811.
7. Yang, Y. Research on the Risk Assessment and Prevention of Terrorist Attacks in Religious Site Based on FAHP-SWOT. J. Hunan

Police Acad. 2019, 31, 99–106.
8. Luo, L.; Qi, C. An analysis of the crucial indicators impacting the risk of terrorist attacks: A predictive perspective. Saf. Sci. 2021,

144, 105442. [CrossRef]
9. Zhang, D.; Qian, L.; Mao, B.; Huang, C.; Huang, B.; Si, Y. A Data-Driven Design for Fault Detection of Wind Turbines Using

Random Forests and XGboost. IEEE Access 2018, 6, 21020–21031. [CrossRef]
10. Feng, Y.; Wang, D.; Yin, Y.; Li, Z.; Hu, Z. An XGBoost-based casualty prediction method for terrorist attacks. Complex Intell. Syst.

2020, 6, 721–740. [CrossRef]
11. Shafiq, S.; Haider Butt, W.; Qamar, U. Attack type prediction using hybrid classifier. In Advanced Data Mining and Applications,

Proceedings of the 10th International Conference, ADMA 2014, Guilin, China, 19–21 December 2014; Springer International Publishing:
Berlin/Heidelberg, Germany„ 2014; pp. 488–498.

12. Meng, X.; Nie, L.; Song, J. Big data-based prediction of terrorist attacks. Comput. Electr. Eng. 2019, 77, 120–127. [CrossRef]
13. Gundabathula, V.T.; Vaidhehi, V. An Efficient Modelling of Terrorist Groups in India Using Machine Learning Algorithms. Indian

J. Sci. Technol. 2018, 11, 1–10. [CrossRef]
14. Khan, F.A.; Li, G.; Khan, A.N.; Khan, Q.W.; Hadjouni, M.; Elmannai, H. AI-Driven Counter-Terrorism: Enhancing Global Security

Through Advanced Predictive Analytics. IEEE Access 2023, 11, 135864–135879. [CrossRef]
15. Zhang, L.; Qiao, F.; Wang, J.; Zhai, X. Equipment Health Assessment Based on Improved Incremental Support Vector Data

Description. IEEE Trans. Syst. Man Cybern. Syst. 2021, 51, 3205–3216. [CrossRef]
16. Rodriguez-Galiano, V.F.; Luque-Espinar, J.A.; Chica-Olmo, M.; Mendes, M.P. Feature selection approaches for predictive modelling

of groundwater nitrate pollution: An evaluation of filters, embedded and wrapper methods. Sci. Total Environ. 2018, 624, 661–672.
[CrossRef] [PubMed]

17. Zhang, X.; Jin, M.; Fu, J.; Hao, M.; Yu, C.; Xie, X. On the Risk Assessment of Terrorist Attacks Coupled with Multi-Source Factors.
ISPRS Int. J. Geo-Inf. 2018, 7, 9. [CrossRef]

18. Jiang, L.; Kong, G.; Li, C. Wrapper Framework for Test-Cost-Sensitive Feature Selection. IEEE Trans. Syst. Man Cybern. Syst. 2021,
51, 1747–1756. [CrossRef]

19. Michalewicz, Z.; Schoenauer, M. Evolutionary Algorithms for Constrained Parameter Optimization Problems. Evol. Comput.
1996, 4, 1–32. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

135



Citation: Duan, Z.; Wang, C.; Zhong,

W. SSGCL: Simple Social

Recommendation with Graph

Contrastive Learning. Mathematics

2024, 12, 1107. https://doi.org/

10.3390/math12071107

Academic Editor: Andrea Scozzari

Received: 7 March 2024

Revised: 3 April 2024

Accepted: 5 April 2024

Published: 7 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

SSGCL: Simple Social Recommendation with Graph
Contrastive Learning

Zhihua Duan 1, Chun Wang 1,* and Wending Zhong 2

1 Faculty of Data Science, City University of Macau, Macau 999078, China; d22091101472@cityu.edu.mo
2 Faculty of Applied Sciences, Macao Polytechnic University, Macau 999078, China; p2209473@mpu.edu.mo
* Correspondence: chunwang@cityu.edu.mo

Abstract: As user–item interaction information is typically limited, collaborative filtering (CF)-based
recommender systems often suffer from the data sparsity issue. To address this issue, recent recom-
mender systems have turned to graph neural networks (GNNs) due to their superior performance in
capturing high-order relationships. Furthermore, some of these GNN-based recommendation models
also attempt to incorporate other information. They either extract self-supervised signals to mitigate
the data sparsity problem or employ social information to assist with learning better representations
under a social recommendation setting. However, only a few methods can take full advantage of
these different aspects of information. Based on some testing, we believe most of these methods
are complex and redundantly designed, which may lead to sub-optimal results. In this paper, we
propose SSGCL, which is a recommendation system model that utilizes both social information and
self-supervised information. We design a GNN-based propagation strategy that integrates social
information with interest information in a simple yet effective way to learn user–item representations
for recommendations. In addition, a specially designed contrastive learning module is employed to
take advantage of the self-supervised signals for a better user–item representation distribution. The
contrastive learning module is jointly optimized with the recommendation module to benefit the final
recommendation result. Experiments on several benchmark data sets demonstrate the significant
improvement in performance achieved by our model when compared with baseline models.

Keywords: recommendation system; collaborative filtering; social recommendation; contrastive
learning; graph neural networks

MSC: 68T07

1. Introduction

With the rapid evolution of internet technology, users are inundated with exponential
amounts of information every day. This leads to a situation where, although users seem to
receive a greater volume of it, it becomes challenging to extract useful information from the
large volume of redundant data. Recommendation systems play a crucial role in addressing
this issue. At present, recommendation systems have already become a common solution
to provide information filtering and prediction in various domains, such as social networks
and short videos [1–3]. The critical function of recommendation systems is to provide users
with items they may find interesting while avoiding recommending items that they do not,
thereby saving them time and effort while boosting the revenue of various companies.

Collaborative filtering (CF) is one of the most popular technologies for recommenda-
tion which predicts users’ interest in items by analyzing collaborative behaviors between
users [4]. Many of the early CF models are based on matrix factorization (MF) [5–11]. These
methods decompose the user–item matrix into two lower-dimensional latent representation
matrices to capture the features of users and items. However, due to the inherent sparsity
of data (a user is usually associated with only a few items, resulting in very few non-zero
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entries in the matrix), models based on MF often struggle to effectively capture feature
embeddings for users and items.

To address this issue, some studies have aimed to involve social information and
perform social recommendations. These methods are based on the idea that users in a social
network may influence each other and share their preferences toward items. Therefore, the
user–user interactions in the social network are worth exploring and are usually jointly
learned with the user–item interactions in the network of interest. Through introducing
social information, the sparsity issue is mitigated, and the efficiency and effectiveness of
recommendations are enhanced.

In recent years, graph neural networks (GNNs) have emerged as effective methods
for handling networked data. To learn better feature embedding, GNNs have also been
successfully introduced into the recommendation task [12,13]. One of the reasons for
the popularity of GNNs is their ability to capture high-order connectivity [14]. In GNN-
based social recommendation systems, the user–item interactions form a bipartite graph,
allowing for users to have two types of neighbors: directly associated items and two-step
neighbor users sharing the same preferences. The user–user social interactions can also
be easily turned into a graph. This property enables GNN-based recommendation system
models [15–17] to extract collaboration signals from numerous interactions and obtain
powerful node representations from high-order neighbor information.

Furthermore, some GNN-based recommendation systems have also aimed to em-
ploy self-supervision signals from autoencoders [18–20] or contrastive learning-based
approaches [21,22]. Contrastive learning typically constructs pairs of positive and negative
samples through data augmentation methods and then forces positive samples closer to
and negative samples further from each other, thereby maximizing the discrimination
between positive and negative pairs for representation learning. The contrastive loss is
usually jointly optimized with the GNN loss to manipulate the embedding learning.

Although existing GNN-based social recommendation systems have combined so-
cial, interest, and even self-supervised information, achieving satisfactory results, some
problems still limit the performance of these algorithms.

Sparse and unbalanced data sets: In practical applications, there is often a disparity
in the number of users and items in the graph or the sparsity of the data set. Taking
the Yelp data set as an example, the number of items is more than twice the number of
users. This means that information related to a single item is sparser than that related
to a user. Therefore, achieving the same high quality in learning item representations as
in user representations is challenging. The inclusion of social information has made this
inclination even worse. Unbalanced user and item representation learning will, without
doubt, degrade the recommendation performance.

Complex and inefficient augmentation: Many social recommendation systems that
incorporate graph neural networks (GNNs) tend to employ overly complex graph aug-
mentation methods for contrastive learning, such as randomly dropping nodes or edges
in the graph [23]. Research has shown that this type of operation can alter the original
structure of the graph, leading to changes in the semantics of the user–item interactions [24].
Existing social recommendation models lack direct and simple ways of extracting informa-
tion from the interactions. This dramatically affects the effectiveness and efficiency of the
social recommendation.

Motivated by these observations, we address the following challenges in performing
satisfactory social recommendations:

• In social recommendation, we have both social and interest information, which is
sparse and unbalanced. How can we effectively learn useful user and item embedding
from such complex information?

• Contrastive learning is a promising path toward better recommendation performance.
How can we design a practical graph augmentation approach for contrastive learning?

To deal with the first challenge, we propose a diffusion module to effectively learn
user and item embedding. Instead of the traditional GCN [25], a more straightforward
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GNN-based strategy is designed to perform influence diffusion and learn informative
user and item representation separately from the social and interest graph. Instead of
aggregating and updating the user embedding learned from the interest and social graph at
each GNN layer, we choose to update the user embedding from the two graphs separately
by themselves and simply sum up the final embedding from the two networks. We argue
that this method sufficiently extracts information related to both users and items without
disturbing each other and obtains better embedding.

For the second challenge, we abandon complex graph enhancement methods and
simply generate positive and negative samples for self-supervision by adding noise to the
embedding. The experimental results suggest that such graph augmentation improves the
model performance without compromising the original semantics of the graph. In such a
simple way, our contrastive learning component can manipulate the embedding learning
toward a smoother distribution, thereby improving the recommendation performance.

To summarize, in this paper, we propose a model called SSCGL specifically designed
for social recommendation. SSCGL consists of three main modules: a diffusion module,
a contrastive learning module, and a prediction module. The diffusion module learns
informative user and item embedding separately from the social and interest information
with a specially designed GNN-based architecture. Then, a contrastive learning module
that generates contrastive views by adding noise to the graph is incorporated to further
manipulate the embedding learning. Finally, the contrastive learning and the recommenda-
tion are jointly optimized to predict the final recommendation results. Experimental results
on real-world social recommendation data sets validate the effectiveness of our designs.

Our work significantly contributes in the following aspects:

• We successfully integrate social information and self-supervised signals into the
recommendation system, significantly improving the performance.

• While existing social recommendation works tend to design complex attention mecha-
nisms to fuse the social and interest information during the GNN propagation, we
abandon traditional GCN encoding and opt for a more straightforward encoder for
layer-wise embedding updating. The representations from the interest and social net-
works are separately updated and, at last, combined with a simple sum. Our design
demonstrates simple and powerful acquisition of better item and user representations.

• We abandon complex graph enhancement methods commonly used in traditional
contrastive learning approaches and employ a simpler and more effective approach
by adding noise to embeddings, further improving the model’s performance.

• We evaluate our model on three real-world publicly available data sets. Our SSGCL
demonstrates superior performance, compared with eight state-of-the-art baselines, in
terms of social recommendations.

2. Related Work

In this section, we provide a brief overview of recommendation systems based on
different kinds of approaches.

2.1. Matrix Factorization (MF)-Based Recommendation Systems

In the current field of recommendation systems, many classic collaborative filtering
algorithms adopt the matrix factorization (MF) approach [26–28]. Models based on MF map
users and items to a lower-dimensional space using vector representations [29]. Satisfaction
is then evaluated by computing the inner product of the vectors representing users and
items. However, MF-based models struggle to effectively encode features of the user–item
matrix, meaning that MF cannot capture more implicit factors. Moreover, traditional matrix
factorization methods based on MF typically only leverage relationships between users and
items for recommendations, neglecting user–user relationships. This implies that the model
cannot capture information about higher-order neighbors, as simple matrix factorization
essentially considers only first-order neighbor information and ignores potential relation-
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ships between users. These limitations result in sub-optimal recommendation performance
for traditional MF models.

Early social recommendation models based on MF include SocialMF [26], TrustMF [27],
and BPR-MF [28]. SocialMF is a recommendation approach based on social networks that
assumes the existence of social networks between users and making recommendations
based on direct or indirect social relationships between users. TrustMF moves a step further
by considering the impact of social trust propagation. In TrustMF, the configuration of
trust networks and trust matrices allows for a thorough analysis of the mutual influence
between trustors and trustees. In contrast to the previous two models, BPR-MF introduces
a pairwise BPR loss, leading to improved optimization of the model.

However, most of the aforementioned MF-based models are no longer effective in han-
dling large-scale data sets and sparsely rated data sets compared with GNN-based methods.

2.2. Recommendation Systems Based on Graph Neural Networks

Methods based on graph neural networks (GNNs) have gradually become mainstream
in the field of recommendation systems. The inherent structure of GNNs can effectively
represent the graph between users and users, as well as between users and items, which
aligns well with the high connectivity observed in social networks. The core objective of
GNN-based recommendation systems is to learn representations for each node.

NGCF [30], for instance, aims to further learn embeddings for users and items in the
latent space by exploring high-order connectivity relationships to refine the embedding
representations. The refined user and item representations are then used for predictions.
Diffnet++ [31] constructs a powerful and efficient diffusion network that combines the
user–user graph and user–item graph to address the shortcomings of traditional MF-based
methods in capturing high-order neighbor information. It incorporates carefully designed
attention mechanisms in the model to resolve the inconsistency between the user–user
graph and user–item graph relationships.

Approaching the issue of social inconsistency from a different angle, the authors of
ref. [32] introduce the concept that social relationships may not necessarily align with rating
predictions to create ConsisReg. Based on this insight, they propose a new framework to
address this problem.

In many GNN-based models [31,32], graph convolutional networks (GCNs) are com-
monly used for embedding. However, the GCN was initially designed for homogeneous
graphs and may not be suitable for GNN-based social models. LightGCN [33] improved
upon the GCN by removing unnecessary non-linear activation functions and feature trans-
formation matrices, making it more suitable for recommendation systems and achieving
more advanced recommendation performance.

To further enhance the performance and robustness of recommendation systems, these
GNN-based models strive to innovate and address specific challenges, showcasing the
ongoing evolution in this area.

2.3. Recommendation System with Graph Contrastive Learning

A highly promising approach recently used in research involves integrating contrastive
learning methods into graph-based recommendation systems to address challenges such
as insufficient collaboration signals and data sparsity. In particular, SGL [23] combines
contrastive learning with recommendation systems, employing three strategies—node
dropping, edge dropping, and random walks—to enhance the graph. Contrastive learning
is then utilized to obtain diverse self-supervised signals. The model is subsequently jointly
trained with these signals as auxiliary modules, leading to improved performance.

SimGRACE [34] introduces perturbations to GCN encoders to generate new views
for contrastive learning, while LightGCL [35] employs singular value decomposition to
reconstruct different views for contrastive learning. These new views are then jointly
optimized with the main model. SimGCL [36], on the other hand, recognizes that complex
graph augmentation strategies may adversely affect the model. SimGCL opts for a simpler
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and more efficient approach by introducing noise into the embedding representations for
contrastive learning.

Nevertheless, there is still a lack of a contrastive learning enhanced social recommen-
dation method, where the self-supervision signal can effectively manipulate the learning
toward better recommendation.

3. Methodology

This section presents our proposed recommendation model, SSGCL, which consists of
four components. We first introduce some essential notation. In the second and third parts,
the diffusion module and prediction layer employed in our model are introduced, respec-
tively. The training approach of the model is presented in the last part. The framework of
SSGCL is illustrated in Figure 1.

Figure 1. The conceptual framework of our proposed social recommendation system SSGCL. Through
a GNN-based encoder, it learns a user embedding p from the user–user graph representing social
information, a user embedding q, and an item embedding v from the user–item graph representing
interest information. The two user embeddings p and q are summed to provide the final user embed-
ding. Based on these, a contrastive learning module is jointly optimized with the recommendation
task to learn the final embedding and recommendation result.

3.1. Notation

This study focuses on the social recommendation problem. Social recommendation
systems generally have two sets of entities: a user set U consisting of m users and an item
set V consisting of n items. Users may form two types of relationships: social connections
between users and interest relationships toward items. These behaviors can be represented
as a social graph and an interest graph: the social graph Gs contains nodes denoting users
and edges denoting social connections, while the interest graph Gi contains nodes denoting
both users and items, and edges denoting user preference toward the items.

These two graphs can be defined by two matrices: a user–user social relationship
matrix S ∈ R

M×M and a user–item interest relationship matrix R ∈ R
M×N .

In the user–user social relationship matrix S, if user a trusts user b or, in other words,
user a’s decision may be influenced by user b, sab = 1; otherwise, sab = 0. We use Sa to
represent the set of all users that user a follows or trusts, i.e., Sa = [b|sab = 1].

Similarly, in the user–item interest matrix R, rac = 1 means user a is interested in
item c, and rac = 0 otherwise. Ra represents the set of items that user a is interested
in, i.e., Ra = [c|rac = 1], and Rc represents the set of users that voted for item c, i.e.,
Rc = [a|rca = 1].

Our goal is to find unknown preferences from users toward items; that is, a predicted
new user–item matrix R̂ from R, with new preferences added.

3.2. Diffusion Module

As mentioned before, we design a diffusion module to learn comprehensive represen-
tations of users and items based on social and interest information. It has two parts, which
acquire the representations from Gs and Gi.
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First, representations are acquired from the user–item graph (interest graph Gi). While
most GNN-based recommendation systems [12,31] commonly employ traditional GCN
encoders to aggregate various information in the social and interest graphs, in this study,
we follow [33] and employ a simple but efficient aggregation strategy.

Specifically, both user and item representations are acquired from the interest graph.
The diffusion process of the interest graph Gi can be defined as

q(L)
i = AGGitems(v

(L−1)
j , ∀j ∈ Ri) = ∑

j∈Ni

v(L−1)
j√
|Ri||Rj|

, (1)

v(L)
j = AGGusers(q

(L−1)
i , ∀i ∈ Rj) = ∑

i∈Nj

q(L−1)
i√
|Rj||Ri|

. (2)

Here, L is the number of stacked diffusion layers. q(L)
i is the representation of user i

obtained from the interest graph. Similarly, v(L)
j is the representation of item j from the

interest graph. Ri represents the set of items j that user i is interested in, and Rj is the set of

users i that voted for item j. It is worth mentioning that the input of the first layer q(0)i and

v(0)j are randomly initialized.
Such an encoder is better suited for GNN-based recommendation systems, as it aban-

dons the redundant non-linear transformations of traditional GCN encoders.
The second part involves learning representations from the social graph Gs. Unlike

the user–item graph Gi, the social graph only contains nodes representing users, and we
can learn only user representations from it. The propagation of user i based on the social
graph Gs at the Lth layer could be defined as

p(L)
i = AGGusers(p(L−1)

t , ∀t ∈ Si) = ∑
t∈Si

p(L−1)
t√|Si||St|

, (3)

where p(L)
i is the embedding for user i at layer L and Si is the set of socially connected

neighbor users of user i.
Upon completion of the aggregation through Equations (1) and (2), representations

q(L)
i are obtained for user i after L layers of iterations and v(L)

j for item j after L layers of it-
erations based on the user–item graph. Through Equation (3), the social-relation-based user
representation denoted as p(L)

i is obtained. To aggregate user representation learned from
the social graph and the interest graph, previous works [31] designed complex attention
mechanisms and combined the two view information from every layer. However, we opt
for a simple yet effective sum aggregation function to obtain the final user representation:

u(L)
i = q(L)

i + p(L)
i (4)

With our aggregation approach, both q(L)
i and p(L)

i effectively learn user representa-
tions from their respective views, making full use of the information in each graph without
being subject to additional interference.

3.3. Prediction Layer

In the previous section, it is shown that the final user embedding u(L)
i and the final

item embedding v(L)
j are obtained from Equations (2) and (4). Then, the prediction results

of our model are calculated by taking the inner product of the final user embedding and
item embedding:

ŷij =< u(L)
i , v(L)

j > . (5)

where ŷij is user i’s predicted preference score for item j, according to our model.
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3.4. Model Training

In order to capture more collaborative signals, we employed two types of losses
for joint learning to optimize the model: a supervised loss suitable for recommendation
systems and a self-supervised loss to capture more collaborative signals.

3.4.1. Supervised Loss

We opted not to use point-wise loss functions [37] which are widely used for rec-
ommendation, and instead chose the Bayesian personalized ranking (BPR) pairwise loss
function instead. The BPR loss function is specialized for the ranking task. In Bayesian
personalized ranking, instances with an interaction are considered positive samples, while
those without interaction are considered negative samples. The objective is to maximize
the margin between positive and negative samples, which is similar to contrastive learning
in principle. This matches our need to determine which items are more worthy of rec-
ommendation to the users (potential positive samples with high ranking). Additionally,
recommendation data are sparse, with positive samples (instances where users interact
with items) being far fewer than negative samples. The sampling-based BPR loss can satis-
factorily resolve this problem and lead to better performance. The BPR loss is defined as

Lbpr = ∑
(i,j+ ,j−)∈O

− log σ(ŷij+ − ŷij−), (6)

where O = [(i, j+, j−)|(i, j+) ∈ O+, (i, j−) ∈ O−] is the training data, O+ represents
the observed interaction information, and O− denotes unobserved interactions. σ is the
sigmoid function. The BPR loss provides positive and negative signals to model the
user–item interaction but still lacks the ability to enhance the embedding based on the
nodes themselves. This could potentially result in sub-optimal representations. To address
this issue, we employed a specially designed contrastive loss as assistance.

3.4.2. Self-Supervised Loss

To create contrastive views, traditional GNN-based contrastive learning involves pre-
processing steps, such as randomly dropping nodes or edges, performing random walks,
or even constructing an entirely new graph [23]. Such strategies tend to be over-designed.
According to the findings of previous work, steps such as randomly dropping nodes and
edges are likely to result in the loss of important information [36]. Moreover, enhancing the
graph in these ways can be very time-consuming.

Therefore, here, we adopt a simpler and more efficient contrastive learning approach.
Inspired by [36], traditional graph enhancement methods are abandoned and instead
positive and negative samples are constructed by adding noise to the learned embedding
of users and items. In particular, for a user embedding ui, samples u

′
i and u

′′
i are generated

as follows:

u
′
i = ui + β

′
i, u

′′
i = ui + β

′′
i . (7)

Here, for user i with learned representation ui, β
′

and β
′′

represent the added vector
noises. These noises are constrained by ||β||2 = ε and β = β̄ � sign(ui), β̄ ∈ R

d ∼ U(0, 1).
ε is a hyperparameter and � is the Hadamard product. These constraints control the
magnitude and the orthant of the noise, which could otherwise lead to significant biases
and disrupt the original semantics of the node. Figure 2 briefly illustrates our contrastive
learning method described in Equation (7).

We consider samples generated from the same node as positive pairs and samples
from different nodes as negative ones for contrastive learning. This simple strategy can
smoothly manipulate the learned representation toward a better distribution. The InfoNCE
contrastive loss [38] is employed to force positive pairs close to each other and negative
pairs distant from each other,
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Luser
cl = ∑

i∈U
− log

exp(cos < u
′
i, u

′′
i > /τ)

∑k∈U exp(cos < u′
i, uk > /τ)

. (8)

Figure 2. Illustration of data augmentation with added noise. β
′

and β
′′

are the noises we add to the
learned representations, constrained by hyperparameter ε. u

′
i/v

′
j and u

′′
i /v

′′
j are the samples generated

from ui/vj with the noises. They are close to the original representation and can be regarded as
positive samples, compared with the representations of other nodes uk/vk.

Here, cos <,> denotes the cosine similarity between two vectors. τ is a temperature
hyperparameter. The denominator is summed over all possible users k in the user set U.
This contrastive loss can be regarded as a softmax classifier that classifies u

′
to u

′′
.

Similarly, for item embedding vj, the following is the item-based noised samples and
contrastive loss:

v
′
j = vj + β

′
j, v

′′
j = vj + β

′′
j . (9)

Litem
cl = ∑

j∈V
− log

exp(cos < v
′
j, v

′′
j > /τ)

∑k∈V exp(cos < v′
j, vk > /τ)

. (10)

The final self-supervised loss is the sum of the user-based contrastive loss and the
item-based contrastive loss:

Lssl = Litem
cl + Luser

cl (11)

3.4.3. Final Loss

We incorporated our supervised BPR loss (refer to Equation (6)) with our self-supervised
contrastive loss (refer to Equation (11)) for joint learning and to optimize our model. The final
loss function is defined as

L f inal = Lbpr + λ1Lssl + λ2||θ||2, (12)

where ||θ||2 is the regularization term of L f inal introduced to prevent model overfitting.
λ1 and λ2 are two hyperparameters used to control the balance. The learning process is
conducted in a supervised manner. The BPR loss is the primary supervised component
that optimizes the user and item embedding, while the self-supervised learning module
merely serves as an auxiliary part that manipulates the learned embedding toward a
better distribution.
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4. Experiments

In this section, to demonstrate the effectiveness and superiority of our model, we conducted
extensive experiments and addressed the following questions from various perspectives:

- RQ1: How does our model perform compared with various state-of-the-art (SOTA)
models on different data sets?

- RQ2: How do the self-supervised learning module and diffusion modules’ propaga-
tion mechanisms impact the model?

- RQ3: How do different parameter settings affect the model?

4.1. Benchmark Data Sets

We utilized three real-world publicly available data sets: Yelp [23], Last.fm [39], and
Douban-book [36]. Below, detailed information about the data sets is provided.

• Yelp: Yelp is a geographically based online review platform that encourages users
to share their perspectives and experiences by writing reviews and providing rat-
ings. The data set encompasses interactions between users and various locations,
including visits and comments. Additionally, by leveraging user friend lists, we can
infer user relationships, enabling further analysis of influencing factors within the
social network.

• Douban-book: Douban-book is a highly influential book-related online social plat-
form in China that gathers extensive information on books and user reviews. This
platform enables users to search for books, share their book reviews, rate works, and
create personal booklists. Additionally, users can follow other readers, thereby estab-
lishing a social network to receive more book recommendations and enhance their
interactive experiences.

• Last.fm: Last.fm is a music-related data set that includes user, artist, song, and social
relationship data. It is widely used in research on music recommendation systems, so-
cial network analysis, and music data mining. The data set comprises information such
as users’ listening histories, social relationships, tags, and events, providing valuable
resources for studying music consumption behavior and music social networks.

The three data sets are publicly available for download. All processed data sets
were obtained from https://recbole.io/cn/dataset_list.html (accessed on 6 March 2024).
A summary of the data set details is provided in Table 1. The data sets were all pre-
processed [40] and have been widely used for the recommendation task. Our focus was
solely on the social interest information within the data sets, while other user attributes
and item details were not within the scope of our consideration.

Table 1. Benchmark graph data sets.

Data Set Users
Avg. Actions

of Users
Items

Avg. Actions
of Items

Interactions Sparsity

Yelp 17,236 12.065 37,379 5.563 207,945 99.968
Douban-book 13,025 60.812 22,348 35.443 792,062 99.728

Last.fm 1893 49.067 17,633 5.265 92,834 99.722

4.2. Baseline Methods

In the experiments, we compared a total of eight recommendation system models with
our proposed SSGCL. The main differences between these baselines are summarized in
Table 2.

• MF-BPR [28] is a recommendation system model. Built upon the idea of matrix
factorization, it aims to learn latent representations of users and items for personalized
item recommendations. The model is optimized using Bayesian personalized ranking
(BPR) loss.
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• Social-MF [26] is a model designed for recommendation systems. It is also based on
the idea of matrix factorization, integrating social information with purchase data to
provide personalized recommendations.

• NGCF [30] is a deep learning model for recommendation systems, combining tra-
ditional collaborative filtering methods with graph neural networks to enhance the
effectiveness of personalized recommendations. The core idea involves representing
users and items as nodes in a graph and using graph neural networks to learn their
latent relationships. Through multiple layers of neural networks, NGCF can better
capture the complex interactions between users and items, thereby improving the
model performance.

• Diffnet++ [31] is a graph diffusion model for social recommendations. It combines social
and interest information in a recursive manner and employs an attention mechanism
during the propagation and aggregation process to enhance the model’s performance.

• MHCN [41] is a model based on hyper-graph convolutional networks for recommen-
dation systems. The model utilizes social and other information to model edges in the
hyper-graph, thereby enhancing the recommendation performance of the model.

• LightGCN [33] is a lightweight graph convolutional model. In comparison with
traditional graph convolutional networks (GCNs), it simplifies the structure and
parameters. By directly updating user and item embedding vectors, it enhances the
learning efficiency and effectiveness in social networks and recommendation systems.

• SGL [23] is a graph convolutional model that incorporates self-supervised learning
for recommendation systems. The algorithm enhances the graph to transform the
original graph and create different views by using uniform node and edge dropout
strategies. Subsequently, it employs contrastive learning methods to learn from these
views. The losses are jointly optimized to obtain the final representations of nodes.

• SEPT [42] is a recommendation system model that incorporates self-supervised learn-
ing. By constructing complementary views of the graph, pseudo-labels are obtained,
and triplet training is employed to assist the training process.

Table 2. Algorithm comparison.

Interest Information Social Information GNN Self-Supervised Learning Diffusion Module BPR

MF-BPR � �
Social-MF � �

NGCF � � �
Diffnet++ � � � � �
MHCN � � � �

LightGCN � � �
SGL � � � �
SEPT � � � � �

SSCGL � � � � � �

4.3. Experimental Setup

For the effectiveness and fairness of the experiments, we adjusted the hyperparameters
for all baselines following the strategies in the original papers. We ran all experiments
with the Adam optimizer. The data sets were randomly divided into training, validation,
and test sets in an 8:1:1 ratio. Meanwhile, we employed two advanced and effective
evaluation metrics that are widely used in top conferences [31,33,36,43]—namely Recall@K
and NDCG@K (normalized discounted cumulative gain)—to assess the model performance.
In our SSGCL model, we stacked three GNN layers for the influence diffusion, and the
embedding size for both users and items was set to 64. The L2 norm was employed for the
regularization. The trade-off hyperparameters of the contrastive learning module λ1 and
the regularization term λ2 were set to 1 × 10−5 and 1 × 10−2, respectively. The learning
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rate α was set to 1 × 10−3. The temperature coefficient τ was 0.15. The noise radius ε is 0.1.
Additionally, all our experiments were conducted on an RTX 2070 (8 GB) GPU, and the
results of the first 50 epochs are illustrated in Figure 3.

Figure 3. The performance curves in the first 50 epochs.

4.4. Performance Comparison (RQ1)

This study compared eight baseline models with two variants of SSGCL, namely
SSGCL-M and SSGCL-L, across three public data sets and two evaluation metrics. SSGCL-M
was the model that only aggregated the user representation of the two graphs in the last
GNN layer, as described in our Methodology section. SSGCL-L was a variant of our model
in which we followed previous works and aggregated the user representation at each layer
of the GNN influence diffusion. The learned user representation that combined two sides
of information was then updated into the two graphs for the influence diffusion of the next
GNN layer.

We conducted the experiment by evaluating the rankings for the top 10, top 20, and top
30 recommendations. As shown in Tables 3–5, our SSGCL-M (final aggregation) consistently
outperformed the optimal baseline in the top@k experiments, while SSGCL-L (intermediate
aggregation) achieved a performance close to the baseline. We summarize our findings
as follows:

1. The exploration of social information could benefit the recommendation system.

The tables show that many recommendation systems that incorporate social informa-
tion performed better than other methods proposed during the same time period, such as
Diffnet++, SEPT, and our method. However, the advantages of social information were
not apparent when compared with more up-to-date methods. This was probably because
taking full advantage of social information is difficult. Early approaches lack effective ways
to jointly learn social interactions with the interest information.

2. The approaches based on GNNs exhibited excellent performance.

From the tables, it is evident that GNN-based models generally exhibited a significant
improvement over traditional approaches, such as matrix factorization-based recommenda-
tion systems. For example, LightGCN and SGL performed quite well without social infor-
mation, and mainly benefited from their well-designed GNN layers. MHCN involves both
social information and self-supervised signals but has yet to achieve satisfactory results,
which may be because it fails to model multifaceted information sufficiently without the
assistance of GNNs. This demonstrates a GNN’s effectiveness in handling such interest and
social networks, as well as modeling the complex interactions in the recommendation task.

3. Self-supervised learning shows great potential in recommendation system tasks.

It can be observed from the tables that recent recommendation system approaches,
such as SGL and SEPT, tended to employ self-supervised learning and obtained satisfactory
performance. This was because the self-supervised learning module could help to learn
more informative representations and make the user and item representation uniform,
thereby helping to achieve better recommendation results.

4. The superiority of our SSGCL.

146



Mathematics 2024, 12, 1107

Our SSGCL sufficiently explored the social and interest network with a GNN-based
influence diffusion layer. The learned representation was further optimized with a con-
trastive learning module that extracts self-supervised signals. This should be the reason
why our SSGCL performed well compared with the baseline methods.

Table 3. Experimental results for the Douban-book data set.

Model Recall@10 Recall@20 Recall@30 NDCG@10 NDCG@20 NDCG@30

MF-BPR 0.0901 0.1362 0.1685 0.0706 0.0838 0.1059
Social-MF 0.0246 0.0399 0.0534 0.0122 0.0162 0.0192

NGCF 0.1061 0.1559 0.1905 0.0831 0.0968 0.1068
Diffnet++ 0.1285 0.1822 0.2181 0.0998 0.1151 0.1251
MHCN 1 - - - - - -

LightGCN 0.1962 0.2576 0.3306 0.1666 0.1828 0.1947
SGL 0.1941 0.2581 0.3025 0.1681 0.1828 0.1972
SEPT 0.2370 0.3046 0.3523 0.1957 0.2138 0.2271

SSGCL-L 0.2407 0.3042 0.3468 0.1961 0.2129 0.2248
SSGCL-M 2 0.2765 0.3367 0.3757 0.2298 0.2460 0.2572

1 The Douban-book data set was too large for the MHCN algorithm. 2 In the table, data in bold indicates
optimal performance.

Table 4. Experimental results for the Last.fm data set.

Model Recall@10 Recall@20 Recall@30 NDCG@10 NDCG@20 NDCG@30

MF-BPR 0.1786 0.2438 0.2958 0.1681 0.1958 0.2145
Social-MF 0.1510 0.2196 0.2676 0.1400 0.1690 0.1863

NGCF 0.1958 0.2738 0.3261 0.1854 0.2185 0.2372
Diffnet++ 0.2545 0.3521 0.4184 0.2512 0.2921 0.3159
MHCN 0.3357 0.4684 0.5499 0.2995 0.3557 0.3848

LightGCN 0.3929 0.5097 0.5823 0.3808 0.4308 0.4571
SGL 0.3831 0.4991 0.5741 0.3739 0.4231 0.4501
SEPT 0.3774 0.4818 0.5562 0.3753 0.4195 0.4463

SSGCL-L 0.4844 0.6092 0.6770 0.4669 0.5202 0.5448
SSGCL-M 0.5495 0.6650 0.7241 0.5510 0.6005 0.6219

Table 5. Experimental results for the Yelp data set.

Model Recall@10 Recall@20 Recall@30 NDCG@10 NDCG@20 NDCG@30

MF-BPR 0.0222 0.0367 0.0512 0.0112 0.0151 0.0182
Social-MF 0.0240 0.0400 0.0543 0.0122 0.0163 0.0195

NGCF 0.0327 0.0571 0.0747 0.0164 0.0227 0.0265
Diffnet++ 0.2077 0.2678 0.3081 0.1456 0.1613 0.1702
MHCN 0.1368 0.1996 0.2470 0.0787 0.0951 0.1055

LightGCN 0.5721 0.6631 0.7136 0.4318 0.4561 0.4674
SGL 0.5832 0.6695 0.7194 0.4478 0.4708 0.4822
SEPT 0.4101 0.5065 0.5638 0.2816 0.3068 0.3195

SSGCL-L 0.6772 0.7690 0.8143 0.5050 0.5296 0.5505
SSGCL-M 0.7143 0.7910 0.8296 0.5546 0.5755 0.5846

4.5. Ablation Study (RQ2)

Ablation experiments helped us gain a deeper understanding of the contributions of
different components of the model to the overall performance. Through gradually removing
specific parts of the model or altering their configurations, we assessed the impacts of these
parts on the model’s performance, thus revealing key factors in the model design.

From the above experiments, we could observe that both SSGCL-L and SSGCL-M
performed well. The variant SSGCL-L adopts a more complicated influence diffusion
strategy that aggregates the user representation at each layer like in many other algorithms
that take social information into account. However, it cannot beat SSGCL-M, which has a
simple final aggregation strategy.
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In this subsection, to further investigate the effectiveness of the model’s simple in-
fluence diffusion strategy and the contrastive learning module, we conducted ablation
experiments to address the question of whether simpler aggregation mechanisms and
contrastive learning make sense. For this purpose, we compared four variants of the model,
namely SSGCL-M utilizing final layer aggregation with contrastive learning, SSGCL-L
employing intermediate layer aggregation with contrastive learning, SSGCL-N using final
layer aggregation without contrastive learning, and SSGCL-O using intermediate layer
aggregation without contrastive learning. To ensure the fairness of the ablation experiments,
we used the same optimizer and other parameters as mentioned before.

From Tables 6–8, it is evident that SSGCL-M achieved the best performance on all three
public data sets. This further shows the effectiveness of our simple final layer aggregation
and the contrastive learning module. SSGCL-M performed better than SSGCL-L, and
SSGCL-N performed better than SSGCL-O, both of which demonstrated that the precisely
designed propagation of previous social recommendation systems did not have much of
an effect on the final performance; furthermore, our final aggregation strategy was simple
and effective, and it lead to better representations and recommendation results. SSGCL-M
and SSGCL-L clearly outperformed the other two variants, which shows the superiority of
our contrastive learning module.

Table 6. Ablation study of the Douban-book data set.

Model Recall@10 Recall@20 Recall@30 NDCG@10 NDCG@20 NDCG@30

SSGCL-M 0.2765 0.3367 0.3757 0.2298 0.2460 0.2572
SSGCL-L 0.2407 0.3042 0.3468 0.1961 0.2129 0.2248
SSGCL-N 0.1947 0.2613 0.3053 0.1619 0.1792 0.1914
SSGCL-O 0.1717 0.2335 0.2796 0.1400 0.1560 0.1856

Table 7. Ablation study of the Last.fm data set.

Model Recall@10 Recall@20 Recall@30 NDCG@10 NDCG@20 NDCG@30

SSGCL-M 0.5495 0.6650 0.7241 0.5510 0.6005 0.6219
SSGCL-L 0.4844 0.6092 0.6770 0.4669 0.5202 0.5448
SSGCL-N 0.3162 0.4321 0.5100 0.3049 0.3541 0.3821
SSGCL-O 0.2997 0.4115 0.4897 0.2893 0.3370 0.3648

Table 8. Ablation study of the Yelp data set.

Model Recall@10 Recall@20 Recall@30 NDCG@10 NDCG@20 NDCG@30

SSGCL-M 0.7143 0.7910 0.8296 0.5546 0.5755 0.5846
SSGCL-L 0.5772 0.7690 0.8143 0.5050 0.5298 0.5505
SSGCL-N 0.4133 0.5140 0.5748 0.2808 0.3072 0.3212
SSGCL-O 0.3706 0.4708 0.5454 0.2455 0.2732 0.2884

4.6. Hyperparameter Analysis (RQ3)

In this subsection, we present the results of the experiments that were conducted
to explore the sensitivity of several key hyperparameters in our model. Analyzing the
parameter sensitivity helped us to better understand the behavior and performance of
the model. Through experimenting with and evaluating different parameter values, we
can understand how the model’s performance changed under different settings, thereby
determining the optimal parameter combination.

The contrastive learning coefficient λ1: We conducted experiments on the contrastive
learning coefficient λ1, and the results are shown in Figure 4. The model performance
peaked on the Last.fm and Douban-book data sets when the contrastive learning coefficient
reached 1 × 10−5. For the Yelp data set, when the contrastive learning coefficient reached
1 × 10−4, the model performance peaked. This shows that adjusting the parameters on
different data sets can optimize model performance, as different data sets exhibit varying
sensitivities to parameters.
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The regularization coefficient λ2: We conducted experiments on the regularization
coefficient λ2. The main purpose of the regularization parameter λ2 is to control the
complexity of the model, thereby helping to prevent overfitting. When the model becomes
overly complex, it may perform well on the training data but poorly on unseen data,
indicating a lack of generalization to new samples. By introducing the regularization
parameter, a penalty term was added to the loss function, penalizing the size of the model
parameters, which made the model simpler and improved its generalization capability.
The results are shown in Figure 5. We observed that when the regularization parameter
was set to 1 × 10−2, our model achieved the best performance on all data sets, which was
different from the case of the contrastive learning coefficient. Additionally, we found that
when we set the parameter between 1 × 10−4 and 1 × 10−8, the experimental results on
the Douban-book and Last.fm data sets remained stable, with the graph lines leveling
off. This trend was more rapid on the Yelp data set. When the parameter was set in the
range of [1 × 10−2, 1 × 10−8], the experimental results stabilized, and the decrease in model
performance was minimal. These findings provide guidance for selecting and adjusting
regularization parameters, emphasizing the importance of finding optimal parameters
within a certain range to achieve stable and excellent model performance.

The temperature coefficient of InfoNCE τ: The temperature coefficient τ plays a
crucial role in adjusting the scale of the contrastive size. The main function of temperature
coefficient τ is to control the proportion of positive and negative sample pairs. From a
mathematical perspective, the temperature coefficient τ in Equation (8) is positioned in the
denominator. Figure 6 clearly shows that, when the model parameter was set to 0.15, the
best performance was achieved on all three data sets. On the Douban-book and Last.fm
data sets, the model performance showed an upward trend as the value of parameter τ
increased within the range [0.1, 0.15]. However, when the parameter was set to [0.15, 1],
the model performance started to decline. On the Yelp data set, the model performance
remained relatively stable within the range [0.1, 0.15], but exhibited a declining trend within
the range of [0.15, 1]. Overall, the optimal performance was achieved when the model
parameter was set to 0.15.

Number of GNN layers: Due to the excessive smoothing issue of GNNs, we con-
ducted experiments to explore the best number of GNN layers for our model. The experi-
mental results are shown in Figure 7. For the Last.fm and Yelp data sets, as the number
of GNN layers increased, the model’s performance improved, reaching its peak when
the number of GNN layers was set to three. However, on the Douban-book data set, the
model performance peaked when the GNN layers reached two. This indicates that different
data sets exhibited varying sensitivities to the number of GNN layers. The Douban-book
data set, being larger and more intricate in its interrelations compared with the other two
data sets, further underscored the issue of excessive smoothing in graph neural networks
(GNNs). When data sets exhibit denser and more diverse interaction patterns, increasing
the number of GNN layers may lead to over-smoothing of the features, resulting in a loss
of detail and discriminative power in the learned features.

Noise radius ε: We abandoned traditional graph augmentation methods, such as
random node deletion or random edge deletion, opting instead to introduce uniform
noise into the samples to construct sample pairs and simultaneously enhance the model’s
robustness. However, the introduction of noise must be constrained, as excessive noise
can severely impact the model. Therefore, we imposed a radius constraint on the noise
introduced to ensure the effectiveness and stability of the model. We conducted experiments
with the noise radius parameter ε set to 0.01, 0.05, 0.1, 0.2, 0.3, and 0.4. We found that the
model achieved optimal performance across all three data sets when the noise radius r was
set to 0.1. Moreover, as the noise radius ε increased, the decreasing trend in performance
tended to stabilize. This indicates that our model has a certain level of robustness. The
experimental results are shown in Figure 8.

Through the parameter sensitivity experiments, we found that the data distribution
varied across each data set, leading to the requirement of different parameter configurations
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for the model to achieve optimal performance. Therefore, we had to adjust the parame-
ters to obtain the best performance. This also implies that in recommendation systems,
we can enhance the generalization performance by adjusting the parameters. In other
words, parameter adjustment can improve both the applicability and performance of the
recommendation system.

Figure 4. Sensitivity analysis of λ1.

Figure 5. Sensitivity analysis of λ2.
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Figure 6. Sensitivity analysis of τ.

Figure 7. Sensitivity analysis of GNN layers.
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Figure 8. Sensitivity analysis of ε.

5. Conclusions and Future Work

This paper proposes a simpler and more effective social recommendation system called
SSGCL. Specifically, we explore simpler aggregation methods and design a GNN-based
influence diffusion module that learns informative user and item representations from
both the interest network and the social network. A special contrastive learning module is
then employed, which generates positive and negative samples by simply adding noises
to the original node embedding to manipulate the learned representations for a better
distribution. The experiments demonstrate that some of the strategies in previous social
recommendation models are over-designed, while our model is effective and simple. We
achieve state-of-the-art results on three public data sets in terms of two evaluation metrics.

While our recommendation model has made significant progress in terms of perfor-
mance, there are other issues and limitations inherent in recommendation systems that
should be recognized. For instance, most existing recommendation systems face the risk of
data leakage because they utilize users’ private data and do not consider privacy protection,
making these data vulnerable to malicious attacks. Some companies choose to completely
safeguard data or withhold labels during training to prevent data leakage. However, while
this approach ensures data security, it sacrifices data interactivity, leading to sub-optimal
model performance during training. Similar issues are addressed in other scenarios but not
well explored for recommendation systems yet. Furthermore, social influence and algorith-
mic bias are also common issues in recommendation systems. Recommendation systems
may excessively filter user information, causing users to only encounter information related
to their interests, neglecting other important information and leading to societal fragmenta-
tion. Ensuring more diverse recommendations while improving recommendation system
performance remains a challenge and a focal point for future efforts.

Although these issues are outside the scope of this paper’s consideration, we intend
to address them in our future work. In our future research, we aim to broaden our focus to
explore the robustness of recommendation systems and their security and privacy concerns
to better align with real-world applications and offer numerous intriguing avenues for fu-
ture exploration. Additionally, we would also like to introduce more information, whereas
this study focused solely on social recommendation systems, primarily incorporating social
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information. For example, there has been a surge of interest in knowledge graphs [44]
within the field of recommendation systems. In this way, we can potentially uncover more
latent relationships and achieve superior performance.

Regarding future work, as mentioned, there has been a surge of interest in knowl-
edge graphs [44] within the field of recommendation systems. Knowledge graphs offer
the capability to integrate various types of data, whereas this study focused solely on
social recommendation systems, primarily incorporating social information. Introducing
knowledge graphs into recommendation systems could potentially enrich the system with
a broader range of information, thereby uncovering more latent relationships and achiev-
ing superior performance. On the other hand, incorporating additional information into
recommendation systems may pose challenges, such as compromising model robustness
and introducing excessive noise [19]. In our future research endeavors, we aim to broaden
our focus beyond solely self-supervised learning of graphs. Instead, we intend to explore a
wider array of topics, including the semi-supervised learning of graphs [45], the security of
graph data [46], and privacy concerns in graph recommendation systems [47]. This expan-
sion will enable our recommendation systems to better align with real-world applications
and offer numerous intriguing avenues for future exploration.
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Abstract: E-commerce platforms incorporate reputation systems that allow buyers to rate sellers
after transactions. However, existing reputation systems face challenges such as privacy leakage,
linkability, and multiple rating attacks. The feedback data can inadvertently expose user information
privacy because they reveal the buyers’ identities and preferences, which deters a significant number
of users from providing their ratings. Moreover, malicious actors can exploit data analysis and
machine learning techniques to mine user privacy from the rating data, posing serious threats to user
security and trust. This study introduces ARS-Chain, a pioneering and secure blockchain-driven
anonymous reputation-sharing framework tailored for e-commerce platforms. The core of ARS-Chain
is a dynamic ring addition mechanism with linkable ring signatures (LRS), where the number of
LRS rings is dynamically added in alignment with the evolving purchase list, and LRS link tags are
constructed with the LRS rings and item identifiers. Further, a consortium blockchain is introduced
to store these anonymous ratings on e-commerce platforms. As a result, ARS-Chain ensures full
anonymity while achieving cross-platform reputation sharing, making rating records unlinkable,
and effectively countering multiple rating attacks. The experimental results confirm that ARS-Chain
significantly enhances user information privacy protection while maintaining system performance,
having an important impact on the construction of trust mechanisms for e-commerce platforms.

Keywords: user information privacy; data security; decentralized reputation system; blockchain;
linkable ring signatures

MSC: 68Uxx

1. Introduction

E-commerce is a prevalent feature of modern society, notably in countries like the
United States and China, where it constitutes a significant portion of daily consumer pur-
chases [1]. Mainstream e-commerce platforms incorporate reputation systems, which play
a crucial role in guiding consumers’ decision-making [2]. By enabling users to appraise
and critique sellers upon their encounters, these systems provide invaluable perspectives
on the quality of products and services. This nurtures trust and mitigates the ambigu-
ities associated with virtual transactions. These assessments serve as instrumental aids
for prospective purchasers. However, a notable challenge emerges. Sellers and buyers
frequently maintain profiles on several platforms, and the absence of a holistic reputation
system that amalgamates feedback from diverse sources hinders a comprehensive grasp of
a seller’s reliability. This cross-platform reputation synchronization deficit could compro-
mise a consumer’s capacity to make astute buying judgments [3]. Therefore, there is a need
for a reputation-sharing system based on multiple platforms in the e-commerce industry.
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In addition, existing reputation systems face challenges such as privacy breaches,
linkability, and multiple rating attacks. Feedback data may unintentionally expose user
information privacy as they reveal the buyer’s identity and preferences, which can prevent
a large number of users from providing their rating. Specifically, malicious actors can
use data analysis and machine learning techniques to mine user’s private information
from rating data [4,5], posing a serious threat to user security and trust. For example,
data analysts or hackers can use machine learning techniques to analyze rating data and
purchase history, identify specific users’ identities, and infer their purchasing preferences
and consumption habits. Therefore, it is imperative to design a reputation system that
achieves cross-platform reputation sharing while protecting user privacy.

A conventional approach in multi-platform reputation systems involves the deploy-
ment of a trusted third-party institution for managing users’ reputation data, giving rise
to numerous centralization-related issues. Centralized systems, prone to single-point-
of-failure problems, are vulnerable to attacks and operational failures [6]. Furthermore,
centralized systems’ data and authority amalgamation may precipitate power misuse,
censorship, and data leakage risks [7]. Simultaneously, the central node’s processing ca-
pabilities limit the scalability and performance of centralized systems, thereby stunting
system advancement [8]. In contrast, decentralized systems provide higher resilience,
security, and transparency through distributed architecture [9].

Blockchain technology, specifically consortium blockchain, promises potential so-
lutions to these issues with its inherent advantages in reputation sharing and privacy
protection [10]. However, blockchain’s anonymity does not guard against linkability and
multiple rating attacks. The term “Linkability” refers to the possibility of malicious users
linking two pieces of information based on historical rating data. “Multiple rating attacks”
occur when a single purchase record is rated in an e-commerce system more than once [11].

1.1. Motivation

In mainstream e-commerce frameworks, enterprises’ confidentiality is often compro-
mised, necessitating the revelation of specifics like their business identity and location. With
such transparency, consumers can make informed decisions and establish trust with mer-
chants. However, ensuring consumers’ privacy is paramount in online transactions. There
is growing concern among consumers about the safety of their privacy data. This concern
indicates that confidence in online shopping platforms could erode if adequate measures
are not in place to protect their privacy. Such concerns are particularly pronounced within
reputation mechanisms. Here, potential buyers rely on insights and feedback from previous
customers to judge a seller’s trustworthiness. If privacy is not maintained, consumers
might hesitate to engage with these reputation systems or even refrain from transacting on
the platform.

Unlinkability is a higher requirement for privacy protection. In Figure 1, Alice provides
ratings after purchasing medications on platforms A and B. These ratings entered the e-
commerce reputation system, assessing the seller’s service and product quality. However,
sellers and malicious actors may mine the potential associations of these ratings through
manual or data analysis and machine learning methods. Consequently, consumers might
worry about personal information security; people might choose silence and discontinue
publishing their evaluations, weakening the e-commerce reputation system.

Given the above, our research aims to devise a solution addressing the following
challenges:

Multi-platform Reputation Sharing: Our core objective is enabling reputation sharing
across multiple e-commerce platforms. In today’s segmented digital marketplace, con-
sumers navigate various independent systems, each with unique reputation mechanisms.
The absence of a standard reputation system makes it harder for sellers to build trust and
complicates the buying process for consumers. We envisage a unified, comprehensive
reputation management approach for multi-platform reputation sharing.
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Figure 1. Malicious users can mine the potential associations of ratings through manual or data
analysis and machine learning methods.

Full Anonymity and Rating Validity Verification: Full anonymity in the reputation
system implies that the user’s personal information remains anonymous to unrelated users,
platform administrators, and sellers. Ensuring full anonymity presents a challenge to the
validity of ratings: how can one ascertain the legitimacy of anonymous users?

Unlinkability: Unlinkability serves as a safeguard to protect users from potential
exploitation. We aim to create a system that effectively prevents malicious entities from
linking two different pieces of information (rating records) together using historical data,
thus safeguarding users from potential targeted attacks.

Prevention of multiple rating attacks: Our system will prevent users from rating
repeatedly upon the same purchase record, thereby avoiding the possibility of distorting
reputation scores.

It is crucial to note that our architectural framework does not guarantee sellers’ privacy.
Buyers need access to sufficient information to assess the seller’s reputation, mirroring
real-world situations.

1.2. Contributions

We propose ARS-Chain, a multi-platform reputation-sharing system based on a con-
sortium blockchain, to address the outlined challenges. E-commerce platforms act as
blockchain nodes in ARS-Chain to maintain a distributed ledger through consensus mech-
anisms. Buyers remain anonymous to sellers, platform administrators, and other users
during the evaluation process, utilizing a one-time pseudonym for each evaluation. The
system provides unlinkability of evaluation records through one-time pseudonyms, al-
lowing users to participate in evaluations with peace of mind. Furthermore, the system
prevents users from repeating their evaluation behavior.

Our research contributes to the body of knowledge in the following ways:

(1) This research proposes ARS-Chain, a novel blockchain-based anonymous reputationshar-
ing system for e-commerce platforms. It is designed to foster reputation sharing among
multiple platforms, providing buyers with global reputation data regarding sellers.

(2) This research outlines the design of a new dynamic ring addition mechanism in the
linkable ring signatures scheme where the quantity of rings dynamically increases
over time. The dynamic ring addition mechanism reduces the LRS group size to a
small scale. In addition, the link tags are meticulously constructed using rings and
item identifiers. These combined enhancements enable ARS-Chain to achieve full
anonymity, unlinkability of rating records, and to resist multiple rating attacks.

(3) This research also involved conducting validity and performance experiments to evalu-
ate the system. The validity experiments demonstrate that ARS-Chain achieves its design
goals of anonymity, unlinkability, and prevention of multiple rating attacks. The perfor-
mance experiments show that the system performs well in terms of runtime, memory
consumption, and network overhead under our dynamic ring addition mechanism.
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2. Related Work

Early research on reputation systems centered on single-platform or centralized mod-
els. Blömer [12] leveraged group signatures in designing a reputation management system
specific to a single platform. Bethencourt et al. [13] introduced a unique cryptographic
primitive termed ‘reputation signature’. The reputation signature allows for the efficient
proof and verification of reputation without disclosing the user’s identity. Zhai et al. [14]
introduced ‘AnonRep’, a system that integrates cryptographic primitives like verifiable
shuffle, linkable ring signatures, and homomorphic encryption to streamline reputation
calculation, updating, and verification.

Many researchers introduce decentralized technology or blockchain technology to
reputation management. PrivBox [15], a decentralized reputation system, harnesses homo-
morphic encryption and zero-knowledge proofs to safeguard user privacy during online
transactions. It eliminates the need for trusted intermediaries or user groups in processing
feedback scores.

Attempts have been made to design reputation-sharing systems suitable for specific
scenarios. Grinshpoun et al. [16] unveiled models allowing users to migrate their reputation
scores between virtual communities based on trust and similarity metrics. Shen et al. [17]
constructed a training model for privacy-preserving support vector machines, allowing
reputation score sharing without compromising user identity. Wang et al. [18] utilized
blockchain for cross-domain reputation sharing, introducing personalized tags as quality
indicators. In our previous work, RS-chain [19] used a trusted execution environment (TEE)
to ensure reputation integrity during reputation-sharing processes. Despite these strides,
existing solutions often neglect challenges like anonymity, unlinkability, and the threat
of multiple rating attacks. RepChain [11] and this paper are the closest in addressing the
issues mentioned above while focusing on reputation sharing across multiple platforms.

Researchers have looked into how blockchain-based applications can preserve user
privacy. Comparing blockchain-based privacy protection reputation systems with tradi-
tional reputation systems, Hasan et al. [20] emphasized the benefits of the blockchain-based
privacy-preserving reputation system, including its immutability, transparency, and trust-
lessness. X. Li et al. [21] presented a blockchain privacy protection system based on ring
signatures. Utilizing ring signatures on elliptic curves, the author created a private data
storage system that guarantees user identification and data security in blockchain applica-
tions. The BPP [22] combined blockchain and public key encryption techniques to achieve
secure data sharing, data retrieval, and data access while ensuring the interests of users and
the correctness of query results. Han et al. [23] introduced a privacy protection scheme for
personal credit score calculation based on zero-knowledge proof, which considered the au-
thenticity verification of multi-dimensional user data and proposed a universal verification
platform based on blockchain. Wu et al. [24] proposed an efficient and privacy-preserving
traceable attribute-based encryption scheme, which used blockchain technology to ensure
the integrity and non-repudiation of data. Casino and Patsakis [25] used a decentralized
locality-sensitive hashing classification and a series of recommendation methods to im-
prove the efficiency and accuracy of the reputation system. These studies provided us with
inspiration for designing a blockchain-based reputation-sharing framework in terms of
privacy protection. However, these works did not address the issue of reputation sharing
in multi-platform e-commerce scenarios, which is the main focus of our work.

Our work aims to design a reputation-sharing framework across multiple platforms,
providing support for decentralization, anonymity, unlinkability of ratings, and prevention of
multiple rating attacks. As shown in Table 1, most existing works only focus on a subset of
the design goals. RepChain [11] is the closest to our work, but RepChain uses a combination
of techniques such as blind signatures, zero-knowledge range proofs, secure multi-party
computation, and consensus hashing, which is far more complex than our work.
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Table 1. Brief comparison of repchain and existing work.

Property Existing Work

Decentralization [11,15,18–25]

Anonymity [11–15,17,20,21,23,24]

Unlinkability of Ratings [11,14]

Prevention of Multiple Rating Attacks [11,14]

Multi-platform Support [11,16–19,22]

3. Preliminaries

This section briefly revisits two pivotal technologies: consortium blockchain and
linkable ring signatures.

3.1. Consortium Blockchain

A consortium blockchain [26] is a semi-decentralized blockchain architecture main-
tained by a selected group of nodes, typically organizational or corporate entities, reg-
ulated through strict permission controls. Compared to public blockchains, consortium
blockchains are suitable for scenarios requiring high trust and permission management,
such as supply chain management, financial services, and cross-organizational data ex-
change. Consortium blockchain F can be defined as an ordered triplet F = (N, T, P), where:

N encapsulates the ensemble of nodes within the network.
T represents the aggregation of transactions.
P denotes a set that spells out permissions or governing rules.
Given its semi-decentralized essence, consortium chains are particularly apt for appli-

cations like supply chain management, financial services, and cross-organizational data
exchange, aligning seamlessly with the objectives of this research. Within the realm of
consortium blockchains, Byzantine Fault Tolerance (BFT) or its pragmatic variant, Practical
Byzantine Fault Tolerance (PBFT), often emerge as the consensus algorithms of choice [27].

3.2. Linkable Ring Signatures

Linkable ring signatures (LRS) [28,29] are a fascinating cryptographic scheme that
enables users to sign anonymously yet traceably. This system endows a user with the
capability to append an anonymous signature amidst a set of users (i.e., a “ring”), all the
while ensuring that a singular user does not produce multiple distinct signatures. Unlike
classical ring signatures [30], linkable variants possess a salient attribute: should a user
sign the same information multiple times, these signatures can be intricately linked. In this
work, buyers use LRS to sign ratings when evaluating sellers or products, and the verifiers
(sellers or other users) cannot identify the signer from the signature, thus protecting the
signer’s privacy. Additionally, if the signer makes two ratings based on the same purchase,
the second rating will be recognized by the verifier and discarded by the system. LRS
primarily includes the following four algorithms:

1. Key Pair Generation Algorithm: A key pair, delineated as (SK, PK), is composed of
a private key, SK, intertwined with its public counterpart, PK.

(SP, PK) ← KeyGen() (1)

where KeyGen() is the cryptographic key-generating function.
2. Signature Generation Algorithm: As a ring member, a signer orchestrates the

signing operation.
σ ← Sign(SK, R, m, T) (2)

wherein:
σ stands as the signature.
SK is the signer’s private key.
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R is the ring, characterized by n public keys {PK1, PK2, . . ., PKn}.
m is the message awaiting its signature.
T is the link tag.
Sign() functions as the signing procedure.
3. Signature Verification Algorithm: The outcome of the signature verification function

can either be 1, signifying the legitimacy of the signature and the signer’s membership in
the ring, or 0, denoting its rejection.

0|1 ← Verify(σ, R, m, T) (3)

4. Linkability Verification Algorithm: The Link() function, assessing linkability, in-
gests two signatures, σ1 and σ2, and exudes a Boolean output, indicating whether these
signatures come from the same signer and are based on the same link tag.

0|1 ← Link(σ1, σ2) (4)

4. ARS-Chain Overview

This section presents the system architecture, threat model, and security assumptions.

4.1. System Architecture

ARS-Chain is a reputation-sharing framework designed for multiple e-commerce
platforms, consisting of two parts: e-commerce platforms and blockchain, as shown in
Figure 2.

Figure 2. System architecture of ARS-Chain.

The platforms are e-commerce websites that join the ARS-Chain framework, such as
Amazon. They provide online services for consumers and merchants. In order to provide
more comprehensive reputation queries for users, the e-commerce platforms apply to
join the ARS-Chain reputation system from a certificate authority (CA). The CA is an
e-commerce business association jointly created by all platforms. The CA generates system
parameters and encryption keys for users and platforms.

Users: In ARS-Chain, users are categorized into two main groups: buyers and sellers.
Acting as the raters, the buyers enjoy the cloak of privacy conferred by the system. Conversely,
the sellers, acting as the ratees, have openly disclosed information. In the ARS-Chain ecosys-
tem, both buyers and sellers have the latitude to navigate freely among multiple platforms.
Buyers furnish the system with evaluative feedback concerning the sellers.

Rating: Upon receipt of the merchandise, the buyer finalizes his seller rating. The
rating should be a real number between a range [low, high], for the sake of conciseness in
this study, dichotomized into two distinct values: “+1” or “−1”. After formulating this

161



Mathematics 2024, 12, 1480

assessment, the buyer employs the linkable ring signatures methodology to sign the ratings.
These signed messages are then dispatched to the proximate node in the system.

Blockchain Network Configuration: The blockchain in ARS-Chain is a consortium
chain, similar to Hyperledger Fabric [31], maintained by several e-commerce platforms.
Each block stores rating transactions in the system.

Nodes: Constituted by servers from various platforms, nodes are vested with the
responsibility of aggregating ratings uploaded by buyers, and they also participate in the
blockchain consensus mechanism. During the consensus-building phase, each node has
the potential to become a consensus node. Consensus nodes are tasked with the duty of
block packaging. It should be noted that, in order to ensure the security of the consortium
blockchain, it is usually required that at least a sufficient number of consensus nodes
participate in the consensus process. Considering this, an e-commerce platform needs to
provide multiple servers as blockchain nodes.

Consensus protocol: In alignment with industry consensus, as cited in [27], ARS-Chain
adopts the Practical Byzantine Fault Tolerance Algorithm (PBFT) as its consensus protocol.

Rating transactions: The nodes use the signature verification algorithm and the linka-
bility verification algorithm of the linkable ring signature to verify the ratings. The ratings
that pass the verifications are valid, called rating transactions, which will be packaged into
the blockchain.

4.2. Threat Model and Assumptions

The adversaries in the system encompass troublemakers, malicious sellers, malicious
buyers, and platform administrators.

(1) Troublemakers: These entities possess an inherent desire to trace sensitive data
from other users, such as purchase records of buyers and evaluative feedback given to
sellers, and subsequently link these bits of information together.

(2) Malicious Sellers: Upon receipt of negative reviews, these sellers become increas-
ingly inquisitive about the source, prompting them to transform into system adversaries in
their quest for identification.

(3) Malicious Buyers: Motivated by excessive admiration or significant disapproval,
such buyers might submit redundant ratings.

(4) Platform Administrators: There exists a potential for platform stewards to com-
promise sensitive platform data for monetary gains [32,33]. While platform investors find
such actions deeply concerning, regrettably, these occurrences are not uncommon in reality.

ARS-Chain stands as a system that fosters reputation sharing across multiple plat-
forms. In this ecosystem, the accounts of ratees (sellers) across varying platforms should
possess linkability. We postulate that sellers must employ uniform metadata for the regis-
tration process when they register on diverse platforms. For corporate sellers, their official
registration certificate is deemed viable. ARS-Chain commits to protecting buyer-centric
information, sidelining seller privacy—a stance harmonious with prevailing e-commerce
platform conventions. We assume that cryptographic tools such as hash functions, key
distribution, and signature schemes are secure, and the protection of these tools is beyond
the scope of this study. Further, we believe that users are adept at safeguarding their private
keys while their public counterparts can be freely disclosed.

5. ARS-Chain System Design

In this section, we elucidate the intricacies of the ARS-Chain system design, encom-
passing the dynamic ring addition LRS Scheme, link tag construction, and the system’s
operational workflow.

5.1. Dynamic Ring Addition Mechanism

We propose a dynamic ring addition mechanism for the LRS scheme in the ARS-
Chain. The scheme entails dynamically constructed rings to provide buyers anonymity
while forestalling duplicate ratings and ensuring execution efficiency. Under this scheme,
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buyers are orchestrated into a ring of size n, predicated on their purchasing sequence. As
illustrated in Figure 3, each signature ring should comprise j consensus nodes, one buyer,
and k sellers. When a buyer acts as a signer to rate a review, the other members in the ring
become verifiers of the signature. The ring R can be articulated as follows:

Ritem_id
i = {PKi1, PKi2, . . . , PKik, PKitem_id} ∪ CN (5)

Figure 3. Composition of signature rings in ARS-Chain.

Herein, item_id denotes the item number, i represents the ith signature ring under the
item number item_id, PKitem_id is the public key of the seller of the item numbered item_id,
and the set {PKi1, PKi2, . . . , PKik} encompasses the public keys of the k buyers of the item
numbered item_id. CN represents a collection of the consensus nodes’ public keys, defined
as follows:

CN =
{

PKN1, PKN2, . . . , PKNj
}

(6)

The consensus nodes are j nodes {N1, N1, . . . , Nj}.
The dynamic ring addition LRS scheme, as illustrated in Figure 4, shows that with

n = 100 and j = 10, the number of buyers within the ring, denoted as k, is evaluated as
k = n − j − 1 = 89. In this model, the purchasers of the item numbered item_id are allocated
into distinct signature rings based on the purchase order: buyers 1 to 89 formulate ring 1,
buyers 90 to 178 formulate ring 2, and so on. The benefit of the dynamic ring addition LRS
scheme is that it divides large-scale e-commerce transactions into smaller signature rings,
thereby reducing the computational overhead within the ring.

Figure 4. Dynamic ring addition LRS scheme.

5.2. Link Tag Construction

Link tag [29,34] in LRS addresses issues within ring signatures, such as double-
spending or repeated signing. The system can identify whether the same entity has
signed multiple times by employing link tags, thereby thwarting malicious activities. The
computation formula for the link tag is delineated as follows:

Link tag = hash
(

Ritem_id
i

∣∣∣item_id
)

(7)
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where Ritem_id
i is a collection of public keys from n members as defined in Section 5.1, and

item_id denotes the item identifier. The item_id is constituted of the platform name and an
internal number. For instance, the item_id for a product with ASIN code “B08L8KC1J7” on
Amazon can be represented as “Amazon-B08L8KC1J7”. The ASIN code is a unique identifier
generated for each product by Amazon, autonomously created by the Amazon system
without the need for seller input. The uniqueness of Ritem_id

i and item_id culminates in the
uniqueness of the link tag, wherein the system will detect multiple signatures under the
same item_id by the same entity.

Regarding cases of repurchase, as long as the time interval between two purchases is
sufficiently long, the buyer will appear in two distinct rings for the same item. Due to the
difference in link tag, both ratings will still be regarded as valid by the LRS system. An
extreme scenario is when a buyer purchases the same item twice within a short time and
can only provide one rating.

5.3. Workflows

As illustrated in Figure 5, the ARS-Chain system’s workflows encompass a collec-
tion of sub-processes involving multiple stakeholders, including buyers, sellers, and
consensus nodes.

Figure 5. The ARS-Chain’s workflows.

Initialization Phase:
1© Key Generation: Each buyer x generates a pair of private and public keys (SKx,

PKx) based on the the KeyGen() algorithm.
2© Dynamic Ring Formation: The system constructs a ring Ritem_id

i for the product
identified by item_id, where i is the ring identifier. According to the definition in Section 5.1,
the ring Ritem_id

i consists of k buyers, j consensus nodes, and a seller.
3© Generation of One-time Pseudonyms: One-time pseudonyms are meaningless to

the members within the ring and do not serve as inputs for the Verify() and Link() functions.
The one-time pseudonym acts as a part of the rating information m to identify the rater,
denoted as “from”. Its calculation method is as follows:

f rom = hash(PKx|timestamp) (8)
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Rating Submission Phase:
4© Rating Creation: Upon receipt of the product, the buyer generates the rating m.
5© Link Tag Construction: The buyer utilizes Ritem_id

i and item_id to generate the link
tag (T).

T = hash
(

Ritem_id
i

∣∣∣item_id
)

(9)

6© Signing: Buyer x employs private key SKx, Ritem_id
i , and T to sign the rating m. T

will be used as part of the signature data structure for future verification.

σ ← Sign
(

SKx, Ritem_id
i , m, T

)
(10)

7© Transaction Upload: The buyer uploads the transaction TX to the attached blockchain
nodes. At this time, the transactions have not been verified by the nodes, and are placed
into the local unverified transaction pool by the nodes. TX is the data format after m has
been signed, represented as:

TX = (item_id, i, m, σ) (11)

Verification Phase:
8©Transaction Legitimacy Verification: The consensus nodes verify the legitimacy of

the collected transaction TX. A return of 1 from Verify() indicates the signature’s legitimacy,
passing the verification.

0|1 ← Verify
(

TX.σ, TX.m, Ritem_id
i , item_id

)
(12)

9©Transaction Linkability Check: According to TX.item_id and TX.i, the consensus
nodes scan all rating transactions generated based on the same Ritem_id

i , executing Link() to
check the linkability of TX with other transactions.

0|1 ← Link(TX_now.σ, TX_others.σ) (13)

Here, TX_now represents the transaction to be checked, while TX_others represents
other rating transactions generated based on the ring Ritem_id

i . A consistent return of 0 from
all calls to Link() indicates no repeated ratings by the same user under the same link tag,
passing the check.

Blockchain Consensus Phase:
10©Transaction Broadcast: Transactions that pass Verify() and Link() are regarded as

legitimate transactions, placed into the transaction pool, and then broadcasted to other
peers.

11© Block Generation and Linkage: Consensus nodes, adhering to the PBFT consensus
protocol, reach a consensus to package the rating transactions into a new block and append
the new block to the end of the blockchain. At this juncture, the seller’s reputation score is
updated, and the buyers view the reputation score based on multi-platform global data.

6. Validity Analysis

This section analyzes whether the ARS-Chain system meets the design goals we
proposed in Section 1.1.

Multi-platform Reputation Sharing: ARS-Chain achieves this goal by storing reputa-
tion data in a consortium blockchain maintained by multiple platforms.

Full Anonymity and Evaluation Validity Verification: ARS-Chain uses linkable ring
signature technology to achieve the signer’s anonymity to the seller, platform administra-
tors, and other members within the ring. In addition, as shown in Section 5.3, the system
generates a one-time pseudonym for the user during the initialization phase. This helps
to achieve the signer’s anonymity to outsiders. We conducted validity experiments in
Section 7.2 to test this design goal.
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Unlinkable Rating Records: ARS-Chain ensures that the identity presented by the user
in each rating is different by introducing one-time pseudonyms, thus ensuring that rating
records are unlinkable. It should be noted that the linkability in LRS and the unlinkability
in our design goals are not contradictory. The unlinkability in the design goals refers to the
unlinkability between two different purchase records, while the linkability in LRS refers to
the linkability between two ratings of the same purchase record.

Preventing Multiple Rating Attacks: ARS-Chain achieves this goal through our novel
dynamic ring addition LRS scheme and link tag construction method. As shown in Table 2,
two legitimate ratings are based on different link tags. Conversely, two ratings based
on the same link tag will be considered as multiple rating attacks. When the system
detects repeated ratings, the second rating will be discarded. In addition, the experiments
(Section 7.2) shows that ARS-Chain effectively prevents multiple rating attacks.

Table 2. The value of the link tag(T) based on different rating situations.

Situation Ritem_id
i and item_id Link Tag (T)

two ratings based on different products different Ritem_id
i /different item_id different T

two ratings based on repurchase records different Ritem_id
i /same item_id different T

two ratings based on a purchase record same Ritem_id
i /same item_id same T

Preventing Multiple Rating Attacks: ARS-Chain achieves this goal through our novel
dynamic ring addition LRS scheme and link tag construction method. As shown in Table 1,
two legitimate ratings are based on different link tags. Conversely, two ratings based
on the same link tag will be considered as multiple rating attacks. When the system
detects repeated ratings, the second rating will be discarded. In addition, the experiments
(Section 7.2) shows that ARS-Chain effectively prevents multiple rating attacks.

Sybil attacks: In ARS-Chain, the blockchain stores reputation information and does
not compete for control over user accounts with e-commerce platforms. We assume that
e-commerce platforms can resist Sybil attacks through measures such as real-name authen-
tication, and ARS-Chain is responsible for anonymizing real-name accounts during the
process of reputation data being put on the blockchain.

7. Experiments and Evaluation

The primary algorithms encompassed within the framework of LRS consist of three
pivotal components: signature generation, signature verification, and linkability verifi-
cation. To assess the performance metrics of these algorithms, we conducted empirical
evaluations in three areas: runtime, memory consumption, and signature size. Both runtime
and memory consumption are indicative parameters for gauging the computational burden
imposed on user hardware. The signature constitutes a seminal factor contributing to
blockchain network communication overhead. Recognizing that the performance of LRS is
intricately correlated with the LRS group size, our experimental framework was judiciously
executed under both large-scale (100–5000 members) and small-scale (<100 members) LRS
group sizes. It should be pointed out that the dynamic ring addition LRS scheme described
in Section 5.1 transforms the large-scale group size LRS, corresponding to large-scale
e-commerce transactions, into small-scale group size LRS, corresponding to small-scale
e-commerce transactions. In actuality, the LRS within ARS-Chain operates under the
small-scale group size condition.

7.1. Experimental Setup

Parameters Configuration. Unsigned blockchain transactions (the rating from buyer
to seller) are delineated as follows:

const m = {
timestamp: “May-19-2023 08:17:35 AM +UTC”,
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from: “0x1114c78d5de672996d812dc2e1a05b5f33eacdfb”,
to: “0x000000d40b595b94918a28b27d1e2c66f43a51d3”,
value: “+1”
};
In this structure, the “timestamp” signifies the initiation time of the blockchain trans-

action, which concurrently serves as the moment at which the buyer rates the seller.
The “from” field represents the rater’s one-time pseudonym. Adopting this one-time
pseudonym obfuscates the evaluator’s identity, impeding malicious actors from tracking
evaluations. Furthermore, the ‘to’ field distinctly identifies the seller, while the ‘value’
parameter denotes the appraisal score. Given the structural confines of our model, this
score is rigorously limited to the binary choices of “+1” or “−1”.

The item identifier is configured as a string similar to “Amazon-B08L8KC1J7”, repre-
senting a product from Amazon.

Hardware Specifications. For the empirical analysis, we conducted our experiments on
a machine equipped with an Intel® Core™ i5-7300HQ CPU @ 2.50 GHz, 8.0 GB of memory,
running Windows 10.

Experimental Framework. Our experimental framework is implemented in two pro-
gramming languages, PureScript and JavaScript, each catering to distinct aspects of the
LRS algorithm. More specifically, the framework is partitioned into the following modules:
(1) PureScript Component: This segment takes on the onus of actualizing the core logic of
the LRS algorithm, encompassing key pair generation, message signing, signature verifica-
tion, and linkability verification. The code for this module is encapsulated in approximately
300 lines of PureScript statements and further augmented by a plethora of PureScript
library references. (2) JavaScript Component: This section serves as interface calls and
benchmarking. The JavaScript component consists of about 400 lines of code.

7.2. Validity Experiments

As described in Section 1.1, the design goal of ARS-Chain is to achieve anonymity,
unlinkability and prevent multiple rating attacks while sharing reputation across multiple
platforms. We introduce the validity experiments in this section.

In LRS, Verify() returns “true” to indicate that the signature is valid, i.e., the signer
belongs to the signature ring, and Link() returns “true” to indicate that the two signatures
are signed by the same signer under the same link tag, i.e., the system detects that the user
rated multiple times. As shown in Table 3, ARS-Chain correctly judged the legitimacy of
the users and successfully detected the multiple ratings. When the system detects multiple
ratings, the second rating will be discarded, thus avoiding the multiple rating attack. The
experiments show that ARS-Chain effectively achieves legitimacy verification and prevents
multiple rating attacks.

Table 3. Results of Verify() and Link() based on different rating situations.

Situation Results of Verify() Results of Link()

Legal and illegal users rate the same product First signature: true Linkability of two signatures: false
Second signature: false

A legal user rates the same product twice First signature: true Linkability of two signatures: true
Second signature: true

A legal user rates two different products First signature: true Linkability of two signatures: false
Second signature: true

Different legal users rate the same product First signature: true Linkability of two signatures: false
Second signature: true

7.3. Performance Evaluation under Large-Scale LRS Group Size

The numbers of participants (n) in experiments under the large-scale LRS group size
are 100, 200, 400, 800, 1200, 1600, 2400, 3200, and 5000, respectively.
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The runtimes of signature generation, signature verification, and linkability verifi-
cation algorithms increase with the number of participants, exhibiting an approximately
linear relationship, as shown in Figure 6. The runtimes of signature generation and verifi-
cation are very close to each other and much larger than the runtimes of linkability. This
indicates that signature generation and verification processes involve more computation,
while the linkability verification algorithm is relatively simple.

 
Figure 6. Algorithm runtime with different numbers of participants.

As can be discerned from Figure 7, several noteworthy patterns emerge in memory
consumption across the three algorithms. In the signature generation algorithm, mem-
ory usage escalates as the number of participants increases; however, the trajectory of
this increase does not strictly adhere to a linear pattern. In stark contrast, the memory
utilization for the signature verification algorithm demonstrates considerable fluctuation
across varying participant counts, defying any conspicuous systematic trend. For the
linkability verification algorithm, it is apparent that the memory overhead is markedly
lower compared to the other two algorithms, an attribute that may be due to its relative
algorithmic simplicity.

 
Figure 7. Algorithm memory consumption with different numbers of participants.
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Viewed holistically, the hierarchy of memory consumption from highest to lowest
aligns well with the algorithms’ inherent code complexities. It is sequenced as follows:
signature generation, signature verification, and linkability verification. Additionally, each
algorithm manifests episodic spikes in memory usage, which are subsequently followed
by a decrement. This oscillatory behavior could potentially be correlated with the garbage
collection and optimization mechanisms intrinsic to the node.js runtime environment.

The signature constitutes a seminal factor contributing to blockchain network commu-
nication overhead. Figure 8. shows a linear correlation between the signature size (y) and
the number of participants (n). Mathematically, the best-fit function for the signature size
(y) and the number of participants (n) can be expressed as follows:

y = 0.1884 ∗ n + 0.3808 (14)

 
Figure 8. Signature size with different numbers of participants.

Given these findings, managing the number of ring participants is necessary to ensure
operational efficiency.

7.4. Performance Evaluation under Small-Scale LRS Group Size

In light of the observations presented in Section 7.3, it becomes evident that large-
scale LRS group size not only elongates the algorithm’s runtime but also inflates the
communication overhead within the blockchain network. As a direct countermeasure, we
introduce the dynamic ring addition mechanism described in Section 5.1. The dynamic
ring addition mechanism reduces the LRS group size to a small scale. In this section, we
test the system performance when the LRS group size is small (less than 100).

Table 4 unequivocally elucidates that when the group size is curtailed to under 100,
the signature size and the algorithmic runtime exhibit an incremental ascent in correlation
with increasing group size. Although memory consumption generally trends upwards,
it demonstrates a degree of irregularity, potentially attributable to the idiosyncrasies of
the runtime environment’s memory garbage collection mechanisms. With a group size
restricted to fewer than 100, all 3 performance metrics remain within the bounds of reduced
overhead. Considering the ubiquitous flood-fill propagation characteristic inherent in
blockchain systems, it is necessary to limit the byte size of transactions to be sufficiently
small. We surmise that fixing the group size to less than 50 is optimal.
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Table 4. Performance metrics correlation with group size under 100.

Group
Size

Signature
Size (KB)

The Runtime
of Sign() (s)

The Runtime
of Verify() (s)

The Runtime
of Link() (s)

Memory Usage
of Sign() (MB)

Memory Usage
of Verify() (MB)

Memory Usage
of Link() (MB)

10 2.25 0.0783 0.0521 0.0017 0.6633 0.4267 0
20 4.14 0.1172 0.0827 0.0029 0.32 0.0833 0
30 6.03 0.1503 0.1186 0.0041 0.2067 0.09 0
40 7.91 0.1909 0.1535 0.0054 0.33 0.1367 0.0267
50 9.79 0.2273 0.1859 0.0067 0.3967 0.13 0.0167
60 11.68 0.2687 0.2215 0.0082 0.3533 0.0867 0.02
70 13.56 0.3113 0.257 0.009 0.52 0.0967 0.02
80 15.44 0.3443 0.291 0.0101 0.5267 0.0967 0.03
90 17.32 0.3841 0.3308 0.0115 0.5967 0.1233 0.0367
100 19.2 0.4217 0.3627 0.013 0.6067 0.12 0.0467

8. Discussion

8.1. Waiting Time for LRS Ring Generation

As discussed in Section 5.1, the generation of a signature ring is based on the buyer list
of a particular commodity, which includes one seller, j consensus nodes, and k buyers. The
ring generation time will correspondingly increase when the commodity is less prevalent.

We denote hi(t) as the popularity of the ith commodity at time t, where the popularity
of a commodity is generally an indicator of its appeal or sales velocity. T(hi) represents the
time required for this commodity to form a LRS ring independently. We can infer that there
exists a functional relationship between T(hi) and hi(t), as follows:

T(hi) =
a

hi(t) + b
(15)

In situations where the popularity of a single commodity is insufficient to form a LRS
ring within a reasonable time frame, we consider combining the buyers of N commodities
to form a LRS ring. Assuming H(t) represents the total popularity of these N commodities
at time t, then:

T(H(t)) =
a

∑n
i=1 hi(t) + b

(16)

This approach will significantly reduce the waiting time for forming a LRS ring.

8.2. Performance Optimization

In Section 7, performance experiments were conducted regarding the LRS group
size under large-scale and small-scale scenarios. The experimental results show that the
algorithms’ runtime and signature size exhibit a linear relationship with the group size.
Thanks to the dynamic ring addition mechanism (described in Section 5.1), ARS-Chain
achieves the optimal state of runtime and memory consumption by increasing the number
of rings, but the signature size is still the bottleneck of the system. We propose the following
methods to address the issue of excessive signature size:

1. SBFT Consensus Protocol: SBFT [35] protocol adopts threshold signature technology
and collector technology, modifying P2P broadcasting across the network to message
collection through a collector. Once the collector collects a certain number of signatures,
aggregation is performed, followed by the dissemination of the aggregated signature by
the collector, thereby reducing the message complexity to a polynomial level. The SBFT
protocol effectively addresses the issue of oversized signatures, significantly reducing
network communication overhead.

2. Optimized Signature Size LRS: Beullens et al. [36] proposed a logarithmic-size LRS,
while Subhra Mazumdar et al. [37] introduced a constant signature size LRS. These variants
provide technical support for LRS with a large number of members.
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8.3. Technical and Economic Barriers That May Be Encountered during Integration

In the process of integrating ARS-Chain with existing e-commerce platforms, we are
facing several technical challenges and economic barriers. Firstly, the scalability issue of
blockchain is a key factor. Currently, the transaction processing speed of ARS-Chain may
not meet the demands of large-scale e-commerce platforms, and sharding technology [38]
could be a solution. Sharding divides the blockchain network into multiple smaller seg-
ments, each handling a portion of transactions, thereby improving the overall processing
speed. Additionally, when integrating ARS-Chain, we must also consider economic barriers.
This includes the initial technological investment, operational costs, and potential market
resistance. To overcome these barriers, we propose the following: (1) Establishing partner-
ships with e-commerce platforms to jointly develop and maintain ARS-Chain, sharing the
costs. (2) Reducing operational costs by enhancing the efficiency of ARS-Chain and mini-
mizing resource consumption. (3) Through flexible design, enabling ARS-Chain to adapt to
e-commerce platforms of different scales and needs, enhancing market competitiveness.

9. Conclusions and Future Work

This paper proposes ARS-Chain, a blockchain-based anonymous reputation-sharing
system for e-commerce platforms. ARS-Chain utilizes a novel dynamic ring addition
mechanism in the LRS scheme where the number of LRS rings increases over time based
on the purchase list. In addition, we propose a practical method for constructing link tags
with the LRS rings and item identifiers.

ARS-Chain addresses the critical challenges of enabling reputation sharing across
platforms while protecting buyers’ privacy through anonymity and unlinkability of ratings.
It prevents multiple rating attacks through the link tag mechanism. The experimental
results confirm that ARS-Chain achieves its design goals, and the dynamic ring addition
mechanism ensures the system’s performance.

The anonymous reputation systems have profound impacts on both social and ethical
levels. Socially, they can promote more honest and transparent communication, but may
also lead to a lack of accountability and misuse. Ethically, such systems could affect individ-
ual privacy rights and fairness. Therefore, future research should focus on how to balance
anonymity with a sense of responsibility, ensuring that the design and implementation of
these systems protect users’ rights while promoting the overall well-being of society.

For future work, we plan to extend our framework to support more complex and diverse
reputation models, such as multi-dimensional, multi-faceted, and multi-level reputation. We
also intend to explore the possibility of applying our framework to other domains that require
anonymous and secure data sharing, such as healthcare, social networks, and IoT. Furthermore,
we aim to conduct more comprehensive experiments and evaluations to demonstrate the
effectiveness and efficiency of our framework in real-world scenarios.
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