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Foreword

Can you confidently say what are the ethical pitfalls involved with implement-
ing products and services based on artificial intelligence, machine learning, or
other data-science technologies?

If you can’t, this book is for you.
I met David more than a decade ago. He is a successful scholar, winning

awards for his data science research, and a seasoned practitioner who has
worked to build multiple data-science-based companies. What has impressed
me most, though, is how great his students are. When one after another of
a professor’s students is great, you have to turn and take another look at the
professor. David’s combination of deep understanding of data science and
deep practical experience gives his students-and readers-a healthy and realistic
perspective on what is truly important in the world of data science.

This combination of scholarly expertise and practical experience has re-
sulted in a book that fills an important gap.

Writings on data science and ethics generally fall into one of two categories.
First we have scholarly articles, written for other scholars. Although I write
them myself, I have a very difficult time recommending scholarly articles to
my practically oriented students-seldom do they contain clear practical lessons
and often they are not even accessible to practitioners. The other main cate-
gory is writings in the popular press on the collision of data science and ethics.
Unfortunately, these rarely have a solid data-science foundation and often they
seem intended to be sensational rather than truly informative.

David’s book fills the gap between these categories. It combines practically
relevant examples with solid data science fundamentals. My favourite aspect
of the book is its collection of real-world vignettes, each illustrating an ethical
issue for business (or government). These vignettes reveal a variety of pitfalls
that we should be aware of as we incorporate data-science-based techniques
in our businesses.

We have heard some of the stories: image classifiers labelling people as go-
rillas; retailers taking actions because people are predicted to be pregnant,
and election campaigns targeting people based on unethically obtained data.
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However, how many of us have thought carefully about the actual ethical issues
that these cases reveal? (We should.)

David organizes the issues for us and pushes us to think more carefully
about them. He takes advantage of the now-well-understood data science pro-
cess. Doing data science involves: acquiring data, (pre)processing the data,
analysing the data, modelling the data, evaluating results, and then using the
models/results for insight or to support or make decisions. Separating the eth-
ical issues based on these steps provides order to what otherwise is a daunting
array of possible ethical pitfalls.

To be realistic, no one book is going to make you an expert. But we also can-
not just hope someone else will take care of it for us. For example, our lawyers
might be able to help us with legal and reputational risk, but ethics isn’t simply
about following the law or managing your reputation. We all need to become
students of doing the right thing.

As a student, it helps to have a great teacher. Like David.
Foster Provost

New York, 2021



Preface

Regarding this book

As I started teaching the Data Science and Ethics class in the graduate program
of the University of Antwerp, I felt there was a need for a textbook that could
guide such courses. I specifically wanted to write a book that is useful to both
business and computer science students, as this topic is of importance to both.
I believe that his topic is inherently multidisciplinary and hence focus on both
the concepts and techniques, as well as the cautionary tales.

Who should read this book?

This book is intended for everyone who wishes to learn about the ethical
aspects of data science, including:

- Business students and business people who work with data scientists, or
manage data-driven businesses. Managers in many sectors and of var-
ious levels need to be able to ask the right questions when it comes to
data science, be able to interpret and challenge the results and, based on
these, make the right decisions. As the ethical aspects become ever more
important, business people need to be aware of the concepts, techniques
and cautionary tales of data science ethics. This is what the book aims
for: provide guidance and insight on deciding what is right and wrong
when conducting data science.

- Data science students and data scientists. A data scientist is more than a
human making calls to predefined libraries on existing datasets. At every
step in a data science project, from data gathering to model deployment,
important decisions are to be made. This book aims to help (aspiring)
data scientists to understand how technical choices can have ethical im-
plications (for better and worse), while at the same time understanding
the wide societal impact of their work.

- People with a general affinity with technology. The topics that are writ-
ten about are often discussed in the popular media as well. This book
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structures and summarizes the key concepts and cautionary tales of one
of the most impact technological innovations of our time, data science.

The book requires some basic knowledge of data science, and hence is well
suited to be used within Masters in Data Science, Business Analytics, or any
program where introductory data science is part of the curriculum.

More resources on the book can be found online, at www.dsethics.com.
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Endorsements

“An excellent reading with both depth and breadth on some of the most impor-
tant challenges and risks data scientists, businesses, governments and societies
face today as Artificial Intelligence adoption grows. These are topics everyone
needs to be aware of, and this is one of the very few must read books on these
issues”

- Theodoros Evgeniou, Professor of Decision Sciences and Technology
Management at INSEAD, France

“This is an important and timely book for data scientists, written in a clear and
engaging way. Motivated by many relevant examples, the author successfully
de-mystifies data ethics lingo and presents a comprehensive view of ethical
considerations during the entire data science lifecycle.”

- Galit Shmueli, Tsing Hua Distinguished Professor, Institute of Service
Science and Institute Director, College of Technology Management,
National Tsing Hua University, Taiwan





Contents

About the Author xiii

1. Introduction to Data Science Ethics 1
1.1 The Rise of Data Science (Ethics) 1
1.2 Why Care? 2
1.3 Right and Wrong 4
1.4 Data Science 7
1.5 Data Science Ethics Equilibrium 10
1.6 The FAT Flow Framework for Data Science Ethics 13
1.7 Summary 29

2. Ethical Data Gathering 31
2.1 Privacy as a Human Right 32
2.2 Regulations 36
2.3 Privacy Mechanisms 45
2.4 Cautionary Tales: Backdoors and Messaging Encryption 62
2.5 Bias 70
2.6 Cautionary Tales: Bumps, Gorillas, and Resumes 75
2.7 Human Experimentation 77
2.8 Cautionary Tales: Dating, Happiness, and Ads 81
2.9 Summary 82

3. Ethical Data Preprocessing 85
3.1 Defining and Measuring Privacy 86
3.2 Cautionary Tales: Re-identification 92
3.3 Defining and Selecting Variables 102
3.4 Cautionary Tale: Pregnancy and Face Recognition 104
3.5 Fair Relabelling 111
3.6 Cautionary Tale: Biased Language 115
3.7 Summary 117

4. Ethical Modelling 121
4.1 Privacy-Preserving Data Mining 122
4.2 Discrimination-Aware Modelling 136
4.3 Cautionary Tale: Predicting Recidivism and Redlining 143
4.4 Comprehensible Models and Explainable AI 148
4.5 Cautionary Tale: Explaining Webpage Classifications 166



xii contents

4.6 Including Ethical Preferences: Self-Driving Cars 168
4.7 Summary 170

5. Ethical Evaluation 173
5.1 Ethical Measurement 173
5.2 Ethical Interpretation of the Results 178
5.3 Ethical Reporting 182
5.4 Cautionary Tale of Diederik Stapel 188
5.5 Summary 189

6. Ethical Deployment 191
6.1 Access to the System 191
6.2 Different Treatments for Different Predictions 195
6.3 Cautionary Tales: Censoring Search and Face Recognition 198
6.4 Honesty and DeepFake 200
6.5 Governance 202
6.6 Unintended Consequences 205
6.7 Summary 211

7. Conclusion 213

Bibliography 217
Index 249



About the Author

The photographer Marc Wallican

DavidMartens is a Professor of Data Science at the Department of Engineer-
ing Management, University of Antwerp, Belgium. He teaches data mining and
data science ethics to graduate students studying business economics and busi-
ness engineering. He has a long track record in explainable AI research, and
has won several best paper awards. In his work, David has collaborated with
large banks, insurance and telco companies, as well as with various technology
startups.





1
Introduction toData Science Ethics

1.1 TheRise ofData Science (Ethics)

“It is the best of times, it is the worst of times, It was the age of wisdom,
it was the age of foolishness.”

Charles Dickens, 1859 [114]

In 2010, Mark Zuckerberg was chosen as Person of the Year by Time Maga-
zine [182]. The 26-year-old founder of Facebook was celebrated for creating a
new way of exchanging information. At that time, Zuckerberg saw the future
of Facebook as follows: ‘the last five years was the ramping up, I think that
the next five years are going to be characterized by widespread acknowledg-
ment by other industries that this is the way that stuff should be and will
be better’, [182]. Fast forward to April 2018. Zuckerberg is at a congressional
hearing, answering questions on the Cambridge Analytica debacle, where the
data of approximately 87 million Facebook users were obtained by the out-
side company, without the explicit permission of the users [426, 199]. The US
Federal Trade Commission reportedly imposed a US$ 5 billion fine to settle
the privacy concerns [141, 236]. The company additionally faced push-back
on ethical issues as discrimination against sensitive groups in their ad target-
ing [290, 244], and the involvement in a mood manipulation study [83, 208].
By 2021, Facebook has launched several initiatives to address such ethical
issues, including the installment of an independent Oversight Board that
issues policy advisory opinions on Facebook’s content policies [45, 312, 219],
numerous tools such as Fairness Flow [138], ‘Privacy Checkup’, and ‘Why
Am I Seeing this Post’ [137], and 7.5 million US$ in funding to create an in-
dependent AI ethics research centre in Munich [79], thereby demonstrating
the importance of the ethical aspects of data science in the 21st century.

Data science has so far mainly been used for positive outcomes for businesses
and society, for example in risk management, to predict terrorist attacks or

Data Science Ethics. David Martens, Oxford University Press.
© David Martens (2022). DOI: 10.1093/oso/9780192847263.003.0001
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detect tax fraud, or in a business setting to increase profitability and rev-
enues or reduce costs. Citizens have enjoyed better more efficient services
thanks to data science. However, just as with any technology, data science has
also come with some negative consequences: an increase of privacy invasion,
data-driven discrimination against sensitive groups, and data-driven decision
making without explanations.

Ethics is all about what is right and what is wrong. This book looks at the
different concepts related to data science ethics, data science techniques that
can help with or lead to ethical concerns, and cautionary tales that illustrate
the importance and potential impact of data science ethics.

1.2 WhyCare?

Data scientist was famously once described as the sexiest job of the 21th cen-
tury [103]. And indeed, it is a great job to have. You get to be a detective,
looking for interesting patterns that can solve real problems. You get to be a
designer, looking for creative data sources, features, or use cases. You get to be
a rock star, having the ears of a large audience who are in awe of your mag-
ical work. You get to be a modern prophet, predicting future outcomes. But
maybe most importantly, you get to be impactful, as your work is likely to have
an impact on the business’s bottom line, and lead to decisions being made for
many persons. With these great opportunities also come great responsibilities.
A data scientist is more than a human making calls to predefined libraries on
existing datasets. At every step in a data science project, from data gathering
to model deployment, important decisions are to be made.

Data science ethics is arguably even more important for managers in busi-
nesses where data science practices are a key asset. A 2011 McKinsey report
foresaw a need of 140,000 to 190,000 more deep analytical talent positions,
and 1.5 million more data-savvy managers (on top of the 2.5 million already
in place) in the United States alone by 2018 [279]. Although the numbers are
outdated, the 1 to 10 ratio is interesting. It does not imply that every data sci-
entist needs 10 managers; rather, it tells us that managers in many sectors and
of various levels need to be able to ask the right questions when it comes to
data science, be able to interpret and challenge the results, and, based on these,
make the right decisions. As the ethical aspects become ever more important,
business people need to be aware of the concepts, techniques, and cautionary
tales of data science ethics. This is what the book aims for: to provide guidance
and insight on deciding what is right and wrong when conducting data science.



why care? 3

Data scientists and managers are not inherently unethical, but at the same
time not trained to think this through either. The many cautionary tales will
demonstrate how quickly ethical aspects can be overseen. The racist chatbot of
Microsoft [337, 359], the wrong prediction of a picture with black people as go-
rillas by Google Photos [402, 41], the inability to swiftly counter accusations
of discrimination against women by Apple Card [5, 318], the apparent dis-
crimination against women by Amazon’s predictive recruiting system [102],
and the Cambridge Analytica debacle related to Facebook data [112, 380] are
just a few illustrations of how even these giant tech companies, with massive
data science capabilities, brilliant data scientists, and business people, can be
confronted with ethical issues.

You might wonder, why is this important, and why should I care about data
science ethics? Although being ethical has been put forward as a life goal in
itself [17], there are just as important societal and business reasons. First of all,
there are huge reputational and financial risks related to data science ethics.
The numerous cases in this book will demonstrate this point. Not only large
companies risk their reputation, also startups and smaller companies should
care: they often rely even more on new data science products and services.
Not getting the ethical aspects right can stop their growth (or even business)
altogether or could lead them into trouble during due diligence or investment
negotiations. Reputational risks easily translate into financial risks. As unethi-
cal data science can lead to mental and physical harm, lawsuits and settlements
can result in large financial losses as well.

A second reason to care about data science ethics is the actual value it can
bring. Ethical thinking can lead to improvements in your data and data science
models, with potentially more accurate predictions or better user acceptance of
the data science models. For example, in Chapter 4 we will see how explaining
complex prediction models can provide insight on how the model is making
mistakes, and how to fix these. Beyond the improved data science models,
ethical practices can be a great marketing instrument, similar to how Apple
increasingly puts an emphasis on the privacy aspect of its products [342]. Data
science ethics can thereby improve the business value, through more revenue,
lower costs, or higher profits.

Thirdly, we’ve reached an age where society expects business leaders and
data scientists alike to be ethically responsible. The power of data science has
become clear to both the data subjects, data scientists and business leaders.
The cases that regularly appear in the media, from privacy-related discussions
to real data science cases showing to have unfairly treated certain sensitive
groups, have educated the public. Members of generation Z, born between
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1995 and 2010, care a lot about social justice and ethics [149], and are putting
more emphasis on corporate social responsibility. In any company where data
science takes up an important role, data science ethics should have the same
attention as other components of Corporate Social Responsibility.

1.3 Right andWrong

Ethics is a discipline likely as old as philosophy, and is defined as follows:

ethics: ‘Moral principles that govern a person’s behaviour or the conducting
of an activity’.
moral: ‘Concerned with the principles of right and wrong behaviour’.
Oxford English Dictionary1

Discussing what entails ethical behaviour can, and does, fill many books.
One of the most important philosophical works in ethics is Aristotle’s
‘Nicomachean Ethic’ [412, 17]. Aristotle states that we study ethics in order to
improve our lives. Through proper upbringing and teaching, we can find the
righteous actions to take, which can lead to right habits. These can in turn lead
to a good stable character (which is conscious, unlike habits). In that spirit,
this book aims to teach you what ethical data science entails, so you can take
righteous data science actions when they are called for.

Another important insight from Aristotle is that moral behaviour can be
found at the mean between two extremes, the one is excess, the other being
deficiency [412]. Find a moderate position between these two extremes, and
you will be acting morally. This ‘golden mean’ condition is an important con-
cept, which we will also point to when it comes to ethical data science: often
the right thing to do balances between using no data at all (deficiency) and the
use of all available data for any possible application, without any concern for
issues as privacy, discrimination, or transparency (excess).

An interesting distinction can be made with the law: whereas the law tells
us what we can do, ethics tells us what we should do [368]. Ethics answers the
question: What is right and what is wrong? Although this book is not about the
legal aspects of data science, law and ethics are intertwined as ethics sometimes
evolve into laws, and as lawful and ethical thinking can overlap. In Europe for
example, the General Data Protection Regulation (GDPR) covers many of the

1 https://en.oxforddictionaries.com/definition/ethics
https://en.oxforddictionaries.com/definition/moral

https://en.oxforddictionaries.com/definition/ethics
https://en.oxforddictionaries.com/definition/moral
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privacy-related and even explainability aspects of data science (as discussed
in Chapters 2 and 4, respectively), while at the time of writing this book, the
European Commission is even proposing a new regulation on the topic of trust
in Artificial Intelligence (AI) [131]. Technological advances in the data science
domain are moving so fast that legislation is in a continuous struggle to catch
up.

If there are no clear laws guiding us, then who decides what is moral, what
is right, and what is wrong? Each person and business will do so on its own,
deciding where it would like to be on the continuum between deficiency and
excess. This will be influenced by how society and customers value data science
ethics. So in fact, you, as a customer and member of society, are deciding on
what is right and what is wrong as well. This further reveals the subjectiveness
of ethics. Let’s illustrate this with an important ethical aspect: discrimination.
Data science in itself is all about discriminating: discriminate between the loan
applicants that are likely to repay their loan from the ones likely not to, discrim-
inate the likely churners from the likely not churners, discriminate between the
prospects likely interested in my product, from the ones likely not interested
in my product. But one of the ethical considerations to make is not discrim-
inating against sensitive groups. But who decides what sensitive groups are?
Typically, discriminating against race, gender, or religion is considered unfair,
making for three important variables to test when considering fairness. But
this is not always the case and depends on the application: in medical diag-
nosis for example, race and gender can be important scientifically motivated
variables.

Next to the application-dependency, what is considered sensitive also varies
over time and regions. Not discriminating against women for example is a rel-
atively recently accepted standard. In the United States (US), the legal right for
women to vote was established nationally in 1920. Only in 1976 did West Point,
a US military academy, admit its first female cadets [37]. In Europe, women
were allowed to vote for the first time throughout the 20th century [465]. In
Belgium for example, a woman’s right to vote was established in 1948, while
Moldova only provided this right in 1978. Similarly, not discriminating against
race is also something that was not always considered the right thing to do.
Slavery in the US, primarily of black people, was only prohibited nation-wide
in 1865 by the 13th Amendment. While the right for black people to vote was
only included in the 15th Amendment in 1870 [215].

Although now, most of us consider these to be self-evident, we too will
be considered victims of our time in the future. Two groups emerge. First,
those for whom we consider it is not wrong to discriminate against, but who
currently do have all the rights that most humans have. Think of elderly people,
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or people with a lower income. Age surely plays an important role in marketing
and insurance decisions. Income certainly does as well, targeting ads towards
iPad users being a simple example. Perhaps in the future we will consider this
to be unacceptable, making age and income also sensitive variables. Secondly,
some groups which we consider now not to be worthy of all the rights that
we have might become sensitive groups as well. Think of animals or robots.
Figure 1.1 shows how the topic of veganism, where one abstains from using an-
imal products, has increased in popularity over the years. Given this trend, it is
plausible that our great-grand-children will condemn the meat-eaters among
us as being immoral. Therefore, remind yourself to be mild when you look
at the historical cautionary tales, including the ones described in this book,
as these tend to be interpreted with newly obtained ethical insights from our
current time.

Also regional effects play a role. The difference in US versus European law
already demonstrates this. A 2018 study at MIT studied the human preferences
when dealing with the trolley problem [28]: if a driver could not break and

Veganism
Topic

Worldwide 2004 - present All categories Web Search

+ Compare

Interest over time

100

75

50

25

Jan 1, 2004 Jun 1, 2012

Fig. 1.1 Google Trends for the topic Veganism (up to early 2020), arguing for
an increased interest in society for animal rights.
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had to choose between hitting and killing an adult versus a baby, what would
be preferred? By putting such dilemmas forward to thousands of persons,
considering different types of subjects (babies, children, cats, dogs, elderly, ex-
ecutives, homeless, etc.) a ranking of ethical preferences could be established.
The study found that, in terms of sparing, children were preferred over adults,
adults over elderly people, and interestingly dogs over criminals. Important
regional differences were also found in this study: the preference to spare
young over older characters was much less pronounced in Eastern countries,
such as Japan and Taiwan, as compared to Western countries, such as North
America and Europe. Similarly did the authors find that Latin-American coun-
tries have a weaker preference to spare humans over pets. This highlights
regional differences related to respect for the elderly or animals. Respect for the
rights of individuals versus the state also differs across countries, as demon-
strated for example by the different privacy regulations in Europe, the US and
China [346].

Given the subjectiveness of ethics, deciding on what data science ethics prac-
tices to implement in your business is an endeavour that every organization
has to undertake. The book can help both managers and data scientists in this
decision process by pointing to the concepts and techniques to consider, and
the cautionary tales to remember.

1.4 Data Science

There is quite some confusion in the domain with regards to terminology.
Therefore several definitions are provided, as to ensure that the reader under-
stands the context and key concepts.

data: ‘Facts or information, especially when examined and used to find out
things or to make decisions’.
algorithm: ‘A set of rules that must be followed when solving a particular
problem’.
Oxford English Dictionary2

prediction or AI model: ‘The decision-making formula, which has been
learnt from data by a prediction/AI algorithm’.

2 https://en.oxforddictionaries.com/definition/data
https://en.oxforddictionaries.com/definition/algorithm

https://en.oxforddictionaries.com/definition/data
https://en.oxforddictionaries.com/definition/algorithm


8 introduction to data science ethics

The key building block of all data science is data. On such data, algorithms
can be applied that lead to certain data science models. One can argue which of
these can be unethical, data surely can be: if it includes personal data that a data
subject doesn’t want you to have, or if there is a bias against certain sensitive
groups. A predictive model surely can also be unethical, most often because
it was built on data which has ethical issues. A predictive model that makes
use of personal information, or makes predictions that discriminate negatively
against sensitive groups for example. An algorithm is nothing more than a set
of rules or steps that are to be followed, labelling it as ethical or unethical is less
straightforward (unless the developer of the algorithm has explicitly included
ethical or unethical aspects). Consider a decision tree algorithm that is applied
to data with privacy issues, which will yield a prediction model with privacy
issues, in line with the often-used data quality statement: Garbage In, Garbage
Out. The data and the resulting prediction model are unethical, but therefore
calling a decision tree algorithm unethical does not seem warranted. The first
of Kranzberg’s six laws of technology similarly states: ‘Technology is neither
good nor bad; nor is it neutral.’ [248]

When we speak of data, several types of data merit special attention: per-
sonal data, which is important when considering privacy, and sensitive data,
which requires additional care for privacy but which also should not be used to
discriminate (in most cases, remember the medical diagnosis domain where
such data could be useful). Behavioural data finally is an increasingly avail-
able data source, which provides digital breadcrumbs as we move through the
world.

Personal data: “‘personal data” means any information relating to an iden-
tified or identifiable natural person (‘data subject’); an identifiable natural
person is one who can be identified, directly or indirectly, in particular by
reference to an identifier such as a name, an identification number, location
data, an online identifier or to one or more factors specific to the physical,
physiological, genetic, mental, economic, cultural or social identity of that
natural person’.
(GDPR, Article 4)
Sensitive data: ‘personal data revealing racial or ethnic origin, political
opinions, religious or philosophical beliefs, or trade union membership,
and the processing of genetic data, biometric data for the puse of uniquely
identifying a natural person, data concerning health or data concerning a
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natural person’s sex life or sexual orientation shall be prohibited’.
(GDPR, Article 9)
General Data Protection Regulation

Behavioural data: ‘Evidence of actions taken by persons’.
Shmueli (2017) [396]

The terms used for the domain of algorithms and applications when working
on data have evolved over time, from business intelligence to analytics, data
science, and AI.

data science: ‘A set of fundamental principles that support and guide the
principled extraction of information and knowledge from data’.
datamining: ‘The actual extraction of knowledge from data via technologies
that incorporate these [data science] principles’.
artificial intelligence: ‘Methods for improving the knowledge or perfor-
mance of an intelligent agent over time, in response to the agent’s experience
in the world’.
Provost and Fawcett (2013) [363]

Many of the discussions within data science ethics are on predictive modelling
or supervised learning, in which data mining (or machine learning) techniques
are used to find patterns in the data, in the form of a prediction model that pre-
dicts the value of some target variable. Descriptive modelling or unsupervised
learning will also extract patterns from data, but these patterns are not (ex-
plicitly) used to make predictions, but rather to discover descriptive patterns
in the data. Clustering and association rule mining are popular descriptive data
mining tasks. Though the focus is often on supervised learning, unsupervised
learning might just as well have the same ethical issues.

Artificial Intelligence is historically defined as the domain of intelligent
agents, where computers attempt to mimic human cognitive functions such
as learning and problem solving. The domain of data mining is obviously a
part of this: having a computer learn patterns from data, that can be used to
solve certain problems. The recent rise in popularity of (the term) AI is mostly
due to deep learning [262]. The success of these large artificial neural networks
can be attributed to the increased availability of data, processing power, and
methodological improvements. Mainly in image and speech recognition does
deep learning yield tremendous results, with sometimes super-human results
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that are being reported. A major ethical issue with such models is that they
are typically black box and provide no explanation why a certain prediction is
made. The term of AI is often used for both data science and data mining. As
data science is the overarching term, we will mostly use this term in the rest of
the book. Just be aware that the term AI might also be used (and who knows
what the next buzzword will be) when discussing the same cases. A part of AI
lies beyond data science, such as Artificial General Intelligence and singular-
ity. The specific ethical aspects related to this are likely not to be so relevant in
our everyday lives in the near future.

1.5 Data Science Ethics Equilibrium

A recurring theme in the book is that ethical thinking is not boolean: a data sci-
ence practice is not simply ethical or unethical, most often it is a continuum
that balances ethical concerns and utility of data (science). At one extreme,
there is no investment at all, nor interest, in data science ethics, while at the
other extreme the ethical concerns are so overwhelming that no data is being
used. Most data science applications will care about both to some extent. Al-
ready notice the similarity with Aristotle’s belief that ethical virtues are often
found by some average in between two extremes. So the extreme of not doing
anything with data, under any circumstances, can also be deemed unethical.

This balancing act between ethical concerns and utility is illustrated in
Figure 1.2. Depending on the importance of ethical concerns and utility of
the data, data science practices are determined. The obtained equilibrium is
very much context-dependent, and is determined by the potential impact on
humans and society, and the extent to which this impact is deemed right or

concerns Utility

Ethical

Utilityconcerns

Ethical

Data Science Practices

Fig. 1.2 Data Science Ethics Equilibrium.
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wrong. Some example impact questions include: How much valuable data is
available? How important is data science for my company? Am I using per-
sonal data? Do the data-driven decisions have an impact on persons, and if so,
on how many? The importance of ethics to your setting is subjective, as dis-
cussed previously, and begs such questions as: Do my customers care about
the ethical issues of my data science practices? Do my shareholders or other
stakeholders care? Does the CEO or data scientist understand and care about
data science ethics? Etc. The 2021 newly proposed rules by Europe for Ar-
tificial Intelligence follow a similar risk-based approach [131]. For example,
AI systems that threaten the safety of people are considered to have an unac-
ceptable risk and will simply be banned. High-risk systems include those that
are used in employment, law enforcement or migration, and come with strict
obligations. The equilibrium will lie closer to the left and hence require more
stringent data science ethics practices to be included. The final two categories
that are defined in the proposed European rules are limited risk (e.g. chatbots)
and minimal risk (e.g. spam filters).

We shouldn’t be naive: some businesses will simply don’t care much, and
might argue ‘They won’t find out anyway.’ In that sense, the importance of data
science ethics in a company is related to the values of a company. If values
such as ethical thinking, transparency, a customer-first mindset, or leading the
industry are not considered important, data science ethics is likely to take up
a small role as well. The ethical equilibrium then determines the data science
practices: the more to the left side of the spectrum, the stronger the need for the
data science ethics practices that will be discussed in this book, such as limiting
the data that can be used to non-personal data, actually removing signal from
the data by adding noise or generalizing variables, changing the labels so as
to remove potential discrimination against sensitive groups, requiring more
evaluation analysis to be done, restricting the space of predictive models to
those that are comprehensible, etc.

Data Science Ethics Equilibrium: ‘A state of data science practices deter-
mined by the ethical concerns and utility of data science’.

Consider for example credit scoring, where banks use data science to build
prediction models that assess the creditworthiness of loan applicants [446].
The decision on granting or denying credit can have a large impact on the loan
applicants, and the bank has plenty of personal and sensitive data, from income
data to a record of all payments that were done by its customers. In this case,
the ethical concerns are important, requiring that the privacy is protected, that
the credit granting decisions can be explained to the loan applicants, and that
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there is no discrimination against sensitive groups. At the same time, the utility
of data science is massive, as indicated by the maturity of data science in bank-
ing. This leads to an equilibrium of data science somewhat similar to that of
the top of Figure 1.2, with practices that typically do not use gender in the pre-
diction model, include inherently comprehensible models and have stringent
privacy policies. On the other hand, consider predictive maintenance [192],
an industry application where data science is used to predict when a machine
will break down, in order to send a technician to maintain the machine be-
fore it breaks down. The data it uses are typically machine-related data, such
as temperature, vibrations, time running, etc. These are of little ethical impor-
tance, while the data can be of great utility for this setting. The equilibrium
then quickly shifts to the utility side of the continuum, with much less eth-
ical concern. Now consider that also data is being used on the persons that
maintain and come near the machine. Data on these persons that are available
include their name, gender, time of working, and nationality. This emphasizes
the ethical concerns, thereby shifting the equilibrium again slightly to the left,
with changing data science ethics practices.

The danger exists in not thinking this balancing act through, often lead-
ing to a non-equilibrium, as shown in Figure 1.3. The ethical constraints are
of course not removed, they are simply ignored, very likely leading to push-
back later on against the implemented data science practices. Thinking these
ethical issues through is not an easy task, and is exactly what this book tries to
help you with. Ethics requires to discuss this balancing act. The numerous Dis-
cussions in the book will provide structured exercises to do so. Additionally,
most of the cautionary tales are examples of such a lack of ethical equilibrium.
Be aware though, that these tales mostly are about technological innovations
on the forefront of the field at that moment in time. The ethical implications
might seem obvious in hindsight, but often are not at the moment of initial
implementation.

Whereas other books have demonstrated the utility of data science (see
e.g. [364, 398, 29, 423]), this book will guide you in understanding what the
ethical concepts are, how important these can be to your setting, and teach you

Ethical
concerns

Utility

Fig. 1.3 Lack of a Data Science Ethics Equilibrium.
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data science ethics techniques that can be used in your data science practices,
to balance the utility and ethics of your data science application. Finally, note
that addressing all issues for 100% is close to impossible (as will become clear
in the next chapters): for example, secure storage and communication are
hardly ever fully guaranteed, how to explain black box models and how to
evaluate such explanations are not yet perfectly defined, and avoiding discrim-
ination in data science models exists in different, often conflicting, objectives.
Unrealistic demands will likely lead to the extreme of not using any data at all
under any circumstances, which Aristotle might have argued to be unethical
as well.

1.6 TheFATFlow Framework forData Science Ethics

The increased attention and acknowledgment of the importance of ethical data
science is illustrated by the attention from mainstream press on the cautionary
tales, and the ample new technical research being proposed, from new ap-
proaches on how to explain prediction models, to studies discussing whether
to include ethical preferences in self-driving cars. This book will be structured
around the ‘FAT Flow Framework’, using three dimensions:

1. Stage in the data science process
2. Evaluation criterion
3. Role of the human

The first dimension follows the five common (and relevant) phases of a data
science project: from data gathering to model deployment. The second di-
mension entails three properties that have emerged in the community: fair,
accountable, and transparent (FAT). The third dimension of the framework
considers the four roles for humans that exist when discussing data science
ethics: data subject, data scientist, manager, and model subject. This frame-
work is general enough to include most known ethical aspects of data science,
and the flexibility to include novel techniques and cases. At the same time
it provides a scientific instrument to follow with guidelines and cautionary
tales.

The present discussion of the framework is not claimed to be complete, as
any framework or checklist is bound to become outdated quickly (and hence
needs to be updated regularly): new data sources, techniques, applications, and
ethical considerations are continuously being proposed. Rather, data scientists
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MS Fig. 1.4 The different roles in data science projects.

and businesses can use the FAT Flow Framework as a generic guide at the start
of a data science project, and when reviewing existing data science projects.

1.6.1 The Different Roles in Data Science

Humans enter the data science process in different roles, as discussed by
Martens and Provost [287]. One typically only considers the data subject role.
Even though this indeed is one of the crucial roles, there are other roles as well
that can require different considerations:

1. Data Subject: the person whose (personal) data is being used. A regulator
can act as a proxy.

2. Manager: the person who manages and/or signs off on a data science
project.

3. Data Scientist: the person who is performing the data science.
4. Model Subject: the person on whom the model is being applied.

How this role differs can be illustrated with the issue of being able to ex-
plain the decisions made by some data-driven credit scoring model (an issue
we’ll discuss at length in Section 4.4), see also Table 1.1 Such a model will
predict whether a loan applicant is able to repay his or her loan, and hence
whether to grant credit or not. First of all, a rejected loan applicant will want
to know why the application is rejected (even more: it often is a legal require-
ment). Is it because the income is too low? Because the ratio of loan to value
of the mortgage is too high? Is there some issue in the credit history? Is it a
combination of factors? Simply stating ‘Computer says no ...’ is not enough.
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Table 1.1 Description of potential explanations needed in a credit scoring
context, depending on the role of the person asking for an explanation.

Role Credit scoring role Relevant explanation

Data subject Customer How is my data used?
Data scientist Data scientist Why this wrong prediction?
Manager Risk manager How does the model generally work?
Model subject Loan applicant Why was credit denied?

Second, before a credit scoring model is being deployed, the manager of the
bank will want some insight into how the model works. Simply deploying some
black box, incomprehensible model will not be allowed, even if it is accurate
on an out-of-time test set. For the manager it is less important to know why
a single customer is accepted or rejected, the manager will want the general
idea of how it works. Third, we have the data scientist. He or she will be eager
to know why the model is making certain wrong decisions. Is it because not
enough data was available on that specific group? Is it because of a data qual-
ity issue? Knowing this can help to improve the data science model. Finally,
note that in this case the data subjects are different from the loan applicants:
the data subjects are all customers who previously took out a loan. On these
persons the bank knows the actual target variable: did this customer repay the
loan or not. The loan applicant is the one applying for a loan, being scored by a
model built on the data of persons who took out a loan previously. So the data
subject in this case does not really need an explanation for the prediction, as it
has little impact on him or her (except for the fact that his or her data is being
used, but that is a different matter).

When we consider the different stages and criteria of the framework, some
roles become more prominent than others, and sometimes even ask for differ-
ent treatment, as demonstrated with the credit scoring explanations.

1.6.2 FAT: Fair, Accountable, and Transparent

Data science ethics can be evaluated using three criteria: fairness, trans-
parency, and accountability. The first two criteria evaluate ethical concepts,
such as privacy, discrimination, and explainability. Accountability is about
the effective and verifiable implementation of these concepts. As ‘FTA’ doesn’t
sound as nice, these criteria are usually abbreviated as ‘FAT’. Next follows a
formal definition and explanation of each criterion.
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Fairness covers two important concepts: discrimination and privacy.

fair (1): ‘Treating people equally without favouritism or discrimination’.
fair (2): ‘Acceptable and appropriate in a particular situation’.
Oxford English Dictionary3

As touched upon, both are too general of a definition: the point of many data
science models is to discriminate between groups: the good and bad payers, the
churning and loyal customers, the likely interested versus not interested per-
sons, etc. Similarly does the ‘particular situation’ at hand need to be specified.
Therefore, the definitions we will use are as follows:

fair (1): ‘Not discriminating against sensitive groups’.
fair (2): ‘Acceptable treatment of privacy aspects’.

Next to the discrimination aspect of fairness, there is also the privacy aspect.
The fair use of personal data entails that the privacy of the data subject is
respected.

Privacy is recognized as a human right. The United Nations’ 1984 Universal
Declaration of Human Rights states: ‘No one shall be subjected to arbitrary
interference with his privacy, family, home or correspondence, nor to attacks
upon his honour and reputation.’ The European Convention on Human Rights
of 1953 writes on privacy: ‘Everyone has the right to respect for his private and
family life, his home and his correspondence.’

Much has been written about privacy, from Orwell’s book 1984 to the
European GDPR regulation [335]. But what is privacy?

privacy: ‘A state in which one is not observed or disturbed by other people’.
Oxford English Dictionary⁴

In other words, fairness also relates to an acceptable treatment of individuals
with respect to their privacy, not observing or disturbing people when they
don’t want to be. This too might be self-evident, but once more this is not
a boolean criterion. Some applications allow for more latitude: for detecting
fraud, solving crimes or medical diagnosis, generally more personal data can

3 https://en.oxforddictionaries.com/definition/fair
⁴ https://en.oxforddictionaries.com/definition/privacy

https://en.oxforddictionaries.com/definition/fair
https://en.oxforddictionaries.com/definition/privacy
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be used (of course still with some limits) as compared to targeted advertising
or music recommendation. Regional expectations on privacy also differ, as il-
lustrated by the relatively strict regulations of the notable GDPR in Europe for
example [335, 343].

The transparency criterion is probably the most important one, as it has
implications for both accountability and fairness. Although one often lim-
its transparency to explaining the decisions made by the data science model,
transparency goes much further, covering all stages of a data science project.

transparent: ‘Easy to perceive or detect’.
Oxford English Dictionary⁵

The transparency required is also different according to the different entities to
which transparency is provided: the manager of the organization will want full
transparency on the process, which the data subject might not get (so as not
to reveal company secrets). On the other hand, the data scientist will want full
transparency on all algorithmic steps taken in previous modelling exercises;
the manager is likely not that interested in knowing what hyperparameter grid
was used in cross-validating the regularization hyperparameter of a regular-
ized logistic model. In the next sections we will discuss which transparency
is required and how to provide this, based on the stage and data science
role.

Transparency also takes an important role in accountability and fairness. In
order to know whether a model is fair, transparency is needed in the data used
(privacy) or the evaluation of the model for different sensitive groups (dis-
crimination). As we will see, making the data science process and predictions
transparent, the data science model might even improve: unnecessary data
sources might be detected, data biases which led to decreased performance
can be removed or explanations of misclassifications can reveal such insights
as how to improve the data quality or model.

An important aspect of transparency is the ability to explain the decisions
made by the data science model to model subjects. There are legal scholars who
argue the existence of a ‘right to explanation’ in the European GDPR [21]. Ar-
ticle 14.2.g requires that data subjects not only have the right to know that
there is automated decision making, including profiling, but also that the data
subject then has the right to obtain meaningful information about the logic in-
volved. The advisory organ of the European Union on GDPR, Working Party

⁵ https://en.oxforddictionaries.com/definition/transparent

https://en.oxforddictionaries.com/definition/transparent
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29, provides additional details on this concept of ‘logic involved’. They write:
‘The controller should find simple ways to tell the data subject about the ra-
tionale behind, or the criteria relied on in reaching the decision. The GDPR
requires the controller to provide meaningful information about the logic in-
volved, …The information provided should be sufficiently comprehensive for
the data subject to understand the reasons for the decision.’ [22] This does
not require businesses to disclose every detail to the model subjects. Doing so
could infringe on company secrets or even the privacy of data subjects. What
exact data science technique you are using could be part of your ‘secret sauce’,
just as you don’t necessarily have to provide the model subject the exact pre-
diction score of your model. This illustrates that transparency as well is not a
boolean criterion, but more a continuous one.

The two components of transparency can be defined as followed:

transparency (1): ‘Clarity in the data science process’.
transparency (1): ‘Ability to explain decisions made by data science models’.

Accountability is the third, and might well be the least well-defined FAT
evaluation criterion, mainly because it is a very broad concept, often used in
different contexts.

accountable: ‘Required or expected to justify actions or decisions; responsi-
ble’.
Oxford English Dictionary⁶

In a paper on public accountability, Mark Bovens talks about the ‘elusive con-
cept of accountability’ [61]. In an opinion paper by the data protection working
party on accountability, it is stated that ‘even though defining what exactly
accountability means in practice is complex’ [19], while Charles Raab talks
about the concept in the context of privacy protection, as ‘The question of
accountability … is highly complex with deep implications for the relationship
between organisations and the public’ [369].

The GDPR text and supporting documents are very useful to help us to
understand why accountability is needed (see Opinion 3/2010 on the principle
of accountability 2010 [19]): accountability is all about moving from theory to
practice. Policies alone are not enough. A recitation of a company’s policy with

⁵ https://en.oxforddictionaries.com/definition/accountable

https://en.oxforddictionaries.com/definition/accountable
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regards to data science ethics can be very lofty and impressive, but there needs
to be obligations to ensure that these are put into practice. Accountability is
intended to strengthen the responsibility of a company and its people, leading
us to another definition:

responsible: ‘Having an obligation to do something, or having control over
or care for someone, as part of one’s job or role’.
Oxford English Dictionary⁷

This obligation is crucial. Having to account to someone for one’s actions (or
failure to perform certain actions) makes an important difference [311]. This
obligation has three components.

accountability: ‘Obligation to (1) implement appropriate and effective mea-
sures to ensure that principles are complied with, (2) demonstrate compli-
ance of the measures upon request, and (3) recognize potential negative
consequences’.

The first term is about taking appropriate measures [19] to ensure that
data science is conducted according to the set policies and relevant regu-
lations. Technical measures include the use of proper encryption methods
to ensure privacy, or generally the consideration of the discussed data sci-
ence ethics techniques throughout the process. Organizational measures in-
clude aspects such as training on these matters and oversight, which we will
discuss in Chapter 6 when discussing the ethical issues relating to model
deployment.

The second term of accountability is being able to demonstrate that these
measures are implemented, and that these do indeed lead to compliance with
the set forth policies and regulations [19]. The ability to demonstrate what
measures have been taken is important in this account, and involves a de-
scription of tools and training that are put in place, as well as a system for
oversight and verification. In other words, accountability does not wait for
a system failure [369], rather it requires that an organization is prepared to
demonstrate upon request that it is complying with data science ethics. Often
this verification is done by proxies of the general public, such as supervisory
authorities or auditing agents.

⁷ https://en.oxforddictionaries.com/definition/responsible

https://en.oxforddictionaries.com/definition/responsible
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Fig. 1.5 Three facets of accountability.

The third aspect of accountability is having to face possible consequences
for not complying with the obligations. When something does go wrong,
accountability will be about this aspect mostly, and implies a liability. Fi-
nancial negative consequences can be in the form of government fines or
compensations awarded by judges. The consequences can go much further,
as also disciplinary or reputational consequences can be harmful to the orga-
nization. As motivated by Bovens [61], this possibility of sanctions (and not
necessarily the actual imposition of sanctions) makes the difference between
non-committal provision of information and actually being held to account.
The three components of accountability are summarized in Figure 1.5.

An interesting link can also be made with financial accounting of organiza-
tions to shareholders [369]. These annual reports also tell an ‘account’ or story
about the company. It explains successes and failures, goals and strategy. De-
pending on the size and type of company, these statements are independently
audited, found to comply with certain kinds of accounting standards and con-
ventions. Shareholders for publicly traded companies can also ask questions to
the company, and demand remedies. The potential for negative consequences
in case of wrongdoing is, of course, very much present as well.

1.6.3 FAT Flow Framework for Data Science Ethics

The FAT Flow framework provides a guide for data science projects. The three
dimensions provide the granularity to cover all current and future aspects of
data science ethics. Figure 1.6 illustrates the framework, according to (1) the
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Fig. 1.6 FAT Flow Framework for Data Science Ethics, using three dimensions:
(1) modelling stage, (2) evaluation criterion, and (3) role.
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Fig. 1.7 Concepts of Fairness and Transparency within the FAT Flow
Framework.

stage of the data science project⁸, (2) the FAT evaluation criterion to consider,
and (3) the involvement of different roles. Figure 1.7 summarizes the fairness
and transparency concepts that will be covered in this book, in the different
stages of a data science project. The accountability aspects are partly con-
sidered in the deployment stage, and require the actual implementation of
effective and demonstrable measures that include the concepts and techniques
related to fairness and transparency.

It is important to emphasize that the framework does not provide ‘crisp’
answers on what ethical concepts and techniques to apply. For all three FAT
criteria, there is a range of solutions. Some legal requirements might exist,
which make for necessary conditions. The extent to which one addresses the
different issues should also depend on the business and data situation: a small
startup will have less extensive measures in place than a large multinational

⁸ CRISP-DM is another popular framework that describes the phases of a data science project [393].
It differs from the one proposed in several ways, for example CRISP-DM does not consider a data
gathering phase, while FAT Flow considers business understanding a prerequisite and part of all other
phases.
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who has dedicated data science and legal teams. Similarly, the size, risk, and
sensitivity of the data also play a role [19].

Ethical Data Gathering

Fair
The data gathering process is a first important stage. This needs to be fair to
the data subjects and model subjects, in terms of privacy and discrimination
against sensitive groups. Note that the roles of data subject and model subject
can be different in this case, as different data can be used on each in the data
gathering process. Let’s revisit the credit scoring case, where data of the cus-
tomers who ever have been granted a loan is kept, so as to build credit scoring
models with target variable: did this customer repay the loan or not? These
persons become customers at the start of the loan (if they weren’t customers
before) and sign a contract which discusses what data is used, for what pur-
poses, how long the data is stored, etc. Loan applications on the other hand
will include many persons who are not yet customers at the bank. They just
provide their details (such as income, age, profession, etc.) to be scored and
obtain an approval and/or interest rate. But is this personal data only used to
score the applicant, or is this data kept for other data science modelling? If the
latter, it is important to also obtain an informed consent. The fairness should
not only cover privacy; also fairness towards sensitive groups should already
be considered. This is to avoid a worse prediction performance on that group
later on.

The following questions need to be considered:

• Fair to the data subject and model subject: is the privacy of the data
subject and model subject respected. when gathering their data?

• Fair to the model subject: is a sufficient sample included for all sensitive
groups?

The accountability criterion will require appropriate and effective measures
to comply with the answers to the questions in the previous paragraph, such
as data minimization, complaint and rectification handling procedures, and
informed consent.

Transparent
The transparency of the data gathering process also needs to consider the
privacy of the data subjects and the model subjects. This includes informed



the fat flow framework for data science ethics 23

consent: is the data subject and model subject informed about the data gather-
ing and is consent provided? There should also be transparency in what data is
gathered, for what purpose and for how long. A specific setting in which data
is gathered across all model subjects is A/B testing. The fact that one is part of
an experiment can be sensitive and requires transparency. Suppose your water
company is testing a substance that makes people miserable (the business case
could be far-fetched). They are proceeding with an A/B test, where half of its
customers are receiving water without the substance, and half water with the
miserable-making substance. A year later, you realize you were in the second
group. How would you feel? Do you think the water company should have in-
formed you? You might think this is an implausible scenario, but what if the
experiment was online and more subtle, for example simply by filtering the in-
formation to show you? A/B testing is widespread and it is important to make
model subjects aware of the fact that they are part of this A/B test, definitely if
the test can have an important impact on the test subjects. This of course does
not mean you need to tell them which group they are part of.

Also the data scientist and manager require transparency, so as to under-
stand how the data is gathered. The data scientist needs to understand the data
gathering process to ensure data quality and perform suitable data preprocess-
ing and modelling, while the manager is the one signing off on the process, so
he or she surely wants to know how this all occurs.

• Transparent to the data subject and model subject: what data is used,
for what purposes, and for how long?

• Transparent to the model subject: if A/B testing is performed, is the user
aware of this and provided have they informed consent?

• Transparent to the data scientist: how is the data gathered? Was specific
over- or undersampling of certain groups considered?

• Transparent to the manager: how is the data gathered?

Ethical Data Preprocessing

Fair
People with big shoes tend to live shorter. Let that fact sink in for a mo-
ment, and consider why this would be so. Perhaps because they need to spend
more on shoes? Because they are more susceptible to falling? No, simply
because men tend to have larger shoe size and women live longer than men.
This example of correlation not implying causation also shows the issue of
correlated variables.
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Not including a sensitive variable such as race does not necessarily imply
that you are not discriminating against racially sensitive groups. Any variable
that is strongly correlated with race might lead to the same discrimination.
So if a bank is not allowed to use gender in its credit scoring process, is it
allowed to use shoe size? A banker will likely not ask you for your shoe size
(beware of bankers that do) but he or she will ask you for your address, and
this can be a proxy for race. As we will discuss in Section 4.3, racially defined
neighbourhoods were used in the past to deny services, in a practice called
redlining.

Next to this fairness issue at the feature dimension (on discrimination), fair-
ness also relates to the instance dimension (on privacy). When you claim to
have anonymized your data, are you sure that the data cannot be de-identified?
Anonymizing your data can be very useful, as you can continue to work on it
for aggregated analytics or to to work on fine-grained data that doesn’t include
any personal information. The latter use case is also very convenient to fos-
ter academic research by making available datasets, as is often done through
systems such as Kaggle. However, as we’ll see, there is a distinction to be
made between pseudononymizing, where personal identifiers are removed,
and anonymizing, where no information in the dataset can be brought back
to an individual.

In 2006, AOL published a dataset with search queries [186, 478]. The dataset
was thought to be ‘anonymized’, by removing IP addresses and user names,
and gave each user a randomly generated user ID, together with a list of the
search queries for that user. However, some users were able to be re-identified
(including a 62-year-old widow), and some search queries were found to be
quite worrisome (‘how to kill you wife’ [including the typo]). This case, as
well as a similar Netflix dataset and thought experiments are elaborated on
in Section 3.2.

A third ethical issue in data preprocessing is the definition of the target vari-
able. How to define when a loan is in default is not that straightforward: does
this occur when someone misses one payment? Two? What if the person hap-
pened to have been on vacation and forgot to make the transfer, or forgot to
ensure that sufficient funds were available on the account? The Basel II Ac-
cords tell us that we should consider three consecutive non-payments as a
default [446]. Now consider an HR analytics application, where we want to
predict which job applicants to hire. Using a historical dataset, data mining
models can be built that predict a ‘successful’ hire. But how to define this? Is
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this anyone who stayed with the company for at least five years? Employees
that were promoted to a managerial level? Is it just anyone who got hired in
the past? All of these can have ethical repercussions: if the company had a bias
against women for such positions, the model will include this bias as well. If
female employees took maternity leave during their first years at the company,
is this accounted for in the definition of ‘successful’ hire?

• Fair to the data subject and model subject: if the data is kept
anonymized, can the data not be de-identified? Is any sensitive informa-
tion potentially revealed?

• Fair to the data subject and model subject: are the included variables not
indications of sensitive groups, and not correlated proxies that discrimi-
nate against sensitive groups?

• Fair to the data subject and model subject: is the target variable
defined in a manner that does not discriminate against sensitive
groups?

Transparent
The transparancy aspects of the data preprocessing phase concern the open
communication of the aforementioned issues on instance, input variable and
target variable level. If the data is pseudonymized instead of anonymized, do
the data subjects and model subjects know their data is still being kept? Is there
sufficient effort being made to ensure the data is truly anonymous? The in-
put selection procedure should similarly be well-documented, and be clear to
(future) data scientists and managers, as to ensure that the potential ethical
motivations for removing (or keeping) variables are well understood. Finally,
the definition of the target variable should be made transparent to all, ensuring
that everyone agrees on the definition and practical scenarios that could have
impacted the measurement thereof.

• Transparent to the data subject and model subject: if the data is only
pseudononymized, are the data subjects made aware?

• Transparent to thedatascientist: what procedure was used to anonymize
the data, and how is anonymity measured?

• Transparent to the datascientist and manager: what type of data is being
used as input variables? Do any of the input variables relate to sensitive
variables?

• Transparent to the data scientist and manager: how is the target variable
defined? What are the practical implications of this measurement?
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Ethical Modelling

Fair
There are ways to include privacy within data science modelling. Consider the
case where you are the data scientist asked to build a variety of predictive mod-
els on datasets gathered from several data providers. First of all, personal data
on the data subjects is not required for you as these won’t be a part of your
input set. The name of a person, exact date of birth, or social security number
are not (or should not be) relevant in your exercise.⁹ In other words, personally
identifiable information should be protected and made invisible. Secondly, we
need to avoid that sensitive variables can be predicted from the datasets. Per-
haps political preference is not explicitly included in the dataset, but could be
easily predicted. Examples using Facebook data will illustrate this point [246].
In this case, we want to protect against patterns that should not be learned. At
the same time of course, you want to have well-performing prediction mod-
els. So the important patterns, of relevance for your business case, should not
be removed or degraded in the process. This becomes an even bigger practical
problem when databases from several sources are being shared, or when data
is being published to a wide public.

In the modelling phase, specific ethical preferences could be included in the
model. The main reasons to do so are because the data do not sufficiently re-
flect the desired outcomes. This could be helpful in cases of wanted positive
discrimination towards certain groups, or when rare situations need to be ad-
dressed. A data science model that predicts how to drive might at some point
need to decide whether to run over an elderly man or a pregnant woman. What
the preference is should clearly be an ethical discussion. Yet, these are the low-
frequency events that will not or rarely be reflected in the data. We’ll discuss
whether and how to include such ethical preferences in Chapter 4, using the
MIT Moral Machine study, and making the link with the widely studied trolley
problem.

• Fair to the data subject and model subject: is irrelevant personally
identifiable information being protected?

• Fair to the data subject and model subject: can sensitive attributes not
be learned from the data?

• Fair to the data subject and model subject: can ethical preferences be
included in the model?

⁹ In some specific cases this might be relevant, for example in fraud detection to find patterns in the
stated date of birth.
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Transparent
The arsenal of modelling techniques available to a data scientist is very broad,
from the ‘workhorse’ logistic regression to advanced deep learning algorithms.
One dimension on which these algorithms differ is how comprehensible the
generated models are. We typically speak of white box versus black box mod-
els [286]. As so often, comprehensibility is a continuous measurement, where
rule or tree-based models are often regarded as very comprehensible, while
non-linear techniques are considered much less comprehensible. The choice
of number of inputs (or regularization) and type of algorithm therefore have
an important impact on the transparency of the model. The actual generation
of explanations for a decision is closely related to this, commonly known as
part of explainable AI.

• Transparent to the data scientist and manager: does the data science
model need to be comprehensible or explained?

1.6.4 Ethical Model Evaluation

Fair
In the evaluation phase, the data science model is being evaluated on the
aforementioned fairness criteria related to privacy and discrimination against
sensitive groups. In Chapter 5, we’ll review a range of techniques that measure
the extent to which privacy is respected by the model.

When we want to determine whether the model discriminates or not against
sensitive groups, a paradox is revealed: the need for the sensitive attribute.
To evaluate whether a model does not discriminate on race, the race variable
would need to be available to assess its impact on the predictions. If this is
available, several techniques have been put forward to evaluate the fairness.
But when we don’t have the sensitive variable, the situation becomes much
more difficult.

• Fair to the model subject: how much private information is used or
predicted?

• Fair to the model subject: is the model not discriminating against sensi-
tive groups?

Transparent
When evaluating the model, transparency has several important roles. The
first is on doing proper model evaluation. It is so important that it even has
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an ethical implication. Different performance metrics can lead to the differ-
ent decisions on the model. Consider the example of predicting stock prices.
A modeller stating 90% accuracy should lead to questioning remarks. One
easy explanation could be that the evaluation was done in 10 days only, dur-
ing which the stock market increased every day. Simply always predicting an
increase leads to a 100% accuracy. A well-performing model though? No. A
good data scientist would not make such a mistake. But the intuitiveness of ac-
curacy can sometimes lead to reporting this ‘easy’ accuracy metric, even when
it is not suitable.

• Transparent to the manager: are appropriate predictive performance
measures reported?

• Transparent to the manager, data scientist, and model subject: are the
results interpreted correctly?

Ethical Model Deployment

Fair
In deployment of data science systems, decisions are sometimes made on who
gets access to the data science model. Who are you considering to score? In
credit scoring, banks are often limited to those who have a previous credit his-
tory or at least a checking account. It’s important to be aware of who exactly has
access to the system and who doesn’t. Censorship is a specific, deliberate case
of providing limited access to your data science system. The case of predicting
pregnancy by a large retail chain will provide an illustration on when not to
provide access to the system to everyone, in Chapter 6. Finally, the filter bub-
ble that is created by only showing model subjects information and news that
is predicted to be of interest to them is a demonstration on when to consider
not to only use the data science system for the decisions.

• Fair to the model subject: who are you and are you not giving access to
the data science system?

• Fair to the model subject: is overruling possible, and to what extent?

Transparent
The way a system behaves in production versus during development can be
quite different. Unintended consequences are, by definition, unintended, yet
can already be thought off during the design. The Tay AI chat bot of Microsoft
that tweeted out some racist comments [337, 359] shows the big implications of
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not foreseeing such issues at deployment. One should be transparent on what
the unintended consequences might be and how these could be mitigated.

Misleading people through data science models is an ethically very ques-
tionable practice. DeepFake is such a technology, based on deep learning, to
create real-looking yet fake videos. Transparency in disclosing clearly when
fake footage is being distributed is required.

• Transparent to the model subject: did you consider potential negative
unintended consequences?

• Transparent to the model subject: will people not be misled by your data
science model?

1.7 Summary

Data science ethics is all about what is right and wrong when conducting data
science. What is ethical changes over time, application, and even region. Every
business and person needs to determine the importance of ethical concerns
versus the utility of the data for their specific application. These respective
weights then lead to a data science ethics equilibrium that determines the right
data science practices. This chapter gave an introduction of the key concepts
of data science ethics and the FAT Flow Framework, which will structure the
content of this book. Next, the very first stage is discussed: gathering data.





2
Ethical Data Gathering

Jenny is the founder of a startup that developed an app for music events.1
The app has a login module, where users can login through their Facebook
profile. The user’s name, email address, and Facebook likes are used by the
app for a better user experience of the app, and to recommend other music
events. Jenny realizes that the data that she gathered on the users of the app
can be of great value elsewhere, and asks her product manager to look for ad-
ditional business opportunities. He comes back with several scenarios. First,
the Facebook like data would be useful to predict product interest and hence
for targeted online advertising. After discussing this with an ad tech com-
pany, they propose to buy the data. Second, music producers are interested
in buying the data as well, as they would like to know how often and how long
people listen to the music under their licence. To make this happen, the pro-
ducers ask that the app would activate the microphone every minute to detect
if any music under their licence is being played. Third, music event promoters
are interested: by storing the IP addresses that are frequented by the mobile
device, on which the app is installed, and mapping these to latitude/longitude
coordinates, potential neighbourhoods for future events could be suggested.
Jenny loves the ideas, as a quick business case concludes that this could lead
to massive growth of her startup. When Jenny brings the ideas to her board,
she gets absolutely blasted. One investor openly questions her ability to lead
a data science related startup and threatens to fire her. As you can already
imagine, Jenny’s story relates to the privacy of the app’s users. This chapter
will start with detailing the importance of privacy and will discuss some con-
cepts from the European General Data Protection Regulation (GDPR) that
can guide us in ethical data gathering. Next to these concepts, we’ll cover
some privacy techniques, such as encryption, obfuscation, and differential
privacy, that look to reconcile privacy and the gathering and storing of per-
sonal data. Biased data science models often stem from bias in the data that is

1 This is a fictitious story.

Data Science Ethics. David Martens, Oxford University Press.
© David Martens (2022). DOI: 10.1093/oso/9780192847263.003.0002
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gathered, and will be discussed with several cautionary tales. Yet another data
gathering practice that has important ethical considerations is human exper-
imentation. We’ll discuss this in a historical context and discuss the ethical
issues of often occurring online experiments.

2.1 Privacy as aHumanRight

2.1.1 The Importance of Privacy

Privacy is a likely first subject to come up when talking about data science
ethics. This right not to be observed or disturbed has taken an important role
in our current information age. As you move through your life, you send out a
lot of personal information. When you buy something in the supermarket with
a loyalty card, your name, and the products you bought are sent to some server.
When you browse online with your smartphone, your mobile ID, IP address,
and potentially latitude/longitude coordinates are sent to several servers. As
you use the Internet, with every web page visited, post liked, payment sent out,
or movie watched, personal information is sent along. Not only your name,
address, and email address are sent, but also your PIN code and credit card
number. These transactions in themselves are already private, but they can
also be used to make quite accurate predictions about your political prefer-
ence, product interest, and even personality (see e.g. [246, 356, 362, 365, 164]).
Hence, such information should only be visible to and used by the specific
entity you’re transacting with, and only for the purposes you agree with.

In the Silicon Valley episode ‘Facial Recognition’2 COO Jared makes an
analogy to the Manure Crisis of 1894 during an interview with Bloomberg TV:

Jared: I’m sure you’re aware of the Great London Horse Manure Crisis of
1894.
Emily Chang: I’m afraid I’m not.
Jared: In the 1890s, the Industrial Revolution had people flocking to the city,
and more people equals more horses, and more horses equals more manure.
And it was predicted that by the middle of the next century, there would be nine
feet of manure covering the streets. But what no one saw coming, was a new
technology that would completely obliterate those concerns. The car. Over night,
the manure problem vanished. And the Internet, as we currently know it, is rife
with, uh, identity theft, and spam and hacking. So, it’s manure …

2 https://www.imdb.com/title/tt7864446/

https://www.imdb.com/title/tt7864446/
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This manure is all related to privacy being violated. Jared continues to explain
that their ‘decentralized Internet’ is the technology that will be as significant
as the car. In the real world, there are other solutions for the manure problem,
which we’ll discuss in this book: awareness of the importance of privacy and
what it means, legal frameworks like the European GDPR, and technology to
facilitate privacy.

Several international conventions have stated that privacy is a human right,
such as the 1953 European Convention on Human Rights (Article 8):

Right to respect for private and family life

1. Everyone has the right to respect for his private and family life, his home
and his correspondence.

2. There shall be no interference by a public authority with the exercise of
this right except such as is in accordance with the law and is necessary in
a democratic society in the interests of national security, public safety or
the economic well-being of the country, for the prevention of disorder or
crime, for the protection of health or morals, or for the protection of the
rights and freedoms of others.

The United Nations’ 1984 Universal Declaration of Human Right (Article 12)
states:

No one shall be subjected to arbitrary interference with his privacy, family,
home or correspondence, nor to attacks upon his honour and reputation. Ev-
eryone has the right to the protection of the law against such interference or
attacks.

A notorious 2013 legal case related to this fundamental human right is that
of editor Ramon Zakharov versus Russia. In 1995 the SORM system (Sys-
tem for Operative Investigative Activities) was installed, which allowed for the
interception of telephone communications in Russia, and required telecom-
munications providers to install the monitoring hardware [282]. Mr Zakharov
alleged that the system violated his right to privacy and that he did not have
any effective remedy [132]. After the Russian courts dismissed his case, as Mr
Zakharov could not prove he was a victim of such an interception himself, the
European Court took up the case [183]. This court ruled that there were indi-
cations of ‘the existence of arbitrary and abusive surveillance practices, which
appear to be due to the inadequate safeguards provided by law’. It further ruled
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that because of these shortcomings, ‘the Court finds that Russian law … is inca-
pable of keeping the interference to what is necessary in a democratic society.
There has accordingly been a violation of Article 8 of the Convention’ [132].

The potential for abuse of such surveillance is not limited to governments,
also large (or even small) companies with access to massive personal data on a
large portion of the population, face this risk. The Cambridge Analytica pro-
vides an illustration. The political consulting firm reportedly harvested private
information from Facebook of over 80 million users without their permission,
which was then used for (targeted) political advertising [176, 426, 199]. For
the individuals, their public profile, page likes, birthday, and current city were
likely shared with Cambridge Analytica [199]. The data was reportedly ob-
tained through an app, thisisyourdigitallife, built by an academic researcher.
Hundreds of thousands of users were paid to take a personality test and provide
their Facebook profile data. When uploading its data, also data on the user’s
Facebook friends were sent. The harvested profiles were consequently reported
to be used in several election campaigns, most notably in the US [426, 199]
and the UK [176]. Even though the Facebook platform policy did not al-
low this data to be sold or used for advertising (only to improve the user
experience in the app), the damage was done. Facebook removed the app,
suspended Cambridge Analytica, and required certification that the data had
been destroyed [176]. Although it was certified to Facebook that ‘the data
was destroyed’, copies of the data reportedly remained beyond Facebook’s
control [380].

2.1.2 You Have Zero Privacy Anyway. Get Over It

Some of you might think by now ‘Et alors?’3, why should I care? As the CEO
of Sun Microsystems Scott McNealy famously said in 1999: ‘You have zero pri-
vacy anyway. Get over it.’ [411] This statement, made more than 8 years before
the first iPhone was launched, can still ignite intense discussions. When I ask
my business students to vote between Privacy is a human right and You have
zero privacy anyway. Get over it, some still choose the latter. One often used
argument is: I don’t care about privacy because I have nothing to hide. Let’s
dig into this argument a bit deeper.

3 When the French magazine Paris Match revealed that the (at that time) French president François
Mitterrand had an extramarital daughter, he simply reacted with the now infamous words ‘Et alors?’,
meaning ‘So what?’ [261].
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Nothing to hide to whom? I believe the students mean that they don’t mind
that companies like Google or Facebook have access to their data. But even so,
they of course have things to hide: from their parents, from their (ex)partners,
from their professor; how much money they inherited; if and what evil
thoughts they once had; what their body looks like; with whom and how often
they have sex; the text messages they have sent throughout the years, and so
on. Asking the students if they’d be willing to provide access to all messages
ever sent on Facebook or WhatsApp to their partner (let alone their fellow
students), few respond affirmatively. How would you feel about giving access
to all your messages to your boss or colleagues? Or broader: putting all texts
on a public website, accessible to all? Can also a webcam be installed in your
house (including your bathroom and toilet), with a live feed on the same web-
site? Of course not. Even if you would not mind, any reasonable person would
agree that most people would want such data to remain private. The potentially
disastrous consequences of sharing all internet browsing history is a thought
experience brought out with humour in the South Park episode ‘Fort Collins’.⁴

The argument of having nothing to hide is also used to support government
surveillance. This reverses the legal argument. The presumption of innocence
is still a legal principle international human right under the UN’s Universal
Declaration of Human Rights, Article 11. The original Latin expression was:
‘ei incumbit probatio qui dicit, non qui negat’, or translated: ‘the burden of proof
is on the one who declares, not on the one who denies’. Edward Snowden
frames it as follows: ‘Arguing that you don’t care about the right to privacy
because you have nothing to hide is no different than saying you don’t care
about free speech because you have nothing to say’ [407]. In the wake of ter-
rible events, such as terrorism or other violent crimes, often calls for more
surveillance are made. The right trade-off between privacy and safety is hard
to define and is a culturally and regionally dependent question. Yet, the impact
of surveillance on human rights and its long-term effects are important to be
considered, a point we’ll revisit in Section 2.4 on government backdoors.

Facial recognition software has become an important technology within
this discussion. Although such technology to identify a person from an im-
age or video has been around for years, the improved speed and accuracy
of the detection algorithms, as well as the increased use in applications such
as authentication on smartphones, has made facial recognition an important
data science technology when it comes to the threat of mass surveillance. This
discussion will be further explored in Chapter 3.

⁴ https://www.imdb.com/title/tt5218492/

https://www.imdb.com/title/tt5218492/
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Now, what are good privacy practices? What concepts should I embrace?
Although ethics go beyond the legal aspects on this matter, regulations such as
the European GDPR can provide guidelines to these open questions.

2.2 Regulations

2.2.1 GDPR

The General Data Protection Regulation⁵ (GDPR) is a European law that came
into effect on 25 May 2018, covering privacy and data protection of European
citizens [335]. Also non-European companies that process data on European
citizens have to comply. The goal of the regulation is to bring European laws
up to speed with new advances in processing personal data, and provide har-
monization of the laws in European countries. Some see GDPR as one of the
world’s most robust data protection rules [343], and includes fines of up to 20
million Euro or 4% of the company’s turnover. Even if you do not fall under
the GDPR regulation, it provides interesting concepts and guidelines for data
science ethics⁶.

Dataprotection concepts
The first concept to investigate is: what exactly is personal data, and when is
data anonymized? GDPR defines personal data as follows: ‘any information
relating to an identified or identifiable natural person (“data subject”); an iden-
tifiable natural person is one who can be identified, directly or indirectly, in
particular by reference to an identifier such as a name, an identification num-
ber, location data, an online identifier or to one or more factors specific to the
physical, physiological, genetic, mental, economic, cultural or social identity
of that natural person’ [335]. The inverse of personal data is likely anonymous
data. Interestingly, the GDPR text does not mention the word anonymiza-
tion or anonymous. So if personal data is data that can be brought back to
an individual, anonymous data is data that cannot be brought back to an in-
dividual. The definition of pseudonymization that GDPR offers follows those
lines: ‘pseudonymisation means the processing of personal data in such a man-
ner that the personal data can no longer be attributed to a specific data subject

⁵ A European regulation is a binding legislative act, which must be applied in its entirety across the
European Union. A directive on the other hand is a legislative act that sets out a goal, but the individual
countries devise their own laws to reach these goals.

⁶ Note that the point of this section is not to provide a full legal discussion on the law; for legal advice
consult a legal textbook or the full GDPR text [335].



regulations 37

without the use of additional information, provided that such additional in-
formation is kept separately and is subject to technical and organisational
measures to ensure that the personal data are not attributed to an identified
or identifiable natural person’ [335]. An example of pseudonymized data is
encrypting personal identifiers such as the name and social security identifier.
Transforming this back to an identifiable person is quite easy (when having ac-
cess to the encryption key); hence it is not anonymous. Anonymized data do
not fall under the GDPR legislation, but have a heavy burden to carry: there
shouldn’t be a method that allows to transform the data back to an individual.
This is not an easy task, as the re-identification cases of Section 3.2 will reveal.

But is anonymous really about personal identifiers, and what constitutes a
personal identifier? Any variable that allows to recognize the same person in
and across multiple datasets should be regarded as a personal identifier [316],
and hence makes the data pseudononymous instead of anonymous. A cookie is
a random string that is assigned to your browser and does exactly that, it allows
advertisers and ad tech companies to identify you across different websites⁷
and locations. A US social security number is also a random number [408],
yet currently regarded as personal information because it allows to link data
across silos [38].

Barocas and Nissenbaum make the point that the value of anonymity is not
in being nameless but rather in not being ‘reachable: the possibility of knocking
on your door, hauling you out of bed, calling your phone number, threatening
you with sanction, holding you accountable – with or without access to iden-
tifying information’ [38]. These days there is so much data out there which
can be used to infer many things about you. Think for example of how what
you like on Facebook can be used to predict a wide range of personality traits,
such as IQ, political, and sexual preference [246], and even your creditworthi-
ness [104]. We can now act on individuals in exactly the way that anonymity
was supposed to protect against: a data scientist does not need to know your
name or social security number to predict what movies you like to watch, po-
litical party you might vote for, events you might be interested in, or what your
sexual preference is. So even if we work with anonymous or pseudononymous
data, privacy remains an issue to actively think about. Do I want to show an ad
to someone who I predict is likely pregnant, even though her name, address,
or any typical personal identifier are not used, just an in-house identifier, as-
sociated with a loyalty card for example? This is what a large US retail chain

⁷ Third party cookies allow users to be identified across websites, first party cookies only within a
website.
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was confronted with, when they sent out offers for baby products to predicted-
to-be-pregnant customers, including a teenage girl [118, 206]. We’ll return to
this example in Section 3.4.

This brings us to the point of the privacy of the model subject. Privacy is
almost exclusively used to think about the data subject. Assuming the data is
obtained in an ethical (fair, transparent, and accountable) manner, we should
also consider how the model is applied to the data of potentially other persons.
In the previous example, you don’t need to store the data of the customer of
your supermarket (for longer than it takes to scan the products at a cashier) to
provide her with a targeted coupon. If we predict political preference, we infer
the political preference for a set of persons (the model subjects) that might not
want to have this revealed, based on patterns in the data of people who did
reveal this trait (the data subjects). Barocas and Nissenbaum emphasize that:
‘anonymity is not an escape from the ethical debates that researchers should
be having about their obligations not only to their data subjects, but also to
others who might be affected by their studies for precisely the reasons they
have chosen to anonymize their data subjects’ [38]. Ethical data science is not
a checklist to be followed; it is thinking about these fundamental principles,
such as being fair to both the data subject and the model subject with regards to
his or her privacy, thinking what techniques could be helpful, while potentially
remembering related cautionary tales.

Lawful basis
Now that personal data has been addressed, when does GDPR allow us to
process such data? Article 6 of the regulation provides six legal grounds [335]:

1. unambiguous consent of the data subject,
2. to fulfill a contract to which the data subject is party,
3. compliance with a legal obligation,
4. protection of vital interests of the data subjects,
5. performance of a task carried out in the public interest,
6. legitimate interest (subject to a balancing act between the data subject’s

rights and the interests of the controller).

This list has a couple of interesting concepts. First of all: unambigous consent.
According to the GDPR text, this consent needs to be freely given, specific, in-
formed, and unambiguous. As pointed out by Barocas and Nissenbaum [38],
this principle assumes that the person providing consent understands how
their consent plays out. But the task of explaining what data is used, how and
for what purposes, is a daunting task. How can you provide the data subject
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with notice in an understandable format, that he or she is willing to read,
and obtain consent. Online privacy policies seem to be the way that websites
have dealt with this issue, although there is ample evidence that this is barely
read [32, 38]. When was the last time you read the cookie or privacy policy of
your favourite news website or social media platform, let alone of each website
you visit? Sometimes an effort is made to write these policies in very sim-
ple to understand wordings, and easy to tick boxes, but that inherently will
lead to a loss of information. A concept which Nissenbaum refers to as the
‘transparency paradox’ [327]. Informing and obtaining consent is important,
though far from easy. Ethical thinking about what the user should need to
know and consent to is an important part of this process.

Even without consent, GDPR has other grounds under which we can pro-
cess personal data—for example, to notify law enforcement about a criminal
offence that has been committed, based on access to personal data. The open-
ended nature of the last provision, on legitimate interest, raises important
questions [21]. This implies you can process personal data in order to carry
out tasks related to your business activities. You still must inform the indi-
viduals about this processing though. A couple of examples: a travel company
can apply a recommendation system to improve the online user’s experience,
by recommending other travel locations likely to be of interest to the user.
This personalization does not require explicit consent and can be done on the
grounds of legitimate interest [21]. Also covered are the use of personal data
for direct marketing purpose, for example sending out a direct mail from your
charity to existing supporters to notify them of upcoming events, or to prevent
fraud, or to ensure security of your IT systems.

But where is the line in requiring explicit informed consent and legitimate
interest? In an opinion paper by a European Data Protection Working Party,
several scenarios for a pizza place are provided to discuss this [20]. The first
scenario is the pizza delivery service sending out coupons by postal services,
based on previous deliveries. Here an opt-out option is suggested, without the
need for informed consent. The second scenario involves advanced targeted
online and offline advertising, where the pizza ordering data is combined with
other data, such as the local supermarket’s dataset. When the data subject
would move to another location, the supermarket bill might increase due to
a change in the data. Although the data and context are rather innocent in na-
ture, due to the scale and financial impact, informed consent is needed. In the
third scenario the pizza place would sell its data to an insurance company to
adapt health insurance premiums. The insurance company might argue that
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there is a legitimate interest in assessing health risks and risk-based pricing,
and therefore wants the pizza buying behaviour data. However, a reasonable
person would unlikely have expected that her pizza consumption behaviour
would be used for calculating her premium. Given the sensitive nature of the
data and the large impact of the data science, the rights of the data subject over-
ride the legitimate interests of the health insurance company. These scenarios
illustrate that this balancing act explicitly relies on what a reasonable person
would find acceptable and what the potential impact of the data science prac-
tices are. Ethical data science is all about this balancing act: what data can I
use, for what purpose, and how should I go about it?

Principles relating toprocessingpersonal data
Article 5 of GDPR [335] can be seen as the heart of the regulation⁸. It provides
good practices when considering privacy and gives insight into the spirit of the
law. Figure 2.1 summarizes the first paragraph of the article. The second para-
graph, Article 5.2, covers the accountability criterion, stating: ‘The controller
shall be responsible for, and be able to demonstrate compliance with, para-
graph 1.’ The six principles are crucial to keep in mind when gathering (and
processing) personal data. As GDPR is a legal piece of work, these principles

LAWFULNESS,
FAIRNESS AND
TRANSPARENCY

(b) PURPOSE LIMITATION

(c) DATA MINIMIZATION

(d) ACCURACY

(e) STORAGE LIMITATION

(f) INTEGRITY AND CONFIDENTIALITY

(a)

Fig. 2.1 Article 5 (1st paragraph) of GDPR detailing important principles
relating to processing of personal data.

⁸ https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-
protection-regulation-gdpr/principles/

https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/principles/
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/principles/
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are made more concrete in the following paragraphs, with fines that have been
imposed for violation of these principles.

5.1 (a) Whenever personal data is processed, this should be ‘(a) processed
lawfully, fairly and in a transparent manner in relation to the data subject’.
Definitely on the transparency requirement there have been some infringe-
ments. An interesting case is that of the Spanish national football league
(La Liga), which was fined under this article [294]. They reportedly created
an app where—in their fight against piracy—every minute the device’s mi-
crophone was used to detect if the user was watching a football match. If so,
the GPS location of the device was accessed as well to determine whether the
venue, for example restaurant or bar, was showing the match legally. The tech-
nology used was reportedly similar to that of Shazam (used to identify music),
and transformed the acoustic footprint into a hash. As we’ll see later on in this
chapter, hash functions are one-way, meaning that it is very difficult to go from
the hash back to the original recording [294].

5.1 (b) The second item points to the importance of making the purpose
of the data processing specified, explicit, and legitimate: personal data shall
be ‘collected for specified, explicit and legitimate purposes and not further
processed in a manner that is incompatible with those purposes; further pro-
cessing for archiving purposes in the public interest, scientific or historical
research purposes or statistical purposes shall, in accordance with Article
89(1), not be considered to be incompatible with the initial purpose’. A simple
thought experiment to illustrate: suppose you’re the mayor of a rather small
municipality. You’re in contact by email with citizens who reached out to you
through their architect with respect to an urban planning project. Elections are
coming up, and you’d like to send out a political campaign email to these citi-
zens. Should you? Well, a Belgian mayor did something very similar, and was
charged a 2,000 Euro fine by the Belgian Data Protection Authority for non-
compliance with the purpose limitation principle: data gathered for public
services should not be used for personal election campaigns [358].

5.1 (c) The data should be ‘adequate, relevant and limited to what is nec-
essary in relation to the purposes for which they are processed’. A European
payment services provider was fined for non-compliance with GDPR’s article
5 (as well as other articles). It was determined that the company collected more
personal data than it indicated as necessary for effecting a payment initiated
by the payer (such as amounts and dates of other payments) [134].

5.1 (d) The data should be ‘accurate and, where necessary, kept up to
date; every reasonable step must be taken to ensure that personal data that
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are inaccurate, having regard to the purposes for which they are processed,
are erased or rectified without delay ’. Once it becomes certain that certain
data points are inaccurate, these must be corrected. A Hungarian bank was
fined under this article [33]. At the time of signing up a certain customer,
a wrong telephone number was reportedly provided to the bank. Because
of this, the bank mistakenly sent text messages about a customer’s credit
card debt to this wrong telephone number. When it became clear that this
was a wrong phone number, the number was not erased and still text mes-
sages were sent to this person who wasn’t a customer of the bank. A fine of
around 1,600 Euro was reportedly imposed by the Hungarian Data Protection
Authority [33].

5.1 (e) The gathered data should be ‘kept in a form which permits identifica-
tion of data subjects for no longer than is necessary for the purposes for which
the personal data are processed; personal data may be stored for longer peri-
ods insofar as the personal data will be processed solely for archiving purposes
in the public interest, scientific or historical research purposes or statistical
purposes in accordance with Article 89(1) subject to implementation of the
appropriate technical and organisational measures required by this Regulation
in order to safeguard the rights and freedoms of the data subject’. A Danish taxi
company was fined for keeping data on their customers for too long [133, 85].
Even though the name and addresses were removed after two years—as also
stated in their data retention policy—the customers’ telephone numbers were
kept for another four years (as this was supposedly used as a key for their
database). The Danish Data Protection Authority recommended a fine close
to 160,000 Euro [85].

5.1 (f) Finally, the data should be ‘processed in a manner that ensures appro-
priate security of the personal data, including protection against unauthorised
or unlawful processing and against accidental loss, destruction or damage, us-
ing appropriate technical or organisational measures’. In a Portuguese hospital,
it was found that some non-medical hospital staff, including social workers,
had access to patients’ data through false doctor profiles. There were a re-
ported total of 985 registered users with the profile ‘doctor’ in the system,
while only 296 doctors were employed [254]. Because of the lack of appro-
priate security measures, the confidentiality of the data was not sufficiently
protected, as doctors, regardless of their speciality, and hospital staff had un-
restricted access to patients’ data. A fine totalling 400,000 Euro was imposed by
the Portuguese Data Protection Authority for violations under this, and other,
articles [309, 254].
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Discussion 1

Consider the following scenario, inspired from a real case from Google
Home [401]. Due to a leak from a Google subcontractor, Google Home
recordings of Belgian persons were revealed to a journalist [197]. Google
Home is a personal assistant where based on your spoken question, an-
swers are provided. Different languages pose challenges in the performance
of such personal assistants. Google stated that about 0.2% of all ‘audio
snippets’ are transcribed by contractors to understand better the language
difference, and which are not associated with user accounts [401]. The
recordings reveal very private information for some users, including health
related issues, and in some cases, Google Home started recording without
the user intending to do so—for example because it wrongly detected ‘Okay
Google’, which is the phrase used to activate Google Home [197]. As a data
scientist, this practice of transcribing audio snippets makes a lot of sense,
in order to improve the model by getting more ground truth to train the
language-specific model. How about these ethical issues:

1. Would other data sources of speech be as good to do so? What
problems would and would not be solved if other sources were used?

2. Would you make the process of transcribing samples more transpar-
ent and how should this be done?

3. What would other uses for this data be? Would these other purposes
be aligned with the initial purpose?

4. Would the full conversations need to be stored and used? Or can
you think of intelligent ways to limit the data such that transcribing
these would still improve the model, while not providing semantics
on conversations?

5. How would you ensure the transcriptions are accurate? What prob-
lems might arise in obtaining accurate transcriptions?

6. How long would you keep this data?
7. How would you divide the audio snippets among transcribers, in

order to deal better with the data protection issue?
8. How would you ensure proper security measures so as to avoid leaks

of such audio snippets to the general public?
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2.2.2 Public Data Is Not Free-to-Copy Data

An often reoccurring misconception of data scientists is that public data is
free-to-copy data. Data of public Facebook pages or online news articles, for
example, are publicly available but are therefore not necessarily free to copy
in your own database. Often businesses and startups have an idea on how
to leverage an existing public dataset, but one should proceed carefully when
gathering such data. Two principles are behind this warning: database rights
and policies.

Database rights are a recognition of the investment needed to build up a
database, and do not allow someone to copy (substantial parts of) the database
without consent of the database owner [334]. Europe and the UK are regions
with such a legal protection. In the European legislation, a database is defined
as ‘a collection of independent works, data or other materials which are ar-
ranged in a systematic or methodical way and are individually accessible by
electronic or other means’ [334]. This is quite a broad definition and therefore
also includes mailing lists and telephone directories. These rights lasts for 15
years [334]. So even when the content of a database is not copyright protected,
still the set of all items becomes protected when substantial investments were
made to create this database. You are of course allowed to query the database,
if it is public, but copying substantial parts is not allowed. Interestingly, article
50 foresees exceptions when the extraction is intended for private purposes, or
for teaching or scientific research [334], though not for commercial purposes.

Next to database rights, often policies of the companies making certain data
publicly available do not allow for the copying of it. Consider Facebook public
pages, such as the one from the University of Antwerp. The idea that one can
simply scrape (extract) all the content from such public pages, whether it is
done manually or through some automated crawler, is not allowed: large web-
sites will have a robots.txt file which tells a crawler (bot) what pages it is allowed
to request. The very first line of www.facebook.com/robots.txt (as downloaded
in early 2021) states in a comment that ‘Crawling Facebook is prohibited unless
you have express written permission.’ Next it lists which webpages and direc-
tories are not allowed to be visited by specifically mentioned crawlers such
as baiduspider, Bingbot and Googlebot. For all bots that are not listed in the
robots.txt file, the final line prohibits the crawling of any page:

User-agent: *
Disallow: /

www.facebook.com/robots.txt
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So whenever you are considering to scrape a website, have a look at the
robots.txt file. Still scraping the website is at least unethical, and could also
lead to legal headaches.

In such cases, most companies these days offer an API (Application Program
Interface) to extract data from their platform. Both Facebook and Twitter for
example offer such an API.⁹ These APIs make it easy to retrieve data, in an eth-
ical (and legal) manner. They do come with restrictions. Twitter provides both
public and premium APIs, which vary in the number of tweets and number of
days and years you can go back to retrieve tweets. And in the wake of the Cam-
bridge Analytica story, Facebook became very strict in who to provide access
to its API, even for academic researchers [42].

If you still decide to simply crawl such pages and copy them, remember
that you are likely also storing personal data, such as the comments on public
Facebook pages with names. That in itself brings along other ethical issues, and
even legal ones when this personal data includes data from European citizens
(cf. GDPR).

2.3 PrivacyMechanisms

2.3.1 Encryption

Encryption is probably the most important underlying method for data pro-
tection. The basic notion of encryption is that a message or information is
encoded in such a way that only authorized persons can access it. In mod-
ern day society, it is a crucial tool to ensure that personal data is stored and
communicated securely.

The procedure for encoding a message is called a cipher. Ciphers have been
around for thousands of years: the Roman army for example used the Caesar
shift cipher, a simple encryption technique where a letter is replaced by a let-
ter that is some specific number of letters further along the alphabet. A three
right shift would encrypt ‘ETHICS’ into ‘HWKLFV’. The cipher is named af-
ter Julius Caesar who reportedly used such a three right shift cipher for his
personal communication [434, 399]. Spartans used Scytale [399], where pa-
per or leather, one character wide, would be wrapped around a rod of certain
diameter in a helical way. The message would be written on the paper along-
side the rod. It would then be unwrapped and sent to the receiver. When the
paper or leather would be wrapped around a rod of the same diameter at the

⁹ https://developers.facebook.com/docs/ https://developer.twitter.com/en/docs/twitter-api

https://developers.facebook.com/docs/
https://developer.twitter.com/en/docs/twitter-api
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receiver’s side, the message would re-appear. In ancient Greece, encryption
existed in the form of writing a message on a shaved head and letting the hair
grow back before sending the messenger to the receiver (who would shave the
head again) [399]. A well-known encryption device used by the Germans in
World War II was Enigma [399, 301]. Breaking this code was famously worked
on by among others Alan Turing and his team (as dramatically depicted in the
movie The Imitation Game). The electro-mechanical machine had a set of ro-
tors and plugs which defined the state of the machine. Each time a letter was
typed on the machine, the machine output another letter. At the same time
the state of the machine changed. So the same letter being input twice would
(mostly) lead to two different letters being output. Both the sender (a U-boat
submarine, for example) and the receiver (German headquarters) would need
to start with the same state on their respective Enigma machines. By typing
in the encoded letters on the Enigma machine at the receiver’s end, the orig-
inal message would come out. The initial state or machine configuration was
noted on a secret page sheet (of a codebook) that both parties had a copy of,
and would change every day. There were about 3 · 10114 possible configura-
tions [301]. Quite a lot, considering that there are only an estimated 1080 atoms
in the universe. So trying all possible configurations on intercepted messages
would not be possible. Additionally, the operator would choose a random
initial word to start with, which would be used for further encoding of that
message. Using some fascinating cryptographical insights, including known
associations between encrypted and plaintext messages, discovered patterns,
and the universal Turing machine, Engima was broken [399].

Symmetric encryption
These are all examples of what is called symmetric encryption, where one key
is used for both encryption and decryption. This key is secret and shared only
between the sender and receiver. Figure 2.2 illustrates the mechanism where
sender Alice is sending the message ‘Hello Bob’ to receiver Bob. Using their
shared key, the plain text is transformed into a cipher text. The three right
shift cipher of Julius Caesar would, for example, encrypt this to ‘Khoor Ere’.
This cipher text is sent to Bob, who uses the same key to decrypt the message.
For the Caesar cipher this corresponds to applying a three left shift operator.
An eavesdropping person, Eve, can only see the cipher text, which makes little
sense without the key. The attentive reader will have spotted the weakness of
such a cipher, being the frequency of letters [224]. Knowing that the letter
‘e’ is the most frequent letter in the English vocabulary, looking for the most
frequently used letter in all cipher texts reveals the encrypted version of the
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Alice Bob

Encryption Decryption

Plain Text: Plain Text:

Cipher Text:Cipher Text:

Secret Key Secret Key

‘Hello Bob’ ‘Hello Bob’

Sà!3Lksd(

Eve

Sà!3Lksd(Sà!3Lksd(

???

1

2

3

Fig. 2.2 Symmetric encryption.

letter ‘e’. Additionally, typical words or phrases that are used to start or end a
communication, for example ‘Dear’ or ‘Sincerely yours’, can easily be used to
detect their encrypted version. Finally, a brute force attack would simply try
all possible shift operators and quickly find the secret key.

DES (Data Encryption Standard) is one of the first major standards in
modern symmetric key encryption, developed by IBM [399]. Although IBM
reportedly intended to release DES with a key of 128 bits, the US National
Security Agency (NSA) supposedly convinced IBM to release DES with only
56 bits, as it would be easier to decrypt intercepted messages [78, 399]. Even
though with 56 bits more than 7 · 1016(= 256) possible combinations are possi-
ble, from the beginning the relative small key size was considered a major flaw
of DES [78, 111]. A simple brute-force attack would allow the secret key to be
found. Its replacement, AES (Advanced Encryption Standard), developed by
the Belgians Vincent Rijmen and Joan Daemen in 1998, uses 128, 192, or 256
bit keys and became the new standard in the late 1990s. As a 128 bit key already
generates 3 · 1038 key combinations, it is deemed quite secure [453].

There are two major challenges with respect to keys: how to share the key,
and how to manage the keys. For symmetric encryption simply sending the key
as plain text is dangerous, as Eve would then be able to decrypt all subsequent
communication. So there is a need for additional communication overhead
(see below), or the key needs to be exchanged by meeting in person. For the
Enigma machine, the machine and initial configurations for each date would
be provided at the start of the mission. To communicate in this way with hun-
dreds of persons, you’d need hundreds of secret keys, share them in some
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Fig. 2.3 Symmetric encryption.

secure manner initially, and then manage all the keys. As you need to share
the key before communicating, it would also mean that for online computers
you need to share keys with every computer that you might communicate with.
If u users or computers need to be able to communicate with one another, this
requires (u − 1) + (u − 2) + … + 1 = u·(u−1)

2
keys.

Asymmetric encryption
Asymmetric encryption is a relatively new approach that avoids the challeng-
ing problem of distributing a secret key. Instead of using a secret key, there
are now two keys: a public one and a private one. The public key is revealed
to the world, while the private key is kept secret. When Alice sends a message
to Bob (see Figure 2.3), Alice will use Bob’s public key to encrypt the message
and send this to Bob. Only Bob can decrypt the message as it requires the pri-
vate key of Bob, available only to Bob. Let’s discuss this in more detail with the
popular RSA algorithm [377].

The RSA algorithm is based on the fact that multiplying two large numbers is
fast and easy; however, decomposing them into prime numbers, prime factor-
ization, is very difficult. Try for yourself to compute 19 · 13, not so hard, right?
But now try to decompose 391 (or 826.513 if you’re a math wizz), knowing
that it is a multiplication of two prime numbers. This is much more difficult
to do although the prime numbers are of the same order as with the first task.
When the numbers are sufficiently large, no efficient non-quantum (we’ll get
back to this) integer factorization algorithm is known [399]. So if the numbers
are sufficiently large, currently the prime factorization is practically infeasible
to calculate. More formally, if p and q are large prime numbers, calculating
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n = p · q is easy, but given n, finding p and q is very difficult (practically in-
feasible). RSA uses this idea, by making n public, and keeping p and q private.
A message m would be encrypted to c as follows by Alice, using the public key
n and some number e that is also made public (chosen such that e is prime
relative to (p − 1) · (q − 1)):

c = me mod n. (2.1)

This is decrypted by Bob, knowing the private key p and q, but also e
from his own public key. The integer d is a function of these: f(p, q, e), and
hence also part of the private key (for those interested, d is chosen such that
d · e mod[(p − 1) · (q − 1)] = 1).

m = cd mod n. (2.2)

Let’s use a simple example to illustrate these calculations:1⁰ we generate two
prime numbers, p = 7 and q = 3. The multiplication becomes n = 7 · 3 = 21.
Suppose we want to send a message which consists only of the letter ‘l’. We
transform this letter to the number 12, as it is the 12th letter in the alphabet.
We also need to define e such that e is co-prime to (p − 1) · (q − 1) = 12,
meaning it has no common denominators other than 1. An e = 5 satisfies this.
The numbers e and n make part of Bob’s public key. Someone who wants to
send the message ‘l’ to Bob will calculate:

c = me mod(n) (2.3)

= 125 mod(21) (2.4)

= 248, 832 mod(21) (2.5)

= 3. (2.6)

Next to p and q, Bob also has d as part of its private key. This number d must
satisfy:

d · 5 = k · 6 · 2 + 1 (2.7)

= k · 12 + 1. (2.8)

1⁰ In reality these would be very large prime numbers, and as we want to do the calculations
ourselves, we keep it very small.
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For k = 2 we get d = 5. When Bob receives the encrypted message c = 3, it will
decrypt this as:

m = cd mod(n) (2.9)

= 35 mod(21) (2.10)

= 243 mod(21) (2.11)

= 12. (2.12)

And the original message of m = 12 re-appears. The only way that this is
possible is when the factorization of n into the two prime numbers p and q is
known. Eavesdropping Eve will hence not be able to perform this calculation.

The RSA algorithm is named after its inventors, Rivest, Shamir, and Adle-
man, who applied for the patent in 1977 [377, 399]. It was later revealed that
the initial idea of ‘non-secret encryption’, encryption without the need of a
secret key, was proposed earlier by Ellis in 1970 at the UK communications
security group, but this work was deemed classified at that time [127].

Asymmetric encryption has several advantages [399]. First, it immediately
solves the challenge of securely sharing the key. Now only the public keys need
to be shared, and these, by definition, do not need to remain secret. Addition-
ally, it limits the number of keys required. If we want u users to be able to
communicate with one another, we would need to share only u keys (and each
user keeps its own private key), as opposed to the u·(u−1)

2
keys needed with sym-

metric encryption. On the other hand, asymmetric encryption takes relatively
more time than symmetric encryption.

A combination of both is often used online, where a client and a
server need to communicate securely. The client encrypts a random num-
ber with the public key of the server and sends this encrypted message
to the server. With its own private key, the server can decrypt the mes-
sage and also knows the random number generated by the client. This
random number is then the secret key that is used with symmetric en-
cryption in all subsequent communication, until the end of the session.
This approach is the basis of the Secure Socket Layer (SSL) and sub-
sequent Transport Layer Security (TLS) protocols, now widely used on-
line [399, 78]. The management of a public key infrastructure, including
validating that a certain public key corresponds to a given entity, is often done
through a third-party Certificate Authority (CA), such as Comodo11 and Let’s

11 https://www.comodo.com/

https://www.comodo.com/
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Encrypt.12 Whenever you visit a webpage starting with https, this type of en-
cryption is working in the background. If you see http instead, the connection
might not be secure.

Encryption fordataprotection
Encryption is useful for a variety of tasks to protect personal data. First, as
much of the information that is being sent online is personal, be it a password,
credit card number, pin code, email address, or simply even the webpages you
are visiting, it is important to ensure that it is sent securely. If you have a website
or app, make sure you use the TLS protocol. It may even boost your ranking
in search engines [30]. Also for storing the data, encryption is of course very
important, definitely when data is stored on removable storage devices such as
USB storage devices.

But personal data is not only stored on laptops, PCs, smartphones, and USB
storage devices. You might be making a device for bikes, where personal data
on biking performance is being stored. Encrypting the data would be recom-
mended in that case as well. Car makers too should consider encryption, as
personal data, such as address books, mobile app login information, and ad-
dresses used in your navigation system, are being stored in your car. In the
US, the Federal Trade Commission even came out with an advisory for con-
sumers to clean out the personal information before selling their car [435]. An
interesting related car feature comes from Tesla, where the cars include a Valet
Mode where personal data is hidden (among other functions) when giving the
keys to a valet [139]. On the other hand, in 2019, it was reported by CNBC that
some data in Tesla cars was stored unencrypted, as security researchers were
able to extract unencrypted personal data from junked Tesla vehicles [139].
The extracted data included a video of what happened just before the crash
of the car, calendar entries with descriptions of appointments and email ad-
dresses of those invited [139]. Storing this data in the car might be justifiable
and valuable to both car makers and car owners; however, storing this data
encrypted, just as personal data would be stored on your smartphone or PC,
is recommended for data protection.

2.3.2 Hashing

Hashing is another very useful cryptographic function, which maps some in-
put to a value called hash or digest [78]. The hash is always of the same length.

12 https://letsencrypt.org/

https://letsencrypt.org/
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Table 2.1 Encryption versus hashing.

Encryption Hashing

Function two-way plaintext ↔ ciphertext one-way plaintext → message digest
Main goal confidentiality integrity
Application need to know plaintext don’t need to know plaintext
Length variable fixed

What is important is that the hash function is a one-way function: it is easy to
go from some input to the hash, but given the hash value it should be very hard
to find the corresponding input. This is one of the differences with encryption
(see Table 2.1), where we still want to be able to reverse from the cipher text
back to the input text. The total space of all hash digests is typically smaller
than the total space of possible inputs. This can lead to so-called hash colli-
sions, where two different inputs are hashed to the same output. Larger output
spaces will have less collisions.

The popular hashing algorithm MD5, named after Merkle and Damgård,
takes any string as an input and outputs a 128 bit digest [78]. The more re-
cent SHA-3 hash algorithm, released by the National Institute of Standards
and Technology (NIST) in 2015 [329], outputs hashes of up to 512 bits. The
developers are Bertonu, Daemen (remember him from also co-inventing the
AES encryption standard), Peeters, and Van Assche.

A first interesting use is message fingerprinting. A message, such as an email,
can be hashed onto a certain value. If anyone changes the message, one can eas-
ily verify that the hash of the message no longer matches the message digest
(hash value). Hashing is also very useful to store personal information, such as
passwords. Suppose you run an e-commerce website with a login module. A
first, naive approach to storing the user name and password of your customers,
is by storing exactly those two fields, as illustrated at the top of Figure 2.4. This
has serious security flaws: as the password is sent over the Internet, if your
website does not use TLS, the password is visible to eavesdropping Eve. Also,
if your database is ever leaked, all your customers’ passwords will become com-
promised, not to mention that potentially some employees of your company
are able to snoop in the password list of your customers. This is where hash
functions come in: instead of storing the password, hash the password at the
client’s side, send the hashed value to the server and store this value. As the
function is one-way, it is very difficult to determine the actual password based
on the stored hash value. A data leak would not cause that much harm any
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Fig. 2.4 Different approaches to storing a password: storing the
password itself (top), storing a hash of the password (middle), and
storing the hash of a random salt concatenated to the password
(bottom).
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Popular passwords Hash (MD5)

Fig. 2.5 A hash table showing the MD5 hash of the 10
most popular passwords in 2018 [336].

more. However, because many people typically use the same password, very
frequently occurring passwords can likely be identified. Figure 2.4 and 2.5
illustrate this: we first make a table listing the most common passwords and
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their corresponding hash value, known as a ‘rainbow table’ (Figure 2.5 lists
the most frequently passwords in 2018, according to DataSplash [336]).13

If we now look at the hash value of David’s password, we find it in the popular
password table, and derive that the password will be 123456. Of course the
number of possible passwords is huge, and such a hash table would only be
feasible to build for a subset of possible (popular) passwords. A way to improve
on this is to generate a random string for each user, called the salt, which is
concatenated to the password. As shown at the bottom of Figure 2.4, now the
hashed passwords of David and Jennifer are no longer the same, nor can they
easily be derived from the constructed rainbow table. In case of a data leak,
the salt of each user will likely be leaked as well, and a hacker could now create
a rainbow table for each user (adding the salt of David at the beginning of
all popular passwords and calculating the hash). But this now requires much
more computation than when not including a salt.

This hashing of passwords is becoming a standard to follow, as illustrated
by the GDPR fine that was imposed on Knuddels.de [250]. Knuddels is a Ger-
man chat community which was hacked, in which, according to reports by
Der Spiegel, over 800,000 email addresses and passwords were published on
the Internet [250]. The hacking itself was not the reason for the fine; rather,
the storing of passwords in plain text was the issue: ‘By storing the passwords
in clear text, the company knowingly violated its duty to ensure data secu-
rity in the processing of personal data pursuant to Article 32 (1) (a) of the
GDPR.’ [267] The company was fined 20,000 Euro.1⁴

Hashing can also be used to ensure that no personal data is copied through-
out your data processing system. Datasets often get copied and downloaded
on several devices, in different formats. If a user asks to have all of its data re-
moved, it can be a very cumbersome task to ensure that the data is no longer
stored on any device or location. Often you don’t need to know the personal
information, such as exact name or social security number, in most of your
system and applications anyway. Figure 2.6 illustrates how hashing can help
with this situation. Instead of using some personal information throughout
your data processing systems, use a hashed value of the personal information
(for example, the name and social security). Only keep the personal informa-
tion, with its hashed value in one table. In all others, use the hashed value. So
when Jennifer asks to remove all her data, simply removing the line in the first

13 The top 25 list shows interesting cultural happenings, for example ‘batman’ made the list in 2014,
‘superman’ in 2011 and 2014, ‘starwars’ in 2015 and 2018, ‘solo’ in 2015 and 2016 and ‘donald’ in
2018 [463].

1⁴ The relatively small fine was attributed to the exemplary fashion in which Knuddels.de reported
and reacted to the incident [348].
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Fig. 2.6 Use of a hashed personal ID to ensure no personal data is stored in
the system. Upon removal of the line in the hashed personal ID table, other
data in the system (on servers, copies on laptops, etc.) will no longer contain
or be linked to personal data of the customer.

table will do most of the work. Of course, you should attempt to remove even
the data with the hashed value from all systems. But if some employee has a
copy of data that you don’t know about on Jennifer—what books she bought,
for example, in a dataset that he copied to an Excel file to his laptop—he can no
longer link this (easily) to the person Jennifer. If her name and address were
stored in the Excel sheet, you would still (unknowingly) have personal data
stored on her.

This is an example of what GDPR calls ‘pseudonimization’. It’s of course im-
portant to keep the hash table secure (for example encrypted and/or in another
system) or even remove this altogether. Such pseudonimization can also be
helpful for sharing data with researchers, though still confidentially. A large
bank could for example share its pseudonomized payment data, by hashing
account numbers and removing names for example, with a trusted university
or researchers (after signing an NDA). It might not be anonymized, as it could
be possible that someone is able to re-identify some of the customers in the
data, yet the hashing already provides additional data protection safeguards.

Both encryption and hashing are crucial technical measures in the quest
for data protection. Remember though that hackers are constantly looking for
weaknesses in implementations and current standards in a ceaseless arms race.
Personal data protection of 100% is only assured when no personal data is
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stored. One fascinating way in which encryption might be overpowered in the
future is quantum computing. Due to its large foreseen impact in the future on
encryption, a short introduction follows next.

2.3.3 Quantum Computing

Quantum computing allows us to make computations in a time that no
conventional computer can by using the powers of quantum mechanics [325].
The unintuitive mechanics at a quantum level are used in near-magical
science. The unit of information within a quantum computer is a qubit which
can be both 0 and 1 at the same time. Physicist Erwin Schrödinger devised
the following thought experiment to interpret quantum mechanics with
everyday objects1⁵: suppose we place a cat in a closed box, we name the cat
Schrödinger’s cat [325]. The box also contains a deadly poison, which has a
50% chance of being released and killing the cat.1⁶ Once we’ve placed the cat
in the box, is it alive or dead? Well, with the effects of quantum mechanics
in mind, it is both. Only when we open the box and observe the cat will it be
either dead or alive. This near-philosophical thought experiment actually is
what really happens at atomic levels.

A key phenomenon is called superposition, where a particle, such as a pho-
ton, is in two states at the same time. As soon as there is an observation of the
state, the superposition collapses into one of the states. As strange as this may
be, it has been validated by experiments, for example with a photon having dif-
ferent polarizations or the state of an electron orbiting a single atom [325]. A
qubit uses this superposition property of basic particles such as a photon or the
spin of an electron, so it can be both 0 and 1 at the same time,1⁷ as illustrated in
Figure 2.7. Whereas one traditional bit can be only one of two number: 0 and
1, a qubit can be both at the same time. Two qubits can store four numbers,
or better, can be in a quantum superposition of four states: 00, 01, 10, and 11.
And more generally, n qubits can store 2n states at the same time.

The second important property of qubits is entanglement. The observation
of one qubit instantaneously also reveals the state of the entangled qubit, no
matter the distance between the qubits. Referring back to Schrödinger’s cat,
suppose we now have two boxes, each with one cat, which are entangled so
that if one dies, the other lives. As soon as one of the two boxes is observed
(opened), the other instantaneously will take the other state, even if the other

1⁵ Be aware that some physicist might object to the simplification of quantum theory in this story.
1⁶ Do not try this at home as half of you will not like the outcome.
1⁷ More specifically, it can exist in a continuum of states between 0 and 1, until the qubit becomes

observed [325]
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box were at the other side of the galaxy. This unintuitive phenomenon is what
Einstein called ‘spooky action at a distance’ [296]. Different experiments have
shown this to be what indeed happens in reality. In a 2017 experiment, for
example, entangled qubits were 1,200 kilometers apart (a Chinese satellite and
a ground station) [474].

The key to quantum computing is to use these principles of superposition
and entanglement to represent a problem and add a way to assess the answer.
The quantum decoherence of the qubits is set up in such a way that only an-
swers that pass the test survive the decoherence. Shor’s algorithm leverages the
massive distributed computations of quantum computers for factoring large
numbers, and is considered as one of the major leaps forward in quantum
computing [389]. The factoring of large numbers is exactly the basis of the
popular RSA algorithm for asymmetric computation. So being able to do so
would ‘crack’ such encryption.

But we’re not there yet: in 2020, quantum computers operate with only a few
dozen of qubits [107, 381], while it’s estimated that to break RSA a quantum
computer with thousands of qubits would be needed [107]. In 2019, Arvind
Krishna, who was IBM’s senior vice president of cloud and cognitive soft-
ware at that time and would become CEO a year later, predicted that quantum
computers would crack the encryption of that time within a decade [91].

Larger quantum computers would have a major impact on encryption and
the security of our personal data. Companies like Google, Microsoft, and IBM
have reportedly launched projects to create quantum computers, and govern-
ments as well are investing heavily in this technology [91]. However, obstacles
still remain, such as having to avoid any thermal interference that would col-
lapse the superposition, arguing for an environment close to zero Kelvin [107].
There is also some scepticism about the practicalities of scaling up quantum
computers [231]. Still, quantum computing undoubtedly has fascinating and
potentially massive implications when it comes to data protection.

bit qubit
1

0

0/1

Fig. 2.7 A bit is either 0 or 1, while a qubit
can be in a superposition of both 0 and 1 at
the same time.
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2.3.4 Obfuscation

Hiding personal, secret data is a key mechanism to deal with privacy. Encryp-
tion is one way to do so, by explicitly changing the secret data to an encrypted
version that only authorized persons can read. End users, however, often have
little impact on whether and how encryption is used. In the online world,
our search queries, our web browsing data (which includes what webpages we
visit), what ads we see and click on, from what type of devices, and sometimes
even location data, is used in a complicated ad tech world, often by various
players. Obfuscation is another method to hide your personal data, where end
users deliberately add noise to the system [71], for example, by automatically
generating a large number of search queries, so that your own queries are lost
in this large volume. Or by installing a web browser plugin that automatically
clicks on all ads, on each webpage you visit (combined with an ad blocker), so
that ad tech companies no longer know what product or ad interaction was
truly yours.1⁸ Formally, obfuscation is defined by Brunton and Nissenbaum as
‘the deliberate addition of ambiguous, confusing, or misleading information to
interfere with surveillance and data collection’. [71] Obfuscation differs from
encryption methods in the sense that obfuscation does not explicitly hide your
data, but rather implicitly, by generating many other data (the noise) so as to
conceal the real data (the signal) in the vastness of the created data.

In their book, Brunton and Nissenbaum provide over 30 compelling cases
that illustrate how obfuscation can be used [71], from planes in World War II
releasing strips of black aluminium paper that fill radar screens with many
signals, to babble tapes where dozens of recorded voices are played in or-
der to hide your own conversation in potential recordings, and the swapping
of supermarket loyalty cards, both physically and online. Also several inter-
esting cases from the online world are discussed. The TrackMeNot software
strategy was developed by the same authors in 2006 in the context of the US
Department of Justice requesting Google to hand over search logs and the
AOL re-identification case involving search queries (we’ll come back to this
in Chapter 3). The goal of the software is not to hide search queries but to
obfuscate them by adding automatically generated search queries. These are
generated in an intelligent manner, such that different users develop search
queries from different initial lists of terms. In that way it becomes harder to
detect whether a query is obfuscation (noise) or real (signal).

1⁸ This exists in the plugin AdNauseam: https://adnauseam.io/

https://adnauseam.io/
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Obfuscation doesn’t always need a predefined technical system to add the
noise. Humans can be the bringers of noise themselves as well: in November
2015, Brussels was in lockdown as the authorities were conducting raids on
suspected terrorists. The police explicitly asked the public not to reveal po-
lice’s actions and movements on Twitter as not to tip off the suspects. Citizens
soon started flooding Twitter with images of cats with the tag #Brussel-
sLockdown [404]. Anyone who tried to find information on current police
movements would have to scroll through thousands of (amusing) cat images.
This is another beautiful example of creating ‘a needle in a haystack’ that
obfuscation calls for.

But is obfuscation not an unethical practice in itself, as users intentionally
lie, and might be considered to be free-riding in an ecosystem where services
are provided for free in exchange for seeing ads? The Brussels Twitter cats
example demonstrates that there are clear cases where obfuscation can be
of great help to society. Brunton and Nissenbaum argue furthermore that it
is warranted to counter information asymmetry, when data is collected in a
context that is disproportionate and inappropriate [71].

As a business it is important to realize that this type of method might
be used. The AdNauseam browser plug-in, for example, that functions in
conjunction with uBlock Origin quietly clicks on all blocked ads. Ad tech com-
panies tracking the ads will observe that the user has clicked on all ads, and
hence is no longer able to detect what product or ad the user actually is in-
terested in. Clicks are often the measure used to evaluate a campaign [101],
and to define the cost of an ad. The CPC (cost per click) model will suffer
greatly from this type of obfuscation, and some advertisers might see many
clicks (costs) without the ads ever being shown. Such mechanisms can be de-
tected by independent reporting of ad viewability and clicks, which likely will
detect the uselessness of the data of these users. Reporting transparently when
this is detected (not trying to charge excessive marketing budgets for bogus
clicks) is of course another ethical implication.

2.3.5 Decentralized Differential Privacy

Adding noise is an important aspect of ensuring privacy [155], an approach
that is used in differential privacy. The goal is to add noise such that the data
can still be analysed, while ensuring (more) privacy. This noise can be added
directly to the data itself, before it is being recorded, or to the result of the
analysis. In the former decentralized (or local) approach, one does not trust
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the data analysis, while in the centralized approach, the data analyst is trusted
but not the outside observer who is given the result [123]. The name differen-
tial privacy stems from its definition, which describes that the analyses with
or without your data should not differ much [467]. We’ll revisit the definition
more formally in Section 4.1.1, when centralized differential privacy is intro-
duced. For now, we’ll focus on the local, decentralized version where noise is
added when the data is being recorded.

Consider the case when a group of students of a ‘Data Science Ethics’ course
is asked whether they like the course or not. Some students fear that if they re-
spond that they disliked the course, the exam might be made more difficult for
them or their grade might be lower. As the professor obtains and analyses the
data, the students don’t trust the data curator and hence require a decentralized
differential privacy setup. So how will noise be added to the responses? A
randomized response setup can then be used [458], where for each response,
before it is being recorded, a coin is flipped. If it’s heads, then the real answer is
written; if it’s tails, we flip the coin again. If that is heads, then the real answer is
written, but if it’s tails again, the inverse of the real answer is written. By doing
so, we know that in 75% of the cases the answer is correct, and in 25% of the
cases it is wrong. Anyone whose response is included in the dataset now has a
plausible deniability, and can always claim that the opposite answer was given.

Such a setup is useful in any situation where sensitive data is being gath-
ered and the data curator is not trusted. Think of surveys asking you about
diseases you once had, your sexual and political preference, or whether you
ever cheated on an exam or your partner. The procedure can be done by the
respondent herself, or can be included in the software that records the answers
(for example in an online survey). If the data were hacked, leaked or sub-
poenaed, one can simply deny that the recorded answer was the answer they
gave [123].

This seems nice, but are the results still useful then? For example, if it is re-
ported that 80% liked the course, this number is not the true number because
of this addition of noise, right? Indeed, but we can calculate what the actual
positive respondent rate was if enough respondents were included. Suppose p
percentage responded positively, then how many would we observe after the
coin flipping procedure? We know that in 3 out of 4 cases the actual response
is recorded, and in 1 out of 4 the inverse is recorded. So the probability for
a positive outcome is [123]: 3

4
· p + 1

4
· (1 − p). For p = 80% we would ob-

serve a positive response rate of 65%. So for a large enough sample, we can
confidently calculate back what the actual positive response rate would be,
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while providing plausible deniability to all respondents. This is a great way
to calculate populations statistics.

The level of privacy that is guaranteed of course depends on the amount of
noise added (in 25% of the cases in our example earlier in this section), but
also on the number of times an analysis is conducted: the more an individual
takes part in the same survey, the more certain one can become about the indi-
vidual’s response. This is what we will later, in Section 4.1.1, link to a ‘privacy
budget’.

Some large tech companies have started to use this procedure, as they realize
that collecting user data statistics can help to improve security, find bugs and
improve user experience, yet privacy should be guaranteed as much as possible
while doing so. Google for example reportedly uses decentralized differential
privacy to learn statistics about Chrome from individual users [128, 175],
while Apple applies this technology to improve features as QuickType and
emoji suggestions, and find Safari Energy Draining and Crashing Domains
[15, 177].

Discussion 2

Suppose a mobile operating system (OS) wants to conduct an analysis on
the frequency of occurrence of a new crying emoji in text messages. The
OS sends as response whether on a given day, any of the text messages
included the new crying emoji. They apply the decentralized differential
privacy mechanism, where noise is added to the response on the mobile
phone, before it is being sent to the server.

1. What could potentially be inferred about an individual if the actual
response for that person would be revealed?

2. Suppose the mobile OS sends this information from your mobile
phone daily. Would this increase the privacy risk, and how?

3. In the observed responses 30% of the texts have reportedly used the
emoji. What would be the actual number if the procedure outlined in
the previous paragraph was used, where in 75% of the cases the true
answer is provided?

4. What is the risk if the actual answer is recorded in 99% instead of 75%
of the cases?
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2.4 Cautionary Tales: Backdoors andMessaging Encryption

2.4.1 Government backdoors

San Bernardino, California, 2 December 2015. A married couple of Pakistani
descent enters a training event and Christmas party for about 80 employees
and start shooting: 14 people are killed and 22 others are seriously in-
jured [272]. After fleeing, they are shot by the police in a shootout. Upon
discovery of the locked-out work phone of the male shooter, an iPhone 5C,
the FBI stumbles upon the iPhone’s security feature that would erase all data
after 10 consecutive unsuccessful attempts to guess the passcode [424]. Ap-
ple is asked by the FBI to write software for the phone that would bypass the
security feature so as to allow a brute force attack. Apple refuses [252]. This
case is just one example of a long, ongoing demand of governments to have the
ability to access data on mobile phones. The motivation is clear: after obtaining
a warrant, law enforcement agencies are also allowed to invade your privacy
by entering your home or searching your vehicle. So the line of thought is that
they should also be able to access your phone.

Another example of government backdoors is the restriction that the US
and its allies wanted on cryptography to resist decryption by such intelligence
agencies as the NSA. In the 1990s, the longest encryption key size that was al-
lowed for export without an individual license was 40 bits. So Netscape made
two versions of its web browser: a US version with an encryption key of 128
bits, and an international one with a key size of 40 bits. Note that the 88 extra
bits meant that the encryption was 300 · 1024 times stronger [78]. The weaker
version could be broken in a matter of days on a regular computer. At that time,
Microsoft Internet Explorer was reportedly set to weak encryption by default,
where a patch had to be loaded for 128 bit encryption [78]. As such, the govern-
ment’s demand actually led to worse encryption for many people. Since 2000,
new US regulations simplified the export of cryptography, including allowing
unrestricted key length restriction (after obtaining approval) [74].

Case closed? As strong encryption could be used now? Not really: in 2013,
Edward Snowden revealed that the NSA had the ability to read encrypted com-
munications. Methods reported by The Guardian included ‘covert measures
to ensure NSA control over setting of international encryption standards, the
use of supercomputers to break encryption with “brute force”, and – the most
closely guarded secret of all – collaboration with technology companies and
internet service providers themselves’ [34]. In the years that followed, Apple
developed new encryption methods for its iOS based devices, so that Apple
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could no longer comply with the government’s request to extract data from
iOS devices [386].

Even more recently, governments pressure mobile phone companies and
telecommunication companies for backdoors in order to obtain access to
personal data [135, 145]. The Five Eyes intelligence alliance, comprising the
governments of the United States, United Kingdom, Australia, Canada, and
New Zealand, has issued a ‘Statement of Principles on Access to Evidence and
Encryption’ in 2018 which suggests that telco and tech companies will face
strong opposition if they do not provide law enforcement and governments
with backdoors for ‘lawful access’ to encrypted information of citizens [135].

2.4.2 Arguments for a Government Backdoors

This brings us to the main argument for government backdoors in encryption:
privacy is not absolute. Just as governments and law enforcement can get access
to your home, vehicle, and the like, when obtaining a warrant, they want to
access your mobile phone and other electronic devices as well. The Five Eyes
alliance states: ‘that appropriate government authorities should be able to seek
access to otherwise private information when a court or independent authority
has authorized such access based on established legal standard’ [145].

They agree that privacy is important and the crucial role of encryption in
protecting those rights. Yet, the issue they address is the presence of ‘challenges
for nations in combatting serious crimes and threats to national and global se-
curity’. They want support from industry when they lawfully need access to
personal devices. Under the first section ‘Mutual responsibility’ it is stated:
‘Providers of information and communications technology and services – car-
riers, device manufacturers or over-the-top service providers – are subject to
the law, which can include requirements to assist authorities to lawfully access
data, including the content of communications.’ [145]

The threat in the document of the Five Eyes alliance comes in the last
sentence: ‘Should governments continue to encounter impediments to law-
ful access to information necessary to aid the protection of the citizens of
our countries, we may pursue technological, enforcement, legislative or other
measures to achieve lawful access solutions.’ [145]

The argument, privacy is not absolute, is quite powerful: few people would
question the right of the police to enter a home after a warrant is lawfully ob-
tained, or the similar right to search a vehicle or obtain phone records of a
known terrorist. Lindsey Graham, a US senator, framed this discussion during
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a presidential candidate debate in 2015 as follows: ‘Any system that would al-
low a terrorist to communicate with somebody in our country and we can’t
find out what they’re saying is stupid.’[459]

During his tenure as FBI director, James Comey has often expressed his con-
cerns about encryption in apps [225]. He warned that law enforcement officials
were “going dark” as bad actors increasingly rely on encrypted messaging for
their criminal acitvities, while there is a limited technical ability to intercept
and access these communications and information pursuant court orders. In
a speech in 2014 on the issue he states [225]: ‘Encryption isn’t just a technical
feature; it’s a marketing pitch. … Sophisticated criminals will come to count
on these means of evading detection. It’s the equivalent of a closet that can’t be
opened. … And my question is, at what cost?’ He agrees that citizens should
be sceptical of such power at governmental level, but that ‘it’s time that the
post-Snowden pendulum be seen as having swung too far in one direction –
in a direction of fear and mistrust.’

Not only politicians and law enforcements put forward this argument of pri-
vacy not being absolute. Also business men, such as Warren Buffett, agree.
In an interview on CNBC in 2016 he argues: ‘[when the] AG [(Attorney Gen-
eral)] or head of FBI [is] willing to sign and go to a judge, saying we need this
information, we need it now, I would trust that official to behave in a proper
manner.’ [252]

Business professor and author of the New York Times bestseller book The
Four: The Hidden DNA of Amazon, Apple, Facebook and Google [160], Scott
Galloway, agrees with this line of thinking. He illustrates the point with the
case of Brittney Mills, a 29-year-old woman who was gunned down in 2015
in Louisiana (United States). At that time she was eight months pregnant.
The baby did not survive either. Investigators found her password-protected
iPhone and believed the identity of her murderer was likely to have been
on the phone. Apple refused to comply with a search warrant to unlock her
phone [125, 392]. ‘Have we decided that the phone or specifically the iPhone
warrants some divine exceptional rights not afforded to your other devices or
your phone records or your bank accounts?’ Galloway argues [392].

A more forceful version of this argument of a need for balance between
privacy and security comes from Donald Trump who in response to the
FBI/Apple discussion suggested in 2016 to: ‘Boycott Apple until such time
as they give that security number.’1⁹ [113]. Actually, both 2016 presidential

1⁹ No ‘security number’ was asked for; rather, software that would disable certain iPhone security
features so as to allow a brute force attack.
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candidates, Hillary Clinton and Donald Trump, sided with law enforcement
authorities on giving backdoor access to the government [387].

2.4.3 Arguments against a Government Backdoor

In fact, what is indeed so special about the protection of phone data that merit a
different treatment from data written in our paper phone book, letters we have
at home, our call detail records, or our bank statements? Well, three arguments
arise: the balance between privacy and security, the balance between security
and security, and finally the limited effect of government backdoors.

Privacy versus security:
The first argument is a general one, and asks why we need to give up our pri-
vacy for the sake of security. Where is the balance between these two goals?
Benjamin Franklin once said: ‘Those who would give up essential Liberty, to
purchase a little temporary Safety, deserve neither Liberty nor Safety.’2⁰ The
argument, however, is not limited to encryption, but also to your ‘offline’ data.

Security versus security:
The second argument is more convincing, arguing that including a backdoor
creates an inherent weakness in the data protection system. Even if you have
full faith in the procedures that governments use to get access to the encrypted
data, any malignant actor could try to exploit that weakness and find a way
in through that backdoor. Given the continuous arm’s race that is encryp-
tion and security, knowing that there is a weakness is likely going to attract
hackers. The assumption that access to the backdoor is 100% secret is naive,
thereby making the risk of abuse very large. A key under the doormat is not
safe, neither is a government backdoor in our communication system [57].
This is also Tim Cook’s argument, who was Apple’s CEO at the time of the
San Bernandino case. In a 2016 interview with ABC News he states the fol-
lowing [148, 476]: ‘No-one, I don’t believe, would want a master key built that
would turn hundreds of millions of locks. Even if that key were in the posses-
sion of the person that you trust the most. That key could be stolen.’ He adds:
‘The only way to get information – at least currently, the only way we know –

2⁰ Although the quote perfectly fits the 21st-century discussion on liberty versus security in a dig-
ital age, the initial quote actually was not about pro-privacy, but rather pro-taxation and pro-defence
spending in an 18th-century context [332].
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would be to write a piece of software that we view as sort of the equivalent of
cancer.’ Apple deliberately does not retain the keys themselves.

So although a government backdoor would seemingly increase the security
of the public, by allowing law enforcement to better track and capture criminals
and terrorists, it simultaneously decreases the security of all other citizens, by
exposing their data to blackmail or simply the loss of privacy. Not only personal
privacy is at risk here, but also business data and secrets could be stolen, such
as intellectual property or a company’s strategy.

This argument is also followed by Jonathan Evans, the former director gen-
eral of the UK’s security agency MI5: ‘While understandably there is a very
acute concern about counter-terrorism, it is not the only threat that we face.
The way in which cyberspace is being used by criminals and by governments
is a potential threat to the UK’s interests more widely’ [181]. Looking further
into the future, he points to the potential threat of cyberattacks against devices
within an Internet of Things. The potential impact of not properly securing
our vehicles, air transport, and even home devices is a great threat to society
as a whole.

Apple is not the only one facing pressure from governments to allow for
government access. Facebook is another large player that uses end-to-end en-
cryption in its message services WhatsApp21 (Facebook acquired WhatsApp
in 2014). The data is encrypted on the sending phone and decrypted on the re-
ceiving phone. Neither Facebook nor the telco companies in between can see
the plain text and only the encrypted data is sent. In a 2018 Facebook blogpost,
the Global Public Policy Lead on Security argues a similar case: ‘government
officials who question why we continue to enable end-to-end encryption when
we know it’s being used by bad people to do bad things. That’s a fair question.
But there would be a clear trade-off without it: it would remove an important
layer of security for the hundreds of millions of law-abiding people that rely on
end-to-end encryption. In addition, changing our encryption practices would
not stop bad actors from using end-to-end encryption since other, less respon-
sible services are available. … Cybersecurity experts have repeatedly proven
that it’s impossible to create any back door that couldn’t be discovered — and
exploited — by bad actors. It’s why weakening any part of encryption weakens
the whole security ecosystem.’ [156]

21 https://www.whatsapp.com/security/?lang=en

https://www.whatsapp.com/security/?lang=en
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Thefutility of governmentbackdoors inpopularmessaging apps
and smartphones:
Even if Apple, Facebook, and all other major smartphone manufacturers and
messaging apps would allow government access to the data, there will always
be other ways in which bad actors will be able to communicate privately: be
it through other apps that still work with end-to-end encryption without gov-
ernment backdoors, or simply by talking in person. Once such government
backdoors are known (which would be the case when Apple would have built
the software to remove the security feature), criminals and terrorist would very
likely switch to other means of communication. Suppose even that no other
apps could be found, a trained software programmer will be able to write the
code for an encrypted messaging app rather easily. So once again a backdoor
would weaken the security of the average law-abiding citizen, while not solving
the problem of being able to access the data of malignant actors.

Former US Homeland Security Secretary Michael Chertoff reports: ‘The
bottom line is, if you look at both the terrorists in San Bernardino and the
Boston Marathon bombers, they were family members. Most family members
talk to each other face to face. The government doesn’t have access to that af-
ter the fact’ [252]. The futility of a backdoor is even subtly acknowledged in
the proposed ‘Brittney Mills Act’ (which failed to pass in the Louisiana House
committee in 2016) [456]. The proposal included a 2,500 US$ fine for the seller
or leaser of a phone if the phone cannot be decrypted. But: ‘There are excep-
tions to this rule in the case where a phone user may have downloaded a third
party encryption app’ [456].

2.4.4 And Now?

In the argumentation, a distinction is being made in data type, according to
the source of the data. For non-digital personal data, such as letters you re-
ceive at home, printed bank records you might keep or printed invoices, there
seems to be a consensus that law enforcement is allowed to have access to these
and even to confiscate them with a proper court order. For digital personal
records, a difference seems to be made according to whether the processing
third party needs access to the content or not. Banks, for example, need to
know the exact details of each payment: from whom and to whom they were
sent, on what date, and so on. In those settings as well, there seems to be a con-
sensus that law enforcement should be able to get access to the bank records
of suspected terrorist or criminals (with proper court orders). Then why not
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for phone communications? Is it because such backdoors would be too easy to
be accessed? The argument could also be posed in the other direction. Should
telco operators encrypt all the text messages and phone calls? So that even with
a court order, law enforcement would not be able to tap your phone records?

The issue of backdoors in messaging services and phones has really become
a discussion point because of the Snowden revelations. In 2013, the at that
time 29-year-old Edward Snowden revealed that many American hardware
and software have ‘backdoors’ for American intelligence and law enforce-
ment [34, 353]. As pointed out in a New York Times article, for a mobile
phone company to survive in a global marketplace in this post-Snowden era,
consumers need to be convinced that their data is secure [384].

Discussion 3

What do you think are the key drivers for making a distinction between the
type of data and the possibility for the government to access these? Briefly
discuss the arguments in favour of each of the following potential reasons:

1. The type of data: digital versus non-digital?
2. The fact that the third party already needs access to the data, and since

the third party has the personal data, the government should also be
able to access it?

3. The fact that there is much less transparency in how the personal data
is obtained? A backdoor might be accessed in a manner that is too
easy or without the scrutiny by the public or defending party?

4. Is it because for many people there is more personal information on
their smartphone than lying around in their house?

5. Is it because of the revelations by Edward Snowden that without en-
cryption there was a backdoor that intelligence services were able to
access?

6. What are the limits when it comes to encryption and privacy? Should
we all be able to keep all our personal data and messages secret,
beyond the reach of law enforcement?

Encryption technology does not guarantee data protection. Apart from the
continuous battle to keep encryption safe from attacks, there are still also
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issues such as meta-data and ways to circumvent encryption. Meta-data, such
as the IP location from where a message is being sent, to and from whom
messages are sent, and for how long calls are made [66], do not reveal the con-
tent of messages, but do provide personal information. Such data for example
have reportedly been shared by WhatsApp to law enforcement in case of valid
legal requests, such as (succesfully) helping in response to a kidnapping situ-
ation [323, 156]. Next to meta-data, encryption also does not help you when
someone obtains access to your phone, while it is either not protected with
an encryption key or when the key to access your phone is obtained. Once
that happens, they see all your messages, even though they are sent encrypted.
Nor does it help against backups or downloads of your chats that you might
keep unencrypted. In an interview Tim Cook even points to this approach
to access the personal data from the iPhone related to the San Bernardino
shooting [148]: ‘One of the things that we suggested was: take the phone to
a network that it would be familiar with, which is generally the home. Plug it
in, power it on, leave it overnight so it would back up, so you have a current
backup … backup to the iCloud.’ This however was no longer possible in the
San Bernandino case because the iCloud password was reset by investigators
before, so the phone no longer backed up to the cloud.

Discussion 4

You’re working at Messaging App NonExisting Inc., a popular app in your
country.

1. You notice that your company is continuously sending all the mes-
sages between the customers of your company to the government.
What would you do?

2. The child of the CEO has been kidnapped. The CEO asks you to
quickly develop a backdoor so that law enforcement can access the
last communication of his child. He promises that the software would
be removed afterward. Would you? Why (not)?

3. Your own child or partner has gone missing. Would you develop the
backdoor now?

Returning to the 2015 San Bernandino shooting. How did the FBI’s demand
for Apple to write software to unlock the iPhone 5C of one of the shooters
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end? After Apple declined to write the software, the case went to court. Finally,
on 28 March the FBI announced it unlocked the phone and withdrew their
request [53]. It was reported that they only found work-related information
on the phone with no new revelations about the plot [424].

2.5 Bias

2.5.1 Bias: An Overloaded Term

The world is not perfect, and surely neither is data gathering. The data that a
data scientist works on is seldom a perfect representation of the population on
which the model is to be applied. The sample might have more data from easy
to access groups, or historical data which no longer is representative due to a
change in the environment or population. This becomes an ethical issue in two
ways. Firstly, if it impacts the performance of the model on the sample versus
the population. In that case, the performance evaluations that are provided on
the test will differ from those that will be obtained when the model is deployed
on the population, thereby yielding an incorrect picture of how well the model
will perform. Secondly, if the sample is biased against certain sensitive groups,
such as people of certain ethnic background, gender, religion, or age, the re-
sulting model will likely include this bias as well. This could cause a negative
discrimination against such sensitive groups.

Before continuing, a short discussion on the term ‘bias’: it is an overloaded
term used for a variety of concepts in data science:

1. Bias in data sample: a non-representative sample of the population; we’ll
discuss this in the next subsection.

2. Bias of the data or the model against sensitive groups: this corresponds
to the fairness issue, which will be treated throughout the book.

3. Bias/variance trade-off: the predictive performance of models is a trade-
off between two errors [153]: the bias error caused by an assumption
of the learning algorithm on the model, and a variance error which is
caused from a not unlimited sample size, where the model is sensitive to
small changes in the training set.

4. Bias in a linear model: the intercept is often also called the bias term. The
reasoning is that if there is no data on the inputs (all zero), the result is
the bias term.
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All the uses of the term come back to the following general definition in the
Oxford English Dictionary: an inclination in a certain direction.

bias: ‘Inclination or prejudice for or against one person or group, especially
in a way considered to be unfair.’

Oxford English Dictionary22

Whenever you talk about bias, it is important to make the context of this term
clear. In data science ethics, this context is usually sample bias or bias against
sensitive groups.

2.5.2 Sample Bias

Sampling is one of the inherent limitations of conducting data science. Due
to a variety of reasons, gathering data on the complete population is often
impossible. Data can only be obtained from persons who have provided
consent; questionnaires and surveys cannot be obtained from the complete
population; obtaining data can be expensive, and so on. When the sample is
not representative, an error due to a non-random sample of a population is
imposed.

In academic environments, students are regularly asked to fill out a survey
or be part of an experiment, the assumption being that the students are rep-
resentative of some of the population. However, only when this population is
the set of students at that university is it likely not to impose a sample bias.
Similarly, asking your own network to fill out a survey will introduce some
sample bias as well, unless your network is a representative sample of the pop-
ulation you envision. Clearly defining your population and the sample will
help in bringing forth the possible sample bias risks. A couple of examples fol-
low next to demonstrate. Companies often face a similar issue, where the data
at hand is limited to those of their (current and previous) customers. How-
ever, the population can be much broader, as the reject inference problem (see
p. 74) illustrates.

So why is this bad? Well, because the following data science analyses can
lead to wrong conclusions or models that impact certain groups in a negative
manner. Let’s consider a couple of examples.

22 https://en.oxforddictionaries.com/definition/bias

https://en.oxforddictionaries.com/definition/bias
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Twitter is often used for a variety of analyses [255]. For a data scientist,
Twitter data are a great, rich source of data from various types: network data
in the form of who follows, retweets, or likes whom, textual data in the form
of the tweets and short bio, sociodemographic data in the bio, and all of this
with interesting temporal information so that behaviour and opinions of Twit-
ter users can be observed over time. However, when making claims based on
the modelling, we need to assure ourselves that the claim is made within the
context of Twitter only. Because even if a representative sample of Tweets or
Twitter users is chosen, there still remains a sample bias if the population cor-
responds to a broader audience of citizens or persons: social media users are
not a representative sample of the population, just ask your (grand-)parents
about their use. A 2011 study on a set of Twitter users representing 1% of the
US population found that the Twitter users make a highly non-uniform sample
of the US population [304]: Twitter users are (1) overrepresented in densely
population regions, (2) predominantly male (although this bias seems to be
declining over time), and (3) non-representative race/ethnicity distributions,
for example oversampling of Caucasian users in various major cities and un-
dersampling of Hispanic users in the southwest. A 2019 Pew Research Center
study additionally found that Twitter users are younger, more likely to identify
as a Democrat, highly educated, and having a higher income than US adults
overall [415].

This bias can lead to misleading claims or interpretations of the analyses on
such Twitter data. Trying to predict political preference, age, movie box per-
formance or even stock prices using Twitter data should not be used to predict
outcomes beyond this setting [161]. Predicting electoral outcomes based on
Twitter data is one of such questionable analyses [161]. Figure 2.8 illustrates
the point: suppose you want to predict the outcome of a US presidential race
with two candidates: a democrat and a republican. A clever data science project
is set up, and suppose you are able to get an accurate reflection of the political
preference for all Twitter users as being a democrat (Y = 0) or a republican
(Y = 1) voter. Then using these Twitter predictions to forecast election results
will be misleading: even with the strong assumption of accurately being able
to predict electoral preference for Twitter users, there is still the large bias of
the Twitter population versus the total US potential voters population.

In World War II, a classified programme was set up to leverage the ex-
pertise of American statisticians to the war effort. A question that this Sta-
tistical Research Group (SRG) needed to solve was: how much to armour a
plane [344, 126]. The more armour, the heavier and less manoeuvrable the
plane; the less armour, the more vulnerable the plane becomes. Hence, this is
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Population: potential voters

On Twitter Not on Twitter

Democratic
(Y = 0)

Republican
(Y = 1)

Y = ?

Sample: potential voters on Twitter

Fig. 2.8 Sample bias in Twitter users.

an interesting data science problem. The data provided came from American
planes that returned from Europe and counted the bullet holes in the different
sections. The fuselage was hit quite often (1.73 bullet holes per square me-
tre); the engine not so much (1.11 bullet holes per square metre). Assuming
the returning planes (the sample data) are a representative sample of all the
planes, the answer would be to put more armour on the fuselage (Figure 2.9).
Renowned mathematician Abraham Wald came to another solution: ‘The ar-
mor, said Wald, doesn’t go where the bullet holes are. It goes where the bullet
holes aren’t: on the engines.’ [344, 126] If the planes were to be shot at all over,
where are the holes over the engine casing? Wald’s reasoning was that the miss-
ing holes were on the missing (shot down) planes. Thus, the parts with no bullet
holes (the engines) were more important to protect: if those were to get shot,
the plane would crash and not return. So additional armour was placed on
the engines, where the bullet holes were found less frequently. This is another
example of the implications of sample bias.

The third example of sample bias originates from the credit lending world,
cf. Figure 2.10. Data science is used at major lending institutions to predict
whether a customer will be able to repay the loan or not, and hence to decide
on whether to grant credit or not. The resulting model would be used on all
persons applying for a loan. So the population is everyone who applies for a
loan at the bank, yet the sample is different: only data is available on those
loan applicants who were actually given credit. The bank knows whether these
people were able to repay the loan (Y = 0) or not (Y = 1). For those denied
credit, the bank does not know the real outcome. These were probably not
great customers, but some may have repaid the loan. The problem of figuring
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Population: airplanes shot at

Sample: airplanes returning to base

return to base crash

Most hit: wings Most hit: ?

Fig. 2.9 Sample bias in planes returning to base.

Population: persons applying for credit

Sample: persons having been granted credit

granted credit

credit paid back (Y = 0) default (Y = 1)

denied credit

Y = ?

Fig. 2.10 Sample bias in credit applicants.

out what the outcome would have been for these persons that were denied
credit is known as the ‘reject inference’ problem [100].

The most important aspects of sample bias are to be aware of it and to clearly
limit the statements that are generated from the analyses and use of the data
science models within those boundaries.

Not only can undersampling of sensitive groups be an issue, but over-
sampling can be as well. Barocas and Selbst provide an example from the
workplace [39]: if managers were to monitor employees of a certain sensitive
group (for example, based on ethnicity or gender) in a disproportionate man-
ner, mistakes made by employees would be logged in the company dataset at
a higher rate for that group than for others. This practice could then become
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a self-fulfilling prophecy: the manager believes he or she is correct in focusing
on that group as mistakes are reported at a higher rate, leading to even more
focus on members of that group. By doing so, data science would be used in a
wrong, unethical manner to confirm unwarranted prejudice.

So even when the under- or over-representation is completely unintentional,
the resulting disparate impact warrants attention to this issue [39].

2.6 Cautionary Tales: Bumps, Gorillas, andResumes

Sampling issues can bring about quite a commotion, and even large companies
with brilliant engineers and an abundance of data and computing power still
face these challenges. The two cases below illustrate the importance of trans-
parency in the process, explaining models, and detecting and removing bias.

The previous examples show that sample bias can lead to the wrong con-
clusions. Consider the Street Bump app, introduced by the city of Boston to
automatically detect and report potholes [98, 400]. Once the app is launched
on a smartphone, the accelerometer can sense when a bump is hit, which is
recorded together with the GPS location and sent to a city server [400]. As
pointed out by Kate Crawford [98], such data gathering practices will obvi-
ously lead to less data from neighbourhoods with fewer smartphone owners,
often consisting of people of elderly age and lower income [349]. It is reported
that the city of Boston made efforts to address this data issue [98], yet it re-
veals that blindly working on gathered datasets can lead to a negative impact
on sensitive groups in the population; in this case: less reported potholes and
road improvements in poorer communities.

Similarly, a historic under-representation of certain racial or gender groups
in your employee pool, because of a bias against these groups, can creep in
the subsequent models. As we will discuss in Chapter 5, there are numerous
cautionary tales on this subject, such as Amazon’s recruitment tool that pre-
dicted which candidates would be suitable for an engineering position [102].
One way to do so is to set this up as a prediction task, using all candidates that
sent their resume in the past, and using the words in the resumes as input fea-
tures. All candidates that ever applied and were hired, get a positive label, all
others a negative label. Amazon reportedly had built a similar recruiting pre-
diction model, using resumes of a 10-year period. However, when reviewing
the model, there tended to be a preference for male candidates [102]. Due to
the historical bias towards male candidates, resumes that included words as
women’s (as in ‘president of the women’s chess club’) or the names of colleges
where only women can attend, were consistently downweighted by the model.
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Amazon quickly abandoned the project when this bias came to light [102].23
In face recognition, similar under-sampling of darker-skinned persons can
lead to worse performance for images of this category. Buolamwini and Wil-
son found that two facial analysis benchmark datasets were overwhelmingly
biased towards lighter-skinned subjects and that some commercial gender
classification systems perform much worse on darker-skinned females [72].
Not accounting for this bias will lead to worse performance in various set-
tings. Something even as simple as an automatic soap dispenser can go wrong:
a 2017 video revealed how a soap dispenser only worked for lighter-skinned
hands, not for someone with darker skin [260]. The technology was likely not
properly tested on a representative (in skin colour) sample of persons. A simi-
lar problem has been reported on for some heart rate trackers [361], which of
course can have more grim consequences.

Such a negative racial bias also exists elsewhere in the medical domain. Ad-
vances in predicting complex traits using genetic data have already led to the
reported ability to predict breast cancer and type 1 diabetes risk better than
current clinical models [289]. However, this capability is mostly limited to Eu-
ropean descent patients only. The bias in predictive performance in favour of
individuals of recent European descent clearly represents both an ethical and
scientific issue, which the authors of a 2019 study in Nature Genetics, Alicia
Martin et al., describe as ‘the most critical limitation to genetics in precision
medicine’ [289].

Yet another example relates to the Google Photos app. This is an app where
you can automatically group the pictures on your phone. For example, it will
detect if you have a set of pictures from lakes, and will group them in a folder
called Lakes, or a set of pictures with skyscrapers and it will group them in
a folder named Skyscrapers. At some point it was revealed that the AI model
wrongly put a picture of two black persons in a folder named Gorillas [7, 238].
Of course a big mistake by the prediction model. Google quickly reacted that
it was ‘appalled and genuinely sorry’ [402, 41], and turned off the ‘gorilla’ pre-
diction altogether to alleviate the issue. The chief social architect at Google
apparently reached out to the one who posted the picture with the mistake,
stating that ‘different contrast processing needed for different skin tones and
lighting … We used to have a problem with people (of all races) being tagged
as dogs, for similar reasons.’ [238] and providing further explanations. Such a
quick and transparent reaction is the right first thing to do.

23 There is ethical merit in bringing such findings to light as these will caution other data scientists
working on data-driven, automated recruitment on the risks of doing so.
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Three years later, in 2018, Wired revealed that the Google system was still
censoring the term ‘gorilla’ from searches and image tags. A spokesperson re-
portedly stated: ‘Image labeling technology is still early and unfortunately it’s
nowhere near perfect.’ [402]. And indeed, this can be a very difficult issue to
deal with and shows the challenges when working with complex models us-
ing huge datasets. This illustrates that even large companies with abundant
data science resources face these issues. The ability to explain (wrong) pre-
dictions can be of great assistance in such scenarios, see Section 4.4.4. That
Google is taking these issues seriously is also reflected by the AI Principles
that they published in 2018 [171], where a specific section is dedicated to the
issue of fairness: ‘Avoid creating or reinforcing unfair bias.’ They further write:
‘We recognize that distinguishing fair from unfair biases is not always simple,
and differs across cultures and societies. We will seek to avoid unjust impacts
on people, particularly those related to sensitive characteristics.’ [171, 414]

2.7 HumanExperimentation

Human experimentation is a longstanding scientific practice of conducting ex-
periments on humans, to learn about humans. An experiment can be defined
as ‘an act whereby the investigator deliberately changes the internal or external
environment in order to observe the effects of such a change’ [388]. This is a
common practice to gather data, and surely online. For example, by changing
the message of an online ad to see the effect on clickthrough rates, or by chang-
ing the format of a website to see the effect on time spent on the website. Yet,
the impact of experiments on humans can be much larger than simply clicking
on an ad. Even though in medical research human experimentation naturally
comes with ethical standards and thinking, in a non-medical data gathering
stage (often online) such practices seem much less standardized.

We’ll start with the historical background of common ethical guidelines for
research on human subjects, to then compare traditional A/B testing with more
problematic C/D testing, and finally a couple of cases from the online world
where the experiments potentially had an effect on the mental health of the
online participants.

2.7.1 Origin of Ethical Guidelines for Human Experimentation

Human experiments are what brought us many medical advances, including
vaccines. The very first vaccine originates from the 18th century, when Dr
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Edward Jenner observed that milkmaids with cowpox appeared to be immune
to smallpox [50]. Dr Jenner decided to test his hypothesis by injecting some
cowpox pus in the arms of a healthy eight-year-old boy and subsequently giv-
ing the boy smallpox. The story goes that indeed, the boy did not get sick from
the smallpox [180]. The scientific paper he wrote on this, where he added a de-
scription of 13 other cases who contracted horsepox or cowpox and did not get
sick after being exposed to smallpox, reportedly got rejected by the Royal So-
ciety, who suggested that he should cease his experiments [50].2⁴ He (luckily)
ignored the advice and coined the cowpox material ‘vaccine virus’ (from the
Latin for cow: vacca), thereby inventing the concept of vaccine. Although some
ethical remarks can already be made here, much worse human experiments
can be found in history.

The Tuskegee study started in 1932 in the town of Tuskagee, Alabama (US),
and investigated the effect of untreated syphilis on black males [63]. A total of
400 syphilitic black men participated in the study, assuming they’d be receiv-
ing medical treatment. When penicillin became the widely agreed upon and
available treatment for syphilis in 1951, still the men did not receive therapy,
as to continue to observe the effects of untreated syphilis [430].2⁵ Only when
the national press got wind of the study in 1972, did the experiment come to
a halt. Somewhere between 28 and more than 100 of the subjects had already
died at that time from syphilitic lesions. A panel later found that the study was
‘ethically unjustified’ as it failed to obtain informed consent from the subjects,
and makes the case that penicillin should have been given to the men [63].

Some of the most horrific human experiments were conducted by the Nazis
in World War II, with experiments that studied, among others, the human
body’s resistance to low pressure, malaria, mustard gas, and poison [461].
The so-called Angel of Death, Nazi doctor Josef Mengele, conducted heinous
experiments on Gypsy children, twins, dwarfs, and people with abnormali-
ties [95]. At the end of the experiments, the human subjects were killed and
their bodies were analysed during autopsy. Of the 3,000 twins that Mengele
experimented on, only 160 survived [258]. At the 1946 Nuremberg trials, 16
German physicians were convicted of crimes against humanity [95]. As a result
of these revealed atrocities, the Nuremberg Code was established in the follow-
ing year, with 10 points that describe the ethical rules for research involving
human subjects [460]. These touch upon: informed consent without coercion,

2⁴ Yes, the study describing the very first vaccine was rejected by a journal; let it be a motivation for
the academic reader who is facing a rejected submission.

2⁵ During World War II, several subjects received letters from the local draft board with an order to
take treatment. At the request of the researchers, the draft board agreed to exclude the men from the
required treatment [430].
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the ability of the subject to withdraw from the experiment at any time and
avoiding all unnecessary physical and mental suffering and injury [460]. The
Nuremberg code was aimed at preventing a recurrence of such horrific ex-
periment from ever happening again. But that didn’t end unethical human
experiments.

In 1966, Beecher published a seminal paper that identified 22 ethically
questionable research projects [47], some of which were conducted at lead-
ing medical schools and published in well-respected journals [190]. The paper
demonstrated that ethical experimentation with human subjects requires ac-
tive thinking [405], and led to renewed groundwork for various ethical codes
that we know today [190].

The 1964 declaration of Helsinki was developed by the medical commu-
nity of the World Medical Association [470] and is an important document in
the domain. The declaration has undergone various revisions, the seventh of
which was of 2013. The basic principles talk about the respect of the individ-
ual, the rights of the individuals taking precedence over that of doing medical
research to generate knowledge, and the need for qualified researchers [470].
Other principles include the minimization of risks and only conducting re-
search on human subjects if the importance outweighs the risks to the subjects,
the specific consideration of vulnerable groups, the need for research protocols
and research ethics committees, and importantly, informed consent. The 1978
Belmont report is the basis of many ethical guidelines on human experimen-
tation and focuses on three main ethical principles when conducting human
research: respect for persons, beneficence, and justice [405].

There are clearly reoccurring recommendations and issues, which should
guide us in our data gathering process. The first is that of ‘informed consent’,
which is also part of GDPR. However difficult this can be, informed consent
should be free and informed with objective information about the nature of the
research, the potential consequences, risks, and alternatives, and should be ob-
tained prior to the experiment [95]. In the Tuskegee study, the men were not
aware of the potential treatment and devastation that untreated syphilis would
have on their community. In Nazi Germany, consent (let alone informed con-
sent) was totally absent. The second recommendation is to minimize the risk
of the data subjects, and maximize the potential benefit. Finally, there is the
need for oversight, not only at the beginning of a study, but ethical reflec-
tion throughout the experiment, especially if it concerns a study over multiple
years. So go beyond the initial ethical approval of an ethics board: you might
want to assign a person (or even a complete board) responsible to follow up
and challenge the ethical implications during a data science project. Or you
may want to add an ethical reflection in each report of the study.
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2.7.2 A/B Testing and C/D Testing

In a typical experiment, we would want to discover what would happen if we
change property X, and leave all other properties the same. To find this true
causal relationship, one would need two parallel universes, which differ only
in property X. What comes closest is a randomized A/B experiment.

A/B testing is a commonly used approach, where you perform experi-
ments with two groups which differ in the treatment of certain attributes. For
example, if you have two versions of a website for a conference, with two dif-
ferent colours, you can deploy both. Visitors are assigned to either version
randomly, and some metric is defined (for example registrations) that mea-
sures success. This type of experiment is widely used in advertising as well,
to determine which version of an online ad clicks or converts the best. But
treating people differently can have serious consequences.

Of course, the emotional health of persons could be impacted, for example
your happiness, without the user’s knowledge of being involved in such an ex-
periment. Such experiments can go beyond the simple change of the colour
or layout of a banner or text, as the changes involve the use of data science
models. Raquel Benbunan-Fich proposes the name C/D experimentation for
such tests, where programming code is changed to manipulate results without
forewarning, thereby intentionally deceiving the users [52]. In an experiment
by OKCupid on ‘love is blind’ day, the pictures of the matches were removed
for a while [319, 52], which Benbunan-Fich argues is a common A/B test [52]:
the users are aware of the obvious change and as such there is no deception.

When should you be asking for informed consent? In a medical context,
Austin Hill argues that when the patient will be subjected to discomfort or
pain, informed consent is warranted [204]. In the digital setting, if there is a
potential for negative impact, aim for an informed consent from the data sub-
jects (and potentially model subjects as well). For example, if one changes the
colours of an e-commerce site to see which version would lead to the most reg-
istrations, the impact is small, and a reasonable user would likely not expect
to be asked for consent. If on the other hand, a dating site were to recom-
mend persons who the site knows are likely bad matches, just to see what your
reaction would be (see the next cases), the site is influencing the love life of the
data subject, arguably requiring informed consent.

Assuming that the users provided implicit consent because of agreeing with
long and complex terms of service agreements may be a valid legal argument,
but it surely questions the validity of informed consent. A 2014 experiment in
London showed that six people unwittingly agreed to give up their first born
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for eternity in exchange for free wifi, by agreeing with the terms and conditions
when signing in, which included such a ‘Herod clause’ [147].

2.8 Cautionary Tales: Dating,Happiness, andAds

2.8.1 OKCupid Testing of Their Match Prediction Model

OKCupid is an online dating site, where you can create your own profile, and
a data science model can be used to predict who are the best matches for you.
They reportedly have had this in place and wanted to test whether their predic-
tion model actually worked well in practice [46, 68, 52]. So is the model indeed
able to find good matches, or will people become a match, simply because of
the ‘power of suggestion’, i.e. because OKCupid presents these persons as being
a good match [46, 52]?

To test this, they created two groups [205]: group A had couples that had
a low predicted match, and they were also told they were a bad match. But
group B, also consisting of couples with a bad predicted match, were told they
actually were a very good match. So they wanted to see if there would be a
change regarding whether and how often the proposed matches talked to each
other. And it turned out that indeed in group B, the persons were much more
likely to start a conversation than in group A. At the end of the experiment,
the users were notified about their actual predicted match scores [52].

There was quite some uproar when this was revealed [68, 468], even though
the privacy policy did warn about potential research [205]. Arguably people
felt that the dating site was playing with their happiness and love life. The at-
that-time OKCupid president stated that this is simply how the Internet works:
‘If you use the Internet, you’re the subject of hundreds of experiments at any
given time, on every site. That’s how websites work.’ [205, 68] And although
this is true, there are ethical difference in testing which message of an ad clicks
best or which colour for a website leads to the most registrations and conduct-
ing experiments that can have an impact on the emotional state of people. In
a reaction by the Washington Post, the ethical implications of doing such ex-
periments are summarized as [68]: ‘If you’re lying to your users in an attempt
to improve your service, what’s the line between A/B testing and fraud?’

The commonly agreed upon ethical practices concerning human experi-
mentation from the medical domain don’t seem to have become common in
the digital world. Remember the need for informed consent, minimizing risk
while maximizing the potential benefit, and ethical oversight, as the impact of
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digital experiments could be just as high as for medical experiments. So if your
experiment has an impact on the emotional health of persons, then be sure to
think through all the ethical implications of doing so. And at least make sure to
have the explicit informed consent from users to be part of such experiments,
however difficult that may be.

2.8.2 Facebook Contagion Study

Is your emotional state contagious outside of in-person interactions? This was
the questions that a paper tried to address with a Facebook experiment on
over 680,000 Facebook users, by reducing the emotional content in the news
feeds [247]. Two A/B tests were conducted: in a first test group, people were
shown less positive posts from friends, as these were (algorithmically) re-
moved from the feed. In the control group no posts were removed in this way. It
was observed that the group with less positive posts indeed posted more nega-
tive words in their following status posts as compared to the control group.
The difference was reported to be significant, but relatively small [247]. In
the second experiment, negative posts from friends were algorithmically re-
moved, leading to more positive status updates. The study provided evidence
that in such a setting your emotional state is indeed contagious, also without
in-person interaction [247].

Users do consent to such experiments when they agree to its terms of ser-
vice [208]. Yet, there was some uproar on the ethics related to this study as
questions were raised about getting ethical approval for the study, and to what
extent ‘informed consent’, as required in academic studies, was truly pro-
vided [208, 83]. This indicates once more that if you intend to gather data
through a human experiment that might impact the mental situation of per-
sons, you better think through all ethical implications, including obtaining
informed consent, minimizing the potential harm to the data subjects, and
ethical oversight.

2.9 Summary

All data science projects rely on data. The data gathering process needs to
be fair to the data subjects and model subjects, in terms of privacy and
discrimination against sensitive groups. Privacy tends to receive the most at-
tention, where the European GDPR offers interesting inspiration on important
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definitions and principles. Personal data can be related to an identifiable per-
son. The inverse—anonymous data—does not allow the data to be linked to an
identifiable person, but such data are very hard to obtain. Pseudonymous data
are what is often used, requiring additional data to link the data to a person.
Encryption and hashing are key cryptographic techniques to deal with pri-
vacy: from creating pseudonymous or even anonymous data to more advanced
schemes that we’ll discuss in the next chapters. Governments often argue for
backdoors in encryption standards, so they are able to retrieve personal data
when appropriate (after a court order for example).

The transparency aspect of the data gathering process also needs to con-
sider the privacy of the data subjects and the model subjects. This includes the
aforementioned principle of informed consent: is the data subject and model
subject informed about the data gathering and is consent provided? There
should also be transparency in what data are gathered, for what purpose and
for how long. Also the data scientist and manager require transparency, as to
understand how the data are gathered. The data scientist needs to know how
to ensure data quality and perform suitable data preprocessing and modelling,
while the manager is the one signing off on the process, so he or she surely
wants to know how this all occurs.

Let’s briefly return to the initial story of this chapter, where Jenny was almost
fired due to proposing the new data-driven business cases for online advertis-
ing, by (1) predicting product interest based on the obtained Facebook likes,
(2) servicing music producers by turning on the microphone once in a while
to listen to the music played, and (3) helping music event promoters by map-
ping the IP addresses to locations frequented. The GDPR principles point to
the need of consent from the data subjects, which seems clearly missing here as
the novel business cases were not thought of yet when the user downloaded the
app. Purpose limitation is clearly violated as well: the initial purpose of using
the data within the app is no longer the only purpose envisioned. Remember
the La Liga fine for turning on the microphone once in a while, even though
the obtained sound was hashed on the device before being sent to a server. So
the investors were clearly right to be outraged, as there are major ethical trans-
parency concerns with her proposals, and even legal ones if Jenny would have
operated in Europe.

Bias is another important ethical concept, where sampling bias can lead to
numerous wrong conclusions or an unfair treatment of sensitive groups. The
cautionary tales indicate that this is a difficult issue to handle. Being transpar-
ent in the data gathering process, as well as in the response when something
goes wrong, is an overarching theme in data gathering.
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Finally, experiments are a common method to gather data on persons. His-
tory has provided numerous cases where this has gone horribly wrong, from
Tyskegee to Nazi Germany. The common practices in medical experimenta-
tion can guide also typical experiments that data scientists conduct in an online
or digital setting. The main ones are obtaining informed consent, minimiz-
ing risk for the data subject while maximizing potential benefits, and ensuring
proper oversight.

Accountability requires that effective demonstrable procedures are in place,
such as registering when informed consent was obtained and how. The cau-
tionary tales indicate that the data scientists are not willingly unethical; rather,
ethical reasoning has often not been a standard (or required) business practice.



3
Ethical Data Preprocessing

A newly appointed secretary of education wants to prioritize the digital
agenda in higher education.1 One of the projects she sets up is asking each
university to provide a wide variety of data on their students to discover
trends and needs in the student population. She specifically sends this re-
quest to the head of each university: ‘We ask that all universities make the
data on their students public, but to anonymize the names of the students
by hashing them and not to include home address or other personal infor-
mation in the dataset. For each student, we want the following fields to be
included in the dataset: a hashed version of the student’s name, the courses
he or she enrolled in, his/her grades on these courses, days of absence in 2020
due to COVID-19, study program, nationality, date of birth, postal code and
gender. In that way social science research can be moved forward, by finding
patterns in this data, and universities could benefit from the discovered in-
sights.’ Spurred on by this request, the head of the university wants to leverage
the students’ data as well, by predicting who will end up in a good position
after graduating. In this chapter we’ll discover the different ethical pitfalls
of this request: related to privacy, we’ll see how removing identifiers is not
enough to avoid being able to re-identify someone, the issue of working with
sensitive information as grades or sick days, and how privacy can be enhanced
by making the dataset k-anonymous, l-diverse, or t-close. On the additional
subject of making predictions, fairness is a major concern, where one needs
to consider what good means. The way in which this target variable is defined
can already include bias in the dataset. We’ll discover that simply removing
sensitive attributes is also not enough to remove potential bias against sen-
sitive groups, such as foreign students, and what methods exist to remove
such bias from the dataset and avoid discrimination in the resulting predictive
model.

1 This is a fictitious story.

Data Science Ethics. David Martens, Oxford University Press.
© David Martens (2022). DOI: 10.1093/oso/9780192847263.003.0003
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3.1 Defining andMeasuring Privacy

When it comes to data, private or personal data boils down to data that can
be linked to an individual. As one has gathered data, one needs to consider
how to preprocess this data in order to store it in the proper manner (be it
including personal, pseudonomized, or anonymized data). If a dataset is pub-
lished, the risk of disclosing personal data needs to be minimized. Even if
the data remain internal, the risk of data leaks and internal snooping by em-
ployees (or even court orders) requires this issue to be addressed. The ethical
data scientist wants to be able to do useful analyses and modelling, while en-
suring the privacy of the persons whose data are included. This can be done
with Privacy-Preserving Data Publishing (PPDP) methods [155] such as sup-
pressing instances or variables, grouping variables or values, and adding noise.
These steps can be made on both a data instance or input variable level. Ad-
ditionally, to ensure that the models resulting from the data don’t show bias
against sensitive groups, preprocessing analyses can be done that detect and
remove bias that might be present in the data. Finally, in the target variable
definition bias needs to be considered. Figure 3.1 provides an overview of these
ethical data preprocessing steps, which are detailed next.

3.1.1 Suppressing, Grouping, and Perturbing

The most logical and common approach to make a dataset on persons more
privacy friendly is by simply removing the personal identifiers, such as names,
(email) addresses, and the like. This surely is a first step, but rarely solves the
problem. As Samarati and Sweeney describe, next to explicit identifiers there

DATA PREPROCESSING
Input variables Target variable

Input selection
Proxies

Data instances
Re-identification

Defining target

Fig. 3.1 Ethical issues related to data preprocessing.
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are other distinctive features, which they term quasi-identifiers, which often
combine uniquely and can hence be used to re-identify (or de-anonymize)
persons [382]. Table 3.1 shows a fictional medical dataset with the full name
as an explicit identifier, followed by three other variables (which are the
quasi-identifiers) and finally the sensitive attribute: the medical diagnosis. One
would clearly not want to reveal this dataset, as immediately the potential dis-
eases of the included persons are revealed. By suppressing the name, we obtain
the dataset depicted in Table 3.2.

But is the data now truly anonymous? If an adversary, let’s call him Adrek,
knows that Dirk is a 41-year-old man living in Antwerp (with postal code
2000), Adrek is able to link the first instance to Dirk, thereby revealing the
diagnosis. So the combination of values for the quasi-identifiers allows us
to link certain instances to individuals, thereby making the case that just
suppressing the identifier is not sufficient. More methods are needed to fur-
ther enhance privacy in the preprocessing step. This is what the US Federal
Committee on Statistical Methodology calls ‘statistical disclosure limitation
procedures’ [140], or methods to limit what personal data is disclosed. The
purpose of such methods is to ensure that the risk of disclosing personal data
becomes very small.

Table 3.1 Dataset with identifier (Name), quasi-identifiers (Age, Gender, Postal
code) and Diagnosis.

Name Age Gender Postal code Diagnosis

Dirk Den 41 M 2000 Hernia
Eric Eel 46 M 2600 HIV
Fling Fan 22 F 1000 No illness
Geo Gen 28 F 1020 COVID-19
Han Hun 29 F 1000 HIV

Table 3.2 Dataset with suppressed identifier (Name).

Name Age Gender Postal code Diagnosis

* 41 M 2000 Hernia
* 46 M 2600 HIV
* 22 F 1000 No illness
* 28 F 1020 COVID-19
* 29 F 1000 HIV
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In a well-known case, privacy researcher Latanya Sweeney purchased a vot-
ers list for 20 US$, which included name, address, postal code, birth date, and
gender of each voter of Cambridge Massachusetts [421, 422]. She showed that
97% of the 54,805 included votes were uniquely identified based on only the
full postal code and birth date [421]. By linking such public voter lists with
published medical records, which also included the postal code, birth date,
and gender of the included individuals, persons could easily be re-identified.
One such case was William Weld, the former governor of Massachusetts who
was re-identified and whose medical records were revealed. According to
Sweeney, 87% of the US population could be uniquely identified using the
quasi-identifiers postal code, birth date, and gender [422], thereby showing the
danger of assuming that privacy is protected (or that the data is anonymous)
by only removing explicit identifiers.

Further privacy-protecting methods are therefore needed. Grouping is a way
to generalize the information of an individual, and can be done at an instance
level, by aggregating instances into a cluster or at a variable level. The values
of a continuous variable can be grouped into discrete values, while for nom-
inal variables the values can be grouped into higher level concepts. Finally,
perturbation adds noise in such a way that the statistics and patterns derived
from the dataset will not differ much from when these would be derived from
the original data (this comes very close to the definition of differential privacy
which we’ll consider in the next chapter, when dealing with privacy preserv-
ing data modelling). Adding noise can be done through injecting additive
or multiplicative noise or data swapping (exchanging the sensitive attributes
among instances) [155]. Although perturbation is a very simple and powerful
method, it no longer keeps the data semantically correct, while grouping and
suppressing do.

Returning to our example dataset, we can include grouping by making the
age variable discrete, using equal-interval encoding with interval size of 10,
and generalizing by mapping the postal code to the province (or state). This
results in Table 3.3. In this dataset, Adrek can no longer uniquely identify Dirk,
even if he knows that Dirk is a 41-year-old male from Antwerp. Adrek can
assume though that Dirk is either instance 1 or 2, and hence is diagnosed with
a hernia or HIV.

Now the question arises: how much of these privacy-preserving data pub-
lishing methods should you apply? At some point you’ll have a completely
randomized dataset or a dataset where all data instances have the same gen-
eral value for all remaining variables. To answer this question, a definition on
privacy of a dataset is needed: k-anonymity.
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3.1.2 k-anonymity

Samarati and Sweeney proposed the concept of k-anonymity [382].

k-anonymity: ‘A property of a dataset where for each combination of quasi-
identifiers in the dataset, there are at least k-1 other instances with the same
value combination.’

This implies that the information for each individual (data instance) cannot be
distinguished from at least k− 1 other individuals in the dataset, with respect
to the quasi-identifiers. In a k-anonymous dataset, the probability of linking
a person to a specific data instance, through the quasi-identifiers, is at most
1/k. Referring back to our example dataset of Table 3.3, we see that the dataset
is 2-anonymous with respect to the quasi-identifiers: age, gender, and postal
code: instance 1 and 2 have the same combination, while instances 3, 4, and
5 also have the same combination. These two groups are called equivalence
classes: an equivalence class is defined as a set of records that have the same
values for the quasi-identifiers. Adversary Adrek, who knows that Dirk is a
41-year-old man living in Antwerp, now only knows that there is a 50% prob-
ability that Dirk corresponds to instance 1 and thus has been diagnosed with
a hernia, and a 50% probability that Dirk corresponds to instance 2 and has
been diagnosed with HIV.

An important choice is how to define the set of quasi-identifiers. These
are the variables that adversaries could potentially obtain through external
sources. This is an important, yet difficult (and seemingly open) issue, where
wrong decisions can lead to sensitive data being revealed, or an unnecessary
information loss [155].

Table 3.3 Dataset with suppressed identifier (Name), generalized Age
and Postal code.

Name Age Gender Postal code Diagnosis

* [40–50] M Antwerp Hernia
* [40–50] M Antwerp HIV
* [20–30] F Brussels No illness
* [20–30] F Brussels COVID-19
* [20–30] F Brussels HIV
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Transforming a dataset to a k-anonymous dataset can be automated, and a
wide range of algorithms have been proposed to do so through suppression
and grouping, such as Sweeney’s Datafly system [420]. For the interested
reader, Fung et al. provide an interesting overview of such methods [155]. The
goal of these anonymization methods is: given a dataset, obtain a k-anonymous
version of that dataset with minimal information loss as fast as possible. Def-
initely for large datasets, greedy algorithms need to be employed, as it has
been shown that finding the optimal k-anonymous version is an NP-hard
problem [298].

This definition formalizes the issue of privacy in the preprocessing step
nicely, as it guarantees that each instance in a k-anonymous dataset cannot
be distinguishable from at least k− 1 other instances, even if the instances are
linked to external information. However, two attacks are still possible, where
the value for the sensitive attribute can be identified.

3.1.3 Homegenity and Linkage Attacks

Protecting the identity is different from protecting the sensitive attribute val-
ues. Even though an attacker will not know whether Dirk corresponds to
instance 1 or 2, the sensitive value is revealed if both instances have the same
value for the sensitive variable. Such a homogeneity attack [274] is illustrated
in Table 3.4, where Adrek will infer with 100% certainty that Dirk has been
diagnosed with HIV, even though he doesn’t know if Dirk corresponds to row
1 or 2.

A second issue with k-anonymity is when an adversary has access to two
datasets, with the sensitive variable present in both. This scenario would make
the data vulnerable for a so-called linkage attack [155, 274]. Let’s consider
Table 3.5, which is inspired by the examples of Fung et al. [155]: suppose the

Table 3.4 Homogeneity attack on 2-anonymous dataset.

Name Age Gender Postal code Diagnosis

* [40–50] M Antwerp HIV
* [40–50] M Antwerp HIV
* [20–30] F Brussels No illness
* [20–30] F Brussels COVID-19
* [20–30] F Brussels HIV
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Table 3.5 Linkage attack with additional dataset: if Adversary Adrek knows Fling
is a 25-year-old woman from Brussels and in both datasets, Adrek can infer that
Fling has HIV.

Name Age Gender Postal code Diagnosis

* [40–50] M Antwerp Hernia
* [40–50] M Antwerp HIV
* [20–30] F Brussels No illness
* [20–30] F Brussels COVID-19
* [20–30] F Brussels HIV

Name Age Gender Postal code Diagnosis

* [40–50] M Antwerp Hernia
* [40–50] M Antwerp HIV
* [20–30] F Brussels HIV
* [20–30] F Brussels Hernia
* [20–30] F Brussels Heart attack

data of two hospitals is revealed, each 2-anonymous and both with the same
quasi-identifiers and sensitive attribute. If Adrek knows that Fling is a woman
in her 20s from Brussels and has been a patient in both hospitals, Adrek can in-
fer from these datasets that Fling has been diagnosed with HIV, because if we
look at the diagnosis of the last three rows in each dataset, we observe that only
the HIV diagnosis is present in both, so that must be the record corresponding
to Fling. This attack requires more extended background knowledge, knowing
that Fling is in both datasets, and that the sensitive attribute is present in both.
The way in which Sweeney was able to reveal the medical records of the former
governor is another example of such a linkage attack [422].

3.1.4 l-diversity and t-closeness

If we consider the homogeneity attack, one solution is to limit the size of the
dataset, so that Adrek doesn’t know whether Dirk is actually in the dataset or
not. But suppressing instances might lead to unwanted reduction in the in-
formativeness of the dataset. An extension of k-anonymity that aims to deal
with this issue is l-diversity, proposed by Ashwin Machanavajjhala and his co-
authors in 2007, by promoting the diversity of sensitive values within each
group of k (or more) indistinguishable (when it comes to the quasi-identifiers)
data instances [274].
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l-diversity: ‘A property of a dataset where for each equivalence class in the
dataset, there are at least l well-represented values for the sensitive attribute.’

Different definitions exist on what well-represented entails, the simplest being
unique: so there should be at least l distinct values for the sensitive attribute for
each group of instances which have the same values for the quasi-identifiers.
If we look again at Table 3.3, we observe a dataset with 2-anonymity and 2-
diversity. The dataset of Table 3.4 has less anonymity: 2-anonymity and only
1-diversity, and would require more grouping and suppressing of values and
variables in order to make it 2-diverse.

Unfortunately, privacy concerns remain after ensuring l-diversity [268, 155].
Consider the scenario that one value of the sensitive attribute is much less
common than the other, for example a positive COVID-19 virus test versus a
negative one. Suppose you have an equivalence class with two data instances,
one being positive and one being negative for COVID-19. If in the overall pop-
ulation only 1% has positive COVID-19 cases, then knowing that Dirk is in
this equivalence class changes our belief that Dirk has COVID-19 from 1% to
50%. This leads to yet another privacy definition, proposed by Li et al, called
t-closeness [268], which requires that the distribution of the sensitive attribute
in each equivalence class is close to the distribution of the sensitive attribute
in the complete dataset, with closeness defined by some distribution distance
metric and a threshold t. Notice that enforcing this will make the data even
more general, once more illustrating the balancing act between utility of the
data and privacy of the data subjects.

3.2 Cautionary Tales: Re-identification

Behavioural data provides evidence of actions [396] that we take in a digital
world. Think of visiting locations, making payments, making search queries,
liking Facebook pages, or visiting webpages. For such data, each unique poten-
tial action, be it a location, an account number, a query, a Facebook page, or a
webpage, is represented by an input variable. This variable is typically binary:
one if the action is taken, and zero otherwise. One can quickly imagine that a
few actions can identify an individual. For example, who besides me visits my
son’s daycare in Antwerp in the morning, the University of Antwerp during
the day and a house in Berchem in the evening? Or similarly, who besides me
makes payments to both the specific daycare in Antwerp, a local coffee shop
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near the university, and a small bookstore in Berchem? This is both the po-
tential and danger of such fine-grained, very high-dimensional data: because
it is so revealing of one’s interests, it can be used to build accurate prediction
models for a range of applications, from mobile advertising [365] and credit
scoring [432] to predicting personality traits [246], but can also be used to
re-identify persons, as the next cases demonstrate.

Grouping could entail the aggregation of all locations in the Antwerp area to
one super-location ‘Antwerp’, or all unique account numbers from bookstores
to a single ‘bookstore’ account number. Suppression could be implemented
by removing all unique actions that occur less than a certain frequency. But
both dimensionality reduction methods will very likely lead to a (substan-
tially) reduced predictive performance, when used in predictive models [227].
Aggarwal specifically studied the effects of dimensionality on k-anonymity
methods [4]. He finds that when a dataset has a large number of dimensions
which can be regarded as quasi-identifiers (which is the case with behavioural
data), one needs to choose between suppressing most of the data and losing
the wanted level of anonymity. The following cases provide cautionary tales to
illustrate the ease of re-identification when publishing behavioural data.

3.2.1 Re-identification based on movie ratings

Netflix is a subscription-based streaming service for movies and TV series
that initially started off as a DVD rental (by mail) business. In 2006, Netflix
announced the start of the ‘Netflix prize’: whoever was able to improve the ac-
curacy of Netflix’ recommendation model in predicting ratings (measured by
the Root Means Squared Error) by 10%, would be awarded 1 million US$ [9].
A dataset was made public with over 100 million ratings (1 to 5) from about
500,000 Netflix users who rated movies between December 1999 and Decem-
ber 2005. Each data instance consisted of a user id, movie id, date of grade,
and grade. The competition started in October 2006, and ran until July 2009,
when a team finally achieved the required performance improvement to win.
In those nearly three years, over 5,100 teams from over 185 countries partic-
ipated in the contest [321]. The submission that won the prize consisted of
three teams that joined their efforts, named ‘BellKor’s Pragmatic Chaos’2. In

2 The second team, ‘The Ensemble’, reportedly obtained the same accuracy improvement but sub-
mitted their results 20 minutes after the winning team, thereby narrowly loosing the 1 million US$
prize [320].
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2010 Netflix announced that it would start a second Netflix prize, but this was
later cancelled due to privacy concerns and uproar.

Although the dataset was said to be anonymous, where only one tenth
of the complete dataset was included, and the data was ‘subject to per-
turbation’ [315], major privacy concerns emerged. Two researchers at the
University of Texas, Narayanan and Shmatikov, showed that by linking the
supposedly anonymous dataset to auxiliary external data, users could be iden-
tified [314, 315]. In this linkage attack, they specifically looked at the Internet
Movie Database (IMDb) where users can comment and rate movies [314, 315].
When someone rates a movie on both Netflix and IMDb, the authors assume
that the date one rates a movie on Netflix is strongly correlated with the date
one rates the same movie on IMDb. So when I watched and rated the movie
Top Gun on Netflix, and rated the same movie on IMDb, this probably would
have been around the same date. These dates don’t need to be exactly the same
to link the data, but rather one needs to know around what date a movie was
watched and rated. This principle is illustrated in Table 3.6, where a (fictitious)
anonymous Netflix user can be linked to the (fictitious) IMDb user johndoe90
as they both rated the same movies on the same day, give or take a day. By
linking the data instances, we can now observe that johndoe90, described as
being from Antwerp and a Keanu Reeves fan in his bio, also watched Fahren-
heit 9/11, Jesus Of Nazareth and The Gospel of John. It’s immediately clear that
enforcing some form of k-anonymity is quite difficult, given the dates of the
ratings. And indeed, Narayanan and Shmatikov find that even 2-anonymity
would destroy most of the information contained in the dataset [314]. They

Table 3.6 Linkage attack with an additional dataset: by matching the movies
rated on both IMDb and Netflix on about the same date, it can be revealed that
user johndoe90 also watched Fahrenheit 9/11 on Netflix, potentially revealing his
political preference, as well as Jesus of Nazareth and The Gospel of John,
potentially revealing his religious preference.

Netflix IMDb

ID Movies rated ID Movies rated Bio

* A.I. on 6/6/04 johndoe90 A.I. on 6/7/04 From Antwerp,
Bullhead on 1/1/03 Bullhead on 1/2/03 Keanu Reeves fan
The Pledge on 8/1/01 The Pledge on 8/1/01
Fahrenheit 9/11 on 3/15/04
Jesus of Nazareth on 10/21/00
TheGospel of John on 5/22/04
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further describe that when a 3-day error is allowed, 96% of the Netflix users
in the dataset can still be uniquely identified. For 64%, two ratings and date
of rating are sufficient for complete de-anonymization. So for the users who
watched Netflix, and rated movies on IMDb, the available personal informa-
tion on IMDb became linked with the complete Netflix viewing history prior
to 2005. The personal information includes the user name, but can also include
the person’s website address or personal biography. Yet another example that
shows that simply removing personal identifiers does not necessarily lead to
anonymous datasets.

So what if you’re able to identify a person in the Netflix dataset? It turns
out that your movie-watching history might reveal political, sexual, and reli-
gious preferences. Something that might not be possible with only the IMDb
dataset (for example because you don’t reveal on IMDb all the movies you have
watched). Narayanan and Shmatikov argue that if one were to know the opin-
ion of someone about the movies Power and Terror: Noam Chomsky in Our
Times and Fahrenheit 9/11, the political preference could be inferred [315].
Similarly would the ratings of Jesus of Nazareth and The Gospel of John reveal
the religious preference, and positive ratings for movies with predominantly
gay themes, such as Bent and Queer as Folk could be predictive for a user’s
sexual preference. Kosinski et al similarly have shown that what you like on
Facebook can be used to infer your political or sexual preference or even
alcohol use [246].

Even if you are thinking now that you, or an average Netflix user, would
not mind that their historical movie preferences are revealed, Narayanan and
Shmatikov rightly state that the privacy question is not whether the average
Netflix user would care; rather the question is whether any of the Netflix users
would care if their complete movie history is known [314]? And of course
some did object. A lawsuit was filed against Netflix by Jane Doe [232]. Jane
is reported to be a lesbian Netflix user, whose sexual preference is not a mat-
ter of public knowledge, ‘including at her children’s school’ [232, 232]. She
watched movies in the Netflix category ‘Gay and Lesbian’, which could reveal
her sexual preference. In the lawsuit, the plaintiffs claim that if her sexual
preference were to be publicly known ‘it would negatively affect her abil-
ity to pursue her livelihood and support her family and would hinder her
and her children’s ability to live peaceful lives within Plaintiff Doe’s commu-
nity’ [232]. Furthermore, the plaintiffs argue that Jane Doe ‘will be irreparably
harmed by Netflix’s disclosure of her information in its upcoming contest’. Ul-
timately the lawsuit was settled and the second Netflix prize was cancelled
[271, 338].
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The ability to re-identify someone based on the pre-2005 Netflix movie
watching history also holds implications for future privacy [314]: any user
whose identity is revealed through their movie ratings cannot disclose any
non-trivial information about his or her movie preferences in the future,
because that could be used to link the record to his or her identity. So anony-
mously commenting somewhere that you liked or disliked a certain (pre-2005)
movie can lead to your identity being discovered. And the Netflix prize data is
not going away: as it has been made public, many copies have been made and
it is likely to be publicly available for a long time.

A solution might be not to reveal the movie names in the dataset. But
any recommendation algorithm that used content information about the
movie would no longer be usable. Another solution would be to include
more perturbation and grouping, but this comes once more at the expense of
(substantially) reducing the utility of the resulting dataset and resulting data
science analyses. Only allowing selected researchers to work on the data, after
signing a Non Disclosure Agreement (NDA), would allow for a competition
without the need to make the dataset publicly accessible, though likely not all
5,000+ teams would have participated in the Netflix prize then, not to speak
of the administrative burden that this would bring about. Furthermore, if only
one participant leaked the dataset (or it was hacked), the same privacy issues
would emerge. This once more comes back to the continuous balancing act
between privacy and utility.

Finally, note that the Netflix prize has spurred a lot of research in the area
of recommender systems, and led to a large, real-life dataset for researchers to
experiment on. The idea of organizing a data science contest was also forward-
looking; think for example of the popular online Kaggle community that was
started in 2010, where datasets are published for data scientists to work on. One
of the winners of the Netflix prize, Volisnky, accentuated the positive intentions
of Netflix: ‘I think it was really unfair because Netflix behaved really well and
were good stewards of their customers data’ [223]. This demonstrates that even
with the best intentions, it is important to be aware of the ethical risks of data
science.

3.2.2 Re-identification Based on Search Queries

Another well-intended cautionary tale comes from AOL in 2006 [338, 331,
188], an Internet giant at the time. In an effort to foster academic research, they
published 20 million search queries originating from over 650,000 users (re-
portedly about one-third of all searches conducted through the AOL network
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Table 3.7 Example entries from the AOL search queries logfile: the entries are
fictional; the structure is as in the released dataset.

ID Query Query Time ItemRank ClickURL

1365 baby names 2006-05-05 09:16:10 2 www.babynames.com
1365 daycare berchem 2006-05-06 10:11:55
1365 data science ethics 2006-05-06 22:10:06 1 www.dsethics.com
4569 passover cakes 2006-04-14 14:16:22 3 www.recipezaar.com
…

in that time period [331]) over a three-month period. Once more, personal
data such as usernames and IP addresses were suppressed. Each user was as-
signed a random id number, so all searches of the same user could still be
identified. Next to the search query, also the date and time of the search query
were included, as well as the address of the online webpage that the user clicked
on [188]. Table 3.7 provides some fictitious data instances for the provided data
structure.

The goal of publishing this dataset was a well-intended attempt to reach out
to the academic community, and to ‘embrac[e] the vision of an open research
community’ [338]. The data was to be used by search engine researchers in
academia, for a non-commercial use only [478].

However, very quickly there was a lot of public uproar over the privacy im-
plications of releasing this data. Firstly, the fine-grained and revealing nature
of the data led to the ability to re-identify some users. Secondly, just as for the
Netflix re-identification case, one could question whether that is really so bad?
Well, it is, given the very sensitive, and sometimes disturbing, nature of what
we search for online.

Let’s start with the re-identification. Reporters Barbaro and Zeller from the
NewYorkTimes were able to (re-)identify user 417729 as Thelma Arnold, based
on her search history [35]. Arnold allowed her identity to be revealed by the
reporters and confirmed she was the author of the searches. Some queries that
allowed her to be identified included: ‘landscapers in Lilburn, Ga’, ‘homes sold
in shadow lake subdivision gwinnett county georgia’ and several people with
the last name Arnolds [35, 338]. Some other, slightly awkward queries by her
included ‘60 single men’, ‘dog that urinates on everything’; but also warm-
hearted queries appeared as ‘school supplies for Iraq children’. She apparently
was shocked to hear about the data publication: ‘My goodness, it’s my whole
personal life’ she said [35]. One does not need a lot of imagination to figure
out that many users could be re-identified in this way.

www.babynames.com
www.dsethics.com
www.recipezaar.com
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The queries also revealed some very disturbing and sensitive thoughts, such
as the query ‘how to kill you wife’ (including the typo). User 3505202 queried
about ‘depression and medical leave’, another user searched for ‘fear that spouse
contemplating cheating’ [35]. Yet another user seemed to work in finance, was
searching online about high blood pressure, and looked up escort services in
several cities he was presumably visiting [188]. It was further revealed that
there were thousands of sexually oriented queries, including some about child
pornography.

Upon these revelations, AOL swiftly removed the dataset from its website.
A spokesperson said that the publication of the data was a violation of internal
policies and issued a strong apology: ‘It was a mistake, and we apologize.’ [188]
AOL reconsidered the length of time it holds the search queries that customers
make and re-educated its employees about the sensitivity of the data [478]. The
researcher that released the data as well as his supervisor were fired and the
CTO resigned [478]. Even though AOL quickly removed the dataset from its
website (three days after its release), copies continued to circulate online.

Some potential solutions include once more further suppression and group-
ing, but again at the expense of the utility of the data. Further limiting the time
of storage of data (as AOL indicated themselves), and limiting and logging ac-
cess to the data are other measures that could be helpful as well. To still be
helpful for the academic community, the dataset could have been shared only
with a limited number of (trusted) researchers, after signing an NDA.

Some academics (and even non-academics) might wonder: if you obtain
access to such data, should you use it? Once more a balancing act has to be
achieved between the ability to move research forward by developing and val-
idating algorithms using real-life data versus the extent to which personal and
sensitive data are contained in such data and the manner in which they have
been obtained. In the digital age we live in, most massive datasets originate
from such large (technology) companies. Researchers covet such datasets, as
it provides them with a unique asset in their research. How else to demon-
strate that your novel idea for an algorithm to better search the Internet, make
predictions, or recommend movies actually works in real life? Yet, using such
data can taint your own research later on as well. Related to the AOL case,
Professor Jon Kleinberg provides the following guidance in a related New
York Times article: ‘The number of things it reveals about individual people
seems much too much. In general, you don’t want to do research on tainted
data.’ [186]

Google provides the ‘My Google Activity’ tool, where you can ‘rediscover
the things you’ve searched for, read, and watched’, and delete your activity
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if wanted. As stated by Google, only you can see this data. Have a look at
your own search history, through https://myactivity.google.com. Now con-
sider whether someone would be able to identify you, whether you’d be
embarrassed, or worse, whether this might have a negative impact on your
family or professional life, if your searches became public.

An interesting related side story is that of the 2006 subpoena by the US Jus-
tice department, demanding four large search companies to hand over query
data of millions of its users in an effort to uphold an online child pornogra-
phy law [478]. Google declined to turn over the query data, one reason being
it could expose identifying information about its users, and ultimately won
the right to withhold the query data [187]. It was only required to turn over
a portion of anonymous search results (the resulting website addresses from
search queries) but not the queries itself [478, 374].

3.2.3 Re-identification Based on Locations

Location data is a rich data source that has been used for research and com-
mercial (mainly app) purposes. This data might well be the most sensitive of
all behavioural data types, as the revelation of the locations you visit can eas-
ily expose your identity. The location you are most frequently at during the
night is likely your home address, while the location you visit most often dur-
ing office hours is likely your work address [357]. Other locations you visit can
reveal much personal and sensitive information as well. Such data can easily
be retrieved from our mobile phones: either through the location of connected
cell phone towers that is available at telco operators, GPS (latitude/longitude)
coordinates when we allow location data to be sent by our phone apps, when
we explicitly check in on apps like Foursquare or Facebook, or through the
logging of visited IP addresses of WiFi networks. Apps on your mobile phone
often use location data, for example weather apps that want to update their
predictions based on where you are at that moment, apps that provide driving
directions or sports apps that track your running or biking routes. But loca-
tion data is often also used for other purposes, such as targeted advertising,
and sometimes even sold. New York Times reporters were able to look at a
2017 database with the sampled whereabouts of more than a million phones
in the New York area [445]. They report that at least 75 companies receive
‘anonymous’ precise location data from such apps, whose users enable loca-
tion services [445]. And the same cautionary tale unfolds: several identities
could be revealed, as well as startling and disturbing information on users.
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The New York Times reporters were able to identify Lisa Magrin, a 46-year-
old math teacher. (She allowed the New York Times to reveal her identity.) Lisa
could be identified as she was the only person who commuted daily from her
house in upstate New York to the middle school where she works. Not only
her home and work location were revealed, the dataset showed she visited a
Weight Watchers meeting, she stayed at her former boyfriend’s home, visited
the gym, and even a doctor’s appointment was included. ‘It’s the thought of
people finding out those intimate details that you don’t want people to know.’
[445] Imagine being able to identify all persons (or better mobile devices) that
visit locations such as a military base, a psychiatrist office, an AA meeting, a
nuclear power plant, schools, churches, mosques, and so on. Finding the home
address of each device could be done by looking what the most frequently oc-
curring location is of that device at night [357]. Simply knowing their identities
would already be disturbing, but this knowledge could lead to unethical and
even illegal practices such as blackmail.

Not only can apps track your location, but telco operators can do so as
well, based on triangulation of connected carrier’s antennas. In a study by
Yves-Alexandre de Montjoye and his colleagues, human mobility data of 1.5
million individuals over a time period of 15 months was analysed [106]. The
results indicate that four spatio-temporal points (knowing the location and
time of visit up to the hour) were enough to uniquely identify 95% of the
included individuals. Furthermore, aggregating the data to a more coarse-
grained level of location (by aggregating the reception area of two antennas)
and time (using a window of increasing number of hours) did not provide
much more anonymity: for example when allowing a resolution of 5 hours and
aggregating the region of 5 antennas into one location cluster, still more than
50% of all users were uniquely identified with four randomly selected loca-
tions [106]. Aiming for 2-anonymity hence would require much aggregation,
thereby losing the granularity of the dataset which makes it valuable for data
science.

And even then, as we saw earlier, k-anonymity is still open to privacy attacks:
consider a telco operator that wants to leverage its dataset by providing market
reports to businesses. A casino might ask how many visitors come from neigh-
bouring cities or countries, one answer being: 50 persons from zip code 2222
visit the casino in the weekend. If you know an individual who lives in zip code
2222, and know that this zip code only had about 100 residents, you’d be able
to infer with 50% certainty that this person frequents a casino. If the zip code
would only have 50 residents, you would know for sure they all visit the casino
(homogeneity attack). What if the telco operator reported how many citizens
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from each zip code joined a protest, or how many visited an abortion clinic?
Once more, attention should be paid to two aspects: making sure no one can be
identified, and secondly avoiding the revelation of any potentially disturbing
or sensitive information (such as visiting doctors’ offices or casinos).

Location data can also be obtained without the use of mobile devices. New
York City released the data of over 170 million individual taxi trips, after a
request was filed by an open data activist under the US Freedom of Infor-
mation Law [466]. Inadvertently the home addresses of the taxi drivers were
revealed, as well as personal information about individual customers, as the
pick-up and drop-off locations and times of each taxi trip were included in
the dataset [200]. If one observes that a taxi picked up a person at a certain
home address, the drop-off location can easily be found for the person living
at that home address. As one commenter on Hacker News stated: ‘can you
imagine someone just plotting all the trips from a single gay bar? Listing off
all the connected residential addresses? And not only that, any subsequent
trips home from those addresses the next morning?’ [200, 1] Even worse, it
turned out that the hashing of licence plate and taxi medallion numbers was
easily reverse-engineered [200]: instead of mapping each licence number to a
random number, it was hashed with the common MD5 hash. Knowing that
licence plate numbers are all six- or seven-digit numbers (all starting with
the number five), a rainbow table could be made for all possible licence plate
numbers. By looking up the hash in this table, the licence plate numbers (and
similarly the taxi medallion numbers) could be revealed to the public. Map-
ping medallion numbers to driver names is reportedly easily done by searching
online [200].

Let these cautionary tales warn you that simply removing device ID, IP ad-
dress, or name does not necessarily make your data anonymous, and certainly
not when dealing with behavioural data. Such data can lead to the revelation
of identities and disturbing facts. The concept of k-anonymity takes away from
the utility of such fine-grained behavioural data to make predictions, recom-
mendations or to simply find interesting patterns. Therefore one should avoid
publicly revealing behavioural data, assuming it is anonymous by removing
personal identifiers such as name and address. There are ample of good rea-
sons to share such data with researchers: to foster research, for transparency,
to advance society; yet do so with trusted research groups only, and after sign-
ing agreed upon data protection and non-disclosure agreements. If general
statistics about such data are to be revealed (cf. the example of a telco oper-
ator providing business reports based on location data), the use of differential
privacy is recommended. Even the simple storing of behavioural data at a
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company or at the government requires extra careful thinking, as the data can
be hacked, subpoenaed, or employees might snoop around. In those cases, re-
member the GDPR article 5 principles such as data minimization, purpose
limitation and not keeping the data longer than needed.

Discussion 5

Suppose that you have gathered a dataset of Facebook like data of 10,000
Facebook users. This dataset was gathered in an ethical and legal manner,
among others with informed consent.

1. A research group at a renowned university suggests you to make the
data public, but to anonymize the names of the users by hashing
them. In that way data science research could be helped by testing
new algorithms and metrics.
(a) Would you?
(b) What would be potential pitfalls or public outcries? Think of re-

identification or finding disturbing patterns.
(c) Would there be a way where this dataset could be leveraged for

data science research, while ensuring ethics?
2. A journalist asks for access to the dataset, promising not to make the

content possible. The journalist wants to see what the dataset would
reveal. Would you? Why (not)? Consider the same questions as in (1).

3.3 Defining and SelectingVariables

3.3.1 Input Selection

Input selection encompasses all previously seen issues and methods, trying to
ensure that privacy is respected, and minimize discrimination against sensitive
groups. Data minimization is also a concept that should be taken into account
here. As Sweeney has demonstrated, the combination of a few variables, such
as date of birth, gender, and zip code, can allow persons to be uniquely identi-
fied [422]. Having other fine-grained variables, such as products bought, job,
or street name, will lead to included persons being re-identified more easily.
As before, there is a trade-off between privacy and utility. So there might be
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good reasons to still have many variables, so as to have well-performing mod-
els. Yet, the relevance and predictability of each variable should be motivated,
among others, using input selection procedures. Earlier seen methods such as
hashing, encryption, and k-anonymity can also be of help to add more privacy.

Next to privacy, fairness requires us also to look into potential discrimina-
tion against sensitive groups. If we don’t want to treat persons differently based
on certain sensitive attributes, these variables should not be included as one
of the input variables. Yet, in order to measure and remove bias against such
groups, the attributes will be needed. Also beware of proxies of such variables.
Creative thinking might reveal good reasons to include certain variables, such
as location data or job type, but beware of the danger of discrimination this
might bring about, for example against race and gender.

3.3.2 Defining Target Variable

Defining the target variable is inherently subjective. It therefore requires care-
ful thinking about both the business and ethical implications. In predictive
modelling, this variable is what the model will try to predict, so whatever bias
is in the definition or initial measurement of this variable, risks to be included
in your final model as well. As Barocas and Selbst stated, ‘a target variable
must reflect judgements about what really is the problem at issue.’ [39] They
specifically discuss this issue in terms of hiring decisions, and motivating this
can stem from administrative cost reduction, improving sales, or innovation.
And indeed, each of these will likely lead to a different definition for the tar-
get variable. So let’s assume we want to build a data mining model to predict
a ‘succesful’ hire. But how to define this? Is this anyone who stayed with the
company for at least five years? Employees that advanced within the company
to a managerial level? Is it just anyone who got hired in the past? All of these
can have ethical repercussions: if the company had a bias against women for
such positions, the model will include this bias as well. If female employees
took maternity leaf during their first years at the company, is this accounted
for in the definition of ‘successful’ hire? This is where ethical thinking about
the specific definition is needed, by attempting to discover scenarios where
certain groups might be unintentionally discriminated against.

So target variables can be biased in its definition or measurement, but they
can also concern an attribute which is too intimate and personal, leading to
what Crawford and Schultz call ‘predictive privacy harms’ [99]. Consider try-
ing to predict pregnancy. This might be warranted in a medical context, but
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is it in case of targeted advertising? Similarly, Kosinski et al. have shown that
personal political, sexual, and religious preferences can quite accurately be pre-
dicted from Facebook likes [246]. But should you? This likely will depend on
the context and informed consent of the user. Similarly, Sandra Matz and her
co-authors revealed how targeted advertising based on predicted psychologi-
cal traits can lead to more clicks and purchases compared to unpersonalized
targeting [293]. In their study, they discuss the potential for doing good, for
example by targeting highly neurotic persons who display early indications of
depression, with health advice or information; but also the potential unethical
use, by using the prediction to keep citizens from voting, as one example [293].

As a final example, imagine trying to predict who will get engaged, based
on Facebook likes, which might be very interesting information for wedding
planners and jewellery stores. Suddenly getting ads on your screen for dia-
mond rings might feel creepy, but imagine having your partner standing next
to you when the ad appears, or that your partner actually also gets to see the
ad. Likely nothing illegal is happening in this case, yet the ethics of such prac-
tices are more dubious.3 Once more, the context determines the ethical data
science practice related to defining the target variable.

3.4 Cautionary Tale: Pregnancy and Face Recognition

3.4.1 Targeted Advertising for Pregnant Women

Loyalty cards are known to be used for better targeting of coupons and other
marketing offers to customers of retail stores. With such cards, a retailer is
able to record what products a customer bought at each visit at the store. Data
scientists can use such large datasets for customer segmentation, mining as-
sociation rules describing the products that are frequently bought together, to
predict interest in a certain product (group) [88, 364, 62], and even to predict
personal information about the customer. When customers sign up for such a
loyalty card, these uses are typically communicated to the customer.

A story published by the New York Times in 2012 [118] reports the story of
a large retail chain in the US, using such loyalty card data in an attempt to pre-
dict pregnancy [206]. The business motivation of such an exercise is clear: once
someone has a baby, it is hard to change buying habits, and brand preference

3 This is a story, loosely based on a similar 2007 tale of a user whose purchase of a diamond ring was
posted on his Facebook wall without him knowing about it, revealing the surprise to all his Facebook
friends, including his wife [249]. The Beacon program that enabled this was terminated in 2009 [69].
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for baby products like nappies are setting in. Also, at that time, a customer is
already overwhelmed with other marketing campaigns aimed at new parents.
So how can you set up a historical dataset, with labels indicating pregnancy?
One way is to use a baby shower registry, which reveals when the baby was
born. This is what the retailer reportedly did [118]. Another way is to simply
work backwards from the first time someone starts buying baby products, such
as nappies, as roughly 9 to 10 months before the time the woman was likely
pregnant.⁴ Next, predictive modelling can be used where each product (type)
that the retailer sells can be an input variable, having the algorithm figure out
which ones are predictive for the stated target variable. And apparently, some
changing patterns in buying behaviour seem to exist when being pregnant. The
New York Times article describes that products as unscented lotions, scent-free
soap and supplements like calcium and magnesium are products that preg-
nant women tend to buy [118]. These findings can then be used to score all
customers and predict which ones are likely pregnant.

Assuming the model is accurate, and that the customers agreed to targeted
advertising campaigns when signing up for a loyalty card, one can wonder what
the issue is. The anecdote goes that at some point after the predictive campaign
has been put into production, a man walked into one of the stores to complain:
he was getting coupons in the mail for baby clothes and cribs, addressed to his
daughter, who was still in high school … The manager apologized and called
the father back a few days later. The man reportedly stated [118]: ‘I had a talk
with my daughter … It turns out there’s been some activities in my house I
haven’t been completely aware of. She’s due in August. I owe you an apology.’

Because of bad reactions received to such coupons of baby-related products,
targeted at pregnant women, an executive at the retailer reportedly said that
they started mixing the ads with things they knew pregnant women would
never buy, such as a lawn mower, next to the baby product ads, in order to
make the targeted advertising less obvious [118].

Although this case was heavily discussed in numerous newspapers and on-
line blogs, some question whether the anecdote actually happened [150] and
in a statement the retail company reportedly replied that the New York Times
article contained inaccurate information [118]. In any case, it provides a cau-
tionary tale that describes the ethical considerations that should be made in
deciding the target variable.

⁴ Of course, assuming the customer did not buy nappies at other locations previously. This target
variable definition would surely include some wrong labels, but might work to find the general patterns
of pregnancy.
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As an afterthought, note that in this application the actual identity of the cus-
tomer is not necessarily needed. As long as the customer keeps using the same
loyalty card, linked to a unique customer ID, such analyses can be conducted.
Not having a name, email, or address does imply that the targeted advertis-
ing can only happen in-store: the retailer could simply print the coupons on
the receipt. This could even be done without any identifier: simply look at the
products that were bought during a single visit. If the customer bought un-
scented lotions, scent-free soap, and calcium supplements, a near real-time
prediction could be made that the current customer is potentially pregnant and
should be given a coupon for nappies. This is an example of what Barocas and
Nissenbaum describe as being ‘reachable’ while also being anonymous [38],
as discussed earlier in Chapter 2, and clearly still demands ethical data science
considerations.

Discussion 6

When it comes to predicting pregnancy, consider the following questions:

1. What ‘likes’ of Facebook pages would be predictive for pregnancy?
2. Would you be offended if you got an online ad (or offline coupon) for

baby products, in case you or your partner were actually pregnant?
3. What if you would get the ad while not being pregnant? Under what

circumstances would you be offended, or can you imagine other
persons being offended?

4. What exactly would be considered unethical about targeted advertis-
ing for pregnant women? Is it because something is predicted before
the customer or his or her friends know about this themselves? Is it
because it is something physical? Is it because it is unexpected that a
retailer would know about this? Any other reason?

5. What products, when bought by a pregnant woman, could be predic-
tive for the gender of the upcoming baby?

6. Suppose you work at a large baby product manufacturing company,
and your manager asks you to set up an online campaign, aimed at
pregnant women. How would you respond?

7. For what companies or organisations would a pregnancy prediction
model be ethical according to you?
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8. For what other types of products do you feel that targeted advertising
campaigns should not be used? Or put in data science terms: what tar-
get variables should not be used in predictive modelling for targeted
advertising?

3.4.2 Face Recognition

Face recognition technology uses data science software to find a match for an
image of a face, in a dataset of images with faces. It is one of these data science
applications that comes with ample ethical concerns, due to the sensitive na-
ture of biometric data, but also because of the wide potential use and misuse
in our lives.

The advocates of such technology argue that it can solve crimes, assist in
finding missing persons and prevent identity theft [67, 403]. The London
Metropolitan Police Service is reported to already have deployed a face recog-
nition system in 2001 [67]. In New York, the police department was able to
solve a stranger-on-stranger shooting, where there was no DNA evidence, no
fingerprints, and no eyewitnesses [308]. Many similar stories have been pub-
lished. More recently for example, in 2020, the Toronto police department used
face recognition software to solve a murder by comparing the image of the sus-
pected shooter with a database of 1.2 million mug shots [355]. Not only police
departments make use of face recognition, also international airports, casinos,
and even construction job sites have been reported to do so [67]. In the US,
the department of motor vehicles scans drivers’ faces to prevent licence dupli-
cations and fraud [403]. A more humorous application of face recognition is
the Google ‘Art Selfie’ app that matches a user’s picture with a painting [174].

One of the events that ignited heavy discussions on the ethics of face
recognition was the Super Bowl XXXV, in 2001. Tampa police used a face
recognition system to reportedly scan tens of thousands of fans, in search
of wanted criminals [403]. Despite trying to match the thousands of faces,
only a handful of petty criminals were reported to be identified, though no
one was detained. Journalists named this Super Bowl edition the ‘Snooper
Bowl’ [403, 67]. What is actually potentially wrong with such technology?

Mainly privacy concerns are raised in such discussions. In the Super Bowl
case, even though several measures were taken to safeguard privacy, still pri-
vacy concerns arose. Signs were apparently put up which informed the fans
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that a face recognition system was in use [67]. Also, the images that were
being stored in the large dataset only included known offenders, while each
image of the filmed fans was only used to compare with this dataset. If no
match was found, the image was immediately discarded. In spite of these im-
portant safeguards, the commotion focuses on three concerns: privacy, error,
and function creep [67]. Notice that these coincide with the GDPR article 5
concepts of lawfulness, accuracy, and purpose limitation, as we’ve discussed
in Section 2.2.1. The reader is encouraged to reflect on the importance of
the other article 5 principles related to data minimization, storage limitation,
integrity, and confidentiality.

The main privacy concern is using technology to identify someone without
having provided consent, or even being aware of the technology use. Persons
are simply unable to turn off their face [403], as would be possible with online
tracking of cookies or location services on smartphone. But do people really
expect privacy in such public spaces, where TV stations are present and the
event is broadcasted live, while fans are taking pictures? Nissenbaum argues
that even though there is indeed a diminished expectation to privacy in pub-
lic places, still justifiable privacy expectations remain [198], and hence face
recognition violates the privacy. She motivates this reasoning by indicating
that many persons feel dismayed when they learn about the surveillance prac-
tices in public places. The use of captured images of your face by TV cameras
in a different context, requires different privacy guarantees. Brey argues that
most visitors would likely not agree to be part of a police lineup to identity a
suspect, even though they might possibly acknowledge being on camera. Since
the context is different than the context of potentially appearing on television
or in the background of a fan’s picture at the Super Bowl, privacy might be
violated [67].

A second ethical concern is the mistakes that predictive models are bound
to make. It is mainly the false positives that are concerning: being questioned
by the police because of wrongly being matched with a suspected criminal.
But as Brey states, this is part of a balancing act between the number of good
citizens that are mistakenly stopped and the number of suspected criminals
that are caught [67], a trade-off well-known to data scientists to determine the
final cutoff of the prediction score to make decisions. If the False Positive versus
False Negative ratio is limited, the system’s misclassification can be regarded as
just part of operational workings, just as human officers would have in track-
ing suspects. A large ratio would argue that the system should be scrapped.
In Tampa, the face recognition system was suspended in 2003, as it had not
yielded a single arrest or positive identification [67].



cautionary tale: pregnancy and face recognition 109

Face recognition technology is rapidly evolving, and any system requires
proper evaluation. A 2019 independent evaluation of the London police’s trial
of face recognition software, for example, revealed that of the 42 proposed
matches, only eight were confirmed to be correct (wanted violent crimi-
nals) [278, 108]. A 14-year-old black schoolboy was reported to be among the
wrongly identified and was fingerprinted because of it. In another 2018 evalu-
ation of Amazon’s face recognition software ‘Rekognition’, the American Civil
Liberties Union (ACLU) reportedly found that 28 members of US Congress
were misidentified as having been arrested for crimes, with a disproportional
misidentification rate for people of colour [406, 266]. Academic research has
similarly shown that some commercial gender classification systems suffer
from substantial disparities in the accuracies across skin colour [73]. These
are of course small and specific test runs conducted on software that might be
obsolete as you read this, as face recognition software continuously is being
improved. Yet, it shows that one should be aware of the limitations of such
technology.

Another issue is ‘function creep’ [469, 67]. Function creep occurs when the
technology is used for purposes that it was initially not designed for. Think of
enlarging the dataset to also include images of political activists, journalists,
citizens, etc; or the use of the software to track individuals over a longer time
period, retro-actively being able to see where someone has been; or to allow
access to the system by other organizations and persons, such as companies or
individual operators.

These issues might be thought of in the context of the company Clearview
AI [209, 207, 80, 354]. This American company provides face recognition soft-
ware for law enforcement. With its app, you can take a picture of someone,
upload it to their servers and it will return a set of publicly available pictures of
the identified person, together with links to where the pictures appear online.
The data it relies on is reported to have been scraped from Facebook, Twit-
ter, Instagram, Youtube, and ‘millions of other websites’ [207], and reportedly
contains over three billion images [354, 80, 207]. Clearview AI’s CEO argues
that it only scrapes images that are publicly available [354, 207]. This access
to billions of images is a major advantage compared to the data available to
law enforcement agencies, whose databases historically have been limited to
government-provided images, such as pictures from driver’s licences and mug
shots [207]. The potential uses of such a system are security-related, as law
enforcement can be helped in identifying suspects and potential terrorists. A
story by the Indiana State Police describes how they were able to identify a
shooter from video footage, for whom no mug shots or driver’s licence was
found [354]. So only a system that had data beyond those data sources, and
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proper face similarity matching software, would have been able to identify this
person. Also businesses could benefit from the app, as it can help with iden-
tifying perpetrators of crimes as shoplifting and credit card fraud. Yet, clearly
ethical issues arise with regards to data gathering and deployment. First of all,
public data does not imply that the data is free-to-copy, as we discussed in
Section 2.2. European regulations allow for a ‘database right’, where you are
not simply allowed to copy or extract substantial parts of a database without
the owner’s consent, even if the content itself is not copyright protected. Also
policies of individual websites (or other data sources) often tell you what you
are allowed to do. For example, Facebook disallows all automated scraping
except for a couple of listed companies but also limited to certain webpages,
as revealed by www.facebook.com/robots.txt. So Clearview AI seems to have
violated the policy by crawling Facebook pages, which resulted in Facebook
and other companies such as LinkedIn, Twitter, and Youtube, demanding that
Clearview AI stop the scraping [354].

Additionally, there are serious questions on who should be allowed to use
such software. Should there be limitations to who gets to use the data: law en-
forcement agencies from all countries, security departments from businesses,
or even private persons? A story goes that a potential investor of Clearview
AI was able to take a picture of the date of his daughter that he happened to
encounter in a restaurant, and was able to identify the person and his back-
ground through the app [209]. This seems to violate our privacy expectation.
One can quickly imagine other potentially unethical uses of the app. The New
York Times suggests three: identifying activists at a protest; stalking an attrac-
tive stranger who someone notices on the subway; or a foreign government
digging up secrets from citizens and blackmailing them [207].

As you notice, once more a trade-off is discovered between utility of data
(and data science) and privacy. Once it is established that the data and tech-
nology is legally acquired, that the results are accurate and can be of great value
for law enforcement, one could argue that the use thereof by well-defined roles,
and oversight, might be warranted in countries and organisations that can be
trusted or audited to follow these set guidelines. Others might say that this is
simply too big a privacy violation, and that the use of face recognition for mass
surveillance boils down to ‘basically robbing everyone of their anonymity’,
as stated by Joseph J. Atick, a pioneer in face recognition technology, in an
interview with the New York Times [403].

This debate is clearly still raging in our societies, with both regulators and
technology companies looking for the right balancing act. That this ethi-
cal debate will continue in the future is well reflected in this 2020 answer
by Margrethe Vestager, the Vice President of the European Commission,
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responsible for competition and digital industry, to the question: Should mass
facial recognition be prohibited? ‘I do not know yet. It is a very sensitive issue.
It may be useful, but we should not rush. We need to define precisely the condi-
tions of its possible use, its virtues and its limitations. Under no circumstances
should they impede freedom of expression or assembly, as reported in Hong
Kong. Some American states have also given it up after trying it, claiming that
it is not yet technologically reliable enough.’ [259] In response to the growing
societal concerns, and a lack of clear regulation on the matter, in 2021 Face-
book chose to shut down their face recognition system and delete the 1 billion+
faceprints [347].

Discussion 7

Suppose you just installed an intelligent video doorbell. The accompanying
app has a face recognition feature, where you can link a face to a person.
This allows personalizing the messages and ring sounds you get: whenever
the recognized person rings the bell, a special ring sound is made, or only
recognized faces lead to a message being sent to your phone.

1. Do you think someone could mind that their face is linked to their
name by your doorbell app?

2. How could the information be misused, by the doorbell company or
by others who get unauthorized access to this dataset of faces with
names?

3. Reflect on how the GDPR principles of article 5.1 of informed con-
sent, accuracy, purpose limitation, and data limitation could or
should be implemented in this setting.

4. Would you turn on this feature on your intelligent video doorbell?
5. What companies or organizations would you feel comfortable with,

having a picture of your face and your name (and the necessary face
recognition software to match another image of your face with your
name)?

3.5 Fair Relabelling

Let’s now turn to the discrimination aspect of fairness. How can we measure
that a historical dataset contains a bias against a sensitive group, and how can
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we change the dataset in a preprocessing step so as to remove this measured
bias from the dataset?

3.5.1 Measuring Fairness of a Dataset

To get rid of discrimination in a dataset, we must first define how to measure
the extent of such discrimination or bias against a sensitive group in a dataset.
Suppose we have a dataset with a certain sensitive attribute, called S, which
takes value s for the sensitive group and ns for the non-sensitive group. For
example, in case of discrimination against women, S = s would indicate gen-
der being female and S = ns would indicate gender being male. The target
variable Y to predict has a positive (Y = +) and negative (Y = −) outcome, for
example being granted or denied credit, or being hired or rejected for a job.
The first definition is statistical parity or dependence [233], defined by (3.1).
This measure takes the probability for a positive outcome for the non-sensitive
and sensitive groups, and substracts them. The second definition of disparate
impact, defined by (3.2), takes the ratio of these two numbers. These proba-
bilities can easily be calculated from the data: for example the probability for
a positive outcome, given the instance is part of the non-sensitive group, can
be measured as the number of instances with the non-sensitive attribute value
that also have a positive outcome (ns+) divided by the total number of instances
with a non-sensitive attribute value (nsT).

Statistical parity(D) = P(Y = +|S = ns) − P(Y = +|S = s) (3.1)

= ns+

nsT
− s+

sT
.

Disparate impact(D) = P(Y = +|S = ns)∕P(Y = +|S = s) (3.2)

= ns+

nsT
∕ s+

sT
.

Consider the example dataset of Table 3.8, similar to the one used by
Kamiran and Calders [233]. As calculated below, the statistical parity is 40%,
meaning that men have a 40% higher probability than woman to be hired, in
absolute terms, while the disparate impact is two, which means that men are
twice as likely to be hired than women, in relative terms.
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Table 3.8 Example dataset with 5 men (S = ns)
and 5 women (S = s), with in total 6 positive
outcomes (Y = +) of being hired.

id … S Y

1 ns +
2 ns +
3 ns +
4 ns +
5 ns −
6 s +
7 s +
8 s −
9 s −
10 s −

Statistical parity(D) = 4
5 − 2

5
= 0.8 − 0.4 = 0.4.

Disparate impact(D) = 4
5∕

2
5

= 0.8∕0.4 = 2.

3.5.2 Massaging

The problem we need to address is that the historical dataset might exhibit
discrimination against a sensitive group, for example women being hired less
likely. This could be resolved by relabelling the data, by changing the class label
of some instances from the sensitive group from negative to positive, and from
positive to negative for some instances from the non-sensitive group. In our
example, this implies changing the label for some women from not hired to
hired, and for some men from hired to not hired. This approach has been put
forward by Kamiran and Calders, which they coin as ‘Massaging’ [233], and is
briefly discussed next. Two design questions arise: how many instances need
to be relabelled, and which ones?

First: how many? Well, as many as needed to make the measured discrimi-
nation become (close to) zero. So if we relabel M men that were hired and M
women that were not hired, the measured discrimination, in terms of statistical
parity of our dataset, becomes:
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disc'(D) = ns+ −M
nsT

− s+ + M
sT

= disc(D) −M · ( 1
sT

+ 1
nsT

)

= disc(D) − (M · sT + nsT

sT · nsT
)

≡ 0

If we bring M to one side, we get the required number of changes for each
group: the measured discrimination in the dataset, multiplied with the number
of persons in the sensitive group (sT), and the number of persons in the non-
sensitive group (nsT), divided by the total size of the dataset (the sum of the
number of persons in the sensitive and non-sensitive groups, sT + nsT).

M = disc(D) · sT · nsT

sT + nsT
. (3.3)

Returning to our example dataset, we find that we need to change the label of
one man (who was hired) and one woman (who was not hired).

M = 0.4 · 5 · 5
10 = 1. (3.4)

That solves the first design question, but now the question arises: which
instances to relabel? For that, Kamiran and Calders argue to use a scoring clas-
sifier built on the original dataset to score all data instances. Which man would
we want to change from positive to negative? The one with the lowest predicted
probability to be hired, because for that person we are the least certain about
whether to invite him or not. Similarly, which woman do we want to promote
from not being hired, to being hired? The one with the highest probability to
be hired (or the lowest probability to be rejected). By doing this massaging, a
dataset is obtained where the measured discrimination is (close to) zero, while
at the same time not having changed the dataset too much, so as to stay close
to the original dataset and ensure that the model is still accurate when used in
real-life settings.

The authors of this ‘Massaging’ paper also propose two other preprocessing
methods, based on weighing each instance according to how much the ob-
served and expected probabilities to be hired are different, whether you are
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part of the sensitive group or not [233]. These weights can then be used in
classification algorithms that are able to work with weighted instances (in a
method termed ‘reweighing’), or can be used to resample the dataset (in a
method termed ‘sampling‘).

3.6 Cautionary Tale: Biased Language

Unfair data science goes beyond predictive modelling. The following caution-
ary tale shows how data representation learning can also include bias. ‘Man
is to Computer Programmer as Woman is to Homemaker?’ is how Bolukbasi
et al. start their influential 2016 paper [59]. They applied a commonly used
word embeddings approach to Google News data, and reveal startling gender
biases in news stories.

Computers can only reason with numbers, so the text needs to be trans-
formed to a numerical representation. A powerful and widely popular
approach to do so is word embeddings [229]. The idea is to come up with a
vector representation for each word, such that words that are similar to one
another will be close to each other in this numerical vector representation.
Similar words can be seen as words that are often used with the same other
words before and after it in a sentence. The words Belgium and France for
example are often used in the same context, so they should lie close to each
other. The different new numerical dimensions can be seen as concepts that
help to define the meaning of a word. For example, one dimension might en-
capsulate the concept of royalty, another might be more related to country.⁵
In case of a traditional ‘bag of words’ encoding, the words king and queen
would be as different as the words king and data. In the embedded repre-
sentation this would no longer be the case: king and queen often occur in
the same context/sentences (e.g. ‘The king wears the crown.’ and ‘The queen
wears the crown.’) and hence will be closer to each other in the new embedded
dimensions than the words king and data.

Word embeddings facilitate reasoning with words:⁶ what if I take the word
king, subtract the word man, and add the word woman? This idea is illus-
trated in Figure 3.2, and shows that you would end up somewhere very close
to the word queen, as we would expect. Now what happens if we similarly
look at the female version of the word computer programmer? As Bolukbasi

⁵ These dimensions don’t necessarily have an explicit meaning, and are determined fully data-driven.
⁶ When we reason in the embedded space, a word corresponds to a vector, and calculations with

words hence correspond to calculations with vectors.
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embedded
dim. 2

king

king–man

programmer

man

woman

king – man + woman =
queen

programmer – man
+ woman = ?

embedded dim. 1

Fig. 3.2 Reasoning with word vectors using word embeddings. The
female version of the word vector king is queen, as derived from
vector additions: king - man + woman. The female version of the
word programmer turns out to be homemaker.

et al. already reveal in the title of their paper, we end up with the word home-
maker [59]. This language bias is shown to exist in the word embedding with
300 dimensions that one obtains from analysing Google News articles, with
3 million English words. And it is far from the only example of our biased
language use. Some other stereotype male/female analogies that are found in-
clude [59]: nurse/surgeon, housewife/shopkeeper, interior designer/architect,
and diva/superstar.

These analyses reveal a bias in the language of news articles, which we can
assume is written (largely) by professional journalists. And so we find once
more that not being aware of this bias will lead to biased models that are built
upon them. In this specific context, a major concern is the widespread use
of word embeddings, with hidden gender bias, which might be amplified in
the resulting applications, be it resume screening or online querying [59]. Yet
another cautionary tale that even if the source of the text might seem trusted,
be aware of hidden biases and their implications of conducting data science on
the data.

A related and interesting online visualization tool can be found on the
website of the University of Maryland, and is the result of a ‘hacking dis-
crimination’ hackaton held at Microsoft in 2017 [119]. The tool allows you
to look for stereotypes yourself. You can look at, and play around with,
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visualizations of male and female adjectives, drinks, and many more cat-
egories. One remarkable result is that the most ‘male’ adjectives include
certainly, coky and decent, while the most ‘female’ adjectives are sassy, sexy, and
gorgeous.

The solution would rather obviously exist in debiasing the learned represen-
tation, by ensuring that words that are considered to be gender neutral (such
as surgeon) have the same distance to each word of gender pairs, such as he or
she [59]. At the same time, the embeddings should correctly maintain expected
gender analogies, for example requiring that the word mother lies closer to the
word she than to the word he.

Language bias has not only been found in Google News articles. Claudia
Wagner et al. looked at potential gender bias in Wikipedia articles [457], an-
other source of text that one would expect to be neutral in terms of gender.
Wagner and her co-authors found that Wikipedia articles about women more
often discuss the gender, romantic relationships, and family-related topics
(such as her husband, his job, and kids) than is the case for Wikipedia arti-
cles about men. Similarly, they found that some words are predictive for the
gender of who the article was about: words such as baseball and football are
found to be discriminative for articles about men, and words such as husband
and divorced for articles about women [457].

3.7 Summary

This chapter considered how to measure and ensure fairness of your dataset,
in terms of privacy and discrimination against sensitive groups. Too often
fairness is assumed by simply not using personal identifiers or sensitive at-
tributes. But this is like simply closing your eyes as a solution for a flat tyre
on your car: you might not see the problem any more, but it is surely still
there.

The privacy of (preprocessed) datasets can be defined in terms of k-
anonymity, l-diversity, and t-closeness, where each attempts to counter certain
privacy attacks. Such attacks aim to re-identify a person or reveal the value of
a sensitive attribute for a person, and do not necessarily require being able to
link a specific data point to a person (cf. homogeneity attack). The methods
to ensure such privacy are suppression of values and grouping of instances or
values.

Keep in mind that satisfying these privacy definitions does not mean there
is total privacy and utility: the continuum between privacy and utility is
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privacy utility

Removing
personal
identifierst-closeness l-diversity k-anonymity

low t high t
high l low l

high k low k

Fig. 3.3 Trade-off between utility for the data, and privacy.

illustrated in Figure 3.3.⁷ Stronger definitions, or larger k’s, l’s, or smaller t’s,
lead to more privacy, at the expense of utility, as the dataset is made more gen-
eral. So be careful when you call the dataset anonymous, and be precise in what
definition you use. If there are still circumstances in which a person could be
re-identified, the data is better called pseudononymous, as defined in GDPR.

Behavioural data poses specific privacy risks, mainly due to the fact that very
few persons have the exact same recorded behaviour. This is the driving force
behind re-identification attacks, linking for example Netflix data with IMDb
data. Imposing k-anonymity strongly reduces the utility of such data, as the
fine-grained property of such data is what typically leads to a high accuracy for
the predictive models built on such data. The different case studies on movie
viewing, online search and location data show the serious privacy risks that
may come from publishing this data, even if the motivation for making the
data public is well-intended.

The mentioned privacy attacks assume that adversary Adrek has back-
ground knowledge. In some cases this might be far-fetched, but reveals how
tricky it is to publish personal data. In the next chapter, we’ll show that by
adding noise to the result in an intelligent matter, more formal, mathemati-
cal privacy guarantees can be provided even in the presence of background
knowledge, future technologies, or unlimited computing resources.

The other fairness issue we discussed was discrimination against sensitive
groups, firstly, by looking at the target variable. It is important to properly de-
fine this and consider historical biases that might creep into this definition.
Think for example of historical preferences for men in hiring or promoting.
Additionally, there should be ethical limitations on what you predict. Even
though the data on some target variable is available, predictions are accurate,
and consent was provided, does not mean that you should predict that variable.
The pregnancy case is a cautionary tale for this point. Deciding what is ethical

⁷ When interpreting Figure 3.3 note that the shown order is not always total: it is possible that for a
dataset having l-diversity with some low l is worse in terms of privacy than some k-anonymous dataset
with a high k.



summary 119

to predict once more depends on the context and application. Predicting preg-
nancy might be considered ethically questionable for marketing purposes; it
will have much less concerns in a medical setting.

Let’s briefly revisit the opening story of the chapter now, where a univer-
sity is asked to disclose for each student the courses he or she is enrolled with,
the grades, days absent due to COVID-19, nationality, date of birth, postal
code, and gender. The request from the minister of education wrongly as-
sumes the data is anonymized because the names are hashed. The hashing
rather leads to pseudonymization. Indeed, Sweeney demonstrated that the
combination of date of birth, gender, and zip code will likely identify many
students uniquely [422], and hence could reveal sensitive information about
them, such as their grades or COVID-19 diagnosis. Including more privacy
through k-anonymity and differential privacy surely seems warranted in this
case.

Finally, we looked at how to measure and remove potential discrimination
against sensitive groups in a dataset. We discussed two important measures
for dataset fairness: statistical parity and disparate impact. To remove histori-
cal bias in a dataset, one can either work on the target variable, by changing the
target variable to a positive outcome for some of the negatively discriminated
sensitive groups, and vice versa; or by working on the instance level, by pro-
viding more weight or oversampling these negatively affected persons, while
providing less weight to or undersampling the other groups. An advantage
of removing the bias from the historical dataset is that many techniques and
analyses can be applied afterward. Ensuring fairness in the modelling phase
will make the approach technique specific.
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In November 2019, tech entrepreneur David Hansson wrote a series of Tweets
that went viral, in which he wanted to address an apparent injustice done
to his wife [5, 318]. Apple Card offered him 20 times the credit limit that it
offered his wife, although they have shared assets and she has a higher credit
score: ‘[My wife] spoke to two Apple reps. … The first was like “I don’t know
why, but I swear we’re not discriminating, IT’S JUST THE ALGORITHM”.’ [5]
Apple co-founder Steve Wozniak replied ‘The same thing happened to us. I
got 10× the credit limit. We have no separate bank or credit card accounts or
any separate assets. Hard to get to a human for a correction though. It’s big
tech in 2019.’ [471] This media storm led to a formal investigation by the New
York Department of Financial Services into the potential sexist credit decision
making by Goldman Sachs, who was responsible for the credit scoring for
the Apple Card [5, 318]. This story includes several components that will be
addressed in this chapter. First, the issue of implied discrimination against
women. We’ll discover how we can assess discrimination against a sensitive
group, with various measures. Surprisingly, these measures often conflict, so
motivating the choice of the selected fairness measure is important, as will be
demonstrated with a case from predicting recidivism. A second issue that is
foundational for this tale is explainability: being able to explain predictions.
This need stems from various sources: to obtain trust in the model, but also to
get insight, and to improve the model. Several techniques will be introduced,
ranging from LIME and counterfactuals that lead to individual explanations
(which would be well suited in this credit scoring context and arguably what
both David Hansson and Steve Wozniak are asking for), to rule extraction
methods that explain the global prediction model. But first, this chapter will
discuss various techniques that attempt to reconcile privacy and data science
modelling with personal data.

Data Science Ethics. David Martens, Oxford University Press.
© David Martens (2022). DOI: 10.1093/oso/9780192847263.003.0004
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4.1 Privacy-PreservingDataMining

4.1.1 ε-Differential Privacy

DefiningDifferential Privacy
One of the golden standards to include privacy in data science is the concept
of ‘differential privacy’, which originated from Cynthia Dwork [122]. Once
more the question is asked, how can we analyse the data while still preserving
privacy? In a previous chapter this concept was already introduced in a decen-
tralized form, by adding noise before recording the answer. In the centralized
version that we will discuss next, the noise is added to the result before commu-
nicating it to the outside observer. In other words, the data analyst is trusted,
but the outside observer is not. Think for example of census data that is col-
lected by the government. These can be used in various valuable data science
exercises or to assign government resources to different regions, but can also
reveal very personal and sensitive information. The goal of differential privacy
is to allow a social scientist to share useful statistics about sensitive datasets.
For example: How many people in Belgium have HIV? How many students re-
ceive financial aid? Or how many ‘Data Science Ethics’ students pass the exam?
In itself these are all interesting questions to ask, but not accounting for privacy
might reveal personal and sensitive information.

Let’s first consider again what the privacy issue would be when reporting
simple counts. As we just saw with k-anonymity, background knowledge can
lead to personal information being revealed. Here is an example, similar to
the one described by Wood et al. [467]. Suppose in a study for a course on
Data Science Ethics, the professor reports that in March 2020, there were 50
students taking the course, 10 of which were on financial aid. This statement
in itself does not reveal personal information. Now suppose the month af-
ter, the TA (teaching assistant) reported the same information, stating: in
April 2020, there were 49 students taking the course, 9 of whom were on fi-
nancial aid. Once more, this is not revealing personal information in itself.
But when we combine both statements with background information, trou-
bles emerge. If student Sam knew that all 49 students also participated in the
March 2020 course and that student Tim dropped out of the class in March,
then Sam would now know that student Tim was on financial aid. And hence
Tim’s personal information is being revealed to Sam by this simple counting
statement. Similarly, when the government reports daily the cumulative num-
ber of COVID-19 cases per city, a sudden drop of one and the background
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information that a person moved out of the city, might reveal that this person
was diagnosed with COVID-19. That is what differential privacy aims to avoid.

Now let’s see how to define privacy of an algorithm. The basic idea is as fol-
lows: whether an individual’s data is used or not by the algorithm, the outcome
should be essentially the same. What ‘essentially the same’ means is formally
defined by a ε parameter, as shown next [122, 213, 467]:

ε-differential privacy [122, 467]: ‘A property of an algorithm where the out-
come or result will remain essentially the same whether you participate or
not in the dataset.’
More formally: ‘if for any two datasets D and D' that differ only in 1 data in-
stance, and for all possible outcomes S from algorithm A, and ε ≥ 0:
P(A(D) ∈ S) ≤ eε · P(A(D') ∈ S)’

This definition begs for some examples to get a more intuitive interpretation.
In the example on p. 122 (inspired by the work of Wood et al. [467]), whether
you are in the dataset of the city reporting the number of COVID-19 cases or
not, or whether you have dropped out of the course (and the dataset) or not,
the reported numbers should not differ much and the impact on your privacy,
which can now be quantified in terms of ε, should be small. Suppose the same
professor asks her students to state whether they like the course or not. A stu-
dent might fear that participating in this survey and stating she dislikes the
course could lead to a more difficult exam for her. Differential privacy ensures
that the probability that the exam will be more difficult, would be roughly the
same whether she participates or not. For a small ε, eε ≈ 1 + ε, so mathemat-
ically for ε = 0.01 this would become: the probability that the exam will be
more difficult when NOT participating in the survey should be less or equal
to 1.01 times the probability that the exam will be more difficult exam when
participating in the survey. So if the probability that the exam became more
difficult after the survey is 1% without participating, it should increase to max-
imum 1.01% when participating. So notice that it doesn’t mean that the exam
would not be more difficult, just that participating or not doesn’t change this
much.

The εprivacyparameter as ameasureofprivacy loss
The ε parameter is called the privacy loss parameter [467]. The smaller the ε,
the more privacy is guaranteed, as the change in probability to any outcome
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with or without an individual’s data becomes smaller and smaller. What would
happen if we set ε to zero? Well, then these probabilities need to be exactly the
same, which can only occur if there is only noise, and no signal, in the data. So
total privacy and zero utility is obtained for ε = 0, with larger ε values leading
to less privacy guarantees.

Remember that differential privacy is achieved by adding noise to the out-
come of the analysis. The definition now provides us a mathematical method
to do so. Suppose we want to count how often the binary variable xi (with
i = 1, 2, …, n) equals to 1, hence take the sum of this variable. One use
case would be to calculate how many citizens have COVID-19 or how many
students like the course. Then the following algorithm, which adds Laplace
distributed noise with zero mean and a standard deviation of 1∕ε to the actual
sum, is shown to be ε-indistinguishable1 [122, 467]:

A(x1, x2, …, xn) =
n∑

i=1
xi + noise(ε), where noise(ε) ∼ Lap(1∕ε). (4.1)

Figure 4.1 shows the Laplace probability density function for two different ε
values. The number on the X axis is the possible noise that is added; the num-
ber on the Y axis is the probability that the noise on the X axis is added. As
you notice, it favours small values around zero, much more so than a normal
distribution. The larger the variance (the smaller the ε), the more likely that
noise is being added, hence the greater the privacy guarantees. Returning to
our example, instead of reporting that in March 2020, 10 students which were
on financial aid, we’d say 10 + noise(ε) = 12.4 students (or approximately 12)
were on financial aid.

Setting a proper ε is unfortunately not formally defined and depends on the
trade-off between privacy and accuracy that one wants to obtain. As a rule of
thumb, values between 0.001 and 1 tend to be chosen [328]. Consider a small
dataset of 10 records, and the simple sum function. Adding the noise from the
distribution with ε = 0.01 in Figure 4.1 will lead to very inaccurate estimates
of the sum, where the noise accounts for most of the answer. For a very large
dataset with millions of records, the effect on the accuracy of the answer is
smaller. Differential privacy will hence require increasing the minimal dataset
size needed to provide accurate results. This leads to another rule of thumb
which states that ‘almost no utility is expected from datasets containing 1∕ε

1 Other, more complex noise introduction methods have been researched and proposed as well [122,
213].
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Fig. 4.1 Laplace distribution with mean 0 and standard
deviation 1∕ε.

or fewer records.’ [328] So for a desired ε of 0.01 this implies that the dataset
should be of size 100 or more. Optimal ε values are still the focus of current
research, where some research looks at economic cost to set ε [213], while oth-
ers will set ε based on the required accuracy, size of the dataset and some other
parameters [328].

So far, we’ve seen the use of differential privacy for single count queries:
how many persons have a disease or like a course. What if we combine differ-
ent analyses? If we answer the same question over and over again, the average
answer will go to the real answer, as the noise has zero mean. In other words:
the privacy risk increases as we do more analyses. Differential privacy is com-
positional, where the privacy leakage accumulates in an elegant manner over
more analyses [467, 213]. The combination of two differentially private studies,
with respectively ε1 and ε2 will be differentially private, with ε = ε1 + ε2. This ε
can therefore be seen as a privacy budget [467]: if you want to report the results
a total of k times, and have an overall privacy budget of ε, then each study it-
self must have a privacy parameter of ε∕k. This privacy parameter reflects how
much privacy budget an analysis can use, and how much the risk to an indi-
vidual’s privacy may increase. The combination of many simple differentially
private analyses can lead to advanced analysis techniques, where differentially
private versions of clustering, regression, and classification techniques have
been proposed [328].
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Promises andUses ofDifferential Privacy
The mathematical guarantee given by the differential privacy definition holds,
no matter the background knowledge [123, 467], available computing re-
sources, or even available technology. In other words, it is future proof [177].
What it does not promise is that still some sensitive attributes can’t be pre-
dicted for you based on the analysis. If a differentially private survey study
looks at the average salary of a professor of age between 40 and 50 from
Antwerp, whether I participate or not would not change the result much (as
mathematically guaranteed). But the result itself will reveal a good estimate
of my salary to everyone reading the results of the survey and knowing my
profession and age.

A large-scale implementation of ε-differential privacy was used at the US
Census Bureau for the 2020 Decennial Census [193]. The US Census Bureau
counts each resident of the country, together with some socio-demographics
and where they live on 1 April of every tenth year. The very first US Census
study was conducted in 1790. This data is used to determine the number of
seats for each state in the US House of Representatives and in applications such
as economic analyses, the distribution of federal funding to states and commu-
nities, and emergency response plans [443]. An internal study revealed that for
their Census 2010 data, 52 million individuals could have been re-identified
based on external data, with their race and ethnicity being reconstructed [193].
The Census Bureau understood that the traditional disclose avoidance meth-
ods became insufficient for the available external databases and comput-
ing power, leading to the use of ε-differential privacy in the 2020 US
Census.

In Chapter 2 the decentralized version was introduced, which we can now
revisit. Remember that in that version, noise is added before the data is
recorded, while the centralized version adds noise to the result. Our coin
flipping example would record the correct answer in 75% of the cases. This
corresponds to the mathematical ε-differential privacy guarantee with an ε of
ln(0.75∕(1 − 0.75)) = ln(3) ≈ 1.1 [122]. If the correct answer is recorded in
99% of the cases, then ε ≈ 4.6, meaning much less privacy guarantees as much
less noise is being added. The centralized version requires you to trust the data
analyst; the decentralized version does not require this. The choice between
these versions depends on the risk of the recorded data to be hacked, sub-
poenaed, or being looked at inappropriately by internal employees at the data
analyst [123]. If these risks are limited, the centralized version can be used (as
is the case of the 2020 US Census); if the risks are larger, then the decentralized
version can be used (as is the case of Google and Apple).
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In summary, differential privacy provides future-proof privacy guarantees
for an algorithm, by adding intelligent noise, with as main use case the privacy-
friendly calculation of aggregate statistics. In what follows we’ll consider some
algorithms and protocols that are tailored for specific analyses and contexts,
and continue to address this balancing act between performing accurate data
science analyses while protecting privacy rights.

4.1.2 Zero-knowledge Proof

Understanding zero-knowledge proofs can lead to a true ‘Eureka’ moment.
These protocols are focused on a specific kind of calculation: proving state-
ments about a secret. A zero-knowledge proof is defined as follows:

Zero-knowledgeproof [170, 167]: A zero-knowledge proof is amethodwhere
one party proves a statement about a secret to another party, without revealing
the secret.

In the context of data science ethics, the secret is mostly personal data, for
example, proving you are a citizen of the European Union, without revealing
your nationality, or proving your income is higher than 2,000 Euro without
revealing the exact amount, or proving you are over the age of 18, without
revealing your age. But how can this work? A simple toy example to illus-
trate [330]: suppose you draw a card from a deck of 52 cards. The statement
you want to prove is: ‘The card I drew is red’, while the secret is the exact card
you’re holding. How can you prove to a verifier that it is indeed red? A zero-
knowledge proof is the protocol of simply going through the remainder of the
deck and showing all 26 black cards. Since all black cards are revealed it is now
proven that the card you have is red. Another popular example is based on the
game: ‘Where is Waldo?’2 by illustrator Martin Handford [464]. In a large illus-
tration, one needs to find a small figure named Waldo. The statement you want
to prove is: ‘I know where Waldo is on the illustration’, while the secret is the
exact location of Waldo [313]. A zero-knowledge proof involves a large board,
double the width and double the height of the illustration, with a small cut-out
in the middle, the size of Waldo. By placing the board on the illustration, with
the cut-out revealing Waldo, you proved that you know where Waldo is (he is

2 Known in the US as ‘Where’s Wally?’
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revealed), but not showing where in the illustration he is (the board covers the
rest of the illustration, including the edges of the illustration).

Zero-knowledge proofs find their origin in the 1980s at MIT [169] and have
gained in popularity due to the ability to analyse personal data in the form of
a proof, while protecting the privacy of the data subject.

A zero-knowledge proof needs to fulfill three criteria [167, 310]:

1. Completeness: if the statement is true, the protocol (followed by an
honest prover) will fully convince the verifier.

2. Soundness: if the statement is false, a cheating prover will only convince
an honest verifier that the statement is true with some small probability.

3. Zero-knowledge: if the statement is true, the verifier learns nothing else
than that the statement is true (the secret is not revealed).

As an exercise, go over the zero-knowledge proofs just discussed and ver-
ify the three criteria. One more simple problem that can be solved with
zero-knowledge proofs: proof to a verifier who is colour-blind, that you can
distinguish between a green and red ball that the verifier is holding in its
hand [84, 82]. The colour-blind person keeps one ball in the right hand, and
one in the left hand. This verifier then places his hands behind its back and
chooses whether to change the balls from hand or not. Next, the balls are
shown to the prover, who needs to state whether the colour-blind verifier has
changed the balls or not. Guessing this correctly the first time could be due
to luck (a 50% chance), but by repeating the experiment n times, the proba-
bility that the prover is just guessing (cheating) and getting it right each time
becomes 1∕2n. So that covers the soundness property. At no time will the ver-
ifier know the colour of each ball (zero-knowledge), while also convincing the
verifier that the prover knows the colour of the balls (completeness).

Especially interesting problems related to data science are zero-range proofs
and zero-knowledge set proofs [77]. The zero-range proof aims to prove that
a value is in a certain range, without revealing the exact value. This can be
of great value for applications where model subjects need to reveal their in-
come. A decision rule or tree might state that ‘if income > 2, 000 Euro and
profession is data science then credit score = high’. With a zero-range proof,
a model subject can prove his income is high enough without revealing the
exact income. As such, the model subject is not giving away its data, yet can
still be scored. Such a proof is also of great value for cryptocurrencies, to
add privacy to everyday transactions [310, 211]. Bitcoins are in reality only
pseudonominized. To protect the amount of a transaction, the sender and the
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receiver, zero-knowledge proofs can be used. Z-cash is an example of such a
cryptocurrency that leverages the power of zero-knowledge proof [51, 211]. As
with several of the privacy-technologies we’re discussing, the computational
requirements are (at the moment of writing this book) much higher [51]. Yet,
the promise it holds, of privacy and personal data use at the same time, make
it a technology that holds much promise for the years to come.

While zero-knowledge proofs provide a binary answer about a statement
on protected data, the next technology, homomorphic encryption, allows
calculations on protected data.

4.1.3 Homomorphic Encryption

Homomorphic encryption provides a solution to the combination of data
protection and the increased popularity of cloud computing. As we’ve seen,
encryption allows you to securely send personal data from a client to a server.
But once we want to perform some calculations on that data, we will have to
decrypt it before making the computations. At that time the data is no longer
secure and revealed to the server, as illustrated in Figure 4.2. Some organiza-
tions might not trust (public) cloud computing for that exact reason: a bank
might not want all personal financial transactions and information on its cus-
tomers to be revealed to a cloud computing platform. Similarly, some citizens
might not want their entire medical history to be shared by a hospital with a
cloud computing service. And even if the cloud computing platform itself is

Alice

Cloud
Computing

Service

Encryption Decryption

Decryption

Result

Result

Result

Result

Encryption

Calculations

1

27

6

3

4

5

Fig. 4.2 When using a cloud computing service to perform calculations on
Alice’s dataset, the dataset will be on the server in plain text at the time of
the calculations, and hence revealed to the cloud computing service.
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Fig. 4.3 By performing calculations directly on the encrypted dataset, with
homomorphic encryption, the dataset is never revealed to the cloud
computing service.

to be trusted with the personal data, one can still imagine that a data leak of
the server at that moment would also reveal the personal data. That is where
homomorphic encryption comes in. Homomorphic encryption is an encryp-
tion scheme where computations can be done directly on the encrypted data
itself [163, 2], as illustrated in Figure 4.3. So a bank would be able to send
all the personal data and financial transactions of its customers to the cloud,
make use of their cloud computing services to daily calculate credit scores of
their customers, and all this without ever having to decrypt the data. Or we
would all be able to send Google search queries encrypted to Google servers,
which would then return an encrypted result, which would then be decrypted
on our computer [163]. In that case, Google would not know what we queried,
just that we queried something, that Google made the search and returned the
encrypted result.

This approach can be compared to a jeweller who has valuable raw materials
such as gold and diamonds, and would like hired workers to make jewellery out
of it [163]. The metaphor is that the raw materials are personal data, the hired
workers are the cloud computing platform and the jewellery are the calculated
results. The jeweller would place all the valuable raw materials in a box that
she locks, and only she has the key to re-open it. The transparent box however
has two openings with gloves attached to it, such that the workers can work
on it through the gloves, yet cannot take any of the gold or diamond out of the
box. Once the workers are done, the jeweler can take out the finished product.
Homomorphic encryption is the encryption scheme which would correspond
to such a locked box.
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Unfortunately, we are not there yet, as ‘fully homomorphic encryption’
(FHE), where we can perform any function, be it multiplication, addition,
search, or mean for an unlimited number of iterations, is not ready for practical
applications yet. In 2009, in his seminal PhD work at Stanford, Craig Gentry
described a theoretical way to perform fully homomorphic encryption [163].
Unfortunately, due to the major computational overhead, this approach still
remains a theoretical exercise ten years later. If we want to perform data sci-
ence calculations like deep learning or simple searches, we’ll need this full
homomorphic encryption to be computationally efficient. An additional ad-
vantage of the blueprint provided by Gentry is that the scheme is based on
lattice encryption, and not the factoring of large numbers, which implies that
the encryption would also be safe in a quantum computing era.

We did already see a ‘partially homomorphic encryption’ scheme [376, 163]:
RSA. A partial homomorphic encryption (PHE) scheme only allows for one
specific function to be performed on the encrypted data, in this case multipli-
cation. Consider that we have two numbers m1 and m2 that we want to multiply
on a server. We encrypt the numbers to c1 and c2 and send them to the server.
As revealed by Equations (4.2) and (4.3), if we multiply the RSA encrypted
numbers, send the result back to the customer, and decrypt that result, it turns
out to be the same result as when we perform the multiplication directly on
m1 and m2:

c1 · c2 = (me
1 mod n) · (me

2 mod n) (4.2)

= (m1 ·m2)e mod n. (4.3)

Homomorphic encryption would also be very beneficial for big data re-
search. In many applications, the sharing of large datasets with personal and
sensitive data, such as Facebook likes, payment data from banks, or online
browsing data over a wide range of websites, is extremely limited. Even when
such data can be worked on by data science researchers, it is often still lim-
ited to working on it on-site. Reproducibility of the application of (novel) data
science algorithms on such data has so far been a difficult research issue. Simi-
larly, simply the lack of access to such data holds off important research [178].
Fully homomorphic encryption would allow researchers to work directly on
the encrypted data, without the need of any personal data to be revealed.

Because of the great promise of fully homomorphic encryption and the ad-
vances in computational speed, this is a technology that might not be ready for
practical applications now, but would be of great value in the future for data
protection.
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In differential privacy, zero-knowledge proofs and homomorphic encryp-
tion, there are two parties: the one with a secret or personal data, and the one
performing some analysis. The following methods involve situations where
there are multiple parties, each having some personal data that they do not
want to share with the other parties, yet where the use and analysis of the
personal data of all parties would have benefits for all.

4.1.4 Secure Multi-Party Communication

There are many use cases where multiple parties can benefit from performing
a joint data science analysis on their personal data, while keeping the data of
each party secret to the others. As a running example, consider that banks wish
to report what the average salary of a data scientist is in their sector, but they
don’t want to reveal the salary at their bank with the other banks. One approach
to do so is with a trusted third party, an academic or governmental research
group, for example, that receives the salary numbers from the different banks,
calculates the average, and then reports this number to all banks. In that way,
no bank will know what each of the other banks pays its data scientists, yet
knows the average over all banks. What Secure Multi-Party Communication
(SMPC) aims at is doing the same exact calculation while retaining privacy
and without the trusted third party [136]. Other examples are the counting of
votes per party, without revealing the vote of any single person, or an auction
where individual bids are not exposed to the bidders and only the winning bid
is revealed.

Introduced by Yao in 1982 [473], more formally we have m parties
P1, P2, …, Pm with each some secret input x1, x2, …, xm, and we wish to cal-
culate f (x1, x2, …, xm) such that the result is accurate, the privacy preserved
and without a need for a trusted third party. ‘Secure communication’ refers to
the methods that performs data analysis without a trusted third party, while
keeping the (personal) data secret. The term ‘multi-party’ of course refers to
the many players with each having secret data. In the example of banks want-
ing to calculate the average on their data scientists’ salaries, a SMPC protocol
would go as follows.

Suppose we have three banks, each with a salary (we assume fixed) that
they offer their data scientists. In a first step, each bank randomly divides the
amount in 3 shares:

• Bank 1: Salary 1 = 2,000 = 545 + 1,050 + 405
• Bank 2: Salary 2 = 3,000 = 320 + 980 + 1,700
• Bank 3: Salary 3 = 4,000 = 888 + 1,011 + 2,101
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In the next step, each bank keeps the first number, sends the second to the
next bank, and the third number to the other bank. So Bank 1 would keep the
number 545, receives the number 320 from Bank 2 and the number 888 from
Bank 3. Based on these numbers, each bank calculates the partial average:

• Bank 1: Partial avg 1 = (545 + 320 + 888 ) / 3 = 584.33
• Bank 2: Partial avg 2 = (1,050 + 980 + 1,011 ) / 3 = 1,013.67
• Bank 3: Partial avg 3 = (405 + 1,700 + 2,101 ) / 3 = 1,402.00

The banks send each other the partial results and take the sum, which results
in the global average of the salaries: 584.33 + 1,013.67 + 1,402.00 = 3,000.00.
We see that the calculation is indeed correct, while no bank knows what the
other banks offer as salary to their data scientists, and without the need for any
trusted third party.

A specific type of SMPC with various interesting applications is Private Set
Intersection, where each party has a set of members where the parties want
to calculate the intersection of these sets, while keeping all non-intersecting
members secret [87]. Banks could for example be interested in knowing if any
of their customers also have outstanding credit at other banks. Hospitals might
similarly be interested in knowing if an incoming patient already has medical
records at other hospitals. In a counter-terrorism setting, intelligence agencies
from different countries might want to know if other agencies have files on a
suspected terrorist as well. In each of these use cases, sharing all the data with
a third party would add more privacy risk, while some players might simply
not be willing to share this data. SMPC allows for calculating the intersection
accurately, with privacy consideration and without a third party. A simple pro-
tocol would go as follows:3 once the parties agree on how to identify a person
(let’s say using the social security number), this number is hashed and shared
with the other parties. If the other parties also have this hashed number, they
will know that this member is shared and immediately know the identify. Re-
member that hashing is a one-way function, so if the hash is not found in the
dataset of identifiers with their hashed value, it is nearly impossible to know
what the identifier would have been.

The very first commercial application of SMPC reportedly stems from Den-
mark, where it was used in a sugar beets auction [58]. A real-life application
that is similar to our salary calculation was performed in Boston in 2017 [55].
In a large fairness study, the difference in salaries across different categories,

3 For more advanced protocols, have a look at the book by Evans et al. on SMPC and the references
therein [136].
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such as gender, ethnic background an level of employment, was investigated.
Although this effort was supported by over 100 employers in the city, compa-
nies understandably would not want to make the salaries of their employees
across these categories public. The SMPC protocol discussed earlier revealed
the average salary per category combination, while not revealing the salary
of the employees to any other companies or even a third party. Even though
SMPC is a relatively young research domain, with current research focusing
on making the technology more cost-effective [136], the different applications
show the merits of these protocols for data science ethics whenever different
parties wish to perform calculations on shared personal data.

4.1.5 Federated Learning

Whereas SMPC enables m parties to do joint analyses on their secret data
without a third party, federated learning does include a third party, yet aims
once more to preserve the privacy of the players’ data. Federated learning is a
distributed machine learning approach that aims to train a high-quality cen-
tralized model, while the training data remains distributed over a large number
of clients [245, 295, 230]. How can this be? The short answer: by sharing the
data science models, and not the data.

Consider the previously put forward case of Discussion 2, where a mo-
bile OS wishes to conduct some analysis on data from a large set of mobile
phones. Previously, we looked at the context of simply counting the num-
ber of times a certain emoji occurs, with the use of differential privacy. Now
consider the case where the mobile OS wants to predict the probability of
the emoji appearing given some words in a text, so as to be able to recom-
mend the emoji in messages. With federated learning the mobile phones form
a federation of players, who once again all would benefit from the shared data
science exercise as the user experience would be improved, but also do not
wish to share their private text messages with one another or with the third
party.

The general setup is illustrated in Figure 4.4. It starts with a global model
that is being sent to each of the devices (1). This model can be built on already
available historical or public data, or can be a random model. Based on the
local training data on each device, (2) a new local model is built on top of
this. Next, (3) each device sends its local model to the third party, where (4)
the previous global model is updated with the received local updates. Once
applied, the local updates are removed as they are no longer needed.
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Fig. 4.4 Federated learning: a federation of devices update the global
model with their local data. The locally learned patterns are sent back to
the central server, not the local data. By combining the local models a
new global model is created.
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Fig. 4.5 Federated learning with a linear model and federated
averaging.

A further refinement of this illustration is given in Figure 4.5 where we
consider a linear model. Using the aforementioned case again, consider the
learning of a linear model that predicts the probability for a certain emoji to
occur, as a function of the words that appear in a text. On each device the
linear model is updated based on the data on that phone. In the new global
model, all the locally updated models are combined into a new global model
(for example through an averaging of the coefficients, potentially weighted by
the number of instances that each device used [295]).
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Federated learning is especially useful to train models on data from mobile
devices, or when the data is sensitive or very large (compared to the model).
McMahan et al. propose a Federated Averaging algorithm to train deep learn-
ing networks [295]. The algorithm combines local stochastic gradient descent
to update a model, performed by the device on the data of each device, with
simple weight averaging to aggregate the local models into a new global one
by the third party.

Even though the sensitive data now never leaves the device, there are still
privacy risks. When for example, the device only has one text message, ob-
serving for which features (words) the weights have changed reveals the words
of the one text message, which will likely allow to reconstruct the text message.
The combination with SMPC or differential privacy could improve the privacy
even further [295].

4.1.6 Summary of Privacy-Preserving Methods in Modelling Stage

We’ve now covered five different methodologies that enable the use of certain
data science methods, while preserving privacy as much as possible in the
modelling stage. These are summarized in Figure 4.6. They all attempt to rec-
oncile the analysis of secret data with privacy. Key differences between these
methodologies are the setup and the number of parties involved, the type of
calculations that are envisioned, and related, the use cases. Only for zero-
knowledge proofs and homomorphic encryption is the privacy perfect, but
the practical use still involves difficulties. Once more we observe the trade-off
between utility and privacy, though these techniques bring the two extremes
closer to each other.

4.2 Discrimination-AwareModelling

The use of algorithms and resulting prediction models make some people as-
sume that the decisions are more accurate and consistent than decisions made
by humans [270]. And while this can surely be true (at least if well-designed),
it does not get rid of potential existing discrimination. When the data has a
bias against certain sensitive groups, the resulting data science models likely
will also have this bias. The use of such models in society then potentially lead
to unfair decisions that can have a large negative impact on certain groups,
for example when used to assess the risk of recidivism in a court ruling, or to
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Fig. 4.6 An overview of some privacy-enabling methods from the
modelling stage.

assess credit risk in banking, or to decide who to recruit or admit in a HR or
college admission setting. We’ll start with definitions and associated metrics
to measure the fairness of a prediction model, followed by methods to remove
bias from a prediction model. Finally, some discussion cases are provided that
describe the cautionary tales of using biased models in society.

4.2.1 Measuring Fairness of a Prediction Model

Once more we start with some metrics that allow to measure the extent of
which a predictionmodel discriminates against sensitive groups. Previously the
concepts of statistical parity and disparate impact were introduced, to measure
the fairness of a dataset, for a dataset with positive outcome Y = +, sensitive
attribute S where s is the sensitive value and ns the non-sensitive one. We now
additionally have a prediction model M with predicted target variable Y ′. The
number of data instances from the sensitive group (S = s) that have a predicted
positive outcome (Y ′ = +) is denoted as s+ ′ , and similarly the number of data
instances from the non-sensitive group that have a predicted negative outcome
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Table 4.1 Example dataset with 5 men (S = ns) and 5 women (S = s),
with in total 6 positive outcomes (Y = +) of being hired. Three different
classification models provide predicted labels Y ′1 , Y ′2 and Y ′3

id … S Y Y ′1 Y ′2 Y ′3

1 ns + + + +
2 ns + + − −
3 ns − − + −
4 ns − − − −
5 ns − − − −
6 s + + + +
7 s + + + +
8 s + − − −
9 s + − − −
10 s − − − −

is written as ns+ ′ . The total number of instances in the positive and negative
group remains nsT and sT, respectively.

The metrics are similar in that they look at how the model’s classifications
are dependent on the sensitive attribute. They differ in what part of the dataset
they consider to measure this. Let’s revisit the example from before, predicting
whether to hire someone or not, with gender as the sensitive attribute. Table 4.1
shows a dataset with five men (S = ns), five women (S = s), with Y indicating
whether the person was actually qualified for the job or not, so the true labels.
Several common fairness measures are introduced next [173], but be aware
that many more exist [450, 152].

The four definitions of fairness, and related metrics (the difference between
the ratios can be used as a metric) are demographic parity, equalized oppor-
tunity, equalized odds, and predictive rate parity, as given by the following
equations. The fairness definitions will be illustrated for three classification
models, predicting classes Y ′1 , Y ′2 and Y ′3 .

Dem. parity(M) : P(Y ′ = +|S = ns) = P(Y ′ = +|S = s)

Eq. opp.(M) : P(Y ′ = +|S = ns,Y = +) = P(Y ′ = +|S = s, Y = +)

Eq. odds(M) : P(Y ′ = +|S = ns,Y = y) = P(Y ′ = +|S = s, Y = y),

with y ∈ {−, +}

Pred. parity(M) : P(Y = +|Y ′ = +, S = ns) = P(Y = +|Y ′ = +, S = s).

A first common way to define fairness of a prediction model is demographic
parity [189]. It requires that a positive outcome is independent of the sensitive
attribute, which demands for our example that women and men are hired at
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the same rate. Or more generally: that the same positive rate is obtained for
the sensitive and non-sensitive group. For model 1, with predictions Y ′1 , we
have P(Y ′1 = +|S = ns) = 2∕5, which equals to P(Y ′1 = +|S = s) = 2∕5, and
hence satisfies demographic parity. But as you notice, more women (S = ns)
are qualified (Y = +) than men, yet the same percentage of women and men
is hired. So if women were in general more qualified for the job, it is possible
that fewer qualified women get hired (the same fraction as men who would get
hired). It also does not look at how accurate the model is: even if persons are
hired at random, the selection model can still satisfy demographic parity.

That’s where equal opportunity comes in [189]. It demands that of the qual-
ified persons, the same fraction of women and men should be hired. In data
science terms: the true positive rate should be the same for the sensitive and
non-sensitive group. So for model 1, we already noticed that the equalized op-
portunity is not satisfied, as the percentage of qualified women who are hired
P(Y ′1 = +|S = s, Y = +) = 2∕4 is not the same as the percentage of qualified
men who are hired P(Y ′1 = +|S = ns, Y = +) = 2∕2. If we look at the second
model, with predicted classes Y ′2 , now equalized opportunity is satisfied, as the
percentage of qualified women and qualified men hired is the same, being 50%.
The name reflects that the opportunity to be hired should be the same for qual-
ified women and men. Note that model 2 also satisfies demographic parity, as
the probability to be hired for men and women is 50%. Yet, as is summarized
in Table 4.2, the accuracy of model 2 is drastically less than that of model 1,
already indicating that accuracy and fairness do not always go hand in hand.

A more stringent version of equalized opportunity is equalized odds, which
not only looks at the qualified persons (Y = +), but also the non-qualified
ones (Y = −) and demanding that the fraction of hired persons that are quali-
fied and hired persons that are non-qualified is the same for men and women.
So this definition not only considers the harm due to different true positive
rates, but also looks at potential harm done due to different false positive rates.
Neither model 1 nor model 2 satisfy equalized odds, but model 3 does. The

Table 4.2 The evaluation of the three models from Table 4.1 in terms
of accuracy and fairness metrics.

Metric Y ′1 Y ′2 Y ′3

Accuracy 70% 50% 70%
Demographic parity ✓ ✓ x
Equalized opportunity x ✓ ✓
Equalized odds x x ✓
Predictive parity ✓ x ✓
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fraction of hired qualified men (1/2) is the same as the fraction of hired qual-
ified women (2/4), and the fraction of hired unqualified men (0/3) equals the
fraction of hired unqualified women (0/1). Hardt et al. furthermore provide a
method to adjust any prediction model so as to remove the discrimination in
terms of equalized odds or equalized opportunity [189]. Roughly summariz-
ing, the predicted labels can be altered as to ensure the fairness criterion, by
using different cutoff values for different sensitive classes, while maintaining
a good accuracy.

Predictive (rate) parity [90] is the fourth discussed measure, and requires the
proportion of qualified men among all hired men to be the same as the pro-
portion of qualified women among all hired women. In other words, given that
they are hired, there is an equal probability for a positive outcome. Once more
in data science terms: the precision rates of the sensitive and non-sensitive
groups are the same. This is satisfied for model 1: of the hired men, both are
qualified (2/2), and the same for the women (2/2). Model 2 does not comply, as
only 1 hired man qualifies (1/2), while both hired women qualify (2/2). Model
3 agrees with the criterion (1/1 = 2/2).

A potential issue with both equalized opportunity and predictive rate parity
is that they do not help to bridge the gap between the sensitive and non-
sensitive group. Suppose that there are many more qualified men than women,
with a limited number of positions to hire someone. To satisfy equalized op-
portunity or predictive rate parity, most hires will be men, thereby confirming
the bias that exists in the data. The demographic parity strategy will hire the
same number of men and women. Note that this same observation was pre-
viously described as a drawback of demographic parity, in the setting where
there were more qualified women than qualified men. This finding illustrates
that choosing the right metric depends on the context at hand.

The fairness evaluation shown in Table 4.2 of our simple example indicates
that these measures can be conflicting. So, is it not possible to satisfy all of
these fairness definitions? It has been shown that these can only be optimized
at the same time under very strict and often unrealistic conditions, such as
perfect predictability [242]. Wachter et al [455] argue that fairness measures
that include the error rate (per group) implicitly favor the status quo, which
is often not neutral and includes historical inequality. They therefore argue
for measures that spur an open discussion on what discriminating factors are
present and whether they are justified. Hence, it’s important to be transpar-
ent about which measures are chosen and about the motivations behind these
choices, while not judging others too harshly if they seem less fair for some
groups according to some metric as this might be related to the chosen fairness
definition.
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Measuring the fairness of a prediction model requires having access to the
prediction model, the sensitive attribute, but also a set of data points. So
different datasets can lead to different fairness evaluations of a prediction
model: a model could be fair when using the data of one location (or country),
but not using the data of another location. So far we’ve looked at the fairness of
a prediction model over a set of data instances, also called group fairness. We
could also look at individual data instances, and determine whether a single
prediction is fair, leading to individual fairness measures. Individual fairness is
assessed by Dwork et al. as ‘Any two individuals who are similar with respect
to a particular task should be classified similarly’ [121]. The risk is defin-
ing what similar means: if it misses important characteristics, such as certain
grades or background, a new fairness issue is introduced. Counterfactual fair-
ness [256] is another individual fairness measure. It looks at a counterfactual
world for a certain individual: in another world where only the sensitive at-
tribute changed (and causally related variables changed accordingly), the class
would remain the same. The measure investigates the causal graph of variables
and determines what the impact is of changing the sensitive attribute.

4.2.2 Removing Bias

There are several approaches to mitigate bias during model building. As briefly
discussed next, this can be done by changing the objective function of the
training algorithm, adding fairness constraints, combining different models,
changing the thresholds used for final classification per subgroup, and ap-
proaches tailored towards learning a representation of the data that is invariant
to the sensitive attribute.

If we want fairness, we should optimize for it. That is the idea behind the
first set of discrimination-aware modelling methods. Kamiran et al. propose
such a method for decision trees, which combines ‘traditional’ information
gain in terms of the target variable, with information gain in terms of the
sensitive attribute [234]. The final tree is obtained by additionally relabelling
the leaves so as to optimize both accuracy and fairness. Another method is to
include a regularization term in the objective function that penalizes discrim-
ination, instead of, or on top of, the traditional regularization that penalizes
complexity [235]. The objective function to minimize then becomes:

Loss = training error + λ1 · complexity term + λ2 · fairness term. (4.4)

Kamishima et al. specifically apply this idea to a logistic regression formula-
tion [235].
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Zafar et al. [477] introduce fairness constraints that can be solved efficiently,
and provide details on how this can be included in logistic regression and sup-
port vector machines. Fairness can also be obtained by combining different
classifiers [76, 220]. An example ensemble method is Adafair, an extension of
AdaBoost, which also includes fairness in the updating of the weights of data
instances in each boosting round [220]. Yet another approach is to have the
training algorithm learn a representation of the data that works well to predict
the target variable, but not to predict the sensitive attribute [479, 480].

Kamiran et al. evaluate some of these approaches empirically and find that
including fairness in the modelling stage of a decision tree leads to better re-
sults compared to the ‘Massaging’ method (described in Section 3.5.2) that
works in the preprocessing stage. The preprocessing methods are generic, and
allow any prediction technique to be applied, yet this decoupling can lead to a
reduced accuracy, as compared to including fairness in the modelling phase.
Most of the discussed discrimination-aware modelling algorithms provide a
hyperparameter that balances between simply optimizing for accuracy, and
the additional fairness optimization, which illustrates already the trade-off to
be made between accuracy and fairness [152], or more generally: between ethi-
cal concerns and utility for the data. In a comparison study, Friedler et al. find
that many of the evaluated fairness metrics are correlated, and no included
method dominates all others on both accuracy and fairness [152].

An interesting post-processing case is made by Kleinberg et al. [241], similar
to Hardt et al. [189], who find that rather than excluding sensitive attributes
from the data, it is better to include them so as to have prediction model that
is as accurate as possible, and then use different cutoff values per group (for
the sensitive attribute) to include fairness. They demonstrate their theorem
with a dataset on predicting college success to determine college admission.
The data itself has a clear historical race bias, where college graduation rates
are higher for white than for black students. By including race as a predictor,
the most accurate ranking of individuals is achieved. Next, the race variable is
used to determine different college admission rates for black and white people.
By changing the cutoff (and hence admission rate) per group, admission levels
per group can be made fair (for example by admitting the same percentage of
black persons as there are in the general population). This idea makes sense:
by including race, one is able to pick up on the different patterns that might
exist for black and white groups that lead to good academic results. Secondly,
it allows us to tune the cutoff so as to make the final results more fair.

It’s worth emphasizing again that the included methods require the avail-
ability of the sensitive attribute, which might be difficult. Consider your bank
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asking about your ethnic background, so that they can make sure not to
discriminate against your ethnic background. That might be a hard sell. In sev-
eral cases, such as credit scoring, sensitive attributes such as race and gender
are legally even forbidden to be used [264], making this solution very dif-
ficult to implement. Another challenge of this approach is upon explaining
individual decisions. As the sensitive attribute has been included, it might well
appear in the explanation for the decision (see Section 4.4), which of course is
hard to defend towards a lay user.

4.3 Cautionary Tale: Predicting Recidivism andRedlining

4.3.1 Recidivism Prediction

In the US, predictive modelling systems are reportedly used that assess the
risk of re-offending [13]. In one setup, the score is derived from a set of 100+
questions, either answered by the defendants or retrieved from their crimi-
nal records [13]. It includes questions as ‘Was one of your parents ever sent
to jail or prison?’ or ‘How often did you get in fights while at school?’ but
no question on race. The reason for using such prediction models is obvious:
trying to come to consistent ruling and removing human bias from the sys-
tem, by having ‘objective’ scoring systems determine a risk assessment based
on patterns observed historical data. One could argue that this would reduce
the rate of incarceration and allow the limited resources for treatment pro-
grams to be allocated to those who would benefit the most. Yet, dangers arise
when such models are blindly deployed. A ProPublica article reports on a
2013 case involving a man named Zilly, convicted of stealing a lawnmower
and some tools [13]. The prosecutor and defendant agreed on a plea deal of
one year in county jail and follow-up supervision. Yet, the judge had seen
Zilly’s predicted risk score, which was reportedly high risk for future violent
crime and medium risk for recidivism in general. The judge reportedly stated:
‘When I look at the risk assessment, it is about as bad as it could be.’ [13]. What
followed was an overturning of the plea deal and a two years state prison sen-
tence, with an addition of three years of supervision. This is just one anecdote
that shows the potential consequences of using prediction models. The 2016
article reports that judges receive such assessments during criminal sentenc-
ing in several states in the US, including Arizona, Colorado, Delaware, and
Washington.

If these predictions were perfect, then such a use might be warranted. But
any good data scientist knows they are not. The data that the model is based
on can be biased itself. The prediction model is often black box (and reported



144 ethical modelling

Table 4.3 Different false negative rates (predicting high risk, but did not
re-offend) and false positive rates (predicting low risk, but did re-offend)
for black versus white persons, as reported by ProPublica in 2016 [12].

White Black

False negative rate 23.5% 44.9%
False positive rate 47.7% 28.0%

in the article to be ‘proprietary’ and hence not detailed to judges). The as-
sessment, mostly done in terms of accuracy (with all problems such a metric
comes with) has the risk of not investigating the performance for different
sensitive groups. Note that this is no easy problem to solve: often bias is simply
present in historical data, explaining prediction models can be very difficult
(cf. Section 4.4) and detecting bias without having access to sensitive attributes
is very difficult. Yet, taking these aspects into consideration, and transparently
reporting on how these are dealt with, will get you a very long way and will
improve the fairness of your models.

The ProPublica article specifically assessed the fairness of the COMPAS
prediction model, and claimed that there are serious racial issues with such
models that are actively used in court [13]. These models assess the risk that
defendants and convicts are likely to recommit an offence within two years
after being arrested. It seemed fair at first sight: the high risk black and white
defendants re-offended at the same time. Yet, if we look at the reported mis-
classification rates, see Table 4.3 [12], we see that the errors are highly biased:
black defendants were twice as likely to be misclassified as likely to re-offend
than white defendants, and vice-verca: white defendants were twice as likely to
be misclassified as likely to not re-offend. So again, reporting these numbers
transparently, motivating the choice for fairness measure, and actively think-
ing through the potential bias in these systems are an important aspect of data
science ethics.

4.3.2 Redlining

A well-known example of the unfair treatment of minority groups in credit
scoring is redlining [351, 210, 144, 300]. It is commonly known as a practice
where mortgage lenders are not giving loans to persons because they live in a
predominantly black (or other minority) neighbourhood, and not because of
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their actual creditworthiness. Redlining can lead to disinvestment in minority
neighbourhoods, with potential negative effects on property values and crime
rates for decades [300]. Such policies even go beyond using proxies of ethnicity,
as the red-zoned regions are often explicitly based on ethnicity.

Redlining: ‘Redlining refers to lending (or insurance) discrimination that
bases credit decisions on the location of a property at the exclusion of
characteristics of the borrower or property.’ [210]

Historical housing discrimination was quite common in the US in the 1920s
and 1930s [351, 210]. In response to the Great Depression in the 1930s, the US
government created the Home Owners’ Loan Corporation (HOLC), so as to
provide low-interest mortgages to homeowners who were in default or lost
their homes. Its parent organization produced security maps of cities scoring
residential areas with a grade from one to four. Areas with African Americans
were reportedly given a fourth ‘D’ grade, and coloured red. Although some
researchers argue that these HOLC maps caused redlining, Amy Hillier argues
that this is likely not true, and that lenders were avoiding these red-coloured
areas well before these maps were created [210].

In Figure 4.7, such a security map for downtown Manhattan in 1937 is
shown. These maps have been made public for various major US cities in an on-
line tool by the Mapping Inequality project [378]. Each area was accompanied
by a description, including a section on the inhabitants. An area description
for area D3, known as East Village, states: c. Foreign-born families 53%; Pol-
ish, Russian and Italian predominating, while for area D26 in Harlem, north of
100th street, it states: d. Negros: Yes, 90% [378].

The term redlining is said to have been coined by John McKinght in Chicago
in the late 1960s [144], where lenders would make maps with red lines drawn
around the neighbourhoods they thought were susceptible to racial change
and would not serve [351, 210]. The Fair Housing Act of 1968 prohibits such
discrimination in the lending or home insurance process [444].

In 1988, reporter Bill Dedman from The Atlanta Journal-Constitution
showed that the practice persisted through the 1980s [110]: Atlanta’s banks
would often lend to lower income white consumers, and refuse middle- and
upper-income black consumers. The reporter was awarded the Pulitzer prize
for his investigative reporting in this discriminatory matter [367]. One of the
illustrations was a striking resemblance between two maps of Atlanta, one
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Fig. 4.7 HLOC security map of downtown Manhattan
(New York) in 1932, where the red zones were considered
‘hazardous’ for lending companies. Taken from the Mapping
Inequality project [378].
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indicating where the black neighbourhoods are, and one where banks rarely
lend [109].

So should banks never use location or neighbourhood at all? If it is not based
on race, but rather on sound economic motivations, one can argue that the use
is warranted. For example the extent to which the neighbourhood has access
to public transport, the existence of flood zones or risk of earthquakes. Once
more, there is a risk that these variables correlate with race. The previously
mentioned fairness measures will make this transparent. For example, the re-
porting of Dedman shows the rejection rate of two banks in the 1980s, for both
white and black persons, based on which we can deduce a demographic parity
difference of 26% and 16% for the credit-scoring decision-making models of
the two banks [110].

4.3.3 Summary of Discrimination-Aware Modelling

Two important assumptions are made here. Firstly, what constitutes a sensitive
variable is given. Gender, for example, might be very interesting for targeted
advertising, and hence included as input variable, for credit scoring gender
may not be used. Similarly, race might be of interest in medical diagnosis, it is
not used for credit scoring either. So make sure to know what your sensitive
attributes are, and which you explicitly want to use. Remember that having
access to a feature does not mean you should use it.

Secondly, to detect bias in your model, the sensitive attributes need to be
present. If so, several fairness measures can be computed, such as demographic
parity or equalized odds. These can be conflicting so one should think of the
appropriateness of each and transparently report why.

The real danger is that data scientists build predictive models, but do not
think about the potential biases against sensitive groups that are present in
the model. By only assessing the overall accuracy of the model, and reporting
good results, the risk is that users will blindly believe the model and assume
it is objective and free of human biases. There is a need for transparency in
the data used, the logic of the prediction model, what we consider to be po-
tential sensitive groups, the predictive performance of the prediction model
(including using misclassification costs and misclassification rates over the dif-
ferent sensitive groups), what is the most appropriate measure for fairness of
the prediction model, and how the model is being applied.

The cautionary tales in predicting recidivism and credit scoring show how
easily data science modelling can lead to blatant discriminatory practices.
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Similar cautionary tales exist in image recognition, as already introduced in
Section 3.4, where bias that is included in the data gathering stage, and not
properly accounted for in the data preprocessing stage, will end up in the
prediction model as well.

4.4 ComprehensibleModels and Explainable AI

More and more attention in predictive modelling is shifting towards under-
standing how prediction models make their predictions. Consider for example
tax fraud detection: tax administrations are increasingly relying on predic-
tion models to assess the fraud risk of tax and customs declarations, with
success [228, 447]. Zooming in on customs fraud detection at a harbour, the
prediction model will flag a set of articles or containers to be looked at by a tax
investigator (because of potential undervalued declarations, drugs, weapons,
etc.). Understanding what exactly in the hundreds of variables has led to this
prediction can be very helpful to know what to focus the attention to in the
audit. Additionally, without an understanding of the predictions, investiga-
tors might feel puppets of the computer’s ‘black box’ magic, simply being sent
around by this artificial intelligence who unavoidably will make mistakes. A
study on corporate residence fraud by Junqué de Fortuny et al. [228] looked to
find which companies deceitfully attempt to place their residency in a low-tax
country in order to avoid paying the higher taxes of their real location. A wide
variety of data was used, from structured data, such as financial and location
data, to fine-grained transactional invoicing data on which companies trans-
acted with one another. The latter turned out to be very helpful: consider the
following (fictitious) example when trying to predict which foreign companies
likely have their actual headquarters in Belgium, but declare it abroad. Let’s
say we see that a foreign company receives invoices from a golf club in Bruges
(Belgium). This could be an indication that the company and its owner(s) likely
reside in Belgium. If this is indeed so, a foreign company that receives invoices
from this specific golf club makes for interesting suspects.⁴ When this com-
pany is flagged to an investigator, it would be very useful for her to understand
that this is the reason for the prediction. Otherwise it would have to go through
the hundreds of transactions of the foreign company, looking for a needle in a
haystack. Knowing why the prediction was made would also allow us to quickly

⁴ In a supervised setting, each company is a feature. A linear model would provide a weight to each
company that indicates the risk for tax fraud when transacting with it. So the golf club in Bruges would
have a high positive weight in this fictitious example.
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Fig. 4.8 Predictive modelling on large volumes of data can lead to accurate
prediction models, as demonstrated in a wide variety of domains.
Understanding how these prediction models come to predictions is of utmost
importance in many domains.
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Fig. 4.9 Data science models have a certain level of comprehensibility, and
lead to predictions and decisions being made. Explaining the model leads
to global explanations, explaining an individual explanation leads to
instance-based explanations.

overrule the prediction: if a typical sponsor of golf events, such as a manufac-
turer of golf bags, is flagged for this same business relationship with the golf
club in Bruges, the investigator immediately understands why the prediction
was made but also knows that this is a typical sponsor and hence can overrule
the prediction.

This need to understand predictions is omnipresent, and is illustrated in
Figure 4.8 with some examples. In predictive maintenance, when predicting
that a machine is likely to break down and should hence get maintenance, un-
derstanding why can help to get insight into why machines break down, which
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technician to send, and what part of the machine to actually maintain. In im-
age recognition, when a self-driving car predicts that there is a white cloud
ahead, which turns out to be a white truck, it is important to understand why
the model thought so, as to make sure this mistake is resolved. In HR analytics,
when predicting which persons to invite for an interview, based on the words
of the resume, it is important to understand why it is making such decisions, so
as to ensure that there is no bias against certain groups such as women or im-
migrants. When predicting who to grant credit to, a bank needs to understand
how these predictions are made, as they will need to explain these decisions to
their applicants, cf. the opening story of this chapter.

Note that there is a distinction to be made between explaining to a user how
the world works, so as to get insight into a certain domain, and explaining
to a user how the model works. Although we focus on the latter, if the pre-
diction model reflects reality with a high accuracy, then this would support
understanding how the world works [287].

In the next subsections, we first need to clarify the difference between
the terms comprehensible and explainable. Next, we’ll go a bit deeper into
why exactly we need to understand predictions, followed by a discussion on
what makes a model comprehensible. Finally, a range of popular explana-
tion algorithms are covered. So first things first: a short discussion on the
nomenclature.

4.4.1 Understanding versus Explaining

Over the years, there have been many terms used in this area, with an absence
of a clear consensus of the term to use: interpretable, comprehensible, trans-
parent, explainable, intelligible, justifiable, intuitive, etc. (see e.g. [18] for some
argumentation for, and definitions of, these terms). An important distinction
to be made is that whereas comprehensibility (which we see as equal to in-
terpretability and understandability in this book) is passive, referring to the
property of a model that is often related to its complexity, explainability is
active, referring to an action or a procedure that clarifies or details its inter-
nal function [18]. So a model is comprehensible to some degree, and can be
explained by a method, as illustrated in Figure 4.9.

comprehensible: A property of a data science model (or explanation), which
measures the ‘mental fit’ [277] of the model. Its main drivers are (1) the type of
model and (2) the size of the model.
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explainable AI: The research field that develops and applies algorithms to
explain model predictions.

More generally, a prediction model can have several properties. A first
important one, which is often the only one considered, is generalization
behaviour, or how accurate the predictions of the models are. Secondly is the
comprehensibility of a model, indicating to what extent a user comprehends
or understands the model. A related third property is justifiability or intu-
itiveness [284, 288]: to what extent is the model in line with existing domain
knowledge. A model can be very accurate and comprehensible (for example, a
rule predicting that people with large shoe sizes die earlier) but not in line with
one’s own knowledge. Yet another property is the fairness of the model, as in-
troduced earlier, or the speed in which it can make predictions, the robustness
of its prediction, and so on.

Figure 4.9 also reveals that there are two types of explanations: global ex-
planations, where we explain a prediction model over the complete (or better
a large proportion of a) dataset, or instance-based explanations, where we
explain an individual prediction. The rationale for each is quite different. Con-
sider a credit scoring application: the chief risk officer and regulator will want
to have a global explanation of how the prediction model, which is about to
get deployed, comes to most of its decisions. How such global explanations
are obtained is discussed later, but consider for example a simple decision tree
that makes the same predictions as the black box model in 95% of the cases:
the tree can then be seen as a global explanation for the black box model.
A customer on the other hand is likely not interested in why other customers
were granted or rejected credit, or how the model globally works; she rather
wants an explanation why she was just denied credit. Sometimes the model
itself provides the explanation: for a decision tree, the path from the root node
to the relevant leaf node will provide a rule describing why a certain prediction
was given. For most other techniques, explaining requires additional steps, as
described in Section 4.4.4. So keep in mind that an explanation algorithm re-
quires as input a model and data: a global explanation algorithm will explain a
model for a large set of data (mostly the training set), while an instance-based
explanation algorithm explains how the model makes a prediction for a single
data instance.

Now, what makes a model comprehensible? Defining comprehensibility is
close to being a philosophical discussion. Comprehensibility measures the
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‘mental fit’ [277] of the model, and its main drivers are (1) the type of output
and (2) the size of the output.

4.4.2 Quantifying Comprehensibility

The first main criterion for comprehensibility is the model output, which can
be rule-based, tree-based, linear, non-linear, instance-based (e.g. k- nearest
neighbour), and many others. Which of these rule types is the most compre-
hensible is largely domain-specific, as comprehensibility is a subjective matter,
or put differently: comprehensibility is in the eye of the beholder.

Ryszard Michalski is one of the first to address the comprehensibility issue
in data science [299]. In his comprehensibility postulate, he states that ‘The
results of computer induction should be symbolic descriptions of given en-
tities, semantically and structurally similar to those a human expert might
produce observing the same entities.’ Mainon and Rokach address this subjec-
tivity issue as follows [277]: ‘The comprehensibility criterion (also known as
interpretability) refers to how well humans grasp the classifier induced. While
the generalization error measures how the classifier fits the data, comprehen-
sibility measures the “Mental fit” of that classifier.’ This concept of mental fit
is very convincing, and points out that if the user is more familiar with lin-
ear models, the mental fit with such models will be greater than the fit with
tree-based classifiers. However, generally speaking, one can argue that the
models that are more linguistic, will give a better mental fit. From that point of
view, we can say that rule- and tree-based classifiers are considered the most
comprehensible, and non-linear classifiers the least comprehensible.

For a given rule output, the comprehensibility decreases with the size [11].
Domingos motivates this with Occam’s razor, interpreting this principle
as [115]: ‘preferring simpler models over more complex’. Speaking in a rule-
based context, the more conditions (terms), the harder to understand [217].
There is a small nuance though: some might argue that a set of two
rules is more comprehensible than one rule, as the former provides more
information. Psychological research has shown that a human can only keep
up to seven concepts in their mind at the same time [302], so from that size
on comprehensibility decreases. This size concept can of course be extended
beyond rule outputs [115]: the number of nodes in a decision tree, the num-
ber of weights in a neural network, the number of support vectors in a support
vector machine, etc. Finally, though we consider model output and model size
to be the main components determining comprehensibility, the concept can
be deepened even further, as it also depends on aspects such as the number of
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Fig. 4.10 (a) SVM and (b) logit prediction values, with corresponding
two-dimensional (c) SVM ( ) and logit (·) decision boundaries. Also shown is
the decision boundary of a tree ( ), with (d) the accompanying decision tree.
Reprinted from Martens et al. [286], with permission from Elsevier.

(unique) variables and constants in a rule, the number of instances it covers,
and even the consistency with existing domain knowledge [284].

Before continuing to methods to explain data science models, you might
wonder: why are these complex prediction models being used in any case,
given their large opacity issues? To demonstrate this often re-occurring trade-
off between accuracy and complexity, have a look at Figure 4.10(c). This shows
Ripley’s data set, having two variables and two classes, where the classes are
drawn from two normal distributions with a high degree of overlap [375]. Al-
though this is a synthetic dataset, imagine it is a credit scoring dataset, with two
input variables (for example normalized age and income) [286]. Each dot cor-
responds to a customer who took out a loan, the red crosses are customers that
defaulted on their loan, the blue dots are good customers (did not default on
their loan). The goal of a data science model is to build a prediction model that
discriminates the blue dots from the red crosses. Let’s consider three different
techniques: a non-linear support vector machine (SVM) with RBF kernel, a
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logistic regression model and a simple tree. Figure 4.10 (a) and (b) respectively
show the scores of the SVM and logit models. When we choose a cuff value of 0
and 0.5, this results in the red and black two-dimensional decision boundaries
respectively of Figure 4.10 (c). It is already obvious that the red (SVM) line will
be more accurate in its predictions as it is able to capture the non-linearities in
the data. However, if we consider the output of the model—see Equation (4.5)
where n is the number of training points, the αs are the Lagrangian multipliers,
and σ is some constant, it is very hard, if not impossible to understand how the
model comes to a decision: there are hundreds of terms where each term con-
sists of an exponential function. Figure 4.10(a) also reveals that the impact of
both input variables changes depending on the region of the input space. The
tree that is built by decision tree algorithm C4.5 is shown in Figure 4.10(d),
and is much more comprehensible.

f (x) =
n∑

i=1
αi yi e

−||x−xi||2

2σ2 . (4.5)

Deep learning models similarly suffer from both a non-linear output and an
even much larger size issue. The Google MobileNetV2 image net classifier, for
example, uses a multilayer perceptron model with up to 6.9 million parame-
ters [385]. However, such deep learning models tend to outperform all other
methods in terms of prediction performance in domains as image and speech
recognition [262]. So if these models are so accurate, why exactly do we still
need explanations?

4.4.3 Why Do We Need to Understand and Explain Predictions?

The concept of wanting to understand something goes back to the beginning
of humanity, and is the driving force behind scientific research. In the data
science domain, explaining the workings of prediction models has been a re-
search question for a long time. The importance of comprehensibility has been
argued in the early 1990s by Kodratoff, who states in his comprehensibility pos-
tulate that ‘Each time one of our favorite ML [Machine Learning] approaches
has been applied in industry, each time the comprehensibility of the results,
though ill-defined, has been a decisive factor of choice over an approach by
pure statistical means, or by neural networks.’ [243]. Today, this issue has been
amplified, with the advance of deep learning techniques and the use of ever
more complex data types [287, 307, 370, 451].
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For businesses, our previous examples show that there are ample use cases
for understanding the reasons why data science models make particular
predictions or decisions. Prior work has suggested that when users do not
understand the workings of the classification model, they will be sceptical and
reluctant to use the model, even if the model is known to improve decision
performance [239, 287]. In total, we can distinguish three reasons: (1) trust,
(2) insights, and (3) to improve the prediction model.

A data science model that never makes a mistake is almost impossible. Any
prediction model is likely to make some wrong decisions, but that doesn’t im-
ply such models shouldn’t be deployed. Yet, in most data science applications,
the predictions lead to decisions that come with quite an impact: on persons,
on machines, on the bottom line of a company. And so we would want to be
sure that we can trust the model.

trust: Firm belief in the reliability, truth, or ability of someone or something.
Oxford English Dictionary⁵

Trusting a data science models implies we believe in its reliability or truth.
The (out-of-sample) predictive performance already indicates how accurate
the predictions will be. Although we acknowledge the existence of mistakes,
we want to make sure that the model has not learnt spurious patterns, or has
learnt something that would only work in very specific circumstances. The
explanation needs to provide further help in believing that the data science
algorithm has learnt the ‘true’ pattern. It needs to provide an accurate proxy
of the (complex) decision model while at the same time being comprehensible
to the person getting the explanation [184]. Once this trust has been estab-
lished, the model can be deployed.

A specific case of the need for trust is compliance. Due to the sensitive nature
of certain applications, the ability to explain why certain decisions are being
made becomes a regulatory requirement. Article 14.2.(g) of Europe’s GDPR
even states that data subjects have the right to obtain meaningful information
about the logic involved when there is automated decision making [335]. The
advisory organ of the EU on GDPR, Working Party 29, provided additional de-
tails on this concept of ‘logic involved’, pointing to the need for explanations.
They write: ‘The controller should find simple ways to tell the data subject
about the rationale behind, or the criteria relied on in reaching the decision.

⁵ https://en.oxforddictionaries.com/definition/trust

https://en.oxforddictionaries.com/definition/trust
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The GDPR requires the controller to provide meaningful information about
the logic involved, …The information provided should be sufficiently compre-
hensive for the data subject to understand the reasons for the decision.’ [23].
The European 2019 guidelines on ethics in AI even state: ‘Another great chal-
lenge is to clarify how to implement the requirement of explainability in a
context where the complexity of AI algorithms can make it difficult to pro-
vide a clear explanation and justification for a decision made by a machine
(i.e. black box effect).’ [275]

The second goal of explanations is to obtain insights in a domain or into
the model. This reason is part of one of the broader goals of predictive mod-
elling: to learn something from a domain. For example, what is happening in
my business: why are my customers churning? What are the main drivers of
tax fraud? What are the main reasons we are rejecting credit to loan applicants?
Such insights can also be useful for academic theory building, where data sci-
ence models can lad to novel hypothesis and metrics [395]. Facebook like data
has been used in such a manner. Kosinski et al. showed that what pages you
like on Facebook is very predictive for various personality characteristics, with
some insight on which pages are the most predictive [246]. To predict IQ, pages
about humour, such as as Colbert Report, and the page Science are very predic-
tive for a high IQ, while the same Science page is also very predictive for being
dissatisfied in life. Praet et al. built further on this work, and predicted politi-
cal preference using a Belgian sample [356]. They found that pages related to
techno music (such as Dimitri Vegas & Like Mike and Hardwell) are predic-
tive for right-wing political preference, while pages related to alternative rock
music (such as Tom Waits or Fleet Foxes) are predictive for a left preference.

The third motivation for explanations is to improve the predictive perfor-
mance of model. When working with complex models and data, detecting
where data quality or bias issues are coming from is difficult. The gorilla prob-
lem, introduced in Chapter 2, showed that the problem is not easy to fix. An
explanation of the prediction could reveal what exactly in the image led to
the disastrous prediction: is it the composition, the white background (as po-
tentially all gorilla images in the training set were these type of selfies with a
white background)? Is it simply the presence of a face (if there were no im-
ages of humans in the training set, the algorithm would likely learn that any
image with a face would be closest to the gorilla prediction)? Is it the lack of a
selfie category? And so on. Such mistakes are far from unique. In a landmark
Nature publication, researchers revealed how their deep learning network was
capable of diagnosing skin cancer, matching the accuracy of 21 dermatolo-
gists and demonstrating the promise of AI in radiology [129]. In a following
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paper, the authors noted that images which included a ruler in the picture were
more likely to be predicted to be malignant [317], as there were more images
of malignant skin lesions with a ruler than for images of benign skin lesions.
This bias might be explained as dermatologists often add this to measure the
size when they are particularly concerned about the lesion [462]. An explana-
tion for a malignant prediction would indicate what in the image led to this
prediction—for example the ruler. This would provide guidance for data sci-
entists on how to improve their training data, or, if the explanation follows the
expert’s opinion, provide trust that the model has learned the ‘true’ pattern.
Also remember the story from the start of this chapter, where the decision on
the assigned credit limit could not be explained. Another often described story
is that of a military agency that trained an AI model to distinguish friendly
tanks from enemy tanks [64]. Although the model obtained a high test accu-
racy, when deployed in the field, it had a very poor accuracy rate. Later it was
discovered that the pictures of the friendly tanks used to train the model were
taken on sunny days and the pictures of the enemy tanks on overcast days.
So the system has simply learned to discriminate between sunny and over-
cast days. Gwern Branwen describes in detail the many versions of this story
and tries to track down the origins. He concludes: ‘AI folklore tells a story
about a neural network trained to detect tanks which instead learned to de-
tect time of day; investigating, this probably never happened.’ [64]⁶ A similar
story originates from the LIME technique (more on this popular explanation
technique later), where the authors indicate that their deep learning model has
learned to discriminate Huskies from Wolves, simply based on the presence of
snow in the background. A bias that the authors intentionally included: ‘We
trained this bad classifier intentionally, to evaluate whether subjects are able
to detect it.’ [373] An explanation would indicate the snowy part of the im-
age as the reason for the automated classification, thereby revealing the bias.
A final example, by Vermeire and Martens [451]: using the pretrained Google
MobileNet V2 image classifier, several images of lighthouses were wrongly pre-
dicted as missiles. One might imagine the shape of the lighthouse being the
cause of this. Yet, the explanation reveals that the presence of clouds, in the
shape of exhaust plumes that are often found behind a missile, is the cause
of the prediction. Once more, this is a great insight for a data scientist to
improve on the training set and resulting prediction model, for example by

⁶ Although this story nicely illustrates the need for explanations, if the origin is unclear, should
researchers and AI story tellers still use the tanks example of how things can go wrong? There are
ample other, real-life examples, but if it is mentioned, it should be clearly noted that this is likely a
fictional story (or find a reliable source).
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adding more images of lighthouses with such exhaust plume-shaped clouds
in the background. To summarize, explanations can reveal for what data in-
stances, and which feature (values), that mistakes are made, and can guide the
data scientist on how to change the dataset so as to remove the mistake.

A conceptual summary of these drivers for explanations is provided in the
7-gaps framework (see Figure 4.11) proposed by Martens and Provost [287],
which was inspired by the 3-gaps framework by Kayande et al. [239]. On the
left side, the mental model of each of our user types is shown, while on the right
we see the data science (DS) model, and the actual truth. Most often, the data
science model will not fully correspond to reality, and wrong predictions are
made. Improving the model can lead to a smaller gap between the data science
model and the truth or reality. Obtaining insight into the model or into a single
prediction can bring the users’ mental model closer to the data science model.
While the data science model can be moved closer to the users’ mental model
by providing trust and improving the model.⁷

⁷ Three more gaps are proposed, which link the user types’ mental models with the truth.
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Table 4.4 Taxonomy of explanation approaches.

Global Instance

Feature Importance Sensitivity Analysis LIME/SHAP/LRP
Feature Value Plots PDP ICE
Rules Rule extraction Counterfactuals/Anchors

4.4.4 Explaining Prediction Models and Predictions

Explaining is active, ironically requiring yet more, complex data science algo-
rithms to explain complex prediction models, all with the goal of coming to
an interpretable explanation. A generic taxonomy of explanation algorithms
is shown in Table 4.4. These algorithms differ according to (1) what data they
explain, either a large dataset (usually the training set), leading to global ex-
planations, or a single prediction, leading to instance-based explanations; and
(2) the type of output they generate: the importance of the (main) features
used by the model, a plot for each (important) feature that shows how the
prediction score changes as the feature values change, and a simple rule or
set of rules that describe the explanation. In what follows, some popular ex-
planation algorithms are introduced. Note that further refinements of this
taxonomy according to properties of the prediction model, data, explanation,
or requirement can be made [237, 284, 307, 383, 409].

An important overall difference between the explanation approaches is what
they explain: either the decisions (classifications) made by the black box, or the
prediction scores of the black box. Explaining prediction scores will provide in-
sight in how the prediction score changes in terms of the predictive features,
while explaining decisions will provide insight on how certain feature combi-
nations lead to a decision. This is an important difference to realize (as also
motivated by Fernandez-Loria et al. in the context of instance-based explana-
tions [142]). Data scientists have a tendency to focus on explaining prediction
scores, as the final classifications depend on this prediction score, combined
with a cutoff that can change with the context: have less marketing budget?
Then target less of the likely interested consumers. Want a more conservative
credit policy? Then make less credit granting decisions. This also motivates
the widespread use of the AUC performance measure among data scientists
to assess the predictive performance [364]. Model subjects on the other hand
mostly are interested in the decisions that are made on them. If the decision
corresponds to a negative outcome, they will very likely want to know what
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led to that decision, and how that decisions could change, rather than knowing
how the prediction score could change, which might well or not lead to a dif-
ferent decision. From that point of view, data scientists can also be interested
in explaining certain decisions: the misclassifications, as to improve the model.
The rule-based approaches explain decisions, while the feature importance and
plot-based explanation methods explain prediction scores.

4.4.5 Global Explanations

SensitivityAnalysis
An often used method is to simply look at what features are the most impor-
tant for the model. It stems from the ease of interpretation of linear models,
where the coefficient of each feature nicely describes the effect on the pre-
diction score: one unit change in the feature value leads to a change in the
prediction score that equals to the coefficient. But what if you don’t have a
linear model?

Let’s briefly step back and see what that means. Return to Figure 4.10(a,c)
and look at the non-linear SVM model. If we look at some fixed Y value (for
example of 0.4), and we want to investigate the effect of the first X feature on
the prediction score, we see that as we increase the X value from small val-
ues to larger ones, the prediction score will increase, but then decrease again,
and later increase yet again. This is exactly the non-linear nature that makes
it complex: there is no fixed, monotonic impact of the input variable on the
prediction score. Phrased differently, the sensitivity or impact on the predic-
tion score is not linear. One way to deal with this is looking at the feature
contribution over a set of datapoints: if we change the value of the feature,
what is the impact on the prediction score or accuracy on average? This ef-
fect might be different for different data instances, as these occupy different
locations in the input space. Leo Breiman proposed this sensitivity analysis
approach in his seminal paper on Random Forests [65], and it goes as fol-
lows: randomly change the values of a variable across the dataset and see what
the effect is on the accuracy of the model. The larger this difference, the more
important the variable [65]. A more advanced approach can perturb all sub-
sets of input features and take the average marginal effect, inspired by the
game theoretical Shapley values [454, 306]. Keep in mind that these feature
importance methods indicate how sensitive or important a feature is in rela-
tion to the prediction score or accuracy and do not imply that the model is
linear.
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Fig. 4.12 Global feature importance for a Random Forest model, trained on the
Adult Income dataset.

Another method specifically for random forests is the following: for each
feature, we can look for all splits in the trees of the random forest in which the
feature occurs, and calculate the decrease in impurity in each of these splits.
The average over all these splits provides an indication of the global impor-
tance of the feature in the random forest. Figure 4.12 below shows the results
for the Adult Income dataset, taken from the UCI dataset repository, which
tries to predict if a person earns more or less than 50k per year, using six
features, which are, in order of importance according to the mean decrease
in impurity: capital-gain (income from other sources than salary), education-
num (number of years of education), age, hours-per-week (number of hours
worked in a week), capital-loss (spent income from investments) and fnlwgt
(number of people belonging to the same group).

Plot-based
Plot-based methods rely on the power of visually interpreting a model [154].
A Partial Dependence Plot (PDP) is a two-dimensional plot that shows the
marginal effect of a feature on the prediction score (vertical axis), over the
complete range of the feature (horizontal axis) [307].⁸ By showing the marginal
average effect of a feature, PDPs take into account the interactions with all

⁸ The plot can be extended to explaining the effect of two features using contour and colour maps.
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other features, over the complete range of possible values for that feature. Such
plots can neatly show the partial relationship between the input feature and
the score, be it linear or non-linear. As PDP rely on visualizing data, human
capacity constrains this approach to just two dimensions, thereby explaining
only the effect of a single feature per chart. Also note that the chart remains
an approximation, as PDPs assume that the explained feature is not correlated
with the other features.

Figure 4.13 below shows the results for the Random Forest model trained on
the Adult Income dataset, which shows that age plays an interesting non-linear
role: it greatly affects the probability of having a high income if the person is
around 40, and also has some effect for people around 60. Similar observations
can be made for hours worked and capital gain.

Rule extraction
These methods extract rules from the trained black box model that are in-
terpretable by humans and keep as much of the accuracy of the black box as
possible, by mimicking the predictions. In its easiest form, the rule extrac-
tion method simply changes the class labels to the black box predicted labels,
and applies a standard rule- or tree-based induction technique (such as C4.5,
Ripper or CN2) on this relabelled dataset. So the result is a set of rules that
mimics how the black box model makes its predictions. This approach has
been shown to already provide good results, in terms of comprehensibility and
fidelity [285]. The latter assesses how many of the decisions made by the black
box model are explained by the rules, as measured by the percentage of test
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Fig. 4.13 Partial Dependency Plots for a Random Forest model, trained on the
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data that are given the same classification by both the extracted rules and the
black box model.

More advanced rule extraction techniques usually build on top of this.
Trepan is one of the pioneering techniques, proposed by Mark Craven in
1996 [97]. One of its key components is the creation of artificially generated
data points at each split in the decision tree, which fulfill the constraints of
the decision tree up to that split. For this set of data points, still a class label
needs to be obtained. Trepan makes use of the black box as a labelling machine,
which allows any number of data instances to be added. ALBA and ALPA are
two techniques that build further on this idea, by adding data points close to
the decision boundary of the black box model, as these are the input areas with
the most prediction uncertainty [285, 105].

4.4.6 Instance Explanations

Feature valueplots
The idea of PDPs to plot the partial effect of a feature on the prediction score
can be extended to an instance level. For complex prediction models and het-
erogeneous data, it is possible that the relationship between a feature and the
prediction score depends on the data instance at hand, which would ask for
visualizing the effect per instance. Individual Conditional Expectation (ICE)
plots address this by plotting one line per data instance, indicating how the
instance’s prediction score changes as the feature changes (keeping the values
for the other features constant), whereas a PDP shows the average effect over
all instances [168].

The example of Figure 4.14 (once more for the aforementioned random
forest model) shows that the effect of age varies according to a person’s
characteristics. For example, people that already have a very high (and those
that have a very low) probability of making more than 50K per year, don’t see
a big impact of age.

Feature importance ranking
The feature importance approach can also be used on an instance level: which
features are most important for a specific data instance (located in a specific re-
gion of the input space). By focusing on a specific point, the problem becomes
more straightforward, as we only need to look at the effect of the complex de-
cision boundary in that location. LIME (Local Interpretable Model-agnostic
Explanations) [373] does exactly that by generating additional training data
around the instance to be explained, having a black box model score these,
and subsequently build a linear regression model on top of this newly cre-
ated dataset. (You might well notice the similarity to rule extraction, which
also builds a surrogate model that explains the complex model, and generates
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Fig. 4.14 Individual Conditional Expectation Plots for various instances’
predictions for a Random Forest model, trained on the Adult Income dataset.

artificial data to be labelled by the black box.) The features with the high-
est (absolute) coefficients are then shown as the features most important for
the prediction of the instance at hand. How many features are included is a
user-defined hyperparameter. SHAP takes a similar approach and additionally
ensures that the coefficients shown correspond to game-theoretical Shapley
values [273].

Figure 4.15 shows that for a given instance with rather low probability of
having a low income (32%), the most important features for this low prediction
score are capital gain and to a lesser extent, education. The hours worked per
week and capital loss are having a positive effect on the probability of having
a low income, while age is the fifth most important feature in terms of abso-
lute value of the linear coefficient in the LIME approximation, and contributes
negatively to the prediction score.

Theevidence counterfactual
Notice again that the previous instance-based methods explain a prediction
score, not a decision. Explaining the decision of a predictive model can be
seen as a causal question: what was it about this particular case (described by
the data) that led the system to make the decision? That is, what evidence is
in the data without which the system would not have made the decision: the
evidence counterfactual or EdC (pronounced as ‘Ed See’)? An EdC provides
a minimum set of evidence present in the data instance to be explained such
that removing that evidence would change the decision [287]. Some examples:
explain why I am shown this republican ad on Facebook: If you had not liked
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Fig. 4.15 LIME feature importance for the prediction of a Random Forest
model on a certain instance of the Adult Income dataset.

the Facebook pages ‘Fox News, Nascar and Trump’ then the class would change
from Republican to Center. Chen et al. argue that such explanations can help to
decide on which of the Facebook likes should be ‘cloaked’ in order to inhibit
the prediction [86]. An example from HR Analytics: when predicting which
candidates to invite for an interview to a job opening, based on the words of
the resume of the candidate, one would want to explain why someone is clas-
sified as being unsuitable for an engineering position. An example EdC could
be: If the words ‘philosophy, McDonald’s and COBOL’ were not to appear on
your resume then the class would change to suitable for an engineering position.
This provides insight that the model has learnt not to invite philosophy grad-
uates that are (former) McDonald’s employees and are working with COBOL.
So the counterfactual is the datapoint that led to a different classification (for
example a resume with certain words removed), while the explanation is the
difference between the data instance to be explained and the counterfactual,
which is the EdC (for example the removed words in the resume).

Counterfactuals have been used in philosophy for a long time already [10],
and were introduced in the predictive modelling domain by Martens and
Provost in 2014 [287]. In the meantime, dozens of novel counterfactual cre-
ation algorithms have been proposed [237]. As it explains a decision, an EdC
provides guidance into what would need to change in order to come to another
outcome, while not disclosing the model to the end user [40].
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Discussion 8

The dean of your university has learned of your excellent data science skills
and asks you to set up a new project. She wants to predict which students
will end up in ‘good’ positions after graduating. This prediction model can
then be used to identify high-potential students and provide them with
additional ‘extra credit’ courses and personal mentoring.

1. What would be different definitions for ending up in a ‘good’ posi-
tion?

2. How might bias against foreign students or women enter into the
dataset, and the model? How would you assess the fairness of the
prediction model?

3. Would an explanation of a prediction be needed for the students? And
if so, what kind of explanation (approach) would you prefer to provide
to a student?

4. Suppose the dean wants to collaborate with other universities in order
to improve the accuracy of the prediction model, by using the data of
students across different universities. Which of the privacy-enabling
methods of Section 4.1 would you deem most suited to do so?

4.5 Cautionary Tale: ExplainingWebpage Classifications

Martens and Provost describe a real-life case study from the domain of on-
line advertising: classifying webpages as containing adult content or not, so
as to avoid to allow advertisers to choose not to have theirs ads being shown
on those pages [287]. A model was trained on a historical dataset of 25,000+
webpages with a total of 73,000+ unique words (the features, as a bag-of words
approach was taken). Global explanation methods fall short with such high-
dimensional, sparse data: both a set of rules or a ranking of the most important
features would require thousands of features to be included in order to explain
most of the predictions. The authors give the example of the word ‘porn’ being
listed only as the 700th most important feature, so one would need to go over
too many features just to find this obvious one. The most important feature,
measured by the size of the coefficient of a linear model, is ‘welcome’. More
on this explanation in a second. Note that when a global explanation is still
needed, for example by the manager of the deploying company, an innovative
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approach for textual and behavioural data was proposed by Ramon et al. [370].
She argues that instead of using the original features in the global explanation,
one could use metafeatures, which group individual features.

Instance-based explanations were generated by Martens and Provost, in the
form of EdCs [287]. Blindly trusting the reported 96% test accuracy could miss
important insights and avenues for improvements. A couple of examples from
their study showcase the three use cases. First, trust: most explanations of adult
content webpages are quite intuitive, for example, If the words ‘searches nude
domain adult’ are removed then the class changes from adult to non-adult con-
tent. Seeing this will reinforce the belief that the model has learned the true
pattern. Some explanations provided insight in the situation: If the words ‘wel-
come fiction erotic enter bdsm adult’ are removed, then the class changes from
adult to non-adult content. Upon closer investigation, this provides the insight
that the first page of an adult content website often included a phrase in the
line of ‘Welcome, by continuing you are confirming you are an adult.’ Yet other
explanations reveal why the model is making mistakes: If the words ‘welcome
searches jpg investments index fund domain’ are removed then the class changes
from adult to non-adult-content. The algorithm likely has learned that a web-
page that indexes several domains, contains links to jpg files, and includes a
search function, will be an adult content page. Similar non-adult pages that
index investment funds would therefore be wrongly classified as non-adult
pages. Explaining these misclassifications can reveal such bias, which in this
case would advocate having more of such non-adult content indexing websites
in the training set [287].

4.5.1 Summary of Comprehensible Models and Explainable AI

Explaining predictions and prediction models are of great value. They
can bring trust, insight into the domain and the model, and can lead to
improvements in the data science model itself. Don’t see the explanation as a
necessary evil in a data science process, needed to ensure that there are no legal
or reputational damages, but rather see it as making the data-driven decision-
making process more transparent. Explanations can make challenges related
to data quality and model bias visible, and potentially generate insights into
the domain that reveal opportunities.

The explanations can be either global, explaining the model over a large set
of data, or instance-based, explaining only a single data instance. The provided
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taxonomy further categorizes the potential explanation algorithms. Choosing
which technique to use will mostly depend on the person that the explana-
tion is for, and the context in which it needs to be given. Counterfactuals
deserves a special mention, as they explain a decision made by a prediction
model. Whenever an individual experiences a bad decision, be it credit being
denied, being selected for a tax audit, not being hired or being convicted, the
evidence counterfactual will tell why this is so. The intuitiveness of this expla-
nation can then either comfort the model subject, or can provide grounds to
object to the decision.

Other methods that explain prediction scores of course also have merit, def-
initely in any context where the threshold that is applied to the prediction score
to come to a decision changes over time. Now you might be asking: do ex-
planations of a prediction score not also explain a decision? Well, no: it has
been shown that being an ‘important’ feature is not necessary nor sufficient
to be part of an EdC explanation [142]. So think carefully when choosing
the explanation method, keeping in mind what the use of the explanations
will be.

Explanations are fundamental in data science ethics, and even have a le-
gal rationale. Yet, explanations bring their own ethical challenges as well [40]:
which method to use, for example. Some methods will provide several expla-
nations. In the credit scoring example, it is possible that two counterfactuals
for the same prediction exist: ‘if you were not a woman, your credit would be
accepted’, and ‘if your yearly income were increased by 50,000 Euro, your credit
would be accepted’. The first would reveal a bias against women, the second not.
A bank now has the power to ignore or obfuscate explanations that include the
sensitive attribute, which in itself would likely be seen as an unethical practice.

4.6 Including Ethical Preferences: Self-DrivingCars

In the future we might want to add our own moral code to the decision-making
model of machines. In this section we look at self-driving cars, the ethical
dilemmas that these might face, and whether we wish to include generally
observed human preferences.

A 2018 study at MIT studied the human preferences when dealing with the
trolley problem [28]: if a driver could not break and is about to crash, should
the car swirl to avoid a concrete block and kill three children, or crash the car
at the expense of the driver’s life? This study is inspired by the well-known
trolley problem, credited to Judith Jarvis Thomson [124, 431]. The thought
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experiment goes like this: suppose a train trolley has lost its brake. Further
down the track five persons are tied to the track and unable to move. You are
standing next to a lever which controls a switch of the rails. If you pull the
lever, the train will switch to a different set of tracks, but on that side track one
person is tied up. You have two choices: (1) pull the lever, thereby saving the
five persons on the main track, at the expense of the life of the person tied up
on the side track, or (2) do nothing, thereby condemning the five persons on
the main track to be killed by the trolley. What is the right thing to do? A utili-
tarian view of ethics would suggest that one is less than five, so pull the lever. A
deontological point of view, however, would state that pulling the lever would
make you participate in a morally wrong thing, and hence it would be better to
do nothing. When this question is put forth to students,⁹ most choose the utili-
tarian point of view. Yet, when they are confronted with the similar solution of
killing a man to harvest his organs in order to save five other persons, doubts
arise. Not surprisingly, this thought experiment, and many variants thereof
(requiring to push someone off a bridge in order to stop the trolley, consider-
ing that the one person on the side track is your child, and so on) are the topic
of many discussions in moral psychology and popular books [124].

The link with the MIT Moral Machine study is quickly made: provided with
a dilemma of an imminent crash caused by failing brakes, who should the car
save? Edmond Awad and his fellow researchers considered different types of
subjects in the thought experiment, such as babies, children, cats, dogs, elderly,
executives, and homeless people [28]. By putting such dilemmas forward to
millions of persons from over 200 countries, a ranking of global ethical prefer-
ences could be established. The study found that, in terms of sparing, children
were preferred over adults, adults over elderly people, and interestingly dogs
over criminals. Important regional differences were also found in this study:
the preference to spare the young over the elderly was much less pronounced
in Eastern countries, such as Japan and Taiwan, as compared to Western coun-
tries, such as North America and Europe. Similarly did the authors find that
Latin-American countries have a weaker preference to spare humans over pets.
This highlights regional differences related to respect for the elderly or animals.

Then come the ethical questions on the use of these findings. Do we want
these ethical preferences to be included as software modules in our future cars?
And if so, do we want different modules in different parts of the world? Should
there be legal standards dictating what the ethical preferences are, or should
that be left up to the car manufacturers? Should we allow car manufacturers

⁹ In the Data Science and Ethics class of the author of the book, in 2020 and 2021.
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to put priority with the driver? And do we allow drivers to change the ethical
preferences of their cars themselves?

There is some critique on the thought experiment, as its importance might
be exaggerated and deflecting from other, more important ethical issues sur-
rounding self-driving cars. A German Ethics Commission reflected on the
ethics of automated driving [130] and stated that such dilemmas really depend
on the specifics of the situation, and ‘can thus not be clearly standardized, nor
can they be programmed such that they are ethically unquestionable’ [130].
The European Commission came up with a similar report in 2020, in which
they said ‘Interesting though they may be, moral dilemmas in crash avoidance
are not the only, nor even the most urgent, ethical and societal issue raised
by CAV [Connected and Automated Vehicles] safety’ [212]. The interesting
document recommends, among other points, to redress inequalities in vul-
nerabilities among road users, by for example having the car adapt (slowing
down) to vulnerable road users, such as cyclists or young children. Other im-
portant ethical concerns that they mention when deploying self-driving cars
include explainability, privacy fairness, and road safety. These additional con-
cerns however still are well reflected in the call from the authors of the MIT
Moral Machine [28]: ‘we need to have a global conversation to express our
preferences to the companies that will design moral algorithms, and to the
policymakers that will regulate them’.

4.7 Summary

In this chapter we looked into the privacy, discrimination, and explainability
aspects of modelling. We started with the different ways in which we can rec-
oncile privacy with data science modelling. Differential privacy is revisited,
now as a method to add noise to the analysis results, which leads to math-
ematical privacy guarantees, controlled by the parameter ε. Zero-knowledge
proofs were shown to be a valuable method of proving some statement about
a secret, without revealing the secret. Next we moved to homomorphic en-
cryption, which might be an important component in future cloud computing.
Finally, we discussed secure multi-party computation and federated learning
as powerful methods to have many parties involved in privacy-friendly data
science modelling. Keep in mind that having both 100% privacy and the full-
fledged power of data science are hardly ever possible, requiring a trade-off
that it tailored to your specific use case and privacy concerns.

In terms of discrimination-aware modelling, several metrics were intro-
duced to measure fairness of a prediction model. Unfortunately, these often
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conflict with each other, making the choice of measurement another ethical
decision that transparently needs to be reported. Enforcing fairness to some
degree can be done by changing the training data, adding fairness constraints
to the objective function, changing the thresholding to come to final decisions,
or learning discrimination-aware representations.

The third part of this chapter looked at building explanations and com-
prehensible models. The irony of this work is that we want to understand
predictions, by applying complex algorithms to complex prediction models.
The taxonomy of explanations provides guidance on which approach to use,
based on the setting and user type: managers often want global explanations,
while model subjects are argued to favour instance-based explanations.

Let’s now revisit the opening story of this chapter, where an apparent dis-
crimination in Apple Card decision making was voiced [5, 318]. This outcry
has two components. First, the automated decision requires an explanation,
so that such statements as ‘It’s just the algorithm’ or ‘Computer says so’ are
simply never needed. This specific setting would have benefited from a coun-
terfactual explanation: stating what evidence in the data from the man would
need to have changed to lead to a lower credit limit decision (perhaps the high
limit is due to a long-standing credit history or previous job history that the
woman might not have had). Being able to immediately provide such an expla-
nation, requiring mostly automated explanation algorithms, would have either
eliminated the worries from the customer, or would have shown that indeed
some ‘wrong’ decision was made due to bias. If the counterfactual had been:
‘if the customer would have been a woman, then the credit line would be 10
times lower’, the bias against women would immediately be apparent, warrant-
ing changing the decision, and the prediction model as a whole. The fairness
of the model could also be investigated with the demographic parity measure:
is the positive outcome (a high credit limit) independent of the gender of the
customer? Having done this initial basic test would have allowed the company
to respond swiftly that no such discrimination was observed in the model.





5
Ethical Evaluation

In his free time, Danny the data scientist has been analysing data from Reddit,
a website with user-generated content, in an attempt to predict the stock mar-
ket.1 He’s been reading about personality traits and investment profiles, and
decides to create 500 models that each predict any combination of personality
and investment sentiment, based on the text he crawls from the Reddit web-
site. Danny believes these sentiment scores could correlate with, and predict,
stock market movements. After much data crunching, he comes to his find-
ings: one of the created scores has an accuracy in predicting the NASDAQ of
75%—jackpot! His work is picked up by the media, where Danny frequently
provides interviews explaining his work, and a fund is even being created by
an investment bank that trades according to his score. A year later, the fund
no longer exists and Danny no longer talks about this work. What happened?

When it comes to ethical evaluation, three important questions arise.

1. First, what to measure? In our stock market prediction example, is accu-
racy the right metric for the stock prediction model? On what set was it
evaluated? What benchmarks have been used? Do we need to evaluate any
of the FAT criteria?

2. Second, how to interpret the results? Are the findings significant? Might
p-hacking be happening, or did multiple comparisons happen without
properly correcting for them?

3. And finally, what to report? Is the process completely transparently re-
ported, both the good and bad results? Is the data science reproducible,
and how easy is it? We’ll go over each of them in detail, next.

5.1 EthicalMeasurement

Ethical measurement involves two components, being a good data scientist,
and being good. In the first part the emphasis is on data science, which should

1 This is a fictitious story.

Data Science Ethics. David Martens, Oxford University Press.
© David Martens (2022). DOI: 10.1093/oso/9780192847263.003.0005
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be done correctly. So being aware of the different evaluation techniques and
metrics that should be applied to measure the performance of data science
models. In the second part, the emphasis is on good, not cherry-picking or
simply lying about data science evaluation metrics for merely one’s own gain.

5.1.1 Correct Evaluation: Doing the Data Science Right

The power and danger of data science evaluation is that different measures
can lead to very different findings and conclusions. We already discussed the
importance of a proper definition of the target variable in Section 3.3.2. But
how do we now evaluate how good the predictions actually are?

It starts with basic data science. As you’ve most likely seen in previous in-
troductory courses to data science, one must always use a test set that is as
representative as possible for the population on which the model will be ap-
plied. This set is preferred to be out-of-time (versus out-of-sample) and should
be large enough. Not using a test set, or using a test set that is not represen-
tative, is just bad practice and can lead to an overly positive estimation of the
impact of data science. Such bad practices are not necessarily sprung out of a
conscious decision; perhaps it is even an oversight because of initial good re-
sults that excite you as a data scientist so much that you lose sight of the critical
questions you’re supposed to ask yourself on the evaluation. So being ethical
demands you are a good data scientist.

Suppose we’d ask Danny if he used a test set, and how it was chosen. His
answer reveals there was a test set, chosen out-of-time: he trained on data from
January to November, and then used four weeks of December as a test set. His
prediction model was correct in predicting whether the NASDAQ went up or
down that day in 15 out of the 20 days. Hence the test accuracy of 15/20 = 75%.
Immediately you see a first issue: December might not be representative for a
whole year of trading. The potential seasonality of the stock market is reflected
in the saying ‘Sell in May and go away. Don’t come back until November’ [222].
But on top of that, Danny has evaluated his score on 20 days only. This seems a
very limited time period, likely not large enough to demonstrate the predictive
performance upon deployment.

Next to the chosen test set to evaluate the data science model on, there
might be issues with the accuracy metric itself. This metric is very intuitive
for business and end users alike and is therefore (understandably) often used
to communicate the results to a broad public. But it has several problems, such
as class imbalance and not taking into account the different misclassification
costs between false positives and false negatives. If in Danny’s test set of 20
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days, the NASDAQ increased on 16 days, a simple model that always predicts
the market will go up would have an accuracy of 16/20 = 80%, even outper-
forming Danny’s model. But would you want to trade on this model? Of course
not, as it would recommend to buy the NASDAQ every single day, forever…

Other, more suitable metrics and graphs include the confusion matrix, the
ROC curve, lift or profit curves, and summarizing metrics thereof [364]. The
performance also depends on the chosen threshold to make a positive decision.
So even if ROC curves are used, one should still be able to motivate the final
chosen threshold used, to go from a prediction score to a classification. Addi-
tionally, consider several baselines models such as a random model, a majority
vote model, an expert model, or whatever seems logical for your application. A
suitable baseline for Danny could have been a model that as a prediction gives
whatever the market did the day before: if the market went up, the prediction
is it will continue to go up, if it went down, the prediction is that the market
will go down the day after. Even if the target audience of your report consists
of lay users, who have no idea what an AUC is (nor have an interest in being
lectured on this), be sure to have done the proper analysis yourself and be able
to motivate to fellow data scientists why the chosen model is the right one.

These choices are mostly just good practices of data science, but also have
an important ethical component if these decisions would be taken consciously.
Beating existing models and baselines can be very hard, so there is a risk that
only cherry-picked metrics are reported that provide a good story, knowing
that upon deployment this probably won’t hold. As a data scientist it is too
easy to choose an easy-to-predict test set and report a single metric that suits
you well. Definitely towards non-experts, such reporting would go unnoticed.

5.1.2 Evaluating FAT

Next to doing the data science right, one should also focus on the ethical, right
part of the evaluation. We’ve covered the FAT principles of privacy, discrimi-
nation against sensitive groups, transparent process, and explainable AI, in the
different stages discussed so far. Whenever there is personal, sensitive data,
or sensitive groups in the dataset, consider the fairness measurements, the
privacy assessments, and the comprehensibility requirements. Report trans-
parently which sensitive groups were considered, what data you think might be
personal and what possible re-identification methods would look like. Based
on these you can assess the privacy of your dataset, in terms of k-anonymity,
l-diversity, t-closeness, or the fairness towards sensitive groups in the dataset,
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using measures as statistical parity, or of the model, with metrics as demo-
graphic parity or equalized opportunity. The extent to which model subjects
should be entitled to an explanation, and to what extent this explanation can
be provided, should also be evaluated.

For some applications, like Danny’s, who uses public Reddit data for stock
market prediction, there might not be an issue related to data subjects or model
subjects’ privacy or discrimination. But what if Danny was using payment data
from the bank where he is working? This is part of the thought experiment that
is considered in the next discussion.

Discussion 9

You’re the Chief Data Science Officer at a large bank. You’ve instructed your
team to experiment with using payment data for marketing purposes, pre-
dicting which customer might be interested in a golf tournament that the
bank sponsors. So the data instances correspond to customers, and the fea-
tures are unique account numbers. Your newly hired team is ready to shine
and has put quite some effort in building a linear model, where each ac-
count number that one can pay to is given a coefficient. The prediction
model hence predicts interest based on whom the customer has made pay-
ments to. They proudly report to you that the accuracy of their model is
95%, on a test set chosen in January.

1. What further questions would you ask on the evaluation? Think of
test data, metrics, and baselines.

2. What would be potential privacy risks related to re-identification
or the revelation of sensitive information of customers to the data
science team? How to measure these?

3. Might there be discrimination against sensitive groups, such as Mus-
lims or women, if the payment data is used? How to evaluate? Might
there be certain features (account numbers) that if a customer made a
payment to those, the sensitive attribute is revealed? How to measure
whether the model is using these in a discriminatory way?

4. Would the invitees of the golf tournament event require an explana-
tion for their predicted interest? If so, what type of explanation would
you provide?
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5. How would your answers change if the target variable was now credit
risk (defaulting on a loan or not) and the data is provided to an
external academic research group?

6. Would you expect your data science team to have answered (or at least
raised) all the previous questions, when they report their findings?

5.1.3 Evaluating Other Ethical Requirements

So far, we have focused on the FAT ethical requirements, which arguably en-
compass most of the ethical issues that exist in the current day and age. There
are some additional ethical requirements that have been proposed, which are
of importance in certain applications.

Robustness
In the European ‘Ethics Guidelines for Trustworthy AI’, robust AI is positioned
next to ethical AI and lawful AI, the combination of which is said to lead
to trustworthy AI [203]. On robustness, the document states: ‘Technical ro-
bustness requires that AI systems be developed with a preventative approach
to risks and in a manner such that they reliably behave as intended while
minimising unintentional and unexpected harm, and preventing unacceptable
harm.’ [202] Robustness includes resiliency to attacks, fallback plans, accuracy,
reliability, and reproducibility [202]. Several of these components are related to
previously mentioned ethical evaluation measures, such as security, accuracy,
and reproducibility. A fascinating related research topic is that of adversarial
attacks and how to make model resistant to them [276]. Adversarial attacks
will change the input (for example an image) so that the change is almost
indistinguishable from natural data, yet the predicted output becomes some-
thing unexpected. Robustness of a model evaluates the resilience against such
attacks.

Sustainable
The massive calculations of modern-day data science models, and then mainly
deep learning models, come not only with an economical cost to train the
models on large computers, but also an ecological one, as both the training
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and deployment of models can require quite some energy. For those large
number-crunching applications, data scientists should consider its effect on
the planet’s ecosystem and environment. Consider the well-known GPT-3
language processing model from OpenAI, for example, which can write cre-
ative fictions and make translations [70]. This deep learning model has been
trained on 500 billion documents and consists of 175 billion parameters [70].
A 2019 study estimated that training a single deep learning model can gener-
ate as much pounds of CO2 emissions as the lifetime carbon footprint of five
cars [416]. At that time, GPT-2 was the largest model available for the study,
and ‘only’ had about 1.5 billion parameters [70].

The rise of deep learning models will therefore lead to questions as: can we
do the same with less computations, or can we do something almost as good
with less energy usage? How much less, and what is the ecological impact?
These kinds of evaluation are of importance when training a system that is do-
ing massive computations (like GPT-3), and/or when a data science system is
being deployed across a very large number of machines. Think for example of
the deployment of deep learning models on mobile devices. Investigating and
optimizing the energy cost of such models, when deployed on smartphones,
can potentially have a relatively large effect on aggregated energy usage and
carbon emissions. The deployment of data science in an ‘Internet of Things’ or
self-driving cars setting makes energy efficiency both an economical and ethi-
cal issue. Being sustainable doesn’t require you not to use data science; it rather
means that you should be aware of this issue, be transparent about the energy
consequences (potentially with tools such as the Machine Learning Emission
Calculator [257] or carbontracker [14]), and think about how to improve on
it. For example, by limiting the search space of hyper-parameters to relevant
ones, limiting the number of wasted experiments, choosing your data centre
and cloud provider based on the carbon footprint of calculations, and using
energy-efficient hardware [257].

5.2 Ethical Interpretation of the Results

To evaluate the significance of the results, statistical tests can be applied to
determine whether the results are robust. A typical comparison is: is the re-
sult significantly better than the baseline model? The p-value then indicates
whether this is the case or not, according to some chosen statistical test. There
are two ethical considerations to be made when interpreting these results:
p-hacking and the issue of multiple comparisons.
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5.2.1 p-Hacking

A p-value is defined as the probability of obtaining results at least as extreme
as the observed results of a statistical test, assuming that the null hypoth-
esis is correct [24]. So it will assume some theoretical distribution of the
measured performances and based on that determine the p-value. p-Hacking
occurs when ‘researchers collect or select data or statistical analyses until
nonsignificant results become significant’ [195]. The practices we’ll discuss
can also be used when tuning our data collection, preprocessing, modelling
and evaluation on a test set, a practice which is sometimes also called data
dredging.

One typically needs several observations to conduct a significance test, for
example by repeating your experiments 10 times, each time with a different,
randomly chosen test set. This brings forth a first issue: what if you notice that
for one fold, you happen to have a much worse performance than for all others?
You reason that although the folds have been chosen randomly, this specific
test set is very difficult to predict (and messes up your good results), so you
decide to do another random division of your dataset into 10 folds, and rerun
your experiment on the new test sets. Now it looks better. But you don’t stop
there. Instead of changing all folds, you consider the test fold with the worst
performance and change this with a new randomly chosen fold, hoping the
performance becomes better. And repeating this process until all folds have a
similar maximum possible performance. This is clearly unethical data science.
The evaluation should be aimed at getting an independent evaluation on how
well the model will work on new, unseen data points, not on how to squeeze
out the best performance for your model by gaming the evaluation setup. This
is already a first example of so-called p-hacking: messing with the performance
assessment to get significant improvements.

Once we have our set of performance measurements (let’s say we mea-
sure accuracy), the statistical test can be applied to test if the accuracy of
our model is the same or not larger than the accuracy of the baseline model.
A cutoff value α is typically chosen to be around 5%: if the p-value is lower, we
can say that the difference is significant. In that case, the probability that we
would see this if the results were not significantly better is less than 5%, so it is
a robust and significant finding.

In data science, tuning your data or model to get the right evaluation and p-
value on the test set is a big no-no. There are several ways to p-hack, of which we
already introduced one (messing with the test set), depending on where in the
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data science flow additional intervention is done. The first is in the data collec-
tion and preprocessing stage, where one adds instances to the dataset2 until the
right p-value is obtained, discarding all other instances. This can even be done
more cleverly (or deviously), by seeing which instances should be included in
the dataset, so that the right p-value is obtained on the test set.

A second way to do p-hacking is at the input variable level: applying transfor-
mations to the variables and/or doing input selection as to get the right p-value.
Let’s keep in mind that input selection or transformations on the input vari-
ables are not necessarily a bad thing (au contraire!), as long as it is evaluated
on a validation set. When it is done to get the best (significant) results on the
test set, it becomes unethical p-hacking.

The third approach is in the evaluation itself, where many evaluation met-
rics are tried, and only the one that is significant is reported, no matter whether
it is the right metric for your application. Danny might have tried to assess its
model in terms of expected profit, lift, F-measure, and accuracy, and found that
accuracy has the best results, so he reported only that one. One can further-
more test the significance of the test performance at different thresholds, and
report the best one only. Yet another p-hack is creating many prediction mod-
els but only reporting the one that performed best (most significant/lowest
p-value), an issue we will focus on in more detail next.

As you notice, there are plenty of ways to get significant results on the test
set, so as to demonstrate significantly improved results, but these are just bad
science and business practice. So why would people do p-hacking? It’s clearly
the wrong thing to do. In research, a negative finding, or a novel method that
is not significantly better than what is already out there, is very hard to pub-
lish. Similarly in industry, a data scientist would of course rather report great
results, with significant impact on the business, than reporting that he or she
was unable to improve on the existing system. Having good results is simply
what we all aim for, in any aspect of our lives. When you want an academic
promotion, or get your work published in a good journal, or simply obtain
more funding for your research or department, p-hacking is an easy yet un-
ethical practice to get these, by changing bad findings into good ones. Even
if there is no direct promotion or funding impact of the results, having much
better performances can lead to fame and glory, which most of us are sensitive
to as well. The fame will be short-lived when you are p-hacking, as the bad re-
sults are bound to be revealed upon deployment or when the experiments are
reproduced by other persons.

2 The dataset comprises of the training, validation, and test set.
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So be aware of this practice, as to recognize the risk with others but also
with yourself. If we don’t actively combat p-hacking, there exists a potential
disaster for both scientific and business progress, as we are no longer being led
by actual results in our decision making.

5.2.2 Multiple Comparisons

Next to the active messing up of the evaluation process to get the right p-value,
there is also the issue of doing many comparisons and interpreting results as
significant, simply because some models have a p-value below the chosen α of
5%. The issue with multiple comparisons is that the more tests you conduct,
the higher the probability that some rare event occurs by chance. Consider for
example the experiment where you throw 1000 one Euro coins in the air. Upon
investigation of the coins, you notice that some are cluttered and all heads. This
will be due to chance, not because you have magical throwing abilities.

Let’s revisit the p-value meaning: suppose your test finds significant results at
α = 5%. Then what is the probability that this finding is due to chance, so there
is no real improvement? Well, it’s 5%. Now suppose that I build m prediction
models, and test for each model whether the accuracy is significantly better
than random guessing, at 5% level. What would the probability be that at least
one model is significantly better than random guessing, simply due to chance3?

P(at least one significant result) = 1 − P(no significant result)

= 1 − (1 − 0.05)m.

If we do the experiment just once (m = 1), the probability to have at least one
significant result (due to chance) is 5%, which makes sense, as we are measur-
ing significance at a 5% level. If we build 10 models, there is a 40% chance that
at least one model will have a significant result, even though the results are
not significantly better. With 20 models this already becomes 64%, while if we
build 100 models, there is a 99% (!) chance that at least one of these models is
significant even though the tests are actually not significantly better. Oversee-
ing this issue has led to a realization that many of the statistically significant
results that are reported in (academic) publications likely do not hold up [162].

So returning to the 500 models that Danny has built using Reddit data to
predict whether the NASDAQ goes up or down. Danny proudly reported that

3 Example inspired from the Statistics example of Goldman [166].
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the results of one of these prediction scores is significantly better than using a
baseline model of predicting for the next day what the NASDAQ did the day
before, even at a 1% level. Given the previous calculations, this doesn’t mean
much, as we can be almost certain (1 − 0.99500 = 99.34%) that at least one of
the 500 models will be significantly better at a 1% level, just by chance.

The solution to correct for these multiple comparisons is the Bonferroni cor-
rection [345]. When m different hypothesis are being tested, instead of using
α, previously chosen as 5%, use α∕m as the cutoff to conclude upon signifi-
cance. When 10 models are built, the significance is measured now at a 0.5%
level instead of at 5%. If we then calculate what the probability would be that at
least one of them is significant due to chance, we get 4.9% (= 1−0.99510); very
close to the 5% level we initially aimed for. The Bonferroni correction itself is
not perfect, as it assumes independence of the individual tests (and prediction
models in our case). This is not always the case and therefore can lead to a
higher probability of false negative findings [345].

The overarching solution for both p-hacking and the issue of multiple com-
parisons is once more transparency: simply report transparently all the steps
taken (which models were built, how, on what dataset, etc.). Such ethical
reporting is discussed next.

5.3 Ethical Reporting

5.3.1 Reporting Transparently

Ethical reporting boils down to reporting transparently, both the good and the
bad. Don’t just reveal the success stories, document the complete data science
flow, and motivate each step, including the ones that didn’t work out. Such a
report should answer such questions as:

• data instance level: why did you choose a certain sample size? Is the sam-
ple representative? Why do you think so? Did you look at learning curves
(the impact on the performance as you add more data)?

• input variable level: What variables did you consider and why? How are
they obtained? Did you remove variables? Why, and how?

• modelling level: What techniques did you apply? Were they tuned? What
models did you test?

• evaluation level: What evaluation metrics were used and why? And
so on.
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This all relates to knowing, applying and reporting proper data science prac-
tices. The book by Provost and Fawcett is a great book to get the basics of data
science in a business setting right [364].

The reason that this transparent reporting is so important is to ensure trust
in the data science that went into building the model. Trust that the data sci-
entist is knowledgeable and conducted the right data science practices. But
also trust that the data scientists did not consciously game the system, with
practices as p-hacking or tuning on a test set.

To make this more tacit, aiming for reproducibility can be of great help. If
the reporting allows us to easily reproduce the findings, trust will naturally
emerge, confirming that the data science actually works, makes sense, and can
be built upon. Reproducibility involves having the data and code available and
easily accessible, where a main script automatically goes through all the data
science steps and leads to the same results as are reported. Within businesses,
reproducibility also assures that the work is not lost when the data scientist
leaves the company. Undocumented code, or code that does not lead to the
results that were reported, will at least lead to efficiency losses, but can even
lead to the negation of previous findings. If these earlier results have already
been deployed, they would need to be discontinued, with all the financial and
reputational losses that go with it. Any data science reader that had to read and
continue on undocumented code of another data scientists will likely be able
to confirm the frustrations that go with improper reporting.

Academics are also encouraged more and more to share the data and code
when publishing their findings. Sharing sensitive or personal data (even if
‘pseudonymized’) should be done with much care, as discussed in Chapter 3.
There are of course good reasons not to share the data, for example because
the data was obtained through a collaboration with a private or governmental
partner, or personal data was gathered during the research. Code sharing is
encouraged through platforms as github, and even helps in the marketing of
one’s research findings.

An interesting tool to report on the key components of your data science
model is a so-called ‘model card’. This framework was introduced in a paper
by Google employees in 2019 to encourage transparent model reporting [305].
Model cards tend to be one or two pages long and make clear what the intended
use is of the model, what training data was used, the model type, how it was
evaluated, limitations, who can be contacted for more information, and other
important model properties.
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Let’s get back to Danny’s stock prediction model. In his report, Danny should
have motivated why he only chose 20 days of test data, in December. Is it be-
cause of a lack of data? But the data is publicly available, both the input (Reddit
data) and target variable (NASDAQ) so that would probably not be the real
reason. Is it because he just wants to use his model in December? But why
would he? What arguments does he have for this being a representative sam-
ple to evaluate the model on? On the evaluation metric, why is the test metric
the right metric to use, and did he try any others? In the trading community,
risk-adjusted metrics are often used [226]; were these considered? Why (not)?
Similar motivations on the data preprocessing and modelling should be pro-
vided. On the more general transparency requirement of reproducibility: is
his data and code publicly available, so that other researchers can verify the
findings, and even better, can apply the model and verify if it consistently per-
forms well, beyond his chosen test set? Danny would very likely have trouble
showing and motivating this, immediately revealing to himself that what he
found was not actually correct, and it could guide him to further improve the
data, model, and evaluation so as to properly demonstrate he actually can (or
cannot) predict NASDAQ movements better than some chosen baseline.

5.3.2 Ethical Academic Reporting

The world of academic reporting is a special one and merits additional atten-
tion. The incentive structure and academic reporting processes can easily lead
to ‘small’ unethical practices, such as cherry-picking the datasets to report on
in academic publications, or even fabricating results altogether.

Reproducibility as a signon thewall
In an academic study, a researcher will tend to posit its hypothesis or research
question, gather and analyse data, and present the results. Readers of these
publications will trust that the paper has been truthfully written, and that the
same results could be obtained when going through the exact steps as written
by the authors. Unfortunately, too many stories demonstrate that this is not
always the case.

Consider the domain of basic cancer research, a field where we all hope
that the publications are fully reproducible. A 2012 Reuters and Science story
reveals the reproducibility crisis that is even present in that domain, with
harsh consequences for new drug development [49, 48]. As head of global
cancer research at a biotech company, C. Glenn Begley and his team of about
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100 scientists reportedly tried to reproduce the findings of 53 published studies
that they marked as ‘landmark’ publications [48]. The idea was to double-
check the findings of these papers, before building further on the research in
the search towards new drugs. The results were startling: only six studies held
up and could be replicated, the other 47 (89%) could not [49]. As this does
not necessarily imply fraud, but could rather be due to technical differences or
difficulties, Begley and his team contacted the authors of the papers to discuss
the contradictory findings. During a cancer conference, Begley reportedly sat
down with the lead scientist of one of the papers that could not be replicated.
The feedback he obtained is quite disillusioning, as described in his report of
that meeting [49]: ‘We went through the paper line by line, figure by figure.
I explained that we re-did their experiment 50 times and never got their re-
sult. He said they’d done it six times and got this result once, but put it in the
paper because it made the best story.’ And this is not a unique story; scientists
at Bayer reported a similar problem [360]: of the 47 oncology projects studied,
only 20–25% could be reproduced, to come to the same previously reported
findings.

This problem is not limited to one domain. A 2016 Nature survey among
1,576 researchers shows that more than 70% of them have tried and failed to
reproduce the experiments of another group’s experiments [31]. Even more
astonishing is that more than half of them failed to reproduce their own ex-
periments. The respondents were active in a variety of disciplines, such as
chemistry, medicine, and engineering. Most however still trust the published
results in their field, while at the same time 52% stated there is a significant
reproducibility crisis. In some domains it is possible that small differences in
the input (or context) can lead to different results. In the same Nature survey,
actual fraud is only the ninth most reported factor that often contributes to the
issue of irreproducible research [31]. The biggest reason that was reported by
respondents to be the cause of this crisis was selective reporting and pressure
to publish.

Thecompetitionamongacademics
For outsiders, the hypercompetitive nature of the academic environment
is likely unknown. Some context to explain this. Academic researchers are
(partly) evaluated on the number of papers they have published. The better
the journal or conference that the researchers is able to publish in, the better
the researcher is assumed to be: because of this largely accepted principle, more
publications lead to easier access to additional funding, which then allows to
hire more researchers and conduct more research. Hence the academic saying:
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‘Publish or perish’. This context has actually led to an exponential increase in
the number of papers during the last century, but only a linear increase in ideas
(as measured by unique phrases in article titles) [303, 146].

Academic publications are often ‘nothing more’ than a written paper, which
details the work done by the authors. Merton, who studied the sociology
of science, claimed that the basic currency for scientific reward is recogni-
tion [165, 297]. So we, academics, aim for publications in top journals, which
often get cited by other papers, as to get recognition.

It is assumed that what is written is true, and that the research was conducted
according to the rules of the research domain. When a paper is submitted to a
journal, other academics will review the paper and comment, indicating what
should be improved upon and whether the paper is acceptable for publication
or not. Unclear results such as ‘We conducted the analyses ten times and only
once we got this really nice result’ are more likely to be rejected than ‘Our
analysis led to this really nice result.’

CodeofConduct forResearch Integrity
What are these rules that a researcher should obey by? The European Code
of Conduct for Research Integrity [8] provides a framework on what princi-
ples to follow. This code is a reference document for all projects funded by
the European Union, and as such is recognized by the European Commission
as a reference for researchers and organizations. The four main fundamental
principles of research integrity are [8]:

1. reliability: ensuring the quality of the research,
2. honesty: during the research, while reviewing, reporting, and commu-

nicating on the research,
3. respect: for colleagues and society,
4. accountability: for all aspects of the research, up to publication.

Clear misconduct therefore includes [8]:

• fabrication: making up results and publishing them as real,
• falsification: manipulating the process or data without justification, and
• plagiarism: using other people’s work or ideas without proper accredita-

tion.

At this point you might argue that these principles and practices are self-
evident. Yet, when academics are not taught about these principles and related
cautionary tales, they might be attracted to the appeal of tweaking the rules
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slightly, in order to get more publications. A 2013 Science study uncovered the
existence of companies that put academic authorship up for sale [218]. Some
authors would sell slots on their paper, another option is asking a company
to write a completely new paper for you (typically review papers) on a certain
topic. Once again, the motivation for academics to do so can simply be the
recognition, but also to obtain promotion or even to avoid losing their job.

Unethical academic behaviour can also include more nuanced behaviour,
for example, as an anonymous reviewer, asking the authors to cite your
work [96], not disclosing weaknesses or own doubts about the research, or
splitting up your manuscript into several submissions just to have more pub-
lications [185]. All p-hacking related practices, such as removing data points
that don’t match your hypothesis, or only reporting the measure that best suits
your story, also fall in this category of unethical academic behaviour.

Not adhering to these truth-finding principles can have an actual negative
impact on science, and society in general. The previously mentioned repro-
ducibility crisis demonstrates the potential waste of time, effort, and funding.
Academics therefore have a duty to take the research integrity principles to
heart. Some real-life practices that could combat misconduct are the follow-
ing [31, 218]. When an author is being added to a paper at the end of a
reviewing process, an editor should ask why this is needed, and what the ad-
ditional contribution of the author is. Reproducibility should be made easier,
which goes hand in hand with asking for access to the data (or motivate why
it cannot be shared, for example for confidentiality reasons), the code, and
proper documentation for both. PhD supervisors should be encouraged and
incentivized to properly train and follow up on starting researchers. Academic
institutions should be aware that all of this requires time, and simply imposing
more educational and administrative duties onto academic staff will possibly
come at the expense of training, followup, and replication efforts.

The next cautionary tale illustrates how the quest for academic recognition
can lead to a chase down a rabbit hole of unethical academic conduct, but first
a discussion on how to evaluate a targeted advertising campaign.

Discussion 10

Targeted digital advertising is a massive industry which makes ample use of
data and data science. Suppose you’re working at an advertising agency that
has been hired to run a display banner campaign to promote a new book
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on ‘Data Science Ethics’. Your agency is known for its savvy and ethical use
of data to target ads. You need to decide on how to report on the results of
the digital campaign. There are three options: either report (a) how often a
user clicked on the ad, (b) how often a user ended up on the landing page
of the ad, or (c) how often the advertised discount code that is given in the
ad was used in an online conversion (buying the book).

1. What are the scenarios under which these three metrics would be
different?

2. Which metric seems most correct: clicks, visits to the ad’s landing
page, or online conversions?

3. Your analyses reveal that if the ad is shown in a gaming app for two
year olds, the click through rates go through the roof. Yet, the number
of visitors on the landing page remains low. What could be leading to
this result? What would be reasons to show all ads within this app?
What would be reasons not to?

4. Your analyses reveal that a webpage that leads to high conversion rates
is a conspiracy theory page which includes hate speech. What would
be reasons to show all ads on this webpage? What would be reasons
not to?

5. What benchmark would you compare the results of your targeted ad-
vertising campaign with, so as to show that the additional data science
effort led to measurable better results?

6. Your boss tells you to make a report that (a) includes only the metrics
and benchmarks that make your campaign look as good as possible,
and (b) not to report the webpages or apps where the ads have been
shown. Would you do so?

5.4 Cautionary Tale ofDiederik Stapel

Diederik Stapel was a well-respected professor in social psychology and dean
at the University of Tilburg. His research attracted much attention, from both
academics and the broad media, and he was awarded several prizes [56, 438].
When his data manipulation and complete fabrication of experiments were
revealed [449], overnight he became what the New York Times reported as
‘perhaps the biggest con man in academic sciences’ [56].
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In his research, Professor Stapel would often do survey experiments with
human participants. Some of his widely reported findings were that meat eaters
are more selfish and less social than vegetarians [120], and that a messy room
makes people more aggressive [56].

The data on many of his experiments turned out to be fabricated. According
to reports on the matter, he would develop a complete experiment, from the-
ory and hypothesis to questionnaires, and would then make up participants’
answers from experiments at schools that he would only have access to [56].
Reportedly, he would give the Excel files of survey results to PhD students to
analyse, who would then jointly publish their findings and thereby contami-
nate their own PhD theses with fabricated data (without the knowledge of the
PhD researchers) [449].

When fellow researchers began to notice something was fishy, the university
was contacted and steps were taken. He has had more than 50 of his publica-
tions retracted [427]. Stapel later published an autobiographic book in which
he explains what drove his descent from renowned professor to self-admitted
perpetrator of data manipulation and fabrication [413]. He seemed to have
been driven by power and the desire to be honoured, as well as the messiness
of experimental results: the results from experimental data were too unclear,
while the answers (for him) were clear, so he started manipulating the data ac-
cordingly. Stapel has expressed his sorrow, and apologized to his former PhD
students and colleagues. A former PhD student of his reportedly stated: ‘There
are good people doing bad things, there are bad people doing good things.’ She
would put Stapel in the former category [56].

Total fabrication of experiments such as these is of course totally unaccept-
able. The practices started with ‘simple’ data manipulation, what one could
call a gateway unethical data science practice. So remember this story when
you are tempted into removing a dataset from your large-scale benchmarking
study, or several data instances from your dataset, just to come to a more clear
conclusion from your analysis.

5.5 Summary

Evaluating data science models in general is already a complicated endeav-
our. In this chapter we focused on the ethical aspects of the evaluation, which
is structured in three parts: what to measure, how to interpret the results,
and finally what to report. The ethical measurement requires that data sci-
ence is conducted correctly, using all standards of the field. Simply not using
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an appropriate test set or a metric can lead to a deceitful story. On that
point, remember Danny’s limited test set and accuracy metric as choices to
evaluate his stock prediction model. Ethical FAT data science measurements
include the ones that were introduced in the previous chapters, such as fair-
ness of the dataset and the model, privacy of the data and model subjects, and
comprehensibility of the model.

In the second part, on how to interpret the results, we covered a range of
practices that can lead to p-hacking. Even if there is no statistical test, such
practices can still be unethical; consider for example choosing your data in-
stances, doing input selection, and choosing evaluation metrics based on the
test set. This is something that any decent data scientist would not do, as the
interpretation of such results can lead to wrong conclusions and followup in-
vestments in the wrong direction, with potentially substantial negative impact
on the business or society. Remember the investment fund inspired on Danny’s
work, which went under.

Finally, reporting ethically requires you to report transparently, the good
and the bad. Explaining what you tried that didn’t work out can be quite
insightful for others as well, as it will guide future projects away from tried-
and-failed avenues, or can inspire others to improve on the results. Ensuring
reproducibility is a key aspect, which brings to light all the steps conducted,
from input selection to model evaluation. Academic reporting is specific as it
is guided by a quite unique competitive environment, and as it can have a pro-
found impact on society. For an academic data scientist, it is therefore highly
recommended to make the code of your work available, as well as the data (syn-
thetic if needed), so others can reproduce your experiments and easily build
further upon it.



6
Ethical Deployment

Chandler, Arizona, an American city with about 250,000 residents, wide and
well-marked roads, that hardly ever sees any rain or snow [437, 283]. It’s the
city where self-driving car company Waymo, owned by Google-parent com-
pany Alphabet, is test driving its vans since 2017 [194, 379]. In the first two
years, 20+ attacks were reported on the driverless vehicles [371, 379]. Tyres
were slashed and rocks were thrown at the vans. Some driver even attempted
to run the Waymo vans off the road, while another simply yelled at a van to
get out of her neighbourhood. Why was this happening? Complaints filed
with officials ranged from the risk of accidents to the potential loss of jobs
that self-driving cars would bring about. ‘They didn’t ask us if we wanted
to be part of their beta test’ one of the residents that was issued a warning
by the police for trying to run the vans off the road, stated to the New York
Times [379]. Waymo reported that the attacks related to only a small fraction
of all the tests that they have been conducting in Arizona, and place safety at
the core of everything they do [379]. In this chapter, we’ll discuss the ethical
issues related to deploying a data science system. This starts with who gets
access to the system. In the Waymo story: who gets to test the self-driving
vans. Next, we’ll discuss the ethics of treating people differently based on the
provided predictions, honesty and oversight, and we’ll cover some of the un-
intended consequences of data science deployments. The loss of jobs being
an important one. Consider the social unrest in a country as the US when the
more than 3 million drivers [25] and 3.6 million cashiers [439] will lose their
jobs to automated data science systems, knowing the, little yet noteworthy,
harassment of Waymo vans that already emerged in Chandler in 2018.

6.1 Access to the System

In the deployment stage, we need to discuss who has access to the system in
which the data science is deployed. For a variety of reasons, system access can
be limited to certain persons or regions. Often an ethical discussion is required
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Fig. 6.1 Access to the data science-based system might be limited, be
different for different persons, and lead to different treatments.

beforehand to determine who should be given access to what part of the system
and why, as detailed next and illustrated by Figure 6.1.

6.1.1 Limited Access

A first reason is the sensitive and personal nature of the data, which requires
organizations to limit the access to this data. Think for example of the payment
data available at banks, medical records at hospitals, grades at universities, or
tax information at the government. Next to obvious confidentiality, integrity,
and access control measures, it is important to have a logging system that keeps
track of each data access. If a banking employee looks up the payment history
of a celebrity, he or she should be accountable, and be able to explain why this
lookup was made. Whenever you think to have similar sensitive data, build in
this logging functionality and make your employees aware of its existence and
potential negative consequences when data is accessed without a valid reason.

Organizations may also decide to intentionally make part of the system in-
accessible to certain users or in certain regions. A couple of examples. After
the Google Gorilla problem was detected, the prediction of gorilla was sim-
ply turned off. Even two years later, Google Photos reportedly still remained
blind to gorillas [402]. Is this right? Might investing more effort and re-
sources resolve the problem? If it is an extremely hard problem to solve, should
one communicate openly and transparently about the technical difficulties?
Or is it simply a warning about the predictive accuracy of the sometimes
overestimated deep learning models [402]?
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Similarly, news feeds on news websites and social media platforms like Twit-
ter and Facebook are often filtered to show the news that (is predicted to be
what) you would want to read, thereby becoming separated from any news that
might differ from your own point of view, in so-called echo chambers [36, 92].
Whether this is wanted is one thing, being transparent about the existence of
such an algorithm, and how the algorithm works is another. One can choose
to randomly add other news, not tailored to the user, as to break through the
potential cultural and intellectual isolation that this might bring, or allow users
to turn off the filter altogether.

Yet another example comes from the explainable AI domain. For a sin-
gle prediction model and data instance, many different explanations can be
generated, which all can seem equally valid, being the same length, all being
counterfactuals, and so on. But one explanation might be more convenient for
a business to provide to its customer than another. Let’s consider the recruit-
ment case. One explanations states: if your gender were male instead of female
then you’d be invited for an interview, while another explanation states: if your
skill level of Python were advanced instead of intermediate, then then you’d be
invited for an interview. Both might be of similar quality in terms of length,
providing a counterfactual, etc. Yet, the first one reveals a clear discriminatory
bias in the model, the second doesn’t. So a business owner might be more in-
clined to show the second explanation and conceal the first one. Solon Barocas
and his co-authors pointed to this new power to decision makers [40]. Trans-
parency in which explanations are shown when, both internally and to the
model subject, can help to constrain this power.

Finally, the system could be completely inaccessible for some people. Any
decision-making model that is built using smartphone data, is limited to data
from people with a smartphone. Elderly people and people with lower income
tend to be excluded from such a sample and hence might be negatively biased
against. So this example shows that the lack of access to a smartphone can lead
to a bias in the data gathering (cf. Section 6.6), but also in the deployment
stage.

Some data science technologies have such major, possibly unethical uses,
that the access needs to be controlled very stringently. Face recognition is such
a technology. Based on a picture taken from any person, face recognition can
match the face with a database of images of persons, if that person is in the
database. This is a potentially great tool for law enforcement, to help solve
crimes. But at the same time, there is tremendous potential for misuse: to curb
individual rights by identifying persons (for example at peaceful protests), to
stalk strangers, or to track unaware customers. Who should be given access to
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this software, and using what database of images, is a discussion that we’ll get
into in the discussion case of Section 6.3.

The large degree of freedom to decide who gets access to the system creates
a new form of power to companies and governments using data science. Once
more it is important to be transparent in the choices made, with motivation
for the choices and ethical considerations that were made.

6.1.2 Different Versions for Different Persons

So far we have discussed how access to a data science system might differ be-
tween users. Also different versions of a certain data-driven app or software
could be provided to different users (or regions). A user may actively choose
to install or use a different version, for example one with ads and targeted con-
tent, or a paid version with more control on what data is used and without ads.
Important ethical considerations come into play when it is the company itself
that makes the decision for the user which version he or she will get. Often
these are related to complying with policies and legislation.

A widely reported related practice was that of ride sharing services company
Uber, where in its early days two versions of the app were created [221, 269].
According to the reporting, Uber was dealing with fraud, where some Uber
drivers would create fake accounts and request rides, which they would then
accept (after which they would cancel that same ride again). Uber was incen-
tivizing taking more rides, so the fraudulent behavior would earn the drivers
more money [221]. By erasing the phone, and creating a new fake account,
this could be done over and over again, without being able to identify the
phone. Uber started to ‘fingerprint’ iPhones, so that the phone would get
a unique identifier, even after it was erased. By doing so, Uber could de-
tect users who repeatedly use, erase, and re-use a phone to commit fraud in
their system. But this practice was troublesome in itself, as fingerprinting was
against Apple’s privacy rules [221]. To circumvent this policy issue, Uber is
said to have created two versions of its app: one for the broad public, and one
specifically for Apple employees at Apple headquarters. By geofencing Apple’s
Cupertino headquarters, Uber would know which iPhones probably belong
to Apple employees. A different version of the app could then be offered to
those Apple employees, so as to disguise that Uber was identifying and tagging
iPhones even after the app had been deleted. The practice was later stopped,
after Apple’s CEO Tim Cook reportedly asked the CEO of Uber to do so, or
face the consequences of the Uber app being kicked out of the Apple’s App
Store [221]. In this case a different version is provided to cover up a rather
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unethical practice, far from the transparency criterion we aim for, even though
it seemed to address a serious fraud issue.

Companies might also decide not to provide access to certain users, be-
cause the system might violate the regulations of the given users. The day after
the European GDPR came into effect, many non-European websites simply
blocked the content of the website to European visitors [43]. This of course can
be a valid business decision, so as to avoid legal and technical costs to comply
with the regulation (or buy time to do so). Two months later, about a third of
the 100 largest US newspapers reportedly blocked their content for European
visitors [410, 333]. This raises ethical questions as it concerns news: some Eu-
ropean users rely on these news sites for their daily news; others would like to
read a specific article that is only accessible on that news site. Rather than tak-
ing the effort to comply with GDPR, and in the meantime also strengthening
the privacy of the non-European visitors, many news sites just chose to take
the arguably easy road of blocking the content to European users.

6.2 Different Treatments forDifferent Predictions

6.2.1 Data-driven Price Differentiation

Whoever regularly books airline tickets will know that ticket prices change
over time. Even more: airline passengers on the same flight are likely to have
paid different ticket prices, based on available seats and time of booking for
example, but also on whether a business or economy class was chosen, and
whether the passenger is registered in any loyalty programme. This practice
has become quite common and is an example of differential pricing. A re-
lated example is different (costlier) hotel rooms being shown to Mac versus
PC visitors [292]. Varian found that offering different versions of a good at
different prices increases the overall welfare, as measured by consumer sur-
plus and producer surplus, if it allows to serve new markets that would not
be served without versioning [448]. Providing a student discount for example,
might bring a new set of consumers into the market.

What we focus on here is different treatment of persons based on data-
driven predictions made on those persons. In the airline ticket example, a
prediction of willingness to pay could lead to different prices to charge, or dif-
ferent ads to show (economy versus business). Such a prediction can be quite
crude, for example only based on the country or zip code of a person [281].
In a credit scoring context, risk-based pricing will link the interest rate to the
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predicted credit risk [446]. Such practices make economical sense, as a larger
risk leads to a larger expected loss, due to a higher probability that the bor-
rower will not repay the loan, and hence should be compensated with a larger
price.

So what is the ethical issue here? Once more it is about transparency and
fairness. The practice could lead to price discrimination based on sensitive
attributes. We’ve already covered the dangers of using location (such as zip
code) in predictive models, which could negatively impact certain racial or
income groups, cf. redlining. Other socio-demographics such as age and gen-
der are reportedly to likely correlate with ability and willingness to pay [448].
Unsophisticated, vulnerable, and technological unsavvy consumers are ar-
guably less likely to evaluate the degree of price discrimination that applies
to them [253], and will likely not know how to adapt to counter potentially
negative price decisions on them. This same reasoning applies more broadly
to any prediction-based treatment, beyond pricing, such as information pro-
vided or services offered. The second fairness issue is related to privacy: is there
any personal data used to make those predictions? If so, this begs all the pre-
viously addressed questions: How was the data gathered? Did the user provide
consent for this? Was this the initial purpose of the data gathering? How was
it preprocessed? Can a user be re-identified based on the data? And so on. The
third issue is transparency. Different treatments require transparency for the
consumer: if the condition of overall welfare increase is met, there will be a
consumer surplus. Making this surplus, which is triggered by different treat-
ments, transparent would therefore we warranted. If the different treatment
remains concealed, there is likely an ethical argument against it to be made
which led to the decision to not disclose the practice. Having the difference
subsequently revealed by an outside party, such as a journalist, can lead to
even more ethical headaches and reputational damages. So have the ethical
discussion: What is the effect on consumers, who benefits, who doesn’t? Is it
right? For example, if you find that your Apple customers tend to be wealthier,
is it right to charge them more for your services, potentially allowing you to
charge the others less? There might be reasons to justify this, as it seems simi-
lar to the progressive tax system that many countries have. But as a Mac user,
would you consider such a practice fair? What if a Mac user is offered a more
expensive version or treatment first, but now with an explanation why this
treatment was provided (Mac users tend to choose the more expensive treat-
ment), and an option for consumers to not use data at all which would lead to
no differential treatment? This ethical discussion will lead to your data science
equilibrium and a decision on whether your customer treatments should be
different across different predictions.
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6.2.2 Behavior Modification to Make Predictions True

Galit Shmueli takes this issue a step further, by focusing on how Internet plat-
forms not only have behavioural data to make a range of predictions, but also
have the tools available to change our behaviour [397]. She makes a compelling
case that this combination incentivizes the platforms to ‘make the predictions
true’, by using behaviour modification techniques. Why would they do so?
Well, the predictions can be sold, in what Shoshana Zuboff describes as ‘pre-
diction products’ [481] to businesses as advertisers, insurance companies, and
political consulting firms in so-called ‘behavioural futures markets’. Obviously,
the more accurate its predictions, the better for their business of prediction
products. Shmueli provides several hypothetical cases on how such behaviour
modification might work. The first is that of an insurance company that seeks
to attract new low-risk customers. An Internet platform might be offering such
risk predictions, based on the ample behavioural data that they have access to.
The behaviour of the low-risk predicted users can be pushed towards that pre-
diction by encouraging them not to use the app while driving and not showing
ads for alcoholic beverages during working hours. The opposite can be done
for the high-risk predicted users, potentially even explicitly pinging them with
messages while they are driving. Another intriguing scenario that Shmueli
provides is that of an election campaign. Once more the hypothetical platform
has all the tools to push the voting behaviour towards the initial prediction,
for example by simply showing more positive messages, ads, or search results
for the candidate that the person is predicted to vote for, and negative ones for
the opposite candidate.

As apparent as the incentives for the platforms to do so may be, the ethi-
cal issues are abundantly arguing against such practices, as also described by
Shmueli [397]. First, it would unfairly treat some consumers, potentially even
towards causing harm to them (cf. the insurance case) or society (cf. influenc-
ing an election). The consumers are even blind to the potentially damaging
practice, both in terms of use of their data for this goal and in the behaviour
modification actions, unless the platform would explicitly reveal them the exis-
tence of these mechanisms. The business customers of the prediction products
would similarly be in the dark, and will be overestimating the predictive accu-
racy of the prediction products. Even the platform itself might be unaware of
the behaviour modification, for example when the predictions are automati-
cally included in further personalization/modification tools: predicted to be
high risk? Well, then the algorithm finds that you are more likely to be inter-
ested in this whisky-drinking-at-work ad. This reasoning argues once more for
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explicitly thinking through and discussing the ethical consequences in terms
of fairness and transparency of your data science choices.

6.3 Cautionary Tales: Censoring Search and Face Recognition

6.3.1 Google Search in China

The deployment of Google Search in China can be described as a complex
dance between two giants with seemingly clashing ethical values. Google’s mis-
sion is to ‘organize the world’s information and make it universally accessible
and useful’ [172], and immediately sheds light on the tension between Google
Search and China. Before discussing this tale, we need to understand why
Google wants to be active in China, and why China would welcome Google.
The huge market size of China is of course a first motivation for wanting to be
active in that country. As shown in Table 6.1, whereas China’s online popula-
tion in 2006 was well below that of the United States, ten years later it became
nearly three times the number seen in the United States. The ability to serve
this huge pool of Chinese internauts and potential customers is of course an
immense business opportunity.

A second, arguably even more interesting motivation for Google is provided
in a reportedly leaked speech by Google’s head of search, given in 2018 [159]:
‘China I think is one of the most interesting markets, arguably the most in-
teresting market in the world today. Just by virtue of being there and paying
attention to the Chinese market, we will learn things, because in many ways
China was leading the world in some kinds of innovation.’ The success of Chi-
nese technology companies outside of China, such as TikTok and Alibaba,
strengthens this argument.

The motivations for China to welcome Google are put forward in a MIT
Technology Review article [394]: to obtain improved results for search queries
(certainly when looking for international information), the ability for Chinese
companies to partner with Google and thereby have access to the technological

Table 6.1 Online population in the United States and
China [428, 429].
Country 2006 2016
United States 206 million 276 million
China 138 million 734 million
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expertise and prestige of the company, and the legitimation of the Chinese
Communist Party.

So in 2006, Google launched google.cn, a censored version that would com-
ply with Chinese laws and policies [94]. Google acknowledged the ethical
balancing act it had to perform: ‘While removing search results is inconsis-
tent with Google’s mission, providing no information (or a heavily degraded
user experience that amounts to no information) is more inconsistent with our
mission.’ [94] In the search results, Google would additionally reveal to the
user when certain results have been removed. This notification is an impor-
tant victory for transparency, and reportedly wasn’t popular with the Chinese
regulators [394]. Baidu and other Chinese search engines soon followed the
same practice.

In 2010, Google decided to remove the censorship from the results after a
major hacking attack of the company that originated from China [44, 394].
This hack seemingly was intended to get access to the gmail accounts of Chi-
nese human rights activists [117]. After failing to reach an agreement with the
Chinese government over its censoring, Google search was banned in main-
land China. In that year, China also blocked access to platforms as Facebook
and Twitter, after rioting in the region of Xinjiang, in a move that would lead
to what is now known as ‘The Great Firewall of China’ [394]. In the absence
of Google, in 2016, Chinese search engines started to remove the notifications
that results were being censored [394].

Then, in 2018, The Intercept revealed that Google was working on a cen-
sored search engine for China again, named Dragonfly [6, 157], which was
designed to block information related to democracy and human rights, and
filter out websites as BBC and Wikipedia [158, 322]. After quite some uproar
and internal complaints from the company’s privacy team, Google reportedly
‘effectively ended’ the project [158]. In July 2019, Google officially confirmed
that Dragonfly was terminated and that it had no plans to launch search in
China [6, 322].

What are the lessons to be learnt from this cautionary tale? First, that such
ethical discussions have no easy answer. Not only is this a balancing act be-
tween ethical and business considerations, one can also make an argument
why ethically it is worthwhile to enter China, as it improves transparency,
could change the system from within, and is in line with the mission of pro-
viding information to everyone. The roller coaster that was the Google Search
censoring practice in China is evidence of how such a delicate decision can
quickly change based on the time and events that take place. Second, it demon-
strates how transparency was a force for good in this tale: in revealing and
notifying users that some results are being censored, but also in revealing that
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the censorship was stopped and why. And third, the remarkable impact that
employees and society can have in the decision process, as shown by the em-
ployees of Google making a stand and demanding to drop the DragonFly
project [157].

6.3.2 Access to Face Recognition Software

Face recognition software is and likely will always be an ethical focal point,
surely when discussing who is allowed to use such software. An interesting
case comes from Clearview.ai, as already introduced in Section 3.4. This tech
company offers face recognition software and provides a link to online avail-
able profiles of the matched person, such as on Facebook and Linkedin, after
uploading an image of that person [209]. One of the ethical issues related to
this service, and more generally any face recognition software, is who should
have access to this technology? Only law enforcement agencies, or also security
departments from private industry? Should this be limited to countries that
respect human rights, or should it be available everywhere? Should certain cit-
izens also be allowed to use the app, for example registered private detectives?
Are the (potential) investors of Clearview.ai allowed to use and verify the app?
Are the Clearview.ai employees allowed to use the software for any purpose?
These are the kind of ethical questions related to limited access that a com-
pany should think through before launching such an app. Given the power that
comes with deciding who is granted access, it is important to have a transpar-
ent process in place to decide on this, and report transparently on the decision
and decision-making process. Finally, the policies should be transformed into
demonstrable and effective measures, with potential negative consequences
for whomever violates these policies, in short: be accountable.

6.4 Honesty andDeepFake

‘Not that you lied to me, but that I no longer believe you, has shaken me.’ This
quote by Friederich Nietzsche [326] summarizes the potential negative conse-
quences of the data science technology DeepFake, where we might not believe
footage in videos or recorded speeches any more. DeepFake is a technology
based on deep learning to create real-looking yet fake videos. One of the first
widely known DeepFakes movies showed former US president Barack Obama
pointing out the dangers of false news. In this video, titled ‘You Won’t Believe
What Obama Says In This Video! ;)’, Obama opens with: ‘We’re entering an era
in which our enemies can make it look like anyone is saying anything at any
point in time. Even if they would never say those things.’ Later in the video it
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becomes clear that comedian Jordan Peel is doing the actual talking, and that
the video is a fake video produced by BuzzFeed [75]. Disinformation cam-
paigns are not new, and predate the digital era. The rise of digital and social
media have made it easier however to manipulate and share such intention-
ally deceptive information [16, 291]. What’s new in DeepFakes is the ease to
change video materials, which are convincing and are almost indistinguishable
from real, authentic material [179].

The most popular type of DeepFakes are videos in which the faces are
swapped, while retaining the expression, pose, and background area of the
original image [366]. One popular open source tool is FaceSwap [366],1 created
in 2017. Technically, the tool uses two deep auto-encoders, where the encoder
part is shared. This encoder will map an image to a shared latent representa-
tion, and each separate decoder will then disentangle the facial identity from
the facial expression. The result is a swapped face: the original person’s identity,
but the imposter’s expression and pose. This inexpensive and relatively easy to
use technology can be applied to publicly available video (or voice) recordings
to impersonate a person.

Let’s first list some potential legitimate uses of this technology. In entertain-
ment, the technology has been used to include characters in movies where
the actual actors cannot play. For example, a younger version of the actor, or
when the actor passed away, or simply is unavailable. Well-known examples
include an ESPN commercial [214] and several Star Wars scenes [418]. The
online community has recreated numerous movie scenes where actor Nicolas
Cage is inserted into the role of other actors [372]. Belgian special effects ex-
pert Chris Ume has also created several short DeepFake movies of Tom Cruise.
He stresses that creating such lifelike movies is not that straightforward to do,
but he also made clear that the use of DeepFake technology in movies is here
to stay [452].

Potential wrong uses are unfortunately ample as well. Also in the enter-
tainment business, movies are being created with deep learning where the
actor does not want to play in. Celebrities such as Jennifer Lawrence and
Emma Watson have been inserted into fake porn movies [179]. Revenge porn
with DeepFake can also do much harm [179]. Fake videos can be made, and
used to blackmail persons, for example because of embarrassing or criminal
fake footage that has been made. Deepfakes are not limited to video, and can
also be used to impersonate a person’s voice. In 2019, the CEO of a United

1 https://faceswap.dev/
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Kingdom-based energy firm became victim to a suspected DeepFake speech
scam, and lost 225,000 Euro in the process [419, 179]. He/she thought to be
speaking with his/her boss, the CEO of the parent company, who asked to
urgently transfer money to a Hungarian supplier [419, 179]. In political cam-
paigns, fake news stories with fake statements can be used to put the opponent
in a bad spotlight. Or similarly, political actors can simply deny being in a
negative recording, simply claiming it is a DeepFake.

A 2021 experiment by Hwang et al. looked at the effect of a DeepFake video
on disinformation, with 316 Korean adult participants [475]. Participants were
shown a fake news article on Mark Zuckerberg, the CEO of Facebook. One
group were additionally shown a DeepFake video. The results showed that
including a DeepFake video in a disinformation message led to significantly
greater persuasiveness, credibility, and intent to share the message, compared
to the textual message only. So DeepFakes seem to indeed be a useful in-
strument to foster disinformation. The study also showed that the effect of
the disinformation could be countered by literacy education, where partici-
pants would be educated about the definition of disinformation, shown some
examples, and informed about the consequences of disinformation [475].

DeepFake technology ignites the search for other methods to detect fake
videos. Jiameng Pu and her co-authors looked at existing DeepFake detection
algorithms (available at that time, in 2021) on a dataset of 1,869 videos from
Youtube and Bilibili [366]. They found that none of the methods obtained a
high detection rate on these videos, defined as having a F-score over 90%. Wa-
termarks or blockchains might further help to verify if a video is authentic or
not [179]. As the experiment of Hwang already demonstrate, literacy educa-
tion is an important non-technical answer to malicious DeepFake videos and
speeches. Or as Prof. Lyu from the University of Albany puts it: ‘Awareness
is a form of inoculation.’ [179] Regulations and code of conducts also start to
emerge to control DeepFakes. For example, a US federal law aimed at Deep-
Fakes [89] was passed in 2019, where the government encourages research of
DeepFake-detection technologies; while Texas and California both passed laws
to prohibit DeepFake videos in the context of elections [179].

6.5 Governance

The increased importance of data science and data science ethics for compa-
nies comes with a need for proper governance and oversight of these aspects.
This includes the following three steps: set up an ethical oversight committee,
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establish a data science ethics policy, and put practices and processes in place
to implement the policy.

SetupanEthicalOversightCommittee
An Ethical Oversight Committee can be put in charge of formulating the ethi-
cal principles that the company wants to adhere to, in all stages. The policy with
the principles should guide ethical questions that might arise, such as: what
personal data to keep and for how long (gathering), should we predict preg-
nancy (preprocessing); what explanation to provide our rejected customers, if
any (modelling); how to assess fairness of our credit scoring models (evalua-
tion); or who gets access to our face recognition software (deployment)? Once
the policies have been set up, the committee can also be charged with the re-
viewing and approving/rejecting of potential data science uses [251], and guide
additional tooling and training practices.

The committee members should be knowledgeable, be able to spend the
required time, and be recognized within the company. First of all, these
should include representatives from all stakeholders, be it from business, data,
and model subjects (focus on those negatively impacted) and data scientists.
The more diverse, not only in role and professional background, but also in
terms of gender, culture, and age [203], the more likely that potential issues
will be uncovered [251]. Second, senior management should be involved to
ensure that the committee is given proper resources and time, but also to
demonstrate the commitment to, and importance of, data science ethics to the
company. External members and thought leaders can additionally help to pro-
vide additional insights [251]. The committee should foster an open discussion
culture, where all angles are considered and all opinions can be voiced, leading
to a chosen golden mean. Finally, any employee should feel comfortable with
raising potential issues to the committee, anonymously if needed. The com-
mittee should report transparently on who the members are, how they were
chosen, what decisions have been made, and what their role is.

An interesting example is Facebook’s Oversight Board, sometimes refered
to as Facebook’s ‘Supreme Court’ [45, 312, 219]. The board was set up in 2020,
after Mark Zuckerberg reportedly met with Harvard Law School professor
Noah Feldman in 2018, who argued for the creation of a board [191, 425].
Some of the intended goals are to include fairness, create transparency into the
systems, have independent oversight, and increase accountability [482]. More
formally, the purpose of the board is reportedly ‘to protect free expression by
making principled, independent decisions about important pieces of content
and by issuing policy advisory opinions on Facebook’s content policies’ [339].
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Users can hence appeal decisions on content moderation to the Board, which
may then take up the case and make an independent judgment. Ensuring in-
dependence of course is an important component for this board. One way is
the inclusion of outside experts as board members. The 2021 members include
a Nobel Peace Prize Laureate, journalists, academics from various disciplines
and the former prime minister from Denmark [340]. To ensure further inde-
pendence, a trust was set up to safeguard the independence of the board and to
ensure its effective operations. Additionally, the decisions of the board are said
to be final [339, 425, 219]. These responsibilities and relationship with Face-
book are described in a charter, which enhances the transparency of the board
and its decisions [341]. A well-known case that the board looked into, was the
suspension of the account of former US president Donald Trump following
the 6 January 2021 riot at the US Capitol. The board upheld the decision, but
argued that Facebook should reassess its decision of indefinitely banning the
former president from the platform, and Facebook would have six months to
do so [45, 219].

Establish apolicy
An important governance issue is describing what is considered ethical. A set
of key principles that relate to data science practices is the culmination of
the relevant data science ethics aspects that we discussed in this book. Such
a policy can provide a guide to employees, be used in training, and provide
structure to remedy potential violations that might occur [116]. These prin-
ciples are distilled from discussions on the topic. This conversation in itself
is of tremendous value, as it coincides with thinking through the potential
uses and misuses, and impact on all potential stakeholders, which may be
seeded by the various Discussions, opening stories and Cautionary Tales pro-
vided in this book. Of course, this requires input from all stakeholders, and
can be driven by the Ethical Oversight Committee. The principles to adhere
to are likely different according to the sector and size of the company at hand,
and should be aligned with the values of the company. So have the discussion
and be transparent in the chosen golden mean, between excess and deficiency,
which will then define the data science practices. The AI principles of Google,
made public in a 2018 blog post authored by CEO Sundar Pichai, provide a
nice example. The first (of seven) principles is headlined [350]: ‘Be socially
beneficial’, yet another is ‘Incorporate privacy design principles’. Applications
that Google will not consider, according to the blog post, include technologies
that cause (or are likely to cause) harm, and weapons that cause injury to peo-
ple [350]. Yet another relevant set of principles are provided in the ACM Code
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of Ethics and Professional Conduct [116], which includes such principles as
avoiding harm, trustworthiness, fairness, and privacy.

Implement thepolicy
The implementation of the policies firstly requires that employees are made
aware of the existence of the policies. This can be achieved by including them
in initial policies that new employees sign off on (similar to IT policies), and
training tailored to the role and background of the employee to create an
ethical mindset [203]. To ensure accountability, effective and demonstrable
measures should be taken to move from theory to practice. The numerous data
science concepts and techniques that we covered so far can provide an inspi-
ration to that matter. Employees should be made to understand the reasons
for the practices, so they don’t consider the policy as just another document
to sign off on. Communication is key to that effect, and can take many forms,
from presentations at company events to blog posts. Similarly think about how
you will communicate towards your external stakeholders about your princi-
ples and practices, and how they can reach out to you for wanted feedback
(e.g. explanations for predictions) or to provide comments. Inspiring exam-
ples from Facebook on that matter are their blogs on ‘Privacy Matters’2 and
‘Hard Questions’,3 and the ‘Why am I seeing this post’⁴ feature.

6.6 UnintendedConsequences

Imagine that a computer needs to figure out how to eradicate cancer from the
world. After the analysis of massive volumes of data, a data science formula
is spit out which states to kill everyone on earth … This is a scenario that has
been put forth by Bossmann in 2016 at the World Economic Forum to illustrate
the issue of unintended consequences of using AI [60]. Although the example
surely makes the point, many other more realistic situations exist where a data
science model comes with unintended consequences, which typically fall in
one of the following categories: either the data science model behaves differ-
ently than intended, illustrated by the ‘kill all mankind’ formula, or the impact
on humans is unintended, where some humans suffer (economically or even
medically) as collateral damage.

2 https://about.fb.com/news/tag/privacy-matters/
3 https://about.fb.com/news/category/hard-questions/
⁴ https://about.fb.com/news/2019/03/why-am-i-seeing-this/
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6.6.1 Data Science Model Behaving Differently than Intended

The first group, where the data science model behaves differently than ex-
pected, often involve relatively simple bots interacting with their environment,
resulting in complex, unexpected overall behaviour.

On the online encyclopedia platform Wikipedia, changes to articles are be-
ing made by both humans and automated bots. The bots perform relatively
simple tasks, such as spell checking, enforcing bans, creating inter-language
links, and identifying copyright infringements [324]. Tsvetkova et al. investi-
gated the behaviour of such editing Wikipedia bots, during the period 2001 to
2010 [436]. They surprisingly found that some of these bots were undoing each
others’ work, by unediting the changes made by other bots. The most common
fight was that of creating and modifying links between different language ver-
sions of a Wikipedia page. What is so interesting is not just that these bots had
these kinds of fights, but that it often even went on for years [436].

Another example comes from the financial world, where algorithms have
been used for a while for high-frequency trading. It has been reported that al-
gorithmic trading accounts for about 70% of all US equity volume [417]. Very
short-term algorithmic trading is known as high-frequency trading, where
(data science) models and algorithms try to spot opportunities in the stock
market, often in a matter of microseconds. These trading models reportedly
have little interest in a company’s fundamentals or fate [417]. The behaviour
of such high-frequency trading algorithms has been studied in relationship
to flash crashes, where the stock market suddenly falls sharply and regains its
value, in a very short time period. And even though the causing role of such
algorithms in flash crashes has been questioned, they can magnify the impact
of such unexpected events [433, 352].

A final case is that of ‘Tay’, the so-called racist Twiter bot [216, 391]. Tay was
developed by Microsoft to entertain 18- to 24-year olds in the US on Twitter
while experimenting with conversational understanding [263, 337], and was
released in March 2016. Only 16 hours after its start, it was already shut down
because of the offensive, racist and sexist tweets it was writing [391, 337]. The
Twitter profile of Tay stated: ‘The more you talk the smarter Tay gets’ as it would
learn from the interactions. Microsoft explained that Tay was attacked by so-
called trolls, who asked racist and sexist questions in an attempt to bait Tay
to say nasty things [391, 359]. And even though Tay was reportedly intended
to create positive experiences, and extensively tested, the incident revealed a
vulnerability in the bot. The behaviour clearly was unintended, and Microsoft
arguably did the right thing: it apologized, turned off the bot, and removed the
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offensive tweets [359, 337]. This cautionary tale teaches us the lesson to think
through the potential misuse by adversaries, already in the design phase, and to
consider the potential offensive language that might emerge. Microsoft would
later release ‘Zo’, a new bot version that would shut down when conversations
would steer towards sensitive topics as religion and politics [391].

6.6.2 Impact on Humans Is Unintended: Job Loss(?)

Many tasks that are currently done by humans will likely be replaced by in-
telligent robots and data science systems in the future. Next to the positive
implications, such as increased productivity, safety, and even overall wealth,
there are also highly disruptive and negative consequences. A loss of jobs be-
ing a major one. Think for example of the trucking and driving business. With
the advance of self-driving cars, trucks, trams, and trains, these drivers might
very well find themselves out of a driving job in the near future. The impact
of automation on jobs was even a focal point for 2020 US presidential candi-
date Andrew Yang. In a 2019 opinion piece in the New York Times, titled ‘Yes,
Robots are Stealing Your Job’, he described the daunting task of trying to off-
set the lost jobs by spurring entrepreneurship and attempting to create jobs:
‘We were pouring water into a bathtub with a giant hole ripped in the bot-
tom.’ [472] Much has been written about this topic, and predicting what the
future will hold is by definition speculative. But let’s have a look at what is dif-
ferent now from similar historical scenarios, what jobs are at risk, and what
potential solutions would look like.

The fear of job loss due to the introduction of innovations in the economy
is not new. In the US for example, about 5.6 million manufacturing jobs were
lost between 2000 and 2010, 88% of which are attributed to automation and an
increase in productivity [201]. In an almost 100-year-old, yet still very relevant
and intriguing essay, John Maynard Keynes writes that we are being inflicted
with a new disease, termed technological unemployment, which he defines
as ‘unemployment due to our discovery of means of economising the use of
labour outrunning the pace at which we can find new uses for labour’ [240].
He states that the economic growth brought by innovations is accompanied
by hardship: ‘We are suffering, not from the rheumatics of old age, but from
the growing-pains of over-rapid changes, from the painfulness of readjustment
between one economic period and another.’ Even earlier, in the 16th cen-
tury, there is the tale of William Lee, who invented a stocking frame knitting
machine [3]. In an endeavour to seek patent protection, he travelled to London
to meet with Queen Elizabeth I. But she refused to grant him the patent, in
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fear of how it might effect hand-knitting employment: ‘Consider thou what
the invention could do to my poor subjects. It would assuredly bring to them
ruin by depriving them of employment, thus making them beggars.’ [3, 151]
This is often a first reaction: holding back the innovation to save employment.
But history shows that such innovations are unstoppable, and knitting is done
largely by machines these days.

History also reveals that innovations actually lead to a net job creation. An
MIT study on ‘The Work of the Future’ [26] lays out three reasons for this
phenomenon. First, workers become more productive in areas that are not au-
tomated. Think of an architect who spends less time on drawing his or her
designs, and more time on the creative process. Second, an increase in produc-
tivity increases the total economic pie. More income leads to more spending,
which leads to more work. And third, new jobs emerge because of the innova-
tions. It’s estimated that more than 60% of the 2018 jobs were not yet invented
in 1940 [26]. The modern data scientist role being an obvious one. But also
many non-high tech jobs are new, such as mental health and fitness coaches.
So can we conclude that we shouldn’t be worried about the losses of jobs? Well,
we probably should, as the net gain job increase is not evenly distributed across
all demographic groups, this process of losing your job can be quite disruptive
to one’s personal life, and things might just be different this time. Let’s first
zoom in on who is about to lose their job.

The evident example are drivers, who will be impacted by the introduction
of self-driving cars. Imagine the social unrest if millions of drivers find them-
selves out of a job from one day to another, knowing the anecdotal evidence
from the town of Chandler. These drivers tend to be less educated, and im-
migrants with a language barrier [26]. Another MIT study estimates that the
deployment of self-driving cars will take time and will happen gradually, while
the additional work of loading, unloading, and maintenance will remain [265].
That would surely soften the disruption for the millions of impacted jobs. But
the job loss will go beyond this often-discussed job of drivers. Several studies
make estimates of potential job losses over the next decade(s), which all point
to substantial numbers, up to around 30–40% for advanced economies.⁵

⁵ Frey and Osborne from Oxford University for example find that 47% of US jobs are at a high risk
of becoming automated, perhaps in the next decade or two [151]. A 2019 OECD study estimates that
only 14% of jobs are at risk of automation, while 32% of the jobs might be ‘radically transformed’. Yet
another study, by McKinsey & Co, finds similar numbers, with 3 to 14% of the global workforce that
will need to switch jobs by 2030, but they find more profound changes for advanced economies due
to higher wages and hence incentives for automation [280]. For the US and Germany for example, the
numbers rise to around 30%.
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The types of jobs at risk include not only jobs that focus on routine tasks,
but also non-routine manual tasks such as driving and surgery, and even
non-routine cognitive tasks such as legal and financial services or fraud detec-
tion [151]. A 2020 study by the World Economic Forum lists the roles that are
foreseen to have the most growth and decline by 2025, the top three of which
are listed in Table 6.2. Data science related roles are on the uptick, and the role
of data entry clerk is most at risk. A related 2020 study by the US Bureau of
Employment estimates that about 6 million jobs would be added (net) in the
US by 2029 [442]. They also rank occupations according to most forecasted
growth and decline from 2019 to 2029 (see Table 6.3), in which cashiers top
the list as the occupation with the steepest foreseen decline.

These tables already indicate that not just low-income low-skilled jobs are
to be lost. Even more, there will be a shift from middle-income employment
to low-income service employment [151]. This projected shift continues an
already happening trend: between 1980 and 2005, the number of hours spent
in low-skilled service jobs rose by more than 50% among non-college degree
workers [27].

So jobs are going to be lost, the content of many jobs will change, and new
jobs will emerge. Why should we worry about this? First, if the shift from
middle-income to low-income jobs is not addressed with proactive efforts,

Table 6.2 Roles most and least frequently identified in the World Economic
Forum Future of Jobs Survey 2020, as to be in demand by 2025 [390].

Most growth Most decline

Data analysts & scientists Data entry clerks
AI and machine learning specialists Administrative and executive secretaries
Big Data specialists Accounting, bookkeeping, and payroll clerks

Table 6.3 US 2019–2029 forecasted occupations with most job growth and
decline, according to US Bureau of Employment [441, 440].

Most growth Most decline

Home health and personal care aides Cashiers
Fast food and counter workers Secretaries and administrative assistants, ex-

cept legal, medical, and executive
Cooks, restaurant Miscellaneous assemblers and fabricators
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existing inequalities will likely deepen [390]. Second, what is particular to the
current situation is the impact on non-routine jobs, such as the auditor or ra-
diologist, as well. Although these jobs might not disappear altogether, their
content surely will, with more focus on being a bridge between the machine
and the model subject (patient, or company being audited for example). Given
that many people’s employment will be negatively impacted, three solution
strategies are consistently put forward in the literature: training, some variant
of a universal basic income, and learning to live with the freedom of not having
a job.

Reskilling unemployed workers is an obvious direction to take. The skills
of the future are likely those that are hard to be automated and focus on
collaborating with machines. These include applying expertise, interacting
with stakeholders,⁶ applying emotional and social skills, and advanced cogni-
tive skills such as creativity [280]. Such continuous learning goes beyond the
training of students in schools and universities, and businesses should allow
their employees to upgrade their skills on the job. Technology companies that
leverage new technology and thereby disrupt the global workforce could even
lead the effort to retrain affected workers. In a 2017 Harvard commencement
speech, Facebook’s Mark Zuckerberg discussed this topic and proposed the
following: ‘And as technology keeps changing, we need to focus more on con-
tinuous education throughout our lives. And yes, giving everyone the freedom
to pursue purpose isn’t going to be free. People like me should pay for it, and a
lot of you are going to do really well, and you should, too.’ [196] Governments
also have an important role to play, as they can provide incentives (be it in
terms of subsidies, tax deductions or setting up training programmes) for
reskilling and upskilling workers [390].

A second solution approach is to provide a universal basic income. This can
come in various forms, from a guaranteed income per adult to unemployment
insurance benefits. As jobs will be lost, a guaranteed basic income creates the
time to reskill and provides a safety cushion to deal with the disruption caused
by technology. In his 2020 US presidential campaign, democrat Andrew Yang
proposed a monthly guaranteed income of 1,000 US$ per adult. Well-known
tech entrepreneurs such as Mark Zuckerberg [196], Elon Musk [93], Jack
Dorsey [81], and Larry Page [54] all advocated a similar idea. A political
and moral question is who should pay for the additional spending: everyone

⁶ The need for explanations of predictions, as seen in Section 4.4, once more becomes obvious in
this context of being a bridge between the data science model and the affected stakeholders.
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in society, mostly the wealthy, the companies whose innovations made the
workers unemployed, or the unemployed persons themselves?

A final, more upbeat, strategy is to embrace the idea that machines will take
over our jobs and learn to enjoy the jobless freedom that comes with it. Chi-
nese tech entrepeneur Jack Ma stated the following: ‘I think people should
work three days a week, four hours a day … I think that because of artificial
intelligence, people will have more time to enjoy being human beings. I don’t
think we’ll need a lot of jobs. The jobs we need are [ones to] make people hap-
pier. People experience life, enjoy [being] human beings.’ [143] As pleasant as
this idea might be, the prospect of ‘simply’ being a stay-at-home dad or mom,
an artist, or author is actually quite hard for most of us, and is arguably not
held in high esteem by society as much as being a successful CEO or data sci-
entist. Former US president Barack Obama phrases it as follows: ‘we have to
make some tougher decisions. We underpay teachers, despite the fact that it’s
a really hard job and a really hard thing for a computer to do well. So for us to
reexamine what we value, what we are collectively willing to pay for – whether
it’s teachers, nurses, caregivers, moms or dads who stay at home, artists, all
the things that are incredibly valuable to us right now but don’t rank high on
the pay totem pole – that’s a conversation we need to begin to have.’ This idea
echoes what Keynes had put forward in his 1930 essay: ‘[W]e have been trained
too long to strive and not to enjoy’ [240].

In conclusion, data science may have tremendous positive effects on our
economy and society, but there will also be tremendous disruption to the
global workforce due to the automation that comes with it. You, the reader,
should be aware of the consequences of your work on many people’s employ-
ment, and should not shy away from being part of the ongoing discussions on
this matter.

6.7 Summary

Once the data science model has been properly built and evaluated, still ethi-
cal issues might emerge in the deployment stage. This chapter looked firstly at
who would get access to the system. Limited access is surely warranted when
dealing with personal and sensitive data—think of a hospital or a bank that
needs to decide on who gets access to what data under what circumstances.
But the choice to limit the access can yield power to the one granting the ac-
cess: which information to recommend or which explanation to provide for
example. Another ethical decision to make is who gets to use the deployed
system. Some persons might simply not have the technical or financial means
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to use your system—think of elder persons without smartphones. This might
be a conscious choice of course. You might also intentionally disallow access
to certain persons or companies, as motivated by face recognition technology.
The distinction in who can and is allowed to use your system can also argue
for having different versions for different persons.

Next, we looked at the different treatment of persons based on the predic-
tions made by the data science system. Differential pricing is a quite common
and accepted practice in domains as the travel industry. When charging dif-
ferent prices based on the prediction of a data science model, once more the
transparency and fairness issues emerge: be open about how the differentiation
is implemented, ensure that you’re not discriminating against sensitive groups,
and consider the impact on the privacy of the data and model subjects. An
intriguing related mechanism is that of behaviour modification, as discussed
by Shmueli [397], where a person’s behaviour might be nudged towards the
predictions, so as to make the predictions true.

The DeepFake technology, based on deep learning, has led to numerous fake
videos, often funny and sometimes even used in the professional entertain-
ment industry, but unfortunately also in scams and fake porn videos. Solutions
include the use of DeepFake detection models and simply educating the public
about the existence and dangers of DeepFake.

How to set up data science ethics in a company is discussed in the Gover-
nance section. The three discussed guidelines included: setting up an ethical
oversight committee, establishing a policy, and then implementing this. Fi-
nally, the unintended consequences of data science models can go far beyond
the immediate impact on the model subject. This ranged from a bot that was
designed with good intentions, yet was tricked into racist and sexists com-
ments, to the potential social dramas that might occur as data science and the
accompanying automation will have a drastic impact on jobs as we know them.
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Conclusion

Data science has had a tremendous positive effect on companies and persons,
and is quickly becoming a standard practice at all but a few companies. The po-
tential negative effects, however, can be severe, unexpected, and come with a
large cost. Those working on the frontier of data science technology are bound
to be confronted with ethical issues, as was illustrated with the many cau-
tionary tales. Good intentions alone are not enough. Being ethical requires
thorough ethical thinking. First, in understanding the trade-off between util-
ity of the data and the importance of the ethical aspects. What is the right
balance, and what is considered ethical, depends on the context: what data is
used, how is it gathered and preprocessed, what application and modelling is
foreseen? Have an open conversation on where you want to be, and report
on this chosen ‘golden mean’ (dixit Aristotle) transparently. This data science
ethics equilibrium will then determine which of the discussed techniques are
suitable to be implemented.

To conclude, let’s revisit what data science ethics entails:

• Data science ethics requires an open discussion. Don’t shy away from
openly discussing the utility of data. To avoid a fear of saying the wrong
thing, specific points of view can be assigned in the discussion: some need
to argue in favour of the utility of data, others in favour of privacy and
fairness, irrespective of what their actual opinion is. These discussions
should lead to a consensus on the chosen equilibrium. A summary of the
discussion can be reported on transparently. Obviously, there might be
a different report to be provided to the different stakeholders, as com-
pany secrets or technical details are not suitable to be disclosed to all.
To train yourself in having such open, constructive discussions, the 10
Discussions from this book can serve as cases to start off with. Similarly,
don’t shy away from including an ethical section in your next data sci-
ence report, presentation, or email, which may spur a new discussion on
the topic. On a company level, future non-financial reports and standards
might include a data science ethics section as well.

Data Science Ethics. David Martens, Oxford University Press.
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• Data science ethics is not easy. It requires training, effort, and time. Not
only to have the open discussions, but also to understand the poten-
tial issues and concepts, and grasp the existing techniques that might be
of relevance. As both the data science and data science ethics research
domains are quickly evolving, keeping up with good practices will re-
quire an investment in time and resources. The commitment from senior
management to invest in data science ethics and acknowledgment of its
importance is therefore likely a necessary condition. Let it also be a call
to be mild. Working on the edge of data science will unavoidably lead
to ethical issues that were previously not widely acknowledged or even
known off. The possibility to learn from these cautionary tales can make
you a wiser and better data scientist, manager, or even citizen. Similarly,
be mild as you judge and discuss historical cases and cautionary tales
through the lens of currently obtained insights. Ethics is dynamic, and
changes over time, location, and application. Beware that you too might
unintentionally become the topic of future cautionary tales.

• Data science ethics doesnot require you tonotuse anydata at all. Being
ethical does not ask you to do nothing with data. Aristotle showed us
the way here, and motivated that deficiency in itself is unethical. Rather,
one should find the right balance between deficiency and excess. Taking
a point of view that only focuses on privacy or fairness can be valid to
protect the rights of some stakeholder, like the data subject. But these
arguments should be included in a bigger discussion on finding the right
balance between deficiency and excess.

• Data science ethics is more than a checklist. Due to the dynamic and
subjective nature of what ethics is, general checklists are bound to be ir-
relevant to some contexts. Similarly, as the field is continuously evolving,
checklists have a short lifespan and will need to be updated frequently.
They can of course be valuable in some situations, for example to imple-
ment a company’s ethical policy, but then require parallel training and
transparent reporting into which concepts and principles lie behind the
list, and procedures to keep the list update. The FAT Flow framework that
guided the chapters of this book can serve as one way to structure your
data science ethics.

• Data science ethics can bring value. Being ethical in your data science
will avoid costs: reputation cost and the potential legal and financial costs
that come with it. But there is also value to be gained: we discussed for
example how explaining prediction models or individual predictions can
reveal data quality issues or potential model bias. Choosing the right
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privacy-friendly data gathering mechanism might lead to data from a
large sample to become available, which then might lead to better data
science models. Similarly, choosing a suitable privacy-preserving data
mining setup can also lead to better models. For example, federated
learning could help to leverage data from more data sources. These im-
provements to the data science model can lead to economic advantages,
be it more efficiency, less costs, more profit, better customer service, etc.
As citizens these days increasingly expect companies to behave ethically,
ethical data science can even be a marketing instrument to attract or up-
sell to these consumers. So make data science ethics a positive thing, not
a necessary evil that you have to comply with so as to avoid costs. Make it
fun, through constructive, interesting discussions, by learning about new
technologies, investigating how data science ethics concepts and tech-
niques can be leveraged in your institution, and telling the story of how
data science ethics has improved the life of your customers, employees,
or society as a whole.

The future of data science ethics is bright. Data has taken up an immensely
important role in our society, and this cannot be turned back. Although we are
often confronted with reported data leaks, privacy concerns and discrimina-
tion controversies, the global attention in data science seems to be shifting in
the right direction. In my humble opinion, the culture and technology to deal
with the ethical implications are, and will be, changing for the better. Simply
the fact that you have read this book is a positive indication in that direction.
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