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Information in a Physical World

To construct a comprehensive theory of information, meaning and intentionality,
the book develops a naturalistic perspective based on Peircean biosemiotics. It re-
examines key issues such as referential information, the metaphysics of form, mis-
representation, reference and sense, offering new explanations and insights.

It analyzes the notion of information conceptually, showing that it is not a simple
concept, but rather comprises hierarchically nested aspects: Structural, referential
and normative. By defining form negatively as a constraint, it offers a naturalistic
account of structural information. It then addresses the normativity of referential
relations through the concept of interpretation, introducing the notion of opera-
tional interpretation to explain the minimal normativity of reference. The book fur-
ther argues that the three types of reference—symbolic, indexical and iconic—are
asymmetrically interdependent: Symbolic reference depends on indexical refer-
ence, which in turn depends on iconic reference. This semiotic framework helps to
resolve many long-standing problems in the philosophy of language. Finally, the
book argues that convention is inherently a semiotic concept. As such, symbolic
reference has two aspects of conventionality: The sign vehicle and the referen-
tial relation. This semiotic explanation offers a deeper understanding of real-world
communication scenarios.

The book will be of interest to researchers and advanced students in philosophy
of mind, philosophy of language, philosophy of biology, philosophy of cognitive
science, semiotics, biosemiotics and linguistics.

Liqian Zhou is an associate professor of philosophy at the Department of Phi-
losophy, Shanghai Jiao Tong University. His research interests include philoso-
phy of information, philosophy of biology, philosophy of mind and cognition, and
biosemiotics.
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Foreword

We no longer find it unusual to see someone using their smartphone to chat face-to-
face with a friend in a distant city, even while standing in line waiting to purchase
a cup of coffee with that same smartphone. Nor do we think it is magical that your
car can guide you to an unfamiliar destination by telling you when to turn left or
right down unfamiliar roads. We have even become familiar with the ability of law
enforcement to identify a crime suspect by comparing the DNA evidence to data in
a public DNA database. None of these examples of modern information technol-
ogy at work seem remarkable anymore. They are all everyday occurrences in the
information age. Curiously, however, if you ask what it is that we call information
in these cases we get oddly diverse answers. An engineer might tell you that it’s
electrical signals. A software designer might tell you that it’s bits. A philosopher
might tell you that it’s meaning. Like the parable of the blind men explaining that
an elephant is a hose or tree trunk, we seem unable to grasp the whole of the thing,
even when it is ever-present.

It’s been three-quarters of a century since Claude Shannon provided his defini-
tive analysis of the mathematics of communication which effectively initiated the
dawn of the information age. His insight into the nature of information sparked
a revolution that reshaped almost every aspect of life in the 21th century. And
yet, ironically, it has also contributed to a troubling ambiguity in our understand-
ing of the nature of information. As many a writer has lamented, the technical
precision that Shannon’s analysis achieved was in large measure made possible
because he was able to bracket any discussion of the referential (“aboutness”) and
normative (“useful”) attributes of information as it is colloquially understood. In a
famous Scientific American article (that also inspired the foreword to a book ver-
sion of Shannon’s “technical report”) Warren Weaver clarifies this special usage as
follows:

First off, we have to be clear about the rather strange way in which, in this
theory, the word “information” is used; for it has a special sense which,
among other things, must not be confused at all with meaning.

And in the introductory paragraph of his “report,” Shannon also makes clear
that for his purposes this defining property of “information” need not be considered
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because “These semantic aspects of communication are irrelevant to the engineer-
ing problem.” Weaver further warns that this special use of the word “information”
can lead to serious confusion if not carefully distinguished from the common sense
understanding of the term.

It is surprising but true that, from the present viewpoint, two messages, one
heavily loaded with meaning and the other pure nonsense, can be equivalent
as regards to information.

Ironically, the incredible technological impact of this special restricted usage of
the term “information” has effectively caused this special meaning to eclipse the
colloquial meaning. In the intervening decades the tail has begun to wag the dog,
so to speak, with the technical meaning and colloquial meaning often becoming
interchanged or used ambiguously as though they are synonymous. This is particu-
larly problematic in more popular treatments of the concept of information, such
as in James Gleick’s award-winning book The Information: A History, A Theory,
A Flood. While recounting in wonderful detail the history and current implications
of this revolutionary theory we find no attempt to even consider questions about
meaning or use, as though these issues are peripheral.

Of course, the history of philosophical debate over these “peripheral” issues
has been raging for millennia and shows no signs of having reached a resolution.
In many respects, these debates have been carried out with different terminology
over issues of representation, theories of knowledge, the concept of value, the
nature of purpose, etc. Since Shannon’s contribution, these philosophical con-
versations have also begun to incorporate discussions of the relevance of this
special interpretation of the information concept. Scholarly efforts to integrate
information theory into the philosophy of mind and theories of knowledge have
given rise to a number of groundbreaking books on information by such authors
as Bar-Hillel and Carnap, Wiener, Dretske, Millikan, Floridi and Skyrms, just
to name a few. University departments, international professional societies and
professional journals focused on different approaches to information have also
grown in numbers over the years. So, 75 years after Shannon, one might reason-
ably assume that only modest adjustments to our knowledge of information are
possible. How could there be any fundamental questions that have not been con-
sidered and answered?

The title of this book—I/Information in a Physical World—hints that a funda-
mental question does indeed remain unanswered. The title cryptically juxtaposes
two quite different understandings of the concept of information. On the one hand,
bits of information in the form of physical images, texts and numbers are found
everywhere in the modern world. This physicality is obvious, but its consequences
tend to be relatively minor. On the other hand, the meaning conveyed by these to-
kens is not any part of their physicality, and yet it is nevertheless causally relevant,
often initiating massive changes in societies and their physical surroundings. But
this difference in effect seems to violate a common assumption that only physically
present properties have causal effects.
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The physicality of information is of course taken for granted, at least in one
sense. Both brains and computers are physical, and presumably, it is the manipula-
tion of signals, whether chemical or electrical, that constitutes what we call infor-
mation processing in these systems. One would assume, then, that the physicality
of information is well understood. Indeed, most scholars working in the field have
agreed: information is physical, as Rolf Landauer emphatically proclaimed in an
IBM research paper in 1961. It is not some disembodied formal essence. And yet,
it turns out that the physicality of information is not so simple. The subtlety of this
point becomes more obvious when one reflects on the basis of Landauer’s conclu-
sion. The definitive evidence for the physicality of information is provided by the
fact that only erasing information (for example, from a computer memory) pro-
duces an increase in entropy. But this is a strange sort of negative physicality. And
at least on the surface, it doesn’t seem relevant to an explanation of how meaning
can have physical consequences.

Information in a Physical World explores this special sort of physicality
that information (in the full semiotic sense of that word) entails. The argu-
ment begins by distinguishing three hierarchically related ways of analyzing
information: In terms of its structural properties, its referential function and its
normative consequences. Shannon’s analysis has provided an adequate basis
for characterizing the structural aspects of information, while issues of refer-
ence and normativity have mostly been debated by philosophers and treated
as epiphenomenal in the natural sciences. A major aim of the book is to ac-
count for the causal efficacy of these apparently subjective semiotic aspects of
information.

This is accomplished by a sort of figure/ground inversion of the accepted view
of information in which the referential and normative properties of information
provide the primary source of physical efficacy while the structural properties of
the information-bearing media are secondary. To explain how the non-intrinsic
aspects of information can be a source of physical efficacy the analysis turns
to the process of interpretation. This relocates the locus of causal efficacy in
the interpretive process rather than in the information medium and shifts the
focus of the analysis to the thermodynamic properties of the process of inter-
pretation. Consequently, much of the discussion in later chapters of the book
explores the logic of interpretation in its various forms and contexts. At one ex-
treme this involves a discussion of the basic interpretive processes that comprise
the normative chemistry of living processes. At the other extreme, this involves
an analysis of the complex semiotic infrastructure underlying symbolic thought
and language. This shift in focus away from the intrinsic structural properties of
information media to the physical properties of interpretive processes demysti-
fies what had once appeared to be a nonphysical causal relation. The apparent
non-physicality of semiotic causality turns out to be an artifact of considering
information in isolation from the physical interpretive process that invests it with
causal relevance.

Although Information in a Physical World offers a groundbreaking new per-
spective on this challenging theoretical problem, it also provides an in-depth
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scholarly review of the history of the topic and the many attempts to make sense
of the apparent paradox of semiotic causality. In the process of re-analyzing the
physicality of information, it also inevitably synthesizes insights drawn from a
wide range of disciplines. These include philosophy of mind, information theory,
semiotic theory, thermodynamics, origins of life research and linguistics, as well
as my own research exploring the nature of information and the origins of life
(which he explains in accurate detail and integrates seamlessly into his analy-
sis). Though many of these views concerning the nature of information and the
basis of semiotic causality have been influenced by my own research, this new
synthesis has opened my eyes to the insight that I will need to ponder for years
to come. For others with similar interests, this book provides an indispensable
framework for making sense of the new conceptual challenges likely to emerge
from advances in molecular biology, cognitive neuroscience and artificial intel-
ligence (Al).
Terrence W. Deacon,
The University of California, Berkeley,
March 2025
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1 Grounding meaning in information

1.1 Introduction

A gamma-ray burst detected by the Fermi Gamma-ray Space Telescope carries
information about a stellar system billions of light-years away. The rock strata of
a region on Earth, possibly containing fossils, reveal detailed information about
the environment of that area hundreds of millions of years ago. The double-helix
structure of DNA encodes the genetic information of an organism. A bee’s dance
conveys the information about the location of nectar. Smoke rising from a beacon
signals an invasion to a soldier. The stock index reflects the information of market
trends. These examples suggest that information is a natural kind in the universe—
ubiquitous and intrinsic to nature. Intuitively, information is about something. Fur-
thermore, there are well-established formal theories that characterize information,
such as Shannon’s mathematical theory of communication and Kolmogorov’s al-
gorithmic theory. These frameworks have been widely applied across physics, biol-
ogy, cognitive science, communication engineering and computer science. Given
that information appears to be a natural kind, is inherently about something and is
rigorously formalized, it is unsurprising that some philosophers have turned to it in
search of a naturalistic solution to one of philosophy’s most persistent problems:
The problem of intentionality.

A distinctive feature of mind and language is their ability to be about some-
thing. Mental states and linguistic symbols establish intentional relationships with
their referents. This aboutness is puzzling for several reasons. First, mental states
and symbols are obviously not the referents they represent. For example, when I
see a Donald Duck doll on my bookshelf, my mind re-presents the doll—but the
mental state itself is not the doll. Second, mental states can refer to things that no
longer exist. When reminiscing, my mind is about last night’s dinner, even though
that event has passed. Third, mental states can be about universals. The statement
“Animals are living organisms” refers to the universal concepts of animals and or-
ganisms. Fourth, they can be about fictional entities. The sentence “Monkey King
is short” ascribes a property to the character Monkey King from the Chinese classic
Journey to the West, despite his fictional nature. A central task of the philosophy of
mind and language is to explain how the mind establishes aboutness—how mental
states acquire their referents and how language gains its sense and meaning. As
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Searle (1979, 89) puts it: “The problem of meaning in its most general form is the
problem of how ... we can get from the physics to the semantics.”

One of the most influential and promising approaches to this problem over the
past four decades has come from naturalism. Most contemporary philosophers
identify as naturalists, though the term itself is somewhat ambiguous. Neverthe-
less, the naturalistic approach to aboutness follows a clear agenda. As Neander
(2017, 3-4) argues:

...the naturalized semantics project is the attempt to explain the semantic facts
and properties of the world, at their most fundamental, in terms of the nonse-
mantic facts and properties of the world, with an added proviso that is notori-
ously hard to specify. Suffice it to say here that this proviso is, roughly, that the
relevant nonsemantic facts and properties are condoned by the natural sciences.

The naturalistic project argues that aboutness or representation has its roots in
nature—meaning has a natural origin.

Paul Grice (1957) distinguishes between natural meaning and non-natural
meaning. Natural meaning, as the term suggests, exists in nature. Typical examples
include smoke indicating fire, dark clouds signaling impending rain and the num-
ber of rings in a tree stump revealing the tree’s age. Some philosophers believe that
natural meaning serves as the foundation for non-natural meaning. Since informa-
tion appears to be a natural kind—well-defined and well-structured—many argue
that it is a strong candidate for natural meaning. They propose that information
underlies meaning and intentionality, offering a naturalistic explanation. Since in-
formation exists inherently in nature, the challenge of intentionality then becomes
explaining how living organisms utilize informational relationships to represent
things relevant to their needs.

This approach seems promising and has led to productive research over the past
few decades. However, when we examine how these philosophers define informa-
tion, we find significant variation in their explanations. This is not a new issue in
information studies. While the concept of information plays a unifying role across
disciplines such as physics, biology, cognitive science and social science, its in-
terpretation varies considerably across fields. It is true that we have good formal
theories of information and which have advanced the communication, computa-
tion, information technologies and facilities to be a necessary commodity in our
daily life. These successes come at a cost—the loss of information’s very meaning.

The engineering conception of information focuses solely on quantitative anal-
ysis, disregarding the content and pragmatic use of information—features that are
essential to our understanding of it. Intuitively, information is something carried
by signals about something for some use. However, formal theories primarily
address the quantity of signals, a narrow aspect of information’s physical na-
ture. This limitation makes them insufficient for explaining how physical signals
convey abstract content, how signals come to carry specific meanings and how
abstract content can have physical consequences. As a result, current informa-
tion theories are inadequate for grounding a theory of meaning or intentionality.
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Nevertheless, this does not mean that the project of grounding meaning in in-
formation is doomed to fail. On the contrary, I share the view that this approach
remains promising—provided we develop a more comprehensive theory of infor-
mation. Such a theory must account for the structural, referential and normative
aspects of information, thereby laying the foundation for a convincing naturalistic
account of reference and meaning. This is the task of this book.

To construct a comprehensive theory of information, this book will undertake
the following: (1) Conceptual Analysis. Demonstrating that information consists
of three nested aspects: Structural, referential and normative. Existing theories
have largely focused only on the structural aspect. (2) Critical review of naturalis-
tic theories of meaning. Arguing that the difficulties faced by current naturalistic
approaches stem from an inadequate understanding of information. (3) Theory
Construction. Drawing on Peircean semiotics, the book proposes that information
should be understood as a triadic phenomenon: Carried by signals about something
for some use. Information is inherently relational and negative. This negative per-
spective clarifies the relationships between information, thermodynamics, inter-
pretation and evolution. Through interpretation, informational relationships form
nested referential structures: the iconic depends on the indexical, which in turn
depends on the symbolic. (4) Application. (a) Reformulating the symbol ground-
ing problem as the symbol ungrounding and regrounding problems within this
framework, shifting the focus to how symbolic relationships can be ungrounded
without losing their referential power. (b) Providing a plausible foundation for a
naturalistic approach to intentionality, reference and meaning. The theory offers
solutions to the problems of misinformation and content determination.

The purpose of this introductory chapter is to clearly define the specific prob-
lems this book seeks to address. By critically reviewing previous efforts, it estab-
lishes the need for a new approach and outlines the book’s structure as a guide for
the arguments that follow.

1.2 Shannon’s mathematical theory of communication

The idea that Shannon’s mathematical theory of communication is incapable of
accounting for the meaningful aspect of information is not new. In his seminal
paper, Shannon explicitly states, “Frequently the messages have meaning; that is,
they refer to or are correlated according to some system with certain physical or
conceptual entities. These semantic aspects of communication are irrelevant to the
engineering problem” (Shannon 1948/1964, 31). In an interview, Robert Fano fur-
ther comments on the theory, noting that,

I didn’t like the term Information Theory. Claude didn’t like it either. You
see, the term ‘information theory’ suggests that it is a theory about informa-
tion — but it’s not. It’s the transmission of information, not information. Lots
of people just didn’t understand this... information is always about some-
thing. It is information provided by something, about something.

(Interview with R. Fano, 2001)
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Furthermore, it is precisely this ignorance of the “aboutness” aspect of informa-
tion that has contributed to the great success of Shannon’s theory. As John Collier
(2003) comments, “The great tragedy of formal information theory is that its very
expressive power is gained through abstraction away from the very thing that it has
been designed to describe.” As a result, ever since the early days of information and
computation science, researchers have been on a mission to move beyond Shan-
non and develop a theory that can characterize the very essence of what defines
information—namely, reference and meaning. Two types of work have been un-
dertaken: One focusing on articulating the relationship between Shannon’s theory
and the “aboutness” aspect of information, and the other searching for a way to
characterize this “aboutness.”

To better understand these endeavors, it is necessary to first understand the the-
ory from which they departure, namely, Shannon’s formal theory. Almost all later
theories of informational content begin with Shannon’s theory, either criticizing its
deficiencies or following its logic and ideas. In this section, I briefly introduce the
theory based on Shannon (1948) and Lombardi et al. (2016).

Shannon defines information within the context of a communication system. Ac-
cording to Shannon (1948), a communication system consists of five components:
The information source, transmitter, channel, receiver and destination. These are
defined as follows: (1) An information source produces a message (or sequence of
messages) to be communicated to the destination. (2) A transmitter transforms the
message(s) into signals suitable for transmission over the channel. (3) The chan-
nel is the medium through which the signals are transmitted from the transmitter
to the receiver. (4) The receiver performs the inverse operation of the transmitter,
reconstructing the message(s) from the received signals. (5) The destination is the
entity or location to which the message(s) is intended to be sent. The communica-
tion system is typically formulated as follows:

Since the message is the meaningful part, and is irrelevant to the engineering
problem, Shannon focuses solely on the processes between the transmitter and re-
ceiver—specifically, the transmission of signals. His goal is to provide a formal
way to measure the quantity of information carried by signals and the capacity of
the channel. The amount of information carried by a signal is not determined by

gﬁﬁé
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Figure 1.1 A communication system by Shannon (1948)

Information
source

message




Grounding Meaning in Information 5

the intrinsic properties of the signal itself, but by the set of possible signals it was
chosen from. In his terms, Shannon defines information as the reduction of uncer-
tainty, which can be formalized using probability theory.

Suppose an actual signal is selected from a set with two equally likely signals. In
this case, the quantity of information carried by the signal can be measured by the
amount of uncertainty it resolves. Using the logarithmic function with base 2, the
signal carries 1 bit of information. Now, suppose the information source S is a sys-
tem with a range of states s, 5, ...... , s, and the probability of each state occurring
is equal. The quantity of information I(s,) generated at the source by the occurrence
of state s, can be defined as:

1
I(s[.) =log m =—logp(s,)

Since S produces a range of states, then the informational entropy of S is,

H(S)zgp(sl_)log p(l) :_;ﬁlp(si)logp(si>

The destination is also a system with a range of possible states d, d,, ...... ,d .
The information generated by the occurrence of a state dj, I(dj) and the informa-
tional entropy of D can also be measured in the same way.

The amount of information transmitted by a signal from the information source
to the destination may not necessarily equal either of these two quantities. The
amount of information carried by a signal is measured as mutual information. Mu-
tual information quantifies the average amount of information generated at S and
received at D. The amount of mutual information depends not only on the informa-
tion generated at S but also on noise and equivocation. In an ideal, noiseless chan-
nel, the amount of information received at D, H(D), would equal the amount of
information generated at S, H(S). However, in actual communication systems, the
channel is not noiseless. Noise and equivocation can distort the amount of informa-
tion transmitted by the signals.

Technically, noise N represents the average amount of information received at
D but not generated at S, while equivocation £ represents the average amount of
information generated at S but not received at D (Lombardi et al. 2016). Thus, mu-
tual information can be defined as:

H(S:D)=H(S)-E=H(D)-N

Mutual information measures the degree of dependence between the destination
D and the source S. If S and D are independent, then the equivocation £ and noise
N are maximized. In this case, H(S) = E and H(D) = N, meaning there is no mutual
information between S and D, that is, H(S,; D) = 0. If there is dependence between
S and D, then H(S) > E and H(D) > N. The greater the dependence between S
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and D, the smaller the values of £ and N. The maximum mutual information also
serves to measure the channel capacity, which reflects the reliability and maximum
throughput of the channel—the maximum amount of information the channel can
reliably transmit.

The next issue is how to calculate the quantity of mutual information. Since
information is defined as the reduction in uncertainty, mutual information can be
understood as the entropy resulting from changes in the probabilities of events
occurring at D, given that events have occurred at S. Given that events occur at S,
the probability of events occurring at D is p(dj\s[). This is determined by the joint
probability of both s, and dj occurring, p(s,, dj), divided by the probability of the
occurrence of dj, p(dj). Essentially, this measures how much p(s,, dj) is proportional

0 p(d).

Accordingly, we can calculate I(dj Is,), the information generated by d, given that
s, has occurred and H(S). The difference between the entropy at the destlnatlon
H(D) and the conditional entropy at the destination given the source, H(D|S), rep-
resents the mutual information transmitted from S to D through the signal.

Mi(S;D)=H(D)-H(D|S)

Expand the formula, we get,

w(o.5)- S ooee] 1400 |

i=1 j=1

Given that an event d/ occurs at D, the amount of information received at S is
the same. This reciprocal relationship is why it is referred to as mutual information.

Now, with the fundamentals of Shannon’s information theory in place, we can
critically review the efforts to extend beyond this theory and recover the aboutness
or meaningful aspect of information—an aspect that Shannon intentionally disre-
garded in his original framework.

1.3 Theories of informational content

1.3.1 Bar-Hillel and Carnap

Although Shannon and his colleagues clearly warned that his formal theory has
nothing to do with the meaningful aspect of information, the theory has been
almost immediately embraced as a general theory of information covering both
the formal and meaningful aspect of information since its inception. Therefore,
in order to provide a comprehensive theory of information, we must first clarify
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this confusion. This task was taken up in one of the earliest efforts by Yehoshua
Bar-Hillel and Rudolf Carnap (Carnap and Bar-Hillel 1952a; 1952b; Bar-Hillel
1953/1955; Bar-Hillel and Carnap 1953a, 1953b; Bar-Hillel 1955).

Bar-Hillel and Carnap first carefully address the confusion surrounding the re-
lationship between Shannon’s information theory and the aboutness/meaningful
aspect of information, or informational content. While Shannon and others were
clear that his theory is a quantitative measure of information that does not concern
content, “it is psychologically almost impossible not to make the shift from the one
sense of information, for which this argument is indeed plausible, that is, informa-
tion = signal sequence, to the other sense, information = what is expressed by the
signal sequence, for which the argument loses all its persuasiveness” (Bar-Hillel
1955, 94). As introduced in the previous section, Shannon’s method for measuring
the quantity of information involves the possibility of choosing a message from a
set. The rarer a message is chosen, the more information it carries. Since the mes-
sages are represented by signals or symbol sequences, Shannon essentially meas-
ures the rarity of these signals.

But it must be perfectly clear that there is no logical connection whatso-
ever between these two measures, i.e. the amount of (semantic) information
conveyed by a statement and the measure of rarity of kinds of symbol se-
quences, even if these symbol sequences are typographically identical with
this statement. The event of transmission of a certain statement and the event
expressed by this statement are, in general, entirely different events, and the
logical probabilities assigned to these events, relative to certain evidence,
will be as different as will be the frequences with which events of these kinds
will occur relative to certain reference class.”

(emphasized by the original paper, Bar-Hillel 1955, 95-96)

Nevertheless, they argue that although Shannon’s formulas pertain to signal se-
quences and have nothing to do with the meaningful aspect of information, they
still reflect general formulas about information (Carnap and Bar-Hillel 1952; Bar-
Hillel and Carnap 1953). Rather than measuring the quantity of information by
the frequency of signals, Bar-Hillel and Carnap use the inductive probability of
statements within the set of all possible descriptions of the universe’s states. The
amount of informational content carried by a statement is measured by the number
of statements it excludes. The more statements a given statement excludes, the
more content it carries. Formally, the method to measure the quantity of informa-
tional content is identical to the formulas in Shannon’s theory, and I will not delve
into the details here.

This project was an important attempt but has several unresolved issues. First,
there are logical results that are counterintuitive, as Floridi (2004) has pointed out
and as Bar-Hillel and Carnap (1952) recognized from the outset. A tautology car-
ries zero content because it is self-contained and thus excludes no other statement.
In contrast, a self-contradictory sentence carries the most inclusive information
because it excludes every other statement due to its inconsistency. These results
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are counterintuitive. Many proofs in mathematics can be seen as tautologies be-
cause their inferences are deductive. However, empirically, when we discover a
new proof, we do gain information. Regarding the second result, we generally do
not consider self-contradictory sentences to carry any information. Floridi calls the
second logical difficulty the Bar-Hillel-Carnap Paradox.

Second, some of the assumptions in the theory are questionable. The for-
mal theory employed by the project is a first-order propositional logic-based
induction theory by Carnap. The basic elements of the theory are propositions.
Bar-Hillel and Carnap’s theory assumes that the number of propositions de-
scribing all possible states of the universe is finite. This assumption is dubi-
ous because it is possible to offer almost infinite semantic descriptions of the
universe’s states, as the combinations of properties can be infinite. As a result,
any signal could theoretically carry an infinite amount of information without a
proper reference class, creating an infinite paradox in the theory. Nevertheless,
Bar-Hillel and Carnap’s endeavor illustrates that the relationship between Shan-
non’s theory and informational content is more complex than early researchers
initially thought.

1.3.2 Dretske’s semantic theory of information

Dretske’s semantic theory of information is another influential approach, particu-
larly in the effort to naturalize meaning and intentionality (Dretske 1981; 1988).
Dretske defines informational content as follows:

Informational content: A signal r carries the information that s is F = The
conditional probability of s’s being F', given r (and k), is 1 (but, given k alone,
less than 1).

(Dretske 1981, 65)

In this definition, if an event (signal) carries informational content that s is F,
given the occurrence of the event, s s being F must occur. In other words, for Dret-
ske, there is a necessary relationship between the two variables if one carries in-
formational content about the other. This necessary relationship should be a nomic
(lawful) regularity between the event types that the two variables represent: “a
regularity which nomically precludes r’s occurrence when s is not F” (Dretske
1988, 245). Thus, s s being F lawfully depends on . This implies that a mere cor-
relation between two types of variables, even if perfect, is insufficient to establish
an informational relationship (Dretske 1988, 73).

The “k” in the definition refers to the background knowledge of the receiver,
meaning what the receiver already knows about the possible states at the source.
Dretske argues that “how much information a signal carries, and hence what infor-
mation it carries, depends on what the potential receiver already knows about the
various possibilities that exist at the source” (Dretske 1988, 79). This introduces
the relative aspect of information: Informational content is relative to the back-
ground knowledge of potential receivers. However, this claim seems to conflict
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with Dretske’s assertion that information is an objective commodity. He argues that
information, like weight and height, is objective but relative.

An important implication of this definition is the principle of nested relations
of informational content: “The information that 7 is G is nested in s s being FF'=ss
being F carries the information that # is G (Dretske 1988, 71). A piece of informa-
tion can be nested in a state of affairs in two senses: Analytically and nomically.
For example, “John is male” is analytically nested in “John is a bachelor” because
the definition of the latter implies the former (““A bachelor is an unmarried man”).
Nomically nested relations are guaranteed by natural laws. Since a signal is always
an event being employed as such, it carries a variety of different pieces of informa-
tion nomically. “Signals, it seems, are pregnant with information” (Dretske 1988,
73), and “no single piece of information is entitled to the status of the informational
content of information” (Dretske 1988, 72). As a result, we should distinguish be-
tween the informational content a signal carries and the informational content the
receiver is interested in and successfully extracts.

Dretske’s theory is influential in the project of naturalizing meaning with in-
formation; however, it faces several criticisms. The first critique is the strength
problem (Millikan 2004, 32; Stegmann 2015). The theory requires that the condi-
tional probability should be 1, which is too stringent. On the one hand, statistical
frequency, rather than natural necessity, is what living organisms typically depend
on when employing natural information for specific purposes. For example, when a
rabbit sees a warning signal about the presence of a predator, the probability that a
predator will appear, given the signal, is not 1; it’s much less than 1. Nevertheless,
this is sufficient for the rabbit—it’s a matter of life and death. Even if the signal
only truthfully carries information 1 out of 100 times, it is still valuable. On the
other hand, an informational relationship does not require a perfect nomic regular-
ity. A mere correlation, even if imperfect, can suffice. For instance, a rabbit may
interpret a bush swaying as a signal indicating a predator is behind it. If statistical
frequency were the only basis for an informational relationship, then a question
arises: How strong must the frequency be? Ruth Millikan, whose work we will
discuss in the next section, addresses this issue. Since nomic regularities (natural
laws) are not about particulars, there is no law about a bushing being swinging
and the appearance of a predator. The correlation between these two events is sta-
tistical. Even natural laws, which can account for statistical regularities, do not
guarantee that the conditional probability will be 1—this is evident in fields like
thermodynamics and quantum physics.

By combining the background knowledge of potential receivers with the prin-
ciple of nested information, we can distinguish between the information that a re-
ceiver is interested in and successfully extracts from signals and the information
actually nested in the signals. This combination presents a tension. On one hand, the
nested relationship of informational content is consistent with Dretske’s claim that
information is objective. On the other hand, the amount and type of informational
content a signal carries depend, to some extent, on the background knowledge of
the potential receiver about the possibilities at the source. It is true that informa-
tion is relative does not make it subjective. However, the background knowledge is
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included in the definition of informational content, as we see above. This implies a
divergence between the information nested in a state of affairs and the information
relative to a particular receiver. As a result, Dretske’s theory implicitly suggests
two kinds of information, even though it does not clearly distinguish them.

A third critique of Dretske’s theory is that the principle of nested relations of
informational content is counterintuitive and may lead to the infinite paradox. The
principle seems counterintuitive because in deductive inference, we still gain in-
formation when deriving a conclusion, even though it is implied by the premises.
For example, Fermat’s Last Theorem is implied in the natural number system, yet
Andrew Wiles’s proof of it in 1994 still provided valuable information. Dretske
might argue against this by emphasizing the distinction between the objective in-
formation embedded in an event and the information successfully extracted by the
receiver. A receiver who receives a signal does not automatically extract all the
information embedded in it. Information does not equal knowledge. The informa-
tion gained by a proof'is the information extracted by the receiver, considering their
background knowledge. However, this leads to a potential paradox. If any sentence
or event contains an infinite amount of information because it implies everything
that contradicts it, then even a simple statement like “Lucky is a dog” implies an
infinite number of things (“Lucky is not a cat,” “Lucky is not a cow,” “Lucky is
not a tree,” and so on). This suggests that every event or statement could contain
infinite information, which is problematic.

1.3.3  Floridi’s theory of strongly semantic information

Due to the logical dilemma inherent in the Bar-Hillel and Carnap theory, Floridi
(2004) proposes an alternative theory of semantic information that avoids the Bar-
Hillel-Carnap Paradox. He argues that the root of the paradox lies in the proba-
bility-based approach, which treats alethic values as irrelevant to the quantitative
analysis of semantic information. To resolve this, Floridi develops a theory of
strongly semantic information based on a calculus of truth-values and semantic
discrepancy in relation to a given situation. In his theory, alethic value is intrinsic to
the definition of semantic information. Informational content is defined in an ideal
context, extensional and a priori, as a function of the positive or negative degree of
“semantic distance” or deviation from a fixed point or origin—represented by the
given situation to which it is supposed to refer (Floridi 2004, 205). The quantity
of informational content in a message is measured by the degree of discrepancy:
The smaller the discrepancy, the greater the informational content of the message.'

Now, let’s examine how Floridi’s theory addresses the Bar-Hillel-Carnap
Paradox. The short answer is that Floridi’s theory avoids the paradox because it
measures the quantity of informational content differently from the Bar-Hillel and
Carnap approach.

On the one hand, CONT(oc) refers to the quantity of semantic information
that can be attributed to ¢ a priori, on the basis of its probability distributions
and independently of the state in which the system under analysis actually is
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(context of total ignorance). On the other hand, 1*(c) refers to the quantity of
semantic information that can be attributed to o still a priori but in a context
which is presupposed to be of “localised omniscience” in the game-theoretical
sense of perfect and complete information about the system, on the basis of
o’ alethic value and its degree of discrepancy, relative to a fixed state w of the

system under analysis.
(Floridi 2004, 212-214)

The paradox is a logical consequence of Bar-Hillel and Carnap’s theory, and it
is expected that a different theoretical system would not lead to the same paradox.

We can also calculate the quantity of informational content for tautologies and
self-contradictory sentences according to Floridi’s theory and observe that the
results are not counterintuitive. Within this framework, a tautology is consistent
with any situation, making it contingently true but vacuous. In the case of self-
contradictory sentences, their content is self-referential. The degree of discrepancy
for these sentences is measured by how much their content diverges from itself.
Because self-contradictory sentences imply maximal discrepancy, they contain no
informational content. Another way to understand this is that, being entirely false,
self-contradictory sentences are inconsistent with any situation, thus carrying no
informational content. Therefore, Floridi’s theory aligns with common-sense intui-
tion and does not result in the Bar-Hillel-Carnap Paradox. Floridi further explains
that the reason Bar-Hillel and Carnap’s theory faces the paradox is that their theory
measures the quantity of data, not semantic information. This measure depends not
on the content of the data but on the number of propositions that the data excludes
(Floridi 2004, 214-215).

However, Floridi’s theory of informational content faces several challenges.
First, there is an internal tension in the theory (Fresco and Michael 2016). On one
hand, information is considered truthful data, but on the other hand, the theory
defines information through semantic divergence. This allows for measuring both
positive and negative informativeness of a message. Negative informativeness re-
fers to the degree of error. While it is true that we can extract information from even
a false message, Floridi asserts that information is inherently truthful, encapsulat-
ing truth in itself. This leads to a self-contradiction—how can a false message carry
truth? This issue has been widely criticized, with many authors challenging what
has been called the “Veridicality Thesis” (Long 2014; Ferguson 2015; Fresco and
Michael 2016; Fresco et al. 2017).

A more serious challenge to Floridi’s theory is that it abandons Shannon’s origi-
nal insight that the quantity of information carried by a signal is determined not
by the signal itself but by other possible signals. According to Floridi’s theory, the
quantity of informational content of a message is independent of other possible
messages. Adraans (2010) argues that Shannon’s formulation represents one of the
fundamental achievements of modern science and is consistent with the evidential
confirmation in scientific practice. In contrast, Adraans suggests, “Floridi’s phi-
losophy of information is more a reprise of classical epistemology that only pays
lip service to information theory but fails to address the important central questions
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of the philosophy of information” (Adraans 2010, 41). This oversight of Shannon’s
insights results in another deficiency in Floridi’s theory: It cannot address infor-
mation processing in cognition, since “the same information-processing cognitive
mechanisms process information indiscriminately regardless of whether that infor-
mation is true or false” (Fresco and Michael 2016).

1.3.4 Vector theories of informational content

A more promising theory of informational content has been developing in recent
years, proposed by several authors (Skyrms 2010a, 2010b; Birch 2014; Scarantino
2015; Shea et al. 2018; Skyrms and Barrett 2019; Isaac 2019). This theory begins
with Shannon’s formula but introduces a crucial difference: “informational content
must be a vector” (Skyrms 2010a, 2010b, 161). In Shannon’s theory, when measur-
ing the quantity of information a signal carries about a state, only the change in the
probability of that specific state is considered. In contrast, the vector approach indi-
cates that informational content should account for how a signal changes the prob-
abilities of each state at the source. Informational content, therefore, has multiple
components, one for each possible state. Each component measures the change in the
probability of that particular state. For example, consider a source that can be in one
of n states (s,, s,, ..., 8,). Given a signal m, the informational content of the signal is:

p(sl |m) , log p(sz |m) Y e , log 7P(S" ‘m)
p(s;) p(s,) p(s,)

Scarantino (2015) further develops Skyrms’ theory by distinguishing between
two types of informational content: Incremental natural information and the de-
gree of overall support. Skyrms’ theory addresses only the former. Scarantino
argues that incremental natural information alone is insufficient to fully charac-
terize informational content. First, simply listing the quantity of information car-
ried by a signal does not provide a complete understanding of its informational
content.“Informative signals do not tell us just how much probabilities have
changed; they also tell us what are the states of affairs that had their probabilities
changed”(Scarantino 2015, 429). According to this theory, two signals that change
the same amount of probability may refer to entirely different states of affairs. The
second flaw in Skyrms’ theory is that it omits posterior probabilities from its defini-
tion of informational content. In addition to changes in probabilities, we also need
to know the overall probabilities of the states of affairs after receiving the signal.

Based on this analysis, Scarantino (2015, 429) proposes that a complete de-
scription of a signal’s informational content should include two components: The
changes in probabilities, which underlie the transmission of incremental informa-
tion, and the final overall support conferred by the signal, given the background
data. For a source that can be in one of n states (s, 5, ...... , §), with a signal m
and background data d already acquired by potential receivers, the informational
content of the signal can be defined as follows:

log
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Incremental information:

p(s, |mé&d) p(s, |m&d) p(s |m&d)
log , log Y enees , —r
p(s, |d) p(s, |d) p(s, |d)
Degree of overall support:
<p(s]|m&d),p(sz|m&d), ...... ,p(sn|m&d)>

Scarantino calls his theory of informational content the Probabilistic Difference
Maker Theory. According to this theory, given a signal with respect to a source, we
can learn from it: (1) which states of affairs have had their probabilities changed,
(2) how much the posterior probabilities have changed and (3) what the posterior
probabilities are (Scarantino 2015, 429). I believe this theory is comprehensive
because it aligns with both our intuitions about information and avoids the issues
faced by other theories.

An intuition captured by Shannon’s theory is that information reduces a receiv-
er’s uncertainty.? However, Shannon’s theory does not account for the fact that
information is about something. A more complete formulation of this intuition is
that information reduces a receiver’s uncertainty about something. Simply put, in-
formation tells a receiver something they didn’t know before. In the Probabilistic
Difference Maker Theory, the incremental information captures the reduction in
uncertainty, while the degree of overall support reflects the receiver’s posterior
epistemic state regarding the source. This aligns with our common-sense under-
standing of information.

Although the Probabilistic Difference Maker Theory uses Shannon’s general
formulas, much like Bar-Hillel and Carnap’s theory, it does not result in the Bar-
Hillel-Carnap Paradox. As Fresco and Michael (2016) have argued, this paradox
is superficial if we distinguish between informational content and informativeness.
Informativeness here refers to incremental information. It is logically consistent
that a self-contradictory sentence implies the maximum quantity of information
because a contradiction excludes all possible alternatives. However, information,
in this case, refers to what a receiver successfully extracts from a signal—the de-
gree of overall support. Since any self-contradictory sentence is necessarily false,
its degree of overall support is 0. Another paradox encountered by other theories
of semantic information is the infinite paradox, although it arises for different rea-
sons. The Probabilistic Difference Maker Theory avoids this paradox because it is
relative to background data and does not base informational relationships on nomic
regularities; correlation alone suffices (Scarantino 2015).

I have now reviewed the main theories of informational content. These theo-
ries generally assume that information is meaningful and attempt to characterize
the meaningful aspect of information. This project parallels another important en-
deavor in information studies: Explaining how meaningful data is possible in the
first place. The question of how to characterize the measurement of informational
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content is, of course, relevant to the project of grounding meaning in informa-
tion, as many authors have argued (e.g., Dretske 1981; Stegmann 2015; Scarantino
2015; Isaac 2019). However, the second project is more directly relevant here. We
can frame the issues this project addresses through Floridi’s formulation of the
open problems in the philosophy of information (Floridi 2011). The most perti-
nent problems are the semantic problems: How can data acquire meaning? How
can meaningful data acquire truth value? Can information explain meaning? To
ground meaning or intentionality in information, researchers must solve two main
problems: (1) How does information acquire its meaningful or aboutness aspect?
(2) Can informational relationships ground meaning? In the next section, we
will see that many philosophers have made significant efforts to address these
questions.

1.4 From natural information to conventional meaning

Philosophers who attempt to ground meaning in information often begin with a dis-
tinction made by Paul Grice (1957): Natural meaning versus non-natural meaning
(representation/intentionality). A key difference between these types of meaning is
that natural meaning cannot be false, whereas non-natural meaning can be. In other
words, when the intended purpose of a sign is not achieved under normal condi-
tions, the non-natural meaning is considered false, whereas the natural meaning
remains true. This distinction implies that non-natural meaning has a normative
aspect, while natural meaning does not. For instance, if smoke appears without fire,
it is not a natural sign of fire.

Some philosophers argue that the distinction between natural and non-natural
meaning offers a way to naturalize meaning, grounding non-natural meaning in the
natural. To achieve this, two main questions must be answered: First, what exactly
is natural meaning, and what is its place in nature? Second, how does the normative
aspect of non-natural meaning arise from the natural? In this section, I will briefly
review the main approaches to these questions.

1.4.1 Stampe’s causal theory of representation

Stampe (1977) offers an early proposal, suggesting that causal correlations in na-
ture provide natural meaning. However, causal relations themselves do not possess
a normative aspect; they cannot be accurate or inaccurate, correct or incorrect.
It is through the interpretation and intention of a speaker that a state of affairs is
identified as the one that would cause the production of a representation, assuming
certain causal conditions govern that process. According to Stampe: “[T]o know
that R represents O as being F is to know that if R is produced under fidelity con-
ditions, then it would be the case that the fact that O is F would explain (etc.) the
occurrence of R” (Stampe 1977, 50). This means that, given fidelity conditions
under which one state of affairs causes the production of another (as a representa-
tion), the representation is expected to convey information about the original state
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of affairs. Stampe uses the concept of “function” to explain the normative aspect of
representation. A function is supposed to achieve a specific end, but that does not
mean it always succeeds in doing so. A function may fail. Similarly, a representa-
tion can be false.

Later philosophers have critiqued Stampe’s account for several reasons. First,
the theory suggests that a speaker must identify the fidelity conditions of a rep-
resentation when using it. This does not align with real-world circumstances,
where speakers typically do not know these conditions. For instance, when a
rabbit perceives the rustling of a bush as a sign of a possible predator, it does not
consciously identify the fidelity conditions of that representation (and, in fact, it
lacks the competence to do so). Second, Stampe’s reliance on the speaker’s in-
terpretation and intention to explain the normative aspect of representation raises
further concerns. While it is true that individuals can assign purposes to objects,
as in the case of artifacts designed to perform specific functions, this approach
faces challenges. Empirically, most representations—whether linguistic or ani-
mal signs—do not have identifiable designers. Moreover, individuals’ intentions
and interpretations of representations often diverge from the meanings intended
by others. If interpretation is the source of the normativity of representation, ad-
ditional explanations are needed to account for these discrepancies. Furthermore,
the theory must clarify how a hearer can accurately interpret the speaker’s inten-
tions when receiving a representation. Third, causal relations are too rigid to ac-
count for many forms of representation. As discussed in the critique of Dretske’s
theory, statistical correlations seem sufficient for establishing representational
relations. Additionally, many conventional representations are not determined by
causal relations at all. A representation may not have any physical connection
to the object it represents. In fiction, the represented objects may not even exist
physically.

1.4.2 Dretske’s informational semantics

Although later philosophers abandoned causal relations as the candidate for natural
meaning, they retained the idea of function as an explanation for the normative
aspect of non-natural meaning and sought alternative ways to explain the concept
of function. A new candidate for natural meaning that philosophers turned to is
information. To explain the normativity of representation, they appeal to biological
functions. These two threads together form a family of theories known as teleose-
mantics. In this context, to provide a naturalistic theory of intentionality, meaning,
or representation, philosophers must tackle two key tasks: (1) Explaining what
natural information is, and (2) explaining how the normativity of representation
emerges from natural information. Specifically, they must address questions such
as: What kind of relations can count as natural information? Does an informational
relationship need to be held for some reason? Not all natural information is used
as non-natural meaning or representation; thus, how is it determined? This issue is
called the content determination problem. Furthermore, how can normativity arise
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apart from individual intention and interpretation? This is known as the misrepre-
sentation problem.

Building on Grice’s distinction and Stampe’s causal theory of representation,
Dretske (1981; 1986; 1988) refines the classification of representational systems
into three types. The first type, symbols, lacks intrinsic representational power.
Instead, its power is derived from its creators or users. Symbols are assigned indi-
cator functions that they cannot perform intrinsically. The second type of represen-
tational system acquires its representational power from its constituent elements,
which are considered natural information. As defined in the previous section, natu-
ral information plays the role of natural meaning. For Dretske, natural information
exists in nature and does not inherently function as a representation. It is only when
users employ this natural information that they assign it a representational func-
tion. The difference between these two systems is that in the first type, the function
comes first, while in the second type, the power of the elements to indicate comes
first (Dretske 1988, 61). For both types, their normativity derives from their crea-
tors or users, depending on the interests, purposes and capacities of other interpre-
tive systems. Dretske refers to these as conventional systems of representation. The
most interesting type of representational systems, according to Dretske, are natural
systems of representation. “Natural systems of representation... are those which
have their own intrinsic indicator functions, functions that derive from the way the
indicators are developed and used by the system of which they are a part” (Dretske
1988, 62). Their function of indication is independent of other systems. So, where
do natural systems acquire their function of indication? Rather than appealing to
evolution by natural selection, Dretske argues that it comes from the development
of the individual (Dretske 1988, 95-106).

As mentioned in the previous section, Dretske’s formulation of natural informa-
tion based on nomic regularities is too strong to be universally applicable, and no
natural laws specifically address individuals. Furthermore, Dretske’s natural in-
formation is context-free, neglecting the channel conditions that are also crucial
for a sign to carry information effectively. This creates a problem: How should we
define the context in which natural information is situated? Millikan (2004, 37-38,
2017, 143—-144) calls this the reference class problem. While Dretske appeals to the
development of the individual as the source of the normativity of representation,
as Stampe did, further explanation is needed to clarify how normativity emerges
from this development.

1.4.3 Information and teleosemantics

Ruth Millikan (1984; 1989; 2004; 2017) offers a different approach to the issues
surrounding meaning and representation. Like Dretske, she believes that non-
natural meaning carried by intentional signs depends on natural information, which
is carried by locally recurrent natural signs (2004) or infosigns (2017), but she
addresses the shortcomings of Dretske’s account. Millikan proposes a theory of
infosigns that resolves many of the problems Dretske’s theory faces. Her approach
is more organism-friendly. To understand what natural information is, she suggests
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that we consider it from the perspective of organisms that use it to perform specific
functions (Millikan 2004, 44). For an organism to use natural signs, it must be able
to detect the information-bearing signal, identify the presence of an information
channel and understand the mapping function that translates the natural signs to
their signifieds (Millikan 2004, 44; 2017, 147). Thus, a natural information sign, or
infosign, is one that can serve as a sign for organisms (Millikan 2017, 144). For an
event 4 to be an infosign of another event B, 4 must recurrently correlate with B
for a reason in a specific context, grounded in a local domain.

Different from Stampe’s and Dretske’s accounts, Millikan’s theory argues that a
statistical correlation is sufficient for establishing a natural informational relation-
ship. As long as the correlation between A and B persists for a reason, meaning there
is a non-accidental dependency of B on 4 in nature, A4 is an infosign of B. Since the
theory only requires the correlations to be statistical, they can be about individuals
as long as they are well-grounded in local domains (Millikan 2004, 42). Moreover,
the correlations are between types of states of affairs.“Correlations between states
of affairs that underlie infosigns must be such that one is determined as in a certain
historical relation to the other”(Millikan 2017, 149). Therefore, for an event to be
an infosign of another event, the correlation between them should recur, and the
two particular events must be members of two corresponding types of events. The
strength of the correlation can vary, being either strong or weak. Millikan argues
that this statistical consideration of natural information is more realistic.

Unlike Dretske’s theory, which only considers context-free information and
overlooks channel conditions, Millikan’s theory insists that correlations, as natural
information, always exist in local domains. They are defined relative to a reference
class. In other words, to understand an infosign, we must also consider the channel
conditions that support it. These channel conditions constitute the reference classes
of infosigns, and the reference class of an infosign should not be arbitrary. For the
notion of an infosign to explain why an organism might use it as an indicator of
its signified with some success, it must have its footing in nature (Millikan 2004,
38-39). That is, the reference class of an infosign is determined by the local context
where the infosign and its signified recurrently correlate. By considering the refer-
ence class, Millikan’s theory avoids the challenges faced by Dretske’s context-free
theory and is more user-friendly.

Furthermore, Millikan provides a detailed explanation of the corresponding re-
lationship between infosigns and their signified. In a natural informational relation-
ship, both the infosign and its signified are structured world affairs. “Their structure
determines their meaning architecturally. The meaning of the sign is determined as
a function of values of significant variables or determinables exhibited by the sign.
Put another way, the meaning varies systematically to parallel significant (mathe-
matical) transformations of the sign” (Millikan 2004, 48). The correlation between
an infosign and its signified is a mapping function (in the mathematical sense) from
the set of the infosign’s properties to the set of the signified’s properties. Millikan
thus calls this correlation a semantic mapping function. It yields the productiv-
ity of infosign systems—their capacity to provide new information. That is, every
mapping relation between the two sets is informational and thus employable for
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organisms. Furthermore, like Dretske, Millikan argues that an infosign of an affair
is itself an infosign of the same affair (Millikan 2004, 53). Natural information
carried by an infosign is also embedded in an infosign of the infosign.“The seman-
tic mapping functions for such embedded signs result from applying the semantic
mapping functions of succeeding signs on the route one after the other”(Millikan
2004, 54).

Infosigns carry natural information and thus cannot be false. They do not
carry, but ground, non-natural information. So, where does the normative aspect
of non-natural meaning come from? Millikan argues that non-natural meaning
is carried by intentional signs. Different from Dretske, who appeals to indi-
vidual development, Millikan takes an etiological explanation. According to
this explanation, an organ has an effect on its function because it was preserved
due to the effect in history, either by learning or evolution (Wright 1973). Ac-
cordingly, carrying non-natural meaning is a stabilized function of intentional
signs. Just as biological functions are stabilized through dynamic interactions
between sign producers and consumers, the functions of intentional signs are
stabilized in the same manner. When a sign is employed by a consumer, as
long as the sign corresponds to the world affair which fits the consumer’s pur-
pose, it will continue to be employed and stabilized. Therefore, it is not the
purpose of intentional signs to carry natural information. When they perform
their functions by their normal mechanisms, they produce infosigns. Intentional
signs are conventional in this sense. Moreover, Skyrms (2010a) formalizes the
convention of intentional signs by evolutionary signaling games. Since they
are designed in an etiological way through learning or evolutionary dynam-
ics to perform certain functions, intentional signs can fail to carry the natural
information they are supposed to. Therefore, the normative aspect of meaning
is explained. Furthermore, Millikan argues that linguistic signs emerge from
infosigns in the same way.

Neander (2017) and Shea (2018) further develop Millikan’s biosemantics ex-
tensively. Since this book is more about information while Neander (2017) just
assumes a conception of information without explaining it, I will only introduce
Shea (2018) here. Shea argues that to understand representational content, it is
individually necessary and jointly sufficient for a theory to have two parts: The
functions performed by an organism or other system, and an internal organization
that capitalizes on exploitable relations—relations between internal states and the
world that are useful to the system (Shea 2018, 75). Inspired by Millikan, he de-
velops a concept of exploitable correlational information, using probability theory
to characterize situations where, in a local domain, when an event happens, the
probability of another event occurring changes for a univocal reason. In this case,
the event carries exploitable correlational information about the other (Shea 2018,
78). For the origin of normativity of meaning, he develops the concept of task
function. “An output F from a system S is a task function of S, if (a) F' is a robust
outcome function of S; and (b) (i) F is a stabilized function of S; or (ii) S has been
intentionally designed to produce F”’ (Shea 2018, 65). Although there are impor-
tant differences between Millikan’s biosemantics and Shea’s theory, I treat them as
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members of the same family of teleosemantics. Next, I will take Millikan’s theory
as an exemplar of teleosemantics to examine its shortcomings.

Millikan’s biosemantics is powerful, but it also faces several challenges. First,
according to Millikan, natural information consists of locally recurrent correlations.
As the argument against Stampe and Dretske goes, anything can correlate with
anything else if we change the coarse grain of the reference class. This leads to an
infinite paradox: An infosign can be about anything, and therefore, it is about noth-
ing. The embedding principle may also lead to a paradox similar to the principle
of nested relations proposed by Dretske. Since correlation can be continuous, there
could be an infinite embedding of infosigns about the signified affairs. Second,
since an infosign can be anything, its content cannot be determined by itself. This
faces the content determination problem: How can we decide the content of a sign
without an interpreter? Millikan (2017) develops a metaphysical description of the
world to provide a realistic foundation for natural information. However, it is still
hard to solve these two problems. Third, Millikan argues that for an event to be an
infosign of another event, the two events should be members of two corresponding
recurrent families. In Millikan’s terms, an infosign is a locally recurrent natural
sign. Furthermore, infosigns are affordances for organisms to become intentional
signs. However, organisms often take a single correlation as an intentional sign.
Millikan argues that the semantic mapping function of these kinds of signs is de-
rivative, but we still need a full explanation of how it is derived from other signs.
Fourth, according to Millikan, although intentional signs are defined in cooperative
producer-consumer systems, it is the consumer who determines their meaning. On
the other hand, she requires that infosigns ground intentional signs, even though
it is not the purpose of intentional signs to carry natural information. This implies
that accidental correlations could become intentional semantic mapping functions
if they meet the consumer’s purpose. This suggests that the infosigns defined by
Millikan are not necessary for being intentional signs, or perhaps we should not
define infosigns as locally recurrent correlations for some reason. However, the
consumer does not need a reason.

Although these theories understand the requirements for informational relations
differently in terms of correlation, strength, reference class, etc., they share an on-
tological commitment: Natural information is in nature and grounds conventional
meaning. Put another way, meaning, representation or intentionality must have a
naturalistic foundation. This understanding faces several challenges, as I have re-
viewed above. This is not a fair treatment of all theories and discussions, and many
important contributions have been left out. However, it is enough to help us iden-
tify the problems when trying to ground meaning, intentionality or representation
in information. To provide a satisfactory account of meaning, we must solve or
eliminate these problems.

A radically different understanding of meaning, which has been overlooked
by the mainstream of naturalistic philosophy, is Peirce’s theory of signs, or se-
miotics.? A reason philosophers have refused to consider this approach is that it
understands every sign as having an interpretant—something that interprets it
and translates it into other signs. In other words, interpretation is necessary for
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something to be a sign. This seems subjective and thus appears incompatible
with naturalism. Nevertheless, I believe that Peircean semiotics may provide
a novel way to understand meaning with its modern naturalization, biosemiot-
ics, without facing the challenges mentioned above. In this book, I defend the
idea that meaning grounds in information, but within a biosemiotics framework,
especially the emergent dynamics theory and biosemiotics proposed by Deacon
(1997; 2012a). The accounts provided in the book comprehensively explain the
conception of information, offering a naturalistic foundation for understanding
intentionality, meaning, reference or representation. By naturalizing the concep-
tion of interpretation, this naturalistic theory can solve or eliminate the problems
faced by past naturalistic theories. These problems include the sense and ref-
erence problem, the content determination problem, the organism use problem
(how a correlation can serve as a sign relation for an organism’s usage), the
misrepresentation/misinformation problem (or the normativity problem, how the
normativity of representation arises from nature), the reference class problem,
the strength problem, the singular relation problem, the language emergence
problem, the fiction problem and more. In the next section, I will present the
structure of the book.

1.5 Overview

Chapter 1, “Grounding meaning in information”, introduces the core problems that
the book aims to address: providing a naturalistic foundation for intentionality by
explaining the conception of information. The chapter critically reviews various
attempts to characterize informational content and naturalistically explain inten-
tionality. Finally, it presents the structure of the book.

Chapter 2, “Structural, referential and normative information,” provides a com-
prehensive conceptual analysis of information. It begins with a folk notion that
information is a tripartite phenomenon: Information is something carried by sig-
nals about something for some use. This suggests that information has three main
aspects: Structural, referential and normative. Individually necessary and jointly
sufficient conditions for defining each aspect of information are articulated within
the analysis. Formal theories relating to each aspect are also considered. Finally,
the analysis reveals that structural, referential and normative aspects of information
are hierarchically nested and that the normative depends on the referential, which
in turn depends on the structural. This lays a conceptual ground for a naturalistic
account of meaning and representation.

Chapter 3, “Information is physical (negatively),” develops a naturalistic ac-
count of structural information. This chapter first argues that understanding in-
formation as the communication of form revives the etymological meaning of
“information.” Therefore, the key to understanding information lies in how we
understand form. Deacon proposes that form is an intrinsically absent aspect of
something present. This view helps address a longstanding puzzle in information
studies: The superficial similarity between the formulas for entropy in Shannon’s
mathematical theory of communication and in thermodynamics. It reveals the
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physicality of information and lays a physical foundation for understanding refer-
ence and intentionality. However, unlike fundamentalist views of information, I ar-
gue that the physical ground of information is not equivalent to information itself,
or we may encounter issues such as misinformation and content determination.

Chapter 4, “Interpretation,” explains the origin of normativity. It begins with
the argument that normativity is implied in both information and meaning. The
chapter then critically reviews the leading approach to explaining the normativ-
ity of meaning in naturalized semantics, namely teleosemantics. It argues that the
primary advantage of teleosemantics is that it does not require teleological notions
to explain normativity, relying instead on the selected effect account of function.
However, it faces the problem that what the selected effect account explains are
the effects of a biological trait or item produced in the past (history), whereas
what it produces are effects in the present. As an alternative, this chapter proposes
a naturalized Peircean semiotic account in which interpretation plays a central
role in explaining the normativity of meaning. It supports Deacon’s concept of
autogenesis as a plausible model for a primary interpretive system. Finally, the
concept of operational interpretation is introduced to understand interpretive pro-
cesses at the unicellular level.

Chapter 5, “Reference,” presents a semiotic analysis of reference. It first cri-
tiques the map metaphor in traditional philosophy of language and philosophy
of mind. The chapter then argues that, according to Peircean semiotics, refer-
ence is the result of hierarchically organized interpretive competence. Symbolic
interpretation, it suggests, asymmetrically depends on indexical, which in turn
depends on iconic interpretation. The chapter argues that a symbol differs from
an icon and an index because it has no direct correlation with what it represents
and does not lose its referential power even when it loses its direct correlation
with the represented object. The chapter further claims that symbolic reference
retains this feature because it is ungrounded from the direct correlations with
its referent, instead discovering the indexical relationships between symbols.
This feature explains why abstract, generalized and fictional descriptions are
possible. Finally, the chapter argues that for a symbol to represent an object in
the world, it must be regrounded by correlating indexical relationships that are
directly correlated with the object in the world. This explains the functions of
different types of words.

Chapter 6, “Convention,” argues that Lewis-Skyrms’s evolutionary sender-
receiver signaling game theory is insufficient to explain the conventionality of
meaning, proposing the mutual misunderstanding argument as a counterpoint. The
chapter develops a semiotic account of convention, first reformulating the evolu-
tionary signaling game theory, then presenting the mutual misunderstanding ar-
gument through a thought experiment, the Magical Fight. It further argues that
the conventionality of meaning has dual aspects: Both the sign vehicle and the
referential relationship of language are conventional. The chapter asserts that what
is explained by evolutionary signaling game theory is the convention of the sign
vehicle, and with a semiotic understanding of convention, we can better explain
scenarios of mutual misunderstanding.
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Notes

1 This is an oversimplification of Floridi’s measure of the quantity of semantic informa-
tion. The reformulation here tries to capture the main points rather than an accurate
reconstruction of the theory. The original measure is more complex. People who have
interest in it may read Floridi (2004).

2 Reduction in uncertainty is one way to understand information. Information can also be
understood as reduction in doubt, divergence and expected inaccuracy. How to charac-
terize these understanding formally is open to interpretation (Roche and Shogenji 2018).
I focus on Shannon’s understanding as it is the most common one and other understand-
ings do not affect my arguments substantially.

3 This claim is not fair enough. Millikan (1984, 85; 2017, 144) does have some empathy
in Peirce’s theory of signs. Her theory of signs is inspired by Peirce in some sense. Nev-
ertheless, she rejects involving interpretation in natural information.



2 A conceptual analysis of information

2.1 Introduction
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Compared to concepts such as “meaning,” “reference,” “representation,” “value”
or “significance,” most scientists would prefer the concept of “information.” This
is because those concepts are philosopher’s playthings, replete with philosophical
confusions. Thanks to Claude Shannon, Andrey Kolmogorov and others, informa-
tion can be quantitatively defined with mathematical precision and represented in
formal theories. This development was essential for the development of both com-
puter science and communication engineering (Kolmogorov 1963; 1968). Building
on this success, scientists believe that the concept of information more generally
should be scientifically valid when applied to physics, biology, cognitive science
and social science. Unfortunately, however, confusion and misunderstandings still
arise. Over time, such usage widened and scientific knowledge went far beyond
the parameters of formal theories. That is, information became confused or con-
flated with other notions, including the “message,” “data,” “computing,” “code”
and “meaning” (Capurro and Hjeland 2005; Brenner 2014).

Instead of criticizing their inappropriateness and their careless use, I believe that
there is a reasonable motivation to impel such usages of the concept of information.
That is, those usages do involve some aspects that are essential to information but
not covered by those formal theories. Therefore, a crucial task of information stud-
ies today is to provide an explanation of information that can help us understand
the basic aspects of information and the relationships between them. In order to
explain the concept of information, two kinds of work need to be done. First, there
is conceptual analysis, “...... in a paradigm case, an analysis embodies a definition;
it specifies a set of conditions that are individually necessary and jointly sufficient
for the application of the concept. For proponents of traditional conceptual analy-
sis, the analysis of a concept is successful to the extent that the proposed defini-
tion matches people’s common sense about particular cases, including hypothetical
cases that figure in crucial thought experiments” (Fallis 2015; Margolis and Lau-
rence 2019). Accordingly, the strategy I use in the chapter has the following steps:
(1) Proposing an imagined scenario of information that is common in everyday life;
(2) deriving a folk notion of information from the scenario; (3) figuring out the set
of conditions that are individually necessary and jointly sufficient for each aspect
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of information through conceptual analysis; (4) and discussing the implications of
the definitions for formal theories for each aspect of information. Why conceptual
analysis is necessary for explaining information? While the concept of information
is widely used in science, “[i]tis, ...... , employed somewhat differently in each, to
the extent that the aspects of the concept that are most relevant to each may be al-
most entirely non-overlapping”(Deacon 2007). This points to the need to articulate
the meaning of information both clearly and conceptually. This is what conceptual
analysis can provide. With conceptual analysis as the starting point, we can engage
with the second kind of work: Theory construction. Unlike the conceptual analysis,
being analytic that specifies the set of conditions defining each aspect of informa-
tion, theory construction is synthetic, which aims to provide explanations about the
mechanisms underlying the processes of information. Nevertheless, this is not the
place to fully unfold the theory and the chapter focuses on the former.

The chapter argues that information has three unreduced aspects, structural,
referential and normative and specifies the individually necessary but jointly suf-
ficient conditions for defining each aspect through the conceptual analysis. The
analysis also shows, as a result, that those three aspects are hierarchically depend-
ent that normative information depends on the referential which depends on the
structural. The thesis argues against pan-informationalism, which claims that in-
formation is monistic and everywhere in the cosmos. The structure of the chapter
is arranged as such, in Section 2.2, I begin with an imagined scenario to illustrate
a folk idea that information is a tripartite phenomenon: Information is something
carried by signal about something for some use. In this conception, information
has three aspects: Structural, referential and normative. The conceptual analyses
of structural, referential and normative information are made in Sections 2.3, 2.4
and 2.5. At last, the nested hierarchy of information that normative information
depends on referential information, which depends on structural information, is
revealed. Furthermore, possible objections to specific claims of each aspect are
dealt with in each section.

2.2 Information as a tripartite phenomenon

There is a folk notion that information is something carried by signals about some-
thing for some use.! How to understand this everyday notion of information? A
case provided by Bar-Hillel gives us a good start illustrating the basic aspects of
information captured by the common sense:

A writes on a sheet of paper “I love you” and wishes that B, 3000 miles away,
should become aware of the full content of this message, with little delay and
at a low cost. ...... A will be dissatisfied if he learns either that his message
has been scrambled up, whether into something incomprehensible like ‘K
bogl pou’ or into something comprehensible like ‘a longbow’ but with entirely
different meaning, or that an undistorted replica has been delivered a day late
(and of course, even more so if a distorted message is delivered too late).
(Bar-Hillel 1955)



A Conceptual Analysis of Information 25

The case describes a scenario of communication in which information is transmit-
ted. I call the scenario A ¥ (love) B. In 4 ¥ B, there is an informer or source, A4,
two converters, the telegraph machines encoding and recoding the message, the
channel which transmits physical signals encoded by a converter and an informee,
B. The whole scenario constitutes a communication system, whereby what is trans-
mitted from A4 to B is information. In other words, information flows from 4 to B
through the chosen system of communication. Furthermore, communication and
information are distinct. Communication is the transmission of information from
source to receiver concerning about the origin and end of information. Neverthe-
less, if we want to understand information, it should be discussed in the context of
communication.

What the setup describes is a linguistic communication between two human be-
ings. Human linguistic communication is the most sophisticated information pro-
cess that we know. Synchronically, information processes in the living world are
much richer and more diverse than linguistic communication. Apart from the lin-
guistic form of information processes, there are various extant signaling phenom-
ena, ranging from chemical signals, employed by bacteria and plants, to the signals
that animals employ to communicate. In addition to the information processes at
the individual level, there are also others at sub-personal levels, including genetic
information, hormones, etc. Furthermore, the relationship between the information
and its linguistic carriers is conventional. There is also natural information, for ex-
ample, smoke carries the information of fire, dark cloud conveys the information of
raining and tree rings embody the information of the age of trees. Grice (1957) was
the first to distinguish natural from non-natural meaning. Grice was followed by
Millikan (2004) in defining information as both intentional and natural signs. Do
all these events have something in common when treated as being informational?
If not, why should we seek to all of them in a concept of information? What are
the differences and connections between linguistic and other forms of informa-
tion processes? There is no doubt that these are crucial questions of information.
However, the conceptual analysis of information is far from being enough to an-
swer these questions. Instead, it requires a comprehensive theory of information.
Consequently, these wider questions are out of the scope of this limited paper.
On the other hand, the purpose of this chapter is not irrelevant to the wider goal,
since the construction of a theory of information should take conceptual analysis
as a premise. In other words, making a blueprint is a prerequisite, a first step, in
building a concrete edifice. The conceptual analysis is the blueprint of the theory
construction.

In theories of evolution, it is widely believed that the linguistic capacity of
Homo Sapiens evolved from the primary information processing capacities of
primitive organisms (Deacon 1997). Yet, by taking this scenario as an exemplar of
information processes, the whole evolutionary history of information is skipped.
As a result, some may argue that this chapter forgoes the possibility of information
unification via an unfolding process of increasingly sophisticated information pro-
cesses. Yet, this chapter agrees that the theory construction of information would
considerably benefit from illuminating the evolutionary history of information.
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However, I believe that to begin with a daily scenario is a much easier way to think
of a complex phenomenon.

When we say that we collect, store, transmit and retrieve information, it im-
plies an obvious but widely accepted notion: Information is an objective com-
modity whose generation, transmission and reception are independent of any
pre-existing interpretive processes and transferred from senders to receivers
through channels in communication systems (Dretske 1981, vii). It is the mes-
sage “I love you” that is transmitted from A to B via the telegraph in the above
scenario. The message is an objective commodity that what the symbols rep-
resent, the content of the message and the physical signals in which the mes-
sage are coded and transmitted are independent of any preexisting interpretive
processes.

Given that the message is transmitted without distortion, is the message infor-
mation? Well, it is hard to say. There are several potential scenarios whereby no
information is transmitted even though there is a message. First, if 4 actually does
not love B and is just making a joke, then B receives not information but misin-
formation. It will be argued later that misinformation is not information. Second,
if A4 does love B but B already knows it, then the message is not information as B
has already known it, given other things equal. Third, if the message accidentally
is sent to another person, D, then the information transmitted is “A loves D,” given
D believes that the message is supposed to send to her/him. So, it is clear that the
information transmitted from 4 to B is not necessarily identical to the meaning
contained in the message. In these cases, information is confused with the meaning
of or the words representing the meaning of the message while information is not
identical with them.? Then, what is information? 4 ¥ B scenario helps.

In 4 ¥ B, A will be dissatisfied with three hierarchically nested situations:
(i) Distorting his or her message into incomprehensible signals; (ii) the message
contains comprehensible signals but which a different meaning for B than intended
by A4; (iii) or delivering the message too late to be useful. Say the three situations
are hierarchically nested means that, when a message satisfies its expected pur-
pose (usefulness), it presupposes the message conveys the correct meaning, which
presupposes that the symbols representing the meaning are not distorted. These
three situations actually correspond to three basic nested aspects of information.
These three aspects are signals, aboutness and forness. The usefulness of infor-
mation presupposes aboutness, which presupposes signals. In turn, the usefulness
hierarchically depends on aboutness which hierarchically depends on signals. The
hierarchically nested dependence of these three aspects will be further articulated
in the conceptual analysis of each aspect. It is consistent with our everyday usage
of information. We have a variety of terms to talk about those three aspects: Syn-
tactic, semantic and pragmatic information; measurement, meaning and usefulness
of information; quantity, content and value of information, and so on.

“It is hardly to be expected that a single concept of information would satisfacto-
rily account for the numerous possible applications of this general field” (Shannon
1993, 130). Shannon can be regarded as the originator of the widely accepted idea
that information has three aspects. Weaver’s classification is also well-known.
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He formulates his classification in terms of communication. If a piece of informa-
tion is to be transmitted successfully via communication, then three levels of prob-
lems must be solved: Technical, semantic and effectiveness. The technical problem
concerns the accuracy of the transmission of the symbols of communication. The
semantic problem relates to “the identity, or satisfactorily close approximation,
in the interpretation of meaning by the receiver, as compared with the intended
meaning of the sender” (Shannon and Weaver 1964, 4). The effectiveness problem
focuses on “the success with which the meaning conveyed to the receiver leads to
the desired conduct on his part” (Shannon and Weaver 1964, 5).

Contemporary researchers have also proposed their conceptual classifications
for specific purposes since the 1950s. I’ll just review a few instances among many
here. Bates’ classic works (2005; 2006) classify information into three forms:
Information 1 (the pattern of organization of matter and energy), information 2
(pattern with meaning) and knowledge (mental states of a mind as the result of be-
ing informed by the pattern with meaning). Floridi (2011) argues that information
can be viewed from three perspectives:“information as reality (e.g. as patterns of
physical signals, which are neither true nor false) ...... ; information about reality
(semantic information, alethically qualifiable); and information for reality (instruc-
tions, like genetic information, algorithms, orders, or recipes).” Deacon (2017)
uses physical, referential and normative information to refer to these three perspec-
tives. Harms (2006) argues that there are three crucial concepts of information: Sta-
tistical, semantic and physical. Similarly, Gregersen (2010) formulates these three
as counting, meaning and shaping information. It is necessary to note that, when
listing the accounts of information above, it did not imply that the tripartite division
mapped to each other accurately. Nevertheless, it is obvious that they have some
similarities. The question might be asked: Do we need another attempt to clarify
the concept of information? A lack of an adequate conceptual analysis of informa-
tion is a major part of the concern. The existing conceptualizations of information
are lacking in some way with respect to conceptual analysis.

For examples, In Bates’ (2005; 2006) and Linski’s (2010) formulations, knowl-
edge as a mental state is defined as the result of one’s mind being informed. Surely,
knowledge is deeply involved in the normative aspect of information, as we will
see in Section 2.5. However, it is not the only result of one being informed. There
are also changes of one’s actions. Floridi’s insightful classification and his pres-
entation of the map of information covering structural, referential and normative
information inspired my research a lot. The classification even implies the hierar-
chy of those three aspects in the map of information he presents (Floridi 2010, 18).
Nevertheless, more comprehensive and explicit analysis, I believe, is still needed.
A problem of Harms’ theory is that statistics is a property of physical (structural)
information, not in parallel with it. This will be argued in Section 2.2. Neverthe-
less, the analyses presented in the chapter benefit a lot from those past works and
even in which many ideas are directly cited from them. What the chapter originally
contributed to information studies is that it tries to integrate those ideas through the
rigorous method of conceptual analysis and thus to specify the individually neces-
sary and jointly sufficient conditions for defining each aspect of information.
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In the history of information studies, the most enduring framing of the three
aspects of information is syntactic, semantic and pragmatic information though
people also use other terms as being shown above. These terms are borrowed from
linguistics originated from Charles Morris. This is a language-centric way to frame
the classification (Deacon 2017). However, this linguistic framing of information
theory has several shortcomings. First, it is obvious that terms are at the center
of debates in contemporary philosophy. They are heavily theoretically loaded and
thus not a good starting point to begin to understand such concepts. Second, it is
widely believed that information is more basic than language. Linguistic symbols
are just one kind of sign that conveying information among many. Language is a
special derived case of information, nor a generic one. Furthermore, applying lin-
guistic glossaries—like syntax, semantics and pragmatics—to information studies
may mislead us into confusing linguistic symbols conveying conventional mean-
ing with natural signs carrying natural meaning (Grice 1957; Millikan 2004). This
would obscure critical semiotic distinctions between them and overlook a possible
continuum involving them. This chapter adopts Terrence Deacon’s terms, namely,
structural, referential and normative information, to represent these three aspects
of information. Next, let us turn to the three situations that dissatisfy 4, in order to
illustrate these three aspects of information.

2.3 Structural information

In A ¥ B, 4 is not satisfied with (i) because his message is distorted into an incom-
prehensible symbol sequence. This concerns the pattern of symbol sequences or
signals carrying information. It is obvious that the pattern of signals can be multi-
ply realized by different physical media. In the case of 4 ¥ B, the pattern of “I love
you” is realized by ink on the sheet of paper written by A, or by electric signals
during the transmission by telegraph. Furthermore, it is impossible to imagine that
there is a pattern without it being manifested by physical medium—unless you
believe Plato’s account that eidos is real. That is to say, patterns are realized but not
determined by the physical. We call this pattern of signals, structural information.

In order to provide a definition of structural information that necessarily and
sufficiently explains it, we should first specify the necessary elements of it, check
the possible relationships between them and then argue which are necessary for it.
Jointly, the elements and relationships between them are sufficient for structural
information because all the necessary elements and relationships between them are
included. Moreover, the conceptual analyses of referential and normative informa-
tion also follow the strategy. In the case of structural information, as we can see,
ceteris paribus, there are two necessary elements: Pattern and its physical
realizer(s). Then, the definition of structural information should answer the follow-
ing questions: What is a pattern? What is the relationship between a pattern and
its physical realizer(s)? Does a pattern identify with its physical realizer(s)? If not,
what is it?

With respect to the questions, we call an aspect of information structural in-
formation (Str) if and only if it has the following properties: (a) it is the pattern or
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difference manifested by the physical medium; (b) it is realized by the physical but,
nevertheless, the physical is neither sufficient nor necessary for it; (c) it is concrete
abstraction.

(a) states that Str is the formal aspect of information. In Floridi’s terms, we can
understand Str as difference de re metaphysically,“i.e. mind-independent, concrete
points of lack of uniformity (Floridi 2011, 356). Floridi (2010, 17) defines data as
the distinction between two uninterpreted variables. The lack of uniformity, or dif-
ference, comes from symmetry breaking (Collier 1996). Since Str is the lack of uni-
formity in a physical medium, it is realized by the medium’s physical properties.

In this scenario, Str refers to the linguistic symbol sequence, “I love you,” Morse
Code, and electronic signals. Those are arbitrary products intentionally produced to
serve certain functions. However, we should not be misled into thinking that Str is
limited to arbitrary sign vehicles. Where there is symmetry breaking or change of
state, there is Str. Examples of St include agitated states of fundamental particles,
a gamma-ray burst of a stellar system far away from Earth, smoke, dark cloud, etc.,
are all Str.

(b) states the relationship between St and its physical medium. Informational
relationships surely depend on underlying physical processes but do not identify
with them.? There is no problem that St is realized by physical properties. For
example, the same symbol sequence, “I love you,” is realized by physical proper-
ties, not matter of A’s voice, ink on a paper, or electrical signals. Thus, St depends
on physical processes. It is also clear that the sequence is multiply-realized by
different physical properties. Thus, Str is not identified with physical processes.
Furthermore, a physical relationship is neither necessary nor sufficient for an infor-
mational relationship.

A physical relationship is not necessary for relaying informational. Two events,
E, and E, have a physical relation when they materially or energetically connect
with each other. In terms of Str, £, and E, have informational relation when the Str,
as known as “form” or “pattern” of £, can be detected from E,. Physical events,
of course, can be informative. A gamma-ray burst detected by a Fermi Gamma-ray
Space Telescope conveys the St of a stellar system which is billions of light-years
away from us because the former is physically caused by the latter. The ring of
a doorbell tells of the arrival of a visitor outside of the door because the ring is
physically activated by the visitor. However, St is not determined by physical rela-
tions. It will be argued later that, according to Shannon’s theory, the quantity of the
generated Str of a physical event is not determined by the events itself. That is to
say, the quantity of St generated by the event is not determined by the physically
present event but by physically absent ones. Some may argue against this that only
when the event physically happens can there be St even though the quantity of Str
is not determined by the physical presence of the event. Therefore, it seems that a
physical relation is necessary for Str. However, even absent physical events can be
informative. “No news is good news!” In addition, imagine a boiler has a reliable
alarm. If the pressure inside the boiler increases beyond the safety threshold, the
alarm will be triggered via both sound and light. But if the alarm is not triggered, it
indicates that the pressure of the boiler is below the safety threshold.
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A physical relationship is not sufficient for informational relations. Although
any causal sequence of physical events can be Str, the sequence itself cannot deter-
mine which St matters. For example, in the case of a doorbell ringing, the ring is
the signal that conveys the information of the arrival of a visitor. At the same time,
the process is a physical causal process: The sound heard by the person inside the
dwelling is caused by the vibration of the ring consequent to the electric current,
the result of the interaction between two pieces of sheet metal located in the door-
bell, which is itself triggered by pressing the doorbell by the visitor. Obviously,
there are many physical events which happen in the entire process and the differ-
ences or forms realized in any one of them are Strs. However, we believe that the
ring conveys the Str of the arrival of the visitor rather than other Strs. It means that
a detailed explanation of the causal chain of the process cannot explain what Str
is conveyed in the chain of events.* This implies that a physical relationship is not
enough to be an informational relationship. This will be further argued in Sections
2.4 and 2.5.

Since any difference or constraint is Str, Str is ubiquitous in the universe. There
are scholars who argue that information is St (Zuse 1967; Wheeler 1989; Stonier
1997; Schmidhuber 1997; Dodig-Crnkovic 2011). The view is called pan-informa-
tionalism or digitalism. The argument of this chapter is that such a view is unten-
able. This is because, first, if the information identifies with Str, then we cannot
distinguish information from physical events, which always have certain structure.
Second, information has the property of intentionality, that is, it is about some-
thing. The signal sequence, aka Str, conveying content is not equal to the conveyed
content (Carnap & Bar-Hillel 1952b; Bar-Hillel 1955). Even if a physical event
provides Str, it tells us nothing about either the referential relationship between
it or its reference and significance. Therefore, information is more than Str. Str is
potentially informational but is not itself information. Further, if information is just
form, pattern, difference, organization, structure, etc., then, why do we still talk
about information? In that case, the concept of information would be redundant.
One reason that we need the concept of information is that it is different from
physical events.

If Str does not identify with its physical medium, where is its place in the physi-
cal world? (c) explains what St is. A long-lasting metaphysical question relating
to Str is that where is the place of form or Platonic eidos in the physical world? It
seems that forms, patterns, or structures are something that are added to the physi-
cal world. We have only two ways to answer the question: First, following Plato,
Str is something abstract but real that is essentially different from the physical.
Second, Str is something interpreted by observers, it is not real in the sense of the
physical and only exists in observers’ minds. Since the first option has long been
rejected, the second one seems to be the only choice. That is to say, differences,
patterns, forms, structures, organizations, etc., are observer-dependent, not real
(Deacon 2012a, 187-189). However, the option leads to a dilemma: On the one
hand, it is anti-intuitive that we believe that St is as real as triangles, rectangles
and circles in common sense; on the other hand, if it is right, it has to solve a harder
problem, how could mind produces S#? The problem implies a regress:“[T]o
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attribute physical regularity [aka. Str] to some perceived or measured phenomenon
presumes a prior mental regularity or habit with respect to which the physical regu-
larity is assessed”’(Deacon 2012a,189). Therefore, the option only postpones the
problem rather than solves it.

Deacon uses “constraint” to try to explain away the dilemma. Technically, con-
straint is a term used to describe some reduction of degrees of freedom of change
or a restriction on the variation of properties that is less than what is possible. Us-
ing constraint to define Str in a negative way saves Str both the feature of being
abstractly general and of being concretely real.

The general logic is as follows: if not all possible states are realized, variety
in the ways things can differ is reduced. Difference is the opposite of similar-
ity. So, for a finite constellation of events or objects, any reduction of differ-
ence is an increase in similarity. Similarity understood in this negative sense
— as simply fewer total differences — can be defined irrespective of any
form or model and without even specifying which differences are reduced.

( Deacon 2012a, 190)

In short, constraint or Str is the elimination of certain specific features that could
have been presented. Str is abstract general because this formulation preserves the
feature that St is the similarity of different particular objects or events. St is real
because it is the result of the elimination of particular features that could have been
presented, which is the result of certain specific particular processes or events. This
will be fully argued in chapter 3.

Since Strs are the results of particular processes, they must have an extension im-
plying that it is measurable. St is measurable in two senses: intrinsically and extrinsi-
cally. In the case above, Str is the symbol sequence “I love you.” It is composed of
ten tokens including eight letters and two blank spaces. Since the aim of the telegraph
company is to gain as much interest as possible in sending the message, then the com-
pany has a vested interest in providing the service as cheaply as possible. To do that,
the company needs to find the shortest way to encode or describe the sequence, or, to
measure how much St the message contains in terms of the number of bits required
to describe it. In other words, the complexity of the sequence should be known in or-
der to transmit it most efficiently (Li and Vitanyi 2008, 101). The way to measure the
quantity or the complexity of Str is the Kolmogorov complexity or algorithm infor-
mation independently established by Kolmogorov (1963; 1968), Solmonoft (1964a;
1964b) and Chaitin (1987). We can see that the complexity of a signal sequence is de-
termined by itself and we do not need to consider other things than the sequence itself
to measure its Str. Therefore, we say Str is intrinsically measurable in this sense. This
is different from Shannon’s way of measuring the quantity of Str, which is extrinsic.

In Shannon’s mathematical theory of communication, information is defined
as the reduction of uncertainty (Shannon 1948). The degree of uncertainty is de-
termined by how many alternatives there are. The more alternatives, the more un-
certainty. Thus, the more alternatives are reduced, the more information is carried
by the sent signal. That is to say, the quantity of Str carried by a signal is not
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determined by the signal itself but by alternative signals that might have been sent.
Suppose there are two equally possible states of a source, S, and S, and two avail-
able signals, M, and M,. M, represents S, and M, represents the other. If S, actu-
ally happens, then the quantity of information carried by M, is 1 bit according to
Shannon’s formula. Given §, and §,, M, and M, unchanged and suppose that there
are two extra possible states and two signals, then M, carries 2 bits of information
rather than 1 bit. In these two situations, S, and M, do not change, but the quan-
tity of information generated and transmitted changes. Therefore, the quantity of
information measured by Shannon’s theory is determined extrinsically rather than
intrinsically.

2.4 Referential information

In A4 ¥ B, (ii) is not satisfactory for 4 because the delivered message has a different
content from the original, although the transmitted St is meaningful and thus com-
prehensible. The symbol sequence “I love you™ as a sentence has the same meaning
with the symbol sequence “Je t’aime” although their patterns are different. Thus,
the referential content of a message does not identify with the pattern, namely Str.
In other words, there is no intrinsic relation between the content of a message and
the pattern of a signal’s medium. B will know A4’s true belief about the love between
them through the message and thus reduce her uncertainty on 4’s feeling on her.
This is referential information.

In the case of referential information, ceteris paribus, there are three neces-
sary elements: Str, the referential relationship and the object or event the Str
refers to. Then, the definition of referential information should answer the fol-
lowing questions: What is a referential relationship? Is a referential relationship
determined by the intrinsic properties of Str? Is a Str dedicated to referring to an
object(s) or event(s) intrinsically? Or is a referential relationship determined by
the referent?

With respect to the questions, we call an aspect of information referential infor-
mation (Ref) if and only if it has the following properties: (a) it is the relation of a
signal (Str) to the object it refers to; (b) it depends on Str that the latter is its vehicle
but not determined by it; (¢) it is intrinsically alethically neutral.

(a) states that Ref'is the aboutness aspect of information, that is, the referential
relationship between information and the things it refers to. Roughly speaking,
when the probability of the occurrence of a signal given the referent the signal
(Str) refers to is different from the probability of the occurrence of the signal per
se, we say that there is a referential association between the signal and the referent
(Shea 2018, 76). The referential relationship is not intrinsic between the signals and
things the signals are about. For example, the Ref carried by the message “Jinping
Xi is the president of the People’s Republic of China in 2020 has no direct physi-
cal relation to the event that “Jinping Xi is the president of the People’s Republic
of China in 2020.” Furthermore, the message given above can be expressed by
different languages (symbols) in different physical forms (e.g., sound, ink, electric
screen, etc.), it means that Refis multiply realizable. As a result, Ref has no intrinsic
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relation to Str. This is what (b) claims. Think of (b) in the other round, the definition
of Ref presupposes Str. Therefore, we can say Ref hierarchically depends on Str.

It is easy to confuse Ref with meaning. Despite their superficial similarity, Ref
is different from meaning. First, meaning is a polysemantic concept, as the phi-
losophy of language shows. When we say, for instance, “What is the meaning you
want to express?,” we are pointing to the semantic content of a sentence. “What
is the meaning of life?” refers to the significance or value of life. The connotation
of Ref'is actually much clearer although not entirely free from confusion. Second,
while the semantic content may be close to Ref, it is a linguistic-centered concept,
whereas Ref is more fundamental and is not limited to linguistic phenomena, as
already argued above.

Third, the Ref conveyed by a symbol may not identify with its conventional
meaning.’ On the one hand, the Ref conveyed by a sign may exceed the conven-
tional meaning of the sign. For example, when I see a sentence on a paper, I may
get the information of its original source once I read the sentence in its original text
and remember it. “...... [H]ence the information carried by that signal depends in
part on what one already knows about the alternative possibilities” (Dretske 1981,
43). This is what exactly Shannon (1948) tells us about in his theory of informa-
tion. On the other hand, natural signs like the footprints of animals on earth, a
tree’s growth rings, dark clouds, someone’s facial expression and so on, have no
conventional meanings. Yet, they surely carry Ref. Furthermore, symbols which
have meaning may not convey any Ref at all. In 4 ¥ B, the message “I love you”
sent to B by A is information for B only when B does not know that 4 loves him or
her. If B already knows that 4 loves him or her, then the message is redundant not
informational for B, although there is no change of meaning. Moreover, if I speak
to my wife that “I am busy writing my book,” while I am actually playing a game
on my mobile, then the words convey no information to my wife because I am not
telling the truth. In other words, the meaning represented by my words does not
correctly correspond to the facts. The scenario implies that Ref is necessarily true.
This is so-called the veridicality thesis.

I agree with the veridicality thesis. However, misrepresentation is not unusual.
A spy deceives enemy personnel by intentionally spreading false information
(disinformation). An unaware guard mistakes a stranger for a leader (misinforma-
tion).® Intuitively, we do not think that there is any information conveyed in these
two situations. Why does information have to be true? According to a formula-
tion of Shannon’s communication theory, information is the reduction of one’s
uncertainty about a subject by eliminating alternative possibilities (Berger and
Calabrese 1975). False information cannot eliminate alternative possibilities and
reduce one’s uncertainty. Suppose B loves 4 but does not know whether 4 loves
him or her or not before the scenario takes place. In other words, B is uncertain
about A4’s feelings. After receiving A’s message, B’s uncertainty is reduced on the
condition that the message corresponds to the fact that 4 loves B. If 4, in fact,
does not love B and sends the message to play with the recipient’s feelings, then
B may be misled to personally believe that the uncertainty is reduced but not ac-
tually. In the scenario, it is disinformation. According to the misleading nature
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of disinformation, Fallis names disinformation as misleading information (Fallis
2015). As a result, veridicality is an intrinsic property of information.” It implies
that neither misinformation and disinformation are kinds of information. Then,
why do we still call them mis-information and dis-information? Dretske (2007)
argues that “[t]his is a pretty heavy-handed treatment of ordinary language.” That
is to say, misinformation and disinformation are not information—just like decoy
ducks are not real ducks.

Superficially, the discussion of the veridicality thesis is inconsistent with (c),
which asserts that Ref'is intrinsically alethically neutral. Actually, it is not. Veridi-
cality is a property of information but not of Ref. What Ref characterizes is just
the referential association between signals (S#) and their referents. However, Ref
cannot determine the relation itself because anything associates with anything in
one way or another. Think of the door ring scenario proposed in the last section.
The sound of the ring can be about any event in the causal chain. Therefore, to
discuss the truth value of Ref by itself is empty. Why the ring sound is dedicated
to convey the information of the arrival of visitor? Because it is designed to be so
by its designer’s intention. Therefore, the problem of referent-determination of a
signal is about the normative aspect of information. It is a topic discussed in the
next section.

Many people believe that Ref'is measurable and seek to construct ways to define
the quantity of Ref (see, for examples, Bar-Hillel & Carnap 1953a; 1963b; Floridi
2004; Skyrms 2010a; 2010b). Other scholars disagree with this interpretation. For
example, Dretske (1981) argues that, given the receiver already knows about the
possibility of the source, only when the conditional possibility of s being F'is 1,
can we say that a signal carries the information s is F. If the sent and the received
messages are different, even slightly, then qualitatively they are two different mes-
sages. However, the interpretation does not hold for all possibilities as it is counter-
intuitive (Scarantino 2015; Stegmann 2015). For example, intuitively, the message
“Luciano Floridi is a male Italian philosopher of information” carries more Ref
than the message “Luciano Floridi is a philosopher.” But in what sense? Accord-
ing to Bar-Hillel & Carnap (1953b), the possibility of occurrence of the former is
less than that of the latter. In contrast, because Bar-Hillel and Carnap’s approach
leads to a paradox that an analytic proposition carries no Ref and a proposition of
contradiction carries infinite Ref,® Floridi (2004) would argue that the degree of the
truth brought by the former is larger than the latter. Skyrms (2010b) would claim
that the former has more Ref than that of the latter because the former has more
vectors. The argument of this chapter is in contrast a pluralist position regarding
how to characterize the quantity of Ref. So long as a theory of the measurement of
Ref fulfills its designed purpose, then it is acceptable. Nevertheless, it is not clear
that the claim that Ref is measurable conflicts with Dretske’s assertion. That two
messages with minor differences are qualitatively two different messages does not
mean that they are quantitatively incomparable. So long as one provides an accept-
able standard of understanding, then they are comparably measurable. Qualitative
differences matter in normative information, which will be examined in the next
section.
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2.5 Normative information

In A ¥ B, 4 is not satisfied with (iii) because the delayed message cannot fulfill his
purpose. It cannot make the difference he or she wants, in Bateson’s terms (1972).
Suppose B is getting engaged to another person next day. This is despite the fact
that she loves A4 but cannot wait any longer, because she does not know 4’s mind
and their family is pressing for a decision. So, 4 has to let B know that he loves her
before the engagement, or nothing can be resolved. It follows from this that infor-
mation is sensitive to time, although the delivery of words and their content does
not change. More generally, information is contextually sensitive. For example,
the delivered message has a different value for 4 compared to the telegrapher who
sends it. Why A4 can use the symbol sequence “I love you” to express the thought
to B is because the symbol sequence has the same meaning for both 4 and B. Put
differently, the symbol sequence “I love you” is supposed to serve the function
that one expresses love to the other in a two-person communication. The same is
the case with Ref. That is, A does not care about how the message is symbolically
(Str) delivered, wishing primarily to understand that the message was delivered
correctly and on time. We call this aspect of information, normative information.

In the case of normative information, ceteris paribus, the necessary elements
of normative information are Ref carried by Str, the effect caused by Ref and the
value for the user of the information. Then, the definition of normative information
should answer the following questions, why a signal is dedicated to be about a cer-
tain referent? What is the relationship between Ref and the effect it causes? What
is the relationship between Ref, the effect Ref causes and the value for information
users?

With respect to the questions, we can call an aspect of information normative
information (Nor) if and only if it has the following properties: (a) it is stabilizedly
useful for information users; (b) it depends on but is not determined by Ref; in turn,
it determines the specific referential association between a Str and its referents, and
thus determines Ref of the Str; (c) it is sensitive to contextual factors.

Nor is concerned with information’s usefulness aspect. An intuitive way to de-
scribe it is that Nor is a difference-maker (Scarantino 2015). As Bateson (1972,
453) claims correctly, it is “a difference which makes a difference.” Bateson takes
advantage of the ambiguity between two meanings of “make a difference,” that
is, “to matter” and “to cause to change” (Deacon 2012a, 332). Nor is always for
some end, relating intrinsically to usefulness. Only when a message can change the
epistemic or action state of a receiver can we refer to it as Nor. For example, the
message “a whale is a mammal” would be new information to people who lived in
China 2000 years ago. But it is not (new) information for most people today be-
cause it is well-known and thus redundant losing its novelty. That is, the informa-
tion does not change their epistemic state. It leads to (b). The value of information,
aka Nor, is contextually sensitive with respect to time, individual receivers and
other factors. For example, “Terrence Deacon is a faculty member of the Depart-
ment of Anthropology, University of California, Berkeley” is not Nor for me, but it
is for my mother. This is what (c) asserts. It will be further explained later.
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(a) not only states that Nor is useful for users but also stabilizedly useful. This is
called proper function or stabilizing function of a message (St + Ref) by Millikan
(1984a; 2005). It means that it is the same information supposed to always reli-
ably to serve a specific function. For example, in 4 ¥ B, the message “I love you”
is always supposed to serve the function that a person employs to express her/his
love to other people. This makes communication as an interpersonal enterprise be
possible. Why does a message stabilizedly and reliably realize a certain function?
A user of information may employ (interpret) a physical token as a Str being about
anything since anything associates with anything in one way or another. However,
not any way of employing the physical token, or any Ref, serves a certain function
that contributes to the interest of the user. Only those Ref that contributed to the
function in the past is stabilized as the Nor of the St (Millikan 1984b; Neander
2017; Shea 2018). As a result, the Ref of a Str is determined in the stabilizing pro-
cess. Moreover, emergence of Nor as stabilizing processes of the Ref of Strs has
taken the existence of Ref'and Str as premises. It is the stabilized relationships be-
tween Ref and Strs, and the resulted effects that define Nor. This is what (b) claims.
Moreover, as we can see, Nor presupposes Ref, which presupposes Str. Thus, Nor
hierarchically depends on Ref, which depends on Str.

Furthermore, Nor concerns with the effect of information. It implies that in-
formation has causal power. The causal power of Nor as a difference maker does
not derive from its physical realizer. Wiener claims that, “Information is informa-
tion, not matter or energy” (Wiener 1948/1961, 132). The claim is raised at the
end of Chapter 5 of his magnum opus, Computing Machine and Nervous System.
Wiener recognizes that any mechanism that processes information must cost a cer-
tain amount of energy, no matter whether it is a computer or a brain.® However,
the physical consequences caused by information cannot be explained by the en-
ergy cost. Therefore, there is no intrinsic relationship between Nor and its physical
embodiment.

How to understand the contextual sensitivity of Nor regarding the proper
function of a message is stabilizing and reliable? I think the crucial reason lies
in a confusion between two different levels of Nor. Nor can be understood as
either a type or a token under different conditions: (a) and (b) in the definition of
Nor are at different levels. When Nor is in (a), it refers to its proper function and
thus being a type. It is a token in (b) when realizing its proper function (Nor,)
in actual contexts. Nor can be seen as a token in two senses: First, what an in-
dividual intends to do with a message (Nor,), and second, the actually realized
consequences after receivers receive the message and take actions accordingly
(Nor,). Taking A ¥ B as an example, the Nor, of the message for 4 is to let B
learns that he loves him or her. If the message is delivered successfully with no
distortion and B does not know that 4 loves her before they receive the message,
then the Nor, is that B learns a new knowledge that 4 loves her. In this case,
Nor,, Nor, and Nor, are consistent. But there are cases in which these three are
inconsistent. For instance, if 4 actually does not love B but intends to play with
her feelings, then the Nor, of the message mismatches the Nor,. If the telegra-
pher at the decoding end wrongly decodes the message into a German one, “Ich
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Liebe Dich,” and B happens to know no German, then the Nor, for B will be that
A sends meaningless symbol sequences. That is to say, Nor, is inconsistent with
Nor, and Nor,.

If Nor is understood at these two different levels, there will still be some remain-
ing questions: What are the relationships between Nor,, Nor, and Nor,? How does
Nor, as a type emerge? Does it emerge from Nor, and Nor,, namely a type from
tokens? In turn, how is Nor, realized to be Nor, and Nor, that is, type to token?
An underlying metaphysical question is: Can non-physical entities have physical
consequences?

These questions intimately connect with the theorem of double contingency in
communication (Vanderstracten 2002), first proposed by Talcott Parsons (1951)
and further investigated by Niklas Luhmann (1984). The theorem proposes a con-
ceptual possibility that miscommunication happens in social interactions. Suppose
two human agents, Amy and Billy, interact with each other through a set of signals.
For Amy, as a part of the communication, she has to choose a signal that properly
represents her idea and successfully achieves her intention. While for Billy, that
is, the other aspect of communication, he has the freedom to choose his own way
to understand Amy’s signal. The double contingency in the example refers to the
freedom of both parties to make alternative selections of her/his own interpretation.
That is to say, how Amy and Billy understand the signal is contingent. It is pos-
sible that the ways are different: Amy’s understanding is different from Billy’s. As
a result, miscommunication can occur. However, communication is normal, while
miscommunication is rare in social life. Why?

It is clearer to illustrate the theorem of double contingency through Nor. The
ways Amy and Billy personally understand the signal are Nor,s for each. Re-
spectively, the result of one’s Nor, is the Nor, for the other. In the case of mis-
communication, their Nor s are different from each other and, as a result, Nor,
is inconsistent with Nor, for each. Communication is normal while miscommu-
nication is rare because there is Nor, of the signal. For each, Amy’s and Billy’s
Nor, and Nor s are consistent with Nor,. Thus, the problem of communication
is translated to the questions mentioned above. However, providing answers to
those questions is the project of theory construction rather than of conceptual
analysis.

As far as [ know, compared with the discussion on how to measure the quantity
of Str and Ref, there is relatively less discussion on the measurability of Nor. Mark
Burgin (2010) is an exception. He reviews three kinds of theories of Nor: Eco-
nomic, mission-oriented and transformational approaches. A natural way to think
of Nor is to consider the value of information has in decision-making and action.
Nor is determined by its contribution to one’s decision-making and the outcome
of her action according to the decision. It can be measured by the changes of the
probability distributions of one’s expectations and of the effects of actions with
respect to the intended goal (Burgin 2010, 414). It is easy to make correspondences
between the theories and the terms I employ in the paper: Changes of expectation
correspond to Nor,, the actual effects of actions to Nor, and the stabilizing prob-
ability distribution of those two to Nor.



38 Information in a Physical World

Moreover, it is necessary to note that Nor, is not the average of Nor s and Nor s
as Millikan (1984a; 2004; 2005) has emphasized. The theories reviewed by Burgin
are about the average of Nor, and Nor,. Therefore, a formal theory of Nor, is still in
need. Signaling games theory first proposed by David Lewis (1969) and further de-
veloped by Brian Skyrms (2010a) may fill the vacuum. Signaling game theory aims
to explain how the meaning (Nor) of signals spontaneously emerges and evolves in
social interactions between senders and receivers.

Another way to formally characterize Nor was proposed by Charles Sanders
Peirce which has been rediscovered by researchers today (DE Tienne 2005; Noth
2013; Liszka 2016). Different from those theories formally characterizing informa-
tion through calculus of probability, Peirce uses logical quantities to measure Nor.
The theory measures information contributing to the growth of knowledge through
measuring the changes of the breadth and depth of knowledge. I think that, despite
of the methods employed, the theory is not incoherent with those theories discussed
above if we understand knowledge as justified true beliefs, which are mental states
resulted of being informed.

In the conceptual analysis of the structural, referential and normative aspects of
information, it can be recognized that these three different aspects are not just dif-
ferent characterizations from different perspectives. As a result, the analysis also
reveals the hierarchically nested nature of these three aspects that they are asym-
metrically dependent on one another. Nor depends on Ref, which depends on Str. In
turn, an analysis of Str can provisionally ignore the consideration of Ref'and Nor;
an analysis of Ref requires consideration of Sz but can provisionally ignore the
consideration of Nor, while an analysis of Nor requires consideration of both Ref’
and Str. In summary, Str, Ref and Nor are hierarchically dependent. The analysis
of the hierarchy of Str, Ref'and Nor is in the same spirit of Bates (2005; 2006) and
Deacon (2006; 2007), though the approach employed here is different from theirs.
Because of the hierarchical nature of information, the concept of information can
be used in different domains at proper levels of abstraction, as Floridi (2011) has
argued.

2.6 Conclusion

Information is something carried by signals about something for some use. Theo-
rists abandoned the aboutness and usefulness of information for engineering pur-
poses in early mathematical theories. Nevertheless, the usage of the concept of
information in many fields still unavoidably involves those aspects. It leads to
much confusion regarding conflating information with many other concepts, like
messages, data, computing, codes and meaning. In order to understand informa-
tion, two kinds of work are necessary: Conceptual analysis and theory construc-
tion. Theory construction should take conceptual analysis as a premise because the
latter provides a map upon which problems of information are explicitly marked.
The chapter sought to make a conceptual analysis of information.

Although there is no agreement on what information is, it seems that people
do believe that information is a tripartite phenomenon. I adopt Terrence Deacon’s
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terms to refer to those three aspects of information: Structural, referential and nor-
mative. Structural information originates from symmetry breaking. Where there
is difference, there is structural information. Structural information is objective
and thus can be measured intrinsically and extrinsically. Referential information
concerns the referential relationship between signal and source. It should not be
confused with meaning—which occupies a central place in the philosophy of lan-
guage. Referential information is much more basic than meaning and not limited
to linguistic phenomena. It mismatches with meaning and is alethically neutral.
The normative aspect is the usefulness or function of information. It can be un-
derstood at two levels: Type and token. A signal normally has stabilized functions.
The stabilized function is a type which may be different from intentional function
and actually realized function. Structural, referential and normative information
are hierarchically nested that the normative depends on the referential, which de-
pends on the structural.

With the conceptual analysis, it is possible to construct a theory of information. I
believe that the theory of information we expect should explain structural, referen-
tial and normative information, while the most successful theories, aka Shannon’s
mathematical theory of information and algorithm theory of information, as we
have seen in the paper, are concerned only with the measurement of the quantity of
structural information. Since then, however, meaning has been lost in many formal
theories. Therefore, a task of information studies today is to restore referential and
normative aspects in the understanding of the concept of information.

Notes

1 By no means everyone will agree with the folk idea that information is a tripartite phe-
nomenon. Many people, especially those who work in science, take Shannon’s view
of information as their intuition. A motivation, if we understand correctly, behind the
movement of pursuing a unified theory of information is to go beyond Shannon’s mathe-
matical theory of communication. Other people may believe that information has some-
thing to do with people. The common sense used in this chapter is inferred from the
imagined daily scenario taken from Yehoshua Bar-Hillel (1955). Instead of uncritically
taking it as the basis for the conceptual analysis of information, we use it as a start and
then to specify the set of conditions that can define each aspect of information.

2 The confusion beween information and words (structural aspect of information) will be
articulated in Section 2.3, and the confusion between meaning and information will be
cleared in Section 2.4.

3 Dretske (1981) has argued that causal relations are neither necessary nor sufficient con-
ditions for informational relations. I agree with his argument that detailed description of
the causal process upon which an informational relation depends cannot reveal what the
information is. However, I do not think his argument that causal relation is not necessary
for informational relation is successful since his interpretation of causality is dubious.
He defines causal relation as a regular, law-like succession between two events. He
gives two cases in the book to argue that it is an informational relation but not causal.
One is that an event may indeterminately cause other three different events in equal
probability. The other is that an event causes two events. Although there is no causal
relation between the caused events, any of the two can be informed by each other. These
two cases are not causal relations according to the definition. I think his definition is
too strong to include periphery cases of causation. According to some recent works on
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causation, there is no problems to include the two cases as causal relations (See the en-
try “probabilistic causation,” in Stanford Encyclopedia of Philosophy, for instance). In
order to avoid unnecessary debates, I use a weaker concept, “physical relation”, rather
than “causal relation.”

4 The difficulty is called content-determinacy challenge is raised by Fodor (1990) in ar-
guing against the teleosemantic programme. It is also mentioned by Dretske himself
(1981). A detailed formulation of the difficulty can see Chapter 7 of Neander (2017).

5 The argument below comes from (Dretske 1981, 41-47). However, I disagree with him
that “[t]he information embodied in a signal (linguistic or otherwise) is only incidentally
related to the meaning (if any) of that signal.” I believe the relation between the informa-
tion and meaning of a sign is not just incidental.

6 Generally, the discussions of disinformation and misinformation concern with action.
See Fox (1983) and Fallis (2015).

7 Floridi (2011, Chapter 4) gives two arguments on the Veridicality Thesis. The first ar-
gument is that the use of “false” in “false information” is attributive. There will be
semantic loss if we split “false” from the whole phrase. While the use of “true” in “true
information” is predictive that without which there is no semantic loss. The second one
is a semantic argument verifying that it will be hard to understand ordinary phenomena
of semantic erosion.

8 Some scholars argue that the so-called Bar-Hillel/Carnap Paradox is superficial, see
Fresco and Michael (2016), and Floridi confuses information with informativeness, see
Duzi (2010). Even their arguments are correct, I believe that Floridi’s theory of strongly
semantic information has its own value for its supposed function.

9 This is called Landaur principle that a bit of information requires at least k7" In2 energy.
See R. Landauer (1961).



3 Information is physical (negatively)

3.1 Introduction

To naturalize intentionality or aboutness, many philosophers believe it must be
grounded in nature.' That is, the relationship of aboutness must be based on some
kind of natural correlation. Since Paul Grice (1957), natural information has of-
ten been cited as a candidate. Thus, the task for philosophers becomes one of un-
derstanding what natural information is. Dretske (1981; 1988) views it as nomic
regularities, while Millikan (1984; 2004; 2017) and others (e.g., Stegmann 2015;
Scarantino 2015; Shea 2018) locate it as correlational information.?

Taking Millikan’s conception of infosigns as an exemplar—since her theory is
among the most sophisticated—*"“an infosign is, first and foremost, a member of
an infosign-infosigned pair that exemplifies a non-accidental correlation between
signs and states of affairs, with the signs all corresponding to the infosignified
states of affairs according to the same projection rules” within a local domain
(Millikan 2017, 110). Infosign and infosigned are types of structured world affairs.
We may treat each part of the pair as two sets of world affairs. The non-accidental
correlation between the two sets represents an isomorphic mapping in a mathemati-
cal sense. That is, a property of one affair projects onto a property of the other ac-
cording to the same mapping rules. Together, we may say that one set is structurally
isomorphic to the other. In other words, the form or pattern of one type maps iso-
morphically to that of the other. Therefore, we can say that an infosign re-presents
the form of its infosigned according to the same projection rules.

Let’s illustrate this concept of correlational information, or the infosign-info-
signified pair, using Millikan’s (2004, 47-51) example. Normally, a dark cloud
serves as an infosign of rain. Statistically, given the presence of a dark cloud, the
probability of rain increases. However, according to Millikan, “strictly speak-
ing, it is not the black cloud that is a sign of rain” (Millikan 2004, 47). A black
cloud and rain belong to two distinct sets of world affairs. Members in each set
share the same structure or form. The structure of the black cloud set serves as
an infosign for the structure of the rain set. There are isomorphic mapping rules
between the two sets, according to which one structure projects onto the other.
Thus, we may say that the form of rain is projected onto the form of the cloud
according to the mapping rules. The form of the cloud re-presents the form of
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the rain. When an observer perceives the cloud, the form of rain is communi-
cated to them.

In this way, Millikan’s conception of correlational information, or the infosign-
infosignified pair, resembles the communication of form within Shannon’s frame-
work of communication systems. What originates at the source is form. This form
is carried by an infosign and communicated to the receiver. The receiver decodes
the form of the event at the source, carried by the infosign, according to the projec-
tion rules. However, this formulation raises a metaphysical question. The forms are
shared by members of both sets and are, thus, abstract. So, where does abstractness
fit within nature? What is the relationship between abstract form and particular
physical events? This question is closely tied to another issue in the philosophy
of information: What exactly is information? What is the metaphysical status of
information?

The contemporary metaphysical problem of information can be traced back
to Norbert Wiener’s (1961, 132) famous slogan: “Information is information,
not matter or energy.” This claim appears in the final chapter of The Human
Use of Human Beings: Cybernetics and Society. Wiener acknowledges that any
physical mechanism processing information must expend energy, whether it’s
a computer or the brain. However, he asserts that the energy cost is not an ac-
curate measure of the effect produced by a piece of information. Therefore,
information cannot be identified with the physical processes that implement it.
Wiener’s insight deepens the puzzle: How can something non-physical have
physical effects? Where does the causal power of form over the physical come
from?

The debates over the metaphysical status of form date back to Plato and Aristo-
tle. In contemporary information studies, there is still disagreement about its inter-
pretation. Some argue that forms or patterns are nothing more than the organization
or structure of world affairs—regularities in nature. These are not something other
than the physical. We may call this view “reducible physicalism.” This position
is adopted by most philosophers in the naturalistic tradition of meaning, such as
Stampe’s causal theory (1977), Dretske’s informational semantics (1981; 1988),
Millikan’s biosemantics (1984; 2004; 2017) and informational teleosemantics
(e.g., Neander 2017; Shea 2018). As I argued above, however, these theories still
leave us with an explanation of the place of form in nature.

Another position, called “fundamentalism,” treats information as a primitive
and fundamental property, as basic as matter or energy (Chalmers 1996). Ac-
cording to this view, information is identical in form, pattern, difference, struc-
ture, organization, etc. As long as there is a difference or symmetry breaking,
there is information. In this sense, the universe is fundamentally computable
and thus digital (Zuse 1967; 1969; Schmidhuber 1997; Wolframe 2002; Dodig-
Crnkovic 2011, among others). Furthermore, information cannot be reduced
to the physical; instead, as John Archibald Wheeler (1989) famously put it, “It
from bit.” At the most fundamental level, the universe is not made of matter
or energy, but of information. Epistemologically, this view holds that infor-
mation is not an explanandum but an explanans. Since information is a basic
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property of the universe, we need not explain it; rather, we can use it to explain
other phenomena, such as cognition, perception, consciousness and even mat-
ter itself.

Most people, however, reject this position. Methodologically, it is often criticized
as an “ostrich policy,” in that it avoids addressing the core problem by claiming that
information is primitive without offering a proper explanation. Epistemologically,
it conflates two levels of explanation. The fact that an event is computable does not
imply it is fundamentally digital. As Floridi (2011) argues, these theories are lack-
ing in specific boundary conditions under which they are applicable, making them
empty. Moreover, treating information as synonymous with terms like “organiza-
tion,” “difference” or “structure” fails to explain what information is in common
sense. Ontologically, this view is a kind of Platonic realism, which can lead to the
same metaphysical difficulties faced by Platonism since Aristotle.

Although reducible physicalism and fundamentalism are in conflict, they share
a common way of thinking: They treat the concept of form positively. That is, they
think of form as something extra to the physical and attempt to discuss the possible
relationship between them. This dualistic approach is useful for considering the
possible relationship between different concepts, but it can also be risky, leading to
philosophical pitfalls. For instance, if a form is not physical and is even abstract, as
Millikan (2004) and others argue, how can it coexist with the physical, which ex-
ists in particular spatial-temporal locations? How do the physical and non-physical
interact? These are the classical difficulties faced by dualism.

Deacon (2007; 2008; 2012a; 2017) proposes a negative view of form. Briefly, he
argues that form is an intrinsically absent aspect of something present. This nega-
tive understanding of form not only solves the difficulties in explaining the concept
of form but also bridges informational and thermodynamic entropies, laying a solid
foundation for understanding the physical basis of information, representation, ref-
erence, meaning, or intentionality. In this chapter, I will reformulate this view and
use it to explain the physicality of information, and by extension, intentionality.

In Section 3.2, I argue that understanding information as the communication
of form revives its etymological meaning. Therefore, the key to understanding in-
formation lies in understanding form. Deacon proposes that form is an intrinsi-
cally absent aspect of something present. This view helps us resolve a longstanding
puzzle in information studies: The superficial similarity between the formulas for
entropy in Shannon’s theory of communication and thermodynamics. It reveals the
physicality of information and establishes a foundation for understanding reference
and intentionality, as will be discussed in Sections 3.3 and 3.4. However, in Section
3.5, unlike fundamentalism, I argue that the physical ground of information is not
equivalent to information itself, or we risk encountering problems such as misin-
formation and content indeterminacy. Section 3.6 concludes the chapter.

3.2 The place of form in nature

The most successful and widely used theory of information, Shannon’s mathemati-
cal theory of communication, ultimately loses the very meaning of information.
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To revive the original meaning of this concept, the first step is to characterize it. A
productive way to do this is by examining its etymology, as Austin suggests,

[A] word never-well, hardly ever-shakes off its etymology and its formation.
In spite of all changes in the extensions of and additions to its meanings,
and indeed rather pervading and governing these, there will still persist the
old idea ... Going back into the history of a word, very often into Latin, we
come back pretty commonly to pictures or models of how things happen or
are done.

(Austin 1961, 149-150. In Capurro & Hjeland, 2003)

Intuitively, the term “information” consists of three parts: in, form and -ation.
The prefix “in” has the meaning that accentuating an action, as analyzed by Capurro
(2009). The suffix “-ation” refers to “the action or process of doing something.”
Therefore, the superficial meaning of information is “the action of giving form to
something.” This meaning is closely connected to its original Greek-Latin origin—
informatio. There are two basic meanings of informatio: (1) “the action of giving a
form to something material” (referred to as AM) and (2) “the act of communicating
knowledge to another person” (referred to as AP). These two meanings are closely
related. In other words, “the act of communicating knowledge” is the act of trans-
mitting form to a mind to shape it into a certain structure. AM represents the onto-
logical aspect of information, while AP represents the epistemological. There is also
a pedagogical aspect derived from AP, which Tertullian (ca. 160-220 A.D.) referred
to as Moses populi informatory, meaning an educator or guide who shapes or molds
young people into true human beings (Capurro & Hjeland, 2003; Capurro 2009).
Theological uses of this Latin origin evolved from these two meanings: One relates
to God shaping nature by giving forms to it (i.e., creation), and the other to God
educating mortals by providing them with true knowledge (Hofkirchner 2013, 6).

As we can see, those uses of the Greek-Latin origins of the term “informa-
tion” in epistemology, pedagogy and theology all have their roots in its ontological
meaning. Capurro and Hjeland (2003) argue that these two meanings derive from
two everyday Greek experiences: Pottery and perception. In pottery, the artisan
shapes clay into a specific form with a concept of the desired form in mind. For
example, an artisan molds clay into a bowl according to the form of a bowl they
have in mind. In the case of perception, we sensually perceive an object—not its
substantial aspect but its form. The form is given to shape our minds through per-
ception, and we acquire knowledge through this process of form-giving. This idea
was inherited by later thinkers in the Middle and Modern Ages, as we will see later.

“The action of giving form to something” has two implications: The act of giv-
ing form and the accomplishment of the act. Using pottery as an example, the pro-
cedure of pottery involves at least three steps: (1) a blueprint of the desired form,
whether physically printed or mentally conceptualized; (2) the act of shaping the
clay and (3) the completion of the final object. In the process, the artisan brings the
form of a bowl into the clay to create the bowl. The blueprint must be the correct
form of the bowl; if it is not, the artisan will not create the intended object. The
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artisan must transform the form into clay accurately, shaping it into the desired
bowl. Only when the bowl is finished can we say the artisan has successfully trans-
ferred the form of the bowl into the clay, producing the actual object. This etymo-
logical understanding of information aligns with Peirce’s idea that information is
the communication of form. In semiotic processes, what is transmitted from an
object through a sign to a receiver’s interpretation is form.

This is also a common understanding today. In his classic work “Form, Sub-
stance, and Difference,” Gregory Bateson articulates this idea by stating, “what
we mean by information—the elementary unit of information—is a difference that
makes a difference” (Bateson 1972, 478). Before Bateson, Donald MacKay (1953)
made a similar statement: “Information is a distinction that makes a difference.”
Floridi’s definition of data shares a similar flavor, as we argued in Chapter 2: “Dd
datum =def. x being distinct from y, where x and y are two uninterpreted variables,
and the domain is left open to further interpretation” (Floridi 2011, 85). Therefore,
form lies at the very core of information. But what exactly is form or difference?

Bateson also provides an answer to this question. He discusses a statement made
by Alfred Korzybski, the father of general semantics: “A map is not the territory it
represents, but if correct, it has a similar structure to the territory, which accounts
for its usefulness.” Bateson then asks, “What is it in the territory that gets onto
the map?” His answer is that it is certainly not the territory itself that gets onto
the map, but rather the differences: “What gets onto the map, in fact, are differ-
ences—whether differences in altitude, vegetation, population structure, surface
characteristics, or other factors. Differences are the things that get onto the map”
(Bateson 1972, 480).

What, then, is a difference? Bateson suggests that a difference is an abstract con-
cept. However, this leads to a conceptual difficulty, as Cashman (2008, 47) argues:
If a difference is abstract, it does not exist in space and time. But whatever exists
in the territory must exist in space and time. Therefore, there seems to be no actual
difference in the territory that can get onto the map. Bateson, thus, faces the same
metaphysical dilemma that Millikan (2004) encounters.

Bateson’s solution is interpretation. He argues that form and difference derive
from the knower. It is the knower’s mind that interprets changes in the states of
world affairs as form or difference. Therefore, form is an observer-dependent
concept. This solution brings us back to the starting point of our investigation.
We aimed to ground intentionality or reference in nature, but the foundation we
find—form and difference—exists in the observer’s mind, not in nature itself. We
thus encounter a dilemma: Is form an abstract entity in the Platonic sense, or is it
observer-dependent? The former leads to ontological extravagance, which is dif-
ficult to accept, while the latter results in a vicious circle. As Deacon (2012a, 189)
argues,

To even perceive regularity or pattern this act of observation must itself be
grounded in a habit of mind, so to speak. In other words, to attribute physi-
cal regularity to some perceived or measured phenomenon presumes a prior
mental regularity or habit with respect to which the physical regularity is
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assessed. So, unless we grant mentality some other undefined and mysterious
means of observational abstraction, claiming that regularities, similarities,
and general types are only in the mind but not in the world simply pass the
buck, so to speak. Some general tendency must already exist in order to at-
tribute a general tendency to something else.

To avoid the pitfalls in understanding form and difference, one must first ask: Is
form an epistemic concept, existing only in the mind, or does it also exist in nature?

Deacon (2012a) suggests that form does indeed exist in nature, but in a negative
way. To illustrate this, let’s consider the question: How do we define the individu-
ality of a whirlpool in a stream? First, it cannot be defined by the water molecules
that make up the whirlpool. These molecules do not stay within the whirlpool for
long—they are constantly being replaced. Second, the individual motion of the
water molecules does not form a regular pattern; if we observe a single molecule,
its path appears irregular. Third, there is no constant, unchanging pattern control-
ling the motion of the water molecules in the whirlpool. Although we can easily
distinguish a whirlpool from its surroundings because of its rough circular sym-
metry and the general rotation of water, these patterns themselves are not static.
The circular symmetry and the center of rotation change over time, and there is
no single, unchanging pattern that governs the water’s flow. So, what defines the
individuality of a whirlpool?

It is the similarity—a similarity that ignores nearly all differences at some level
of detail—that allows us to consider the rotating flow of water at different mo-
ments as the same whirlpool, suggested by Deacon. This concept of similarity is
generalizable. For example, we can define both whirlpools in water and galaxies
(which are vastly different in scale) as belonging to the same type, because both
exhibit a spiraling shape, even though they differ in constituents, size and location.
The spiraling shape they share is abstract and disregards their concrete differences.

This case implies two things: First, form is not tied to the physical properties of
the individual elements that make up the system, so it cannot be reduced to these el-
ements. Second, there is no eternal form in the Platonic sense, as this would lead to
paradoxes of infiniteness, as criticized by Aristotle. The form, then, is not an intrin-
sic essence or eternal pattern, but rather must be the result of mental abstraction—a
descriptive feature imposed through external analysis. However, this explanation
falls into the trap of relying on external measurement, which we sought to avoid
from the outset.

Deacon proposes the concept of constraint as a way to sidestep this dilemma
due to its negative logic. “In statistical mechanics, constraint is a technical term
used to describe a reduction in the degrees of freedom of a system, a restriction on
the possible variation of properties” (Deacon 2012a, 192). In simple terms, when
a system is constrained, the number of states it can realize is reduced. Constraint
does not focus on what is added or present, but on what is excluded or reduced.
For example, melted wax could take any form until it is imprinted by a signet.
Once the wax is imprinted, it is shaped into a specific structure, and all other pos-
sible shapes are eliminated. In this way, the signet reduces the state space of the
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wax. The realized form is not determined by some universal, abstract form, but
by the concrete possibilities that are excluded by the constraint. The logic behind
constraint is that, if not all possible states are realized, the variety in how things
can differ is reduced.

This negative logic avoids presupposing extrinsic observation by discussing the
realization of form transmission in terms of quantity rather than quality. “The term
‘constraint’ thus denotes the property of being restricted or less variable than pos-
sible, all other things being equal, and irrespective of why it is restricted” (Deacon
2012a, 193), since there are multiple ways to realize the same constraint. There-
fore, “employing the concept of constraint instead of the concept of organization
(such as pattern, order, form, difference, etc., added by the author) not only avoids
observer-dependent criteria for distinguishing patterns, but also undermines value-
laden notions of what is orderly and what is not” (Deacon 2012a, 195).

In the example of the signet and the wax, the imprinting process can be de-
scribed as the transmission of form from the signet to the wax. This implies that
it is the form determining the shape or arrangement of the wax. The form is
qualitatively different from the concrete physical state of the wax because the
form is abstract and universal. Form can only be intentionally discriminated by
the agent who has interpretive competence because it is abstract that does not
exist in concrete particulars. However, if we think in terms of negative logic, the
change in the wax is not qualitative, but quantitative. Assume there are n states
that the melted wax can potentially assume before being imprinted by the signet.
After being imprinted, n -1 states are reduced, leaving only one state. In this way,
the reduced states have extension, as they are contrasted with what is present
and thus are concrete, existing in space and time, albeit in a negative way. As a
result, a constraint also exists in space and time, defined by the manifested states
and those that would have been realized but were eliminated. Therefore, the con-
cept of constraint avoids the difficulties encountered by Bateson’s conception of
form. Additionally, the presupposition of extrinsic observation is avoided, and the
form can be described in dynamic terms through transformed into the concept of
constraint.

Peirce’s idea of information as the communication of form, and the contem-
porary notion of information as a distinction that makes a difference, can also be
reformulated using the concept of constraint. The communication of form is con-
straint propagation. Consider Bateson’s statement, “Where there is no difference,
it can cause no difference.” It means that “what something doesn’t exhibit, it can’t
impose on something else via interaction” (Deacon 2012a, 198). Just as constraint
reduces the possibilities of a system, it indirectly determines which differences can
and cannot make a difference in interactions.

This has two complementary consequences. Whenever existing variations
are suppressed or otherwise prevented from making a difference in any in-
teraction, they cannot be a source of causal influence; but whenever new
constraints are generated, a specific capacity to do work is also generated.
(Deacon 2012a, 198-199)
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In line with this framework, the semantic mapping rules within Millikan’s bi-
osemantics can be understood not as abstract representations, but as constraints. In
this view, what transfers from an event to an infosign are the constraints imposed
by the event. That is, the constraints inherent in the event propagate through the
sign, which then embodies these constraints. This perspective helps avoid some of
the metaphysical difficulties that Millikan’s theory encounters by grounding mean-
ing in natural constraints rather than abstract mappings or external forms.

Moreover, this approach aligns with the etymological meaning of information,
where the “action of giving a form to something material” can be interpreted as the
process of propagating constraints from the source to the receiver through the sign.
The constraints originating from the source shape the state of the receiver. This
negative conception of form—as constraints—also provides an insightful frame-
work to reconsider the physicality of form communication, especially in relation
to the concepts of thermodynamic and informational entropies. By focusing on
constraints, we ground the communication of information in the physical dynamics
of systems, thereby revealing the physical basis for both information and reference.

3.3 Bridging the formal and the physical through entropies

Naturalistic philosophers often treat correlational information, the natural ground-
ing of intentionality, as statistical. They follow Shannon’s steps, using probability
to characterize it.> The probabilistic understanding of information actually implies
a negative logic. For example, according to Shannon’s mathematical theory of
communication, information is the reduction in uncertainty. As I briefly discussed
in Chapter 2, the quantity of information carried by a signal is not determined by
the intrinsic properties of the signal itself, but by the set of possible signals that
could have been sent. In other words, the information carried by a signal is deter-
mined not by what is present, but by the signals that are absent.

Without reference to this absent background of possible alternatives, the
amount of potential information of a message cannot be measured. In other
words, the background of un-chosen signals is a critical determinant of what
makes the received signals capable of conveying information. No alterna-
tives = no uncertainty = no information.

(Deacon 2012a, 134)

Let’s further illustrate this idea with an example.

Suppose there is a world affair at the source, which has four possible states—
(S,, S,, S,, S,)—with equal probability, and four possible signals—(M, M,, M,,
M,). These signals are a set of world affairs that recurrently correlate with the
world affair at the source, with each signal corresponding to one state: M, appears
when S, occurs, M, when S, M, when S, and M, when S,. When S, occurs, M, fol-
lowing appears and carries the information of S . Assuming a noiseless channel, the
quantity of information produced at the source and carried by M, is the same—2
bits. This information is determined by those states that could have occurred but



Information Is Physical (Negatively) 49

are actually not present. For the receiver, the quantity of information is determined
by the three possible signals that could have been sent but are absent. We can un-
derstand the informational content in the same way.

As I reviewed in Chapter 1, one sophisticated way to characterize informational
content is to formulate it as vectors—the probabilistic distribution of all possible
states of the world affair at the source. The probabilistic distribution of all the pos-
sible states of the system can be seen as a formal characterization of the constraints
the system imposes. When a system has some constraint, it means that some pos-
sible states cannot be realized, and as a result, some states do appear. Taking the
probabilistic difference-maker theory as an example: According to the theory, a full
description of the informational content of a signal includes two parts—incremen-
tal information and the overall support conferred by the signal (shortened to overall
information) (Scarantino 2015). Incremental information characterizes the changes
in the probabilistic distribution of the world affairs, while overall information de-
scribes the posterior probabilistic distribution. In terms of constraints, incremental
information reflects changes in the constraint, while overall information describes
the resulting constraint. With respect to the mapping rules between the sets of pos-
sible states and signals, the constraints and their changes also project onto the sig-
nals. That is, the constraints of the world affairs are propagated through the signals.

From this understanding, we can infer two points: First, natural informa-
tion, as a formal property of world affairs, can be seen as a characterization
of constraint. It exists in space and time, realized by the physical states of the
world affairs at the source and the signals. Second, when there is incremental
information, something diverges from the original state of the world affairs
at the source, resulting in changes to the original constraint. When something
changes, in turn, it produces information, “information is a difference which
makes a difference.” This negative understanding lays a foundation for un-
derstanding how correlational information in nature, as formal properties, is
realized physically.

A good starting point to understand the physicality of information is the dual
nature of signals. On the one hand, we measure the quantity of information based
on the formal properties of signals; on the other hand, since the form of world
affairs is the constraint realized by the physical states, signals follow the Second
Law of Thermodynamics. Therefore, a signal can be characterized by two types
of entropy: Informational entropy and thermodynamic entropy. “The Shannon en-
tropy of a signal is the probability of receiving a given signal among those pos-
sible, and the Boltzmann entropy of the signal is the probability that a given signal
may have been corrupted” (Deacon 2007, 135). Furthermore, the two entropies
share the same formula, suggesting a relationship between them. Since the incep-
tion of Shannon’s theory of communication, scholars have been searching for this
relationship.

At the beginning of information studies, a story circulated that Shannon
could not find a proper name for the equation he proposed to measure the quan-
tity of information. When he visited Von Neumann and expressed his confu-
sion, Von Neumann said, “You should call it entropy, for two reasons. First,
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your uncertainty function has been used in statistical mechanics under that
name, so it already has a name. Second, and more importantly, nobody knows
what entropy really is, so in a debate, you will always have the advantage.”
One thing should be clear: Despite sharing the same formula, the two entropies
belong to different logical categories and cannot simply be equated. Informa-
tion is formal and logical, while thermodynamics is physical. Moreover, ther-
modynamic entropy of a system tends to increase when the system is isolated,
while information entropy does not generally increase spontaneously in a com-
munication system (Deacon 2007, 135). So, what is the relationship between
thermodynamic entropy and Shannon’s information theory? Are they merely
accidentally similar, or is there a deeper connection between them beneath their
superficial similarity?’ To investigate this, we first need to clarify what thermo-
dynamic entropy is.

Thermodynamic entropy measures the disorder of a system. It can also be un-
derstood from the perspective of constraint, as discussed in the previous section.
According to the Second Law of Thermodynamics, a thermodynamic system
tends toward equilibrium. In terms of entropy, it tends to become more disor-
dered, with its elements becoming more and more uncorrelated until they reach
an even distribution—maximum entropy. As a result, each element becomes less
constrained, gaining more freedom. This means that the system could be in any
possible state, but the probability of being in any specific state is astronomically
low because the elements are evenly distributed and uncorrelated. When this
tendency is prevented or reversed in a system—that is, when elements tend to
correlate locally—it suggests that something external is disturbing the system.
Negatively speaking, when a highly probable state fails to occur, it typically
indicates external influence. In other words, the probabilistic distribution of all
possible states changes due to external influences. This connects thermodynamic
entropy to information.

The interactions between the system and the external world can be seen as a
communication system. The possible states of the system can be used as signals,
providing information about the world affairs acting upon it. The change in the
probabilistic distribution can be measured as incremental information. In turn, in-
formation depends on the physical features of the system serving as the channel
and the signals. On the one hand, all possible states of the system can be employed
as informational states; on the other hand, the number of possible states deter-
mines the maximum information capacity. Furthermore, as I argued earlier, infor-
mation entropy does not have a natural tendency to increase like thermodynamic
entropy. However, when considering the physical medium that information em-
bodies, things change. Since informational states are realized by and mapped onto
the physical states of a thermodynamic system, the tendency to increase entropy
spontaneously corrupts the channel and signals, reducing the system’s information
capacity and making the channel less reliable.

Now that we have articulated the relationship between thermodynamics and in-
formational entropies, let’s examine how this relationship helps clarify the natural
grounding of representation.
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3.4 Grounding re-presentation in the physical

According to many naturalistic philosophers, the correlations between events in
nature serve as the natural ground for representation. When a world affair recur-
rently correlates with another (in a statistical sense) within a local domain, the
natural information of the former is transmitted to the latter. In terms of constraint,
the constraints of the former propagate constraints in the latter. This provides a for-
mal characterization of natural information. But how do we understand its physi-
cality? We can approach this question by following Shannon’s work and building
on Deacon’s ideas (2007; 2017).

A key lesson from Shannon is that the information conveyed by a signal is not
determined by the intrinsic properties of the signal itself. Rather, it is the physical
properties that make representation or reference possible. But how can the physical
properties of signals possess this capacity? A clue was given in the previous sec-
tion: Signals, as physical media, can be analyzed in two dimensions—formal and
physical—with the formal aspect depending on the physical one. This implies that
information transmission must be a physical process and, therefore, is subject to
the laws of thermodynamics.

So, the basis for the interdependence of Shannon and Boltzmann entropy can
be stated in simple form as follows: a reduction of either Shannon or Boltz-
mann entropy does not tend to occur spontaneously, so when it does occur it
is evidence of the intervention of an external influence.

(Deacon 2007, 138)

Let us consider a thermodynamic system, 7. When there is no external influ-
ence, the entropy of 7 spontaneously increases until it reaches its maximum. When
entropy stops increasing or even reverses, with elements tending to correlate with
each other—thus forming structure or order out of chaos—something external to
the system must be disturbing it and changing the tendency. Therefore, when T is
in a spontaneously improbable state, it is evidence of an extrinsic disturbance. This
is a natural affordance for information entropy. According to Shannon’s theory,
information is the reduction of uncertainty. The more uncertain a signal is, the
more information entropy it carries. The uncertainty of a signal is measured by the
number of possible signals. The possible signals correspond to the possible states
of a world affair. Thus, a system with more thermodynamic entropy also embod-
ies more information entropy. In other words, it is more uncertain whether the
system can be in a specific state. Therefore, information entropy is constrained by
thermodynamic entropy. When there is a reduction in the uncertainty of a signal,
or information entropy, it means some external constraint has been applied to the
signal medium. The signal then carries correlational information about the world
affair that imposed the external constraint. This logic applies equally to the oppo-
site case in thermodynamics.

Now, suppose a system is in a highly constrained state far from equilibrium,
like a metal detector system (Deacon 2017). When a metal detector operates, a
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constant flow of electric current through a coil forms a stable electromagnetic
field. The stability of the field means that its highly constrained state persists spon-
taneously if the detector is turned on and there is no perturbation. The entropy of
the system is very low. However, if the detector touches something conductive,
the field is easily distorted as the electric current is disturbed. This means the field
becomes less constrained, gaining more degrees of freedom and the system’s en-
tropy increases. In this case, the spontaneous state of the detector system has low
entropy. When this low-entropy state is lost, it indicates the influence of some-
thing external. Analogously, this dynamic interaction can also ground information
entropy. The electromagnetic field is used as a signal medium. When the system
is turned on, the information entropy is low because the possible states that can
serve as signals and channels are few. When a conducting object disturbs the field,
it adds new possible states, thus creating new channels. This indicates external
interference that performs work on the system. Furthermore, we see that the in-
formation conveyed by a signal is not determined by the intrinsic properties of the
signal itself.

In either case, if we should encounter such a signal it would point us toward
the likelihood that this can be informative about something other than the
signal detection circuit, something not present in the system itself but rather
something outside altering and thereby imposing non-spontaneous constraint
on the otherwise uncorrelated jumble of signals.

(Deacon 2007, 138)

This analysis shows that not only thermodynamic entropy grounds informa-
tion entropy, but also the physical dynamics—according to the physical context—
ground representation, or referential information. As I’ve argued earlier, we may
treat a system (whether near equilibrium or far from equilibrium) as a signal me-
dium, with the possible states of the system serving as possible signals, and external
events performing work on the system as referent objects. The physical dynamic
interactions between the system and the external event can then be employed as
the communication channel. The external event’s constraints are transmitted to the
system, changing the system and forming a new constraint. “In purely physical
terms this can be described as a coupling between two systems’ states or dynamics
so that the behavior of one will partially re-embody some aspect of the regularity
or constraints exhibited by the other with respect to their possible modes of interac-
tion” (Deacon 2007, 139). This physical connection forms a natural foundation for
correlational information.

Although it is not conventional to cite an entire section of a paper to present
one’s argument, [ believe it is warranted to fully cite Deacon’s summary of his
argument here. With its step-by-step articulation, it is easy to see the physical
grounding of information and, consequently, of representation.

A General case: passive information medium near equilibrium [e.g. geo-
logical formation, crime scene evidence, data from a scientific experi-
ment, text, etc.]
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Information (e.g. Shannon) entropy is NOT equivalent to thermodynamic
(e.g. Boltzmann-Gibbs) entropy (or to the absolute statistical variety of
physical states). [For convenience these entropies will be provisionally
distinguished as Shannon versus Boltzmann entropy, though recognizing
that each includes multiple variant forms.]

However, for any physical signal medium, a change in Shannon entropy
must also correspond to a change in Boltzmann entropy, though not vice
versa because the distinctions selected/discerned to constitute the Shan-
non entropy of a given signal medium are typically a small subset of the
possible physical variety of states—e.g. statistical entropy—of that me-
dium. (See notes below.).

The Shannon information of a received message is measured as a reduc-
tion of signal uncertainty (= a reduction of Shannon entropy).

For a simple physical medium reduction of Shannon entropy must also
correspond to a reduction of the Boltzmann entropy of that medium.

This can be generalized as “any deviation away from a more probable
state” (which can violate 3b in the case of media that are actively main-
tained in an improbable state, such as maintained far-from-equilibrium.
See B below.).

A reduction of Boltzmann entropy of any physical medium is exhibited as
constraint on its possible states or dynamical “trajectories.”

The production of physical constraint requires physical work in order to
produce a decrease of Boltzmann entropy, according to the 2nd law of
thermodynamics.

For a passive medium the physical work required to reduce its Boltz-
mann entropy must originate from some physical source extrinsic to that
medium.

Generalization: Constraint of the Shannon entropy of a passive medium =
constraint of its Boltzmann entropy = the imposition of prior work from
an external source.

An increase in constraint (i.e. deviation away from a more probable state)
in the information medium literally “re-presents” the physical relation-
ship between the medium and the extrinsic contextual factors (work) that
caused this change in entropy. (= what the information embodied in the
constraint can be “about.”)

Since a given constraint has statistical structure, its form is a consequence
of the specific structure of the work that produced it, the physical suscep-
tibilities of the information bearing medium, and the possible/probable
physical interactions between that medium and this extrinsic contextual
factor.

The form of this medium constraint therefore corresponds to and can indi-
rectly “re-present” the form of this work. (i.e. in-form-ation)

Conclusion 1. The possibility of reference in a passive medium is a direct
reflection of the possibility of a change in the Boltzmann and Shannon
entropies of that medium due to a physical interaction between the infor-
mation bearing medium and a condition extrinsic to it.
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Conclusion 2. The possible range of contents thereby referred to is con-
veyed by the form of the constraint produced in the medium by virtue of
the form of work imposed from an extrinsic physical interaction.
Conclusion 3. The informing power of a given medium is a direct cor-
relate of its capacity to exhibit the effects of physical work with respect
to some extrinsic factor.

Corollary 1. What might be described as the referential entropy of a
given medium is a function of the possible independent dimensions of
kinds of extrinsically induced physical modifications it can undergo (e.g.
physical deformation, electromagnetic modification, etc.) multiplied by
the possible “distinguishable” states within each of these dimensions.
Corollary 2. Having the potential to exhibit the effects of work with re-
spect to some extrinsic physical factor means that even no change in
medium entropy or being in a most probable state still can provide refer-
ence (e.g. the burglar alarm that has not been tripped, or the failure of an
experimental intervention to make a difference). It is thus reference to
the fact that no work to change the signal medium has occurred.

In addition, since not all information media are physical structures or oth-
erwise passive systems at or near a thermodynamic equilibrium we need to
modify certain of these claims to extend this analysis to media that are them-
selves dynamical systems maintained far-from-equilibrium. This yields the
following additional claims:

B.

4a

4b

Special case: non-passive information medium maintained far from equi-
librium [e.g. metal detector or organism sense organ]

A persistently far-from-equilibrium process is one that is maintained in
a lowered probability state. So certain of the above principles will be
reversed in these conditions. Specifically, those that depend on extrinsic
work moving a medium to a lower probability, lower entropy state.
Maintenance of a low Boltzmann entropy dynamical process necessarily
requires persistent physical work or persistent constraints preventing an
increase of Boltzmann and Shannon entropies.

Any corresponding increase in Shannon entropy therefore corresponds to
a disruption of the work that is maintaining the medium in its lower en-
tropy state. This can occur by impeding the intrinsic work or disrupting
some dissipation-inhibiting constraint being maintained in that system.
An increase in the Shannon entropy of a persistently far-from-equilib-
rium information medium can thereby “indicate” extrinsic interference
with that work or constraint maintenance.

A persistently far-from-equilibrium dynamical medium can be perturbed
in a way that increases its entropy by contact with a passive extrinsic fac-
tor. Any passive or dynamic influence that produces a loss of constraint
in such a system can provide reference to that extrinsic factor.
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5a Since work requires specific constraints and specific energetic and mate-
rial resources, these become dimensions with respect to which the change
in entropy can refer to some external factor.

5b The dynamical and physical properties of a far-from-equilibrium infor-
mation bearing medium determine its “referential entropy.”

6 Corollary 3. This can be generalized to also describe the referential ca-
pacity of any medium normally subject to regular end-directed influ-
ences that tend to cause it to be in an improbable or highly constrained
state. This therefore is applicable to living systems with respect to their
adaptations to avoid degradation and also to far more complex social
and cultural contexts where there is active “work™ to maintain certain
“preferred” orders.

(Deacon 2017, 10-12)

3.5 The misinformation problem and the content
indeterminacy problem

With Deacon’s dynamic theory of the physicality of information, we have addressed
the metaphysical status of information and located the natural ground for referen-
tial information or representation. Since constraints and constraint propagation are
ubiquitous, some argue that this constitutes information, which pervades nature
and may even be fundamental to the universe. This is the idea of fundamentalism
introduced in the introduction. In this section, I will argue that fundamentalism
about information and meaning is mistaken, due to the normativity of information
and thus the misinformation problem and the content indeterminacy problem.
Again, Paul Grice (1957) distinguishes between two types of meaning: Natu-
ral and non-natural meaning. A key difference is that non-natural meaning can be
false, whereas natural meaning cannot. For example, a sign that has the power to
be false means something that is not the case. A boy might cry, “The wolfis here!”
when there is no wolf, whereas a dark cloud does not indicate rain unless it actu-
ally rains. This demonstrates that representation has the power to misrepresent,
while correlations in nature per se cannot. Nature, simply as it is, cannot be wrong.
However, some might argue that when one sees a dark cloud and interprets it as a
natural sign of rain, yet no rain follows, the cloud as a natural sign can be false. In
this case, the cloud is interpreted as a sign of rain, but it does not itself correlate
with rain. The power to misrepresent is essential to understanding intentionality,
because intentionality entails the capacity to get things wrong. As Dretske (1986,
65) puts it, “Whatever word we use to describe the relation of interest (representa-
tion? meaning?), it is the power to misrepresent, the capacity to get things wrong,
to say things that are not true, that helps define the relation of interest.” This is
the normative aspect of representation or aboutness. Only with normativity can a
representation be true or false, accurate or inaccurate. Normativity is a teleological
concept—something can only be said to be true or false with respect to a purpose.
Correlations in nature are simply what they are; they are not teleological and, thus,
not normative. Therefore, we cannot equate the natural ground of representation, or
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locally recurrent correlation, with representation itself. Furthermore, to understand
intentionality or meaning, we must explore the source of the normative aspect of
representation.

A second challenge fundamentalism faces is the content indeterminacy problem
(Dretske 1981; 1986; 1988; Fodor 1984; Neander 1995). A representation typi-
cally has definite content—the things represented—but this content cannot be de-
termined merely by the correlation itself. Specifically, for any given sign and its
corresponding represented entity, there seems to be more than one way to describe
the represented (Neander 1995, 113). This is known as the disjunction problem. To
illustrate, let’s take the example proposed by Dretske (1981; 1986).

Suppose you hear the sound of a doorbell, which informs you that a visitor is
outside the door. In other words, the sound of the doorbell indicates the presence
of the visitor. Indicating the visitor is the definite function of the doorbell. The
doorbell system is a communication system realized through a sequence of physical
events: Pressing the doorbell button by a visitor activates an electrical circuit, which
powers an electromagnet, generating a magnetic field, which powers a mechanism
that creates a sound, which causes vibration in the eardrum of someone inside the
house, ultimately producing neuro-signals sent to the brain and so on. If we think of
this process in terms of constraint propagation, we could say that the constraint pro-
duced by the pressing of the doorbell button is propagated through the neuro-sig-
nals. Through this communication of constraints, the information about the visitor
outside the door is transmitted to the person who hears the sound. However, when a
person hears the sound, it could carry information about any event in this sequence,
as each event in the sequence reliably correlates with the others, and constraints in
one event are propagated to others. Thus, we cannot determine the content of the
sound simply by examining the physical processes that realize the doorbell.

Additionally, considering the proximity of the events: The visitor pressing the
button is a distal event compared to the vibration of the eardrum of the receiver. So
why is the sound signal about the distal event, the visitor outside the door, rather
than the proximal event? This question cannot be answered purely by constraint
propagation. This is a case in which different events causally relate within the
same sequence of events (Neander 2017). Given a signal M received by a receiver
through a sequence of events, £, E, E,, ...... , E, M could indicate any event in
this sequence, as any correlation between M and an event is a process of constraint
propagation. So, why is M about the distal event rather than a proximal one? Con-
straint propagation alone cannot determine the reference of M—it simply happens.

There are also cases where different events co-occur within the same local
context. Dretske (1986; 1988) imagines marine bacteria that live in the northern
hemisphere and have internal magnets. These magnets align the bacteria to the
earth’s magnetic field, which inclines downward in the northern hemisphere. As
a result, the bacteria propel themselves toward geomagnetic north, moving away
from the surface water and into the oxygen-free depths of the ocean, as they can
only survive in the absence of oxygen. In this case, the movement toward the
ocean depths and the oxygen-free environment co-occur at the same time and
place. But what do these magnetic lines refer to—the geomagnetic north or the
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oxygen-free environment? Formally, given a signal &, the probabilities of a range
of events, £, E,, E,, are the same. In other words, N reliably correlates with each
of the events in this range. So, which event does N represent? Or why does N
represent one event over the others? Locally recurrent correlations simply happen
and do not select for one over the other. They cannot fix what a sign refers to. To
resolve this, there must be a relation of interest that determines the content of a
sign. Therefore, correlations in nature, or constraint propagation, are not sufficient
to define meaning. Fundamentalism is mistaken. Following Millikan (2017), we
can view constraint propagation as an affordance for referential relationships, but
not something that determines meaning on its own. To fully understand meaning,
we must investigate where the normative aspect of it originates. This is the topic
of the next chapter.

3.6 Conclusion

The physicality of meaning has often been overlooked in discussions about the
naturalization of meaning. By appealing to the concept of correlational informa-
tion, thinkers in the informational and teleological traditions leave an important
metaphysical question unaddressed: What is the form in nature? Fundamentalism
about information even claims that form, as something abstract, is fundamental to
the universe. It is fundamentally different from concrete matter and even grounds
the latter. This claim revisits the old metaphysical challenges rooted in the Platonic
conception of eidos. By reformulating form as constraint, Deacon argues that the
form of a world affair is a concrete abstraction, defined by those states that could
have been present but are, in fact, absent. This negative logic can also be applied
to bridge thermodynamic and informational entropies. With this understanding,
we can grasp the physicality of representation as constraint propagation. Peirce’s
definition of information as the communication of form, and Bateson’s conception
that information is a difference which makes a difference, can both be reformulated
physically through this framework. Representation is grounded in the constraint
propagation produced by physical dynamic interactions. However, in contrast to
the fundamentalist view of information, constraint propagation grounds meaning
but does not determine it. The misrepresentation problem and the content indeter-
minacy problem show that meaning is inherently normative. Therefore, to provide
a comprehensive understanding of meaning, we must understand the normative
aspect of information.

Notes

1 In this chapter, I do not distinguish concepts of intentionality, abountness, meaning and
representation. So, I use these concepts interchangeably in this chapter unless I give
special explanation.

2 This family of theories has been reviewed in Section 1.3, Chapter 1.

People who have interest in knowing more may read Chapter 1.

4 http://en.wikipedia.org/wiki/History of entropy
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5 Most researchers who consider the relationship between the two entropies investigate
how much energy information costs. They aim to answer a question proposed by James
Maxwell. In a famous thought experiment, Maxwell images a demon who can use in-
formation to violate the almost unavoidable tendency to thermodynamic equilibrium.
Latter researchers try to prove that it cannot violate the Second Law of Thermodynamics
since the amount of energy cost by a bit of information is more than it reduces through
Szilard engine, a though experiment revised from Maxwell’s demon by Leo Szilard
(1929). Although this is not unrelated to the topic of this chapter, follow Deacon’s foot-
steps, I will approach the relation between the two entropies in a different way. Those
who have interest in the Szilard engine tradition may read the entry “Information pro-
cessing and thermodynamic entropy” by Owen Maroney (2009).



4 Interpretation

4.1 Introduction

Correlations exist everywhere in nature. Natural correlations can be seen as projec-
tive rules between two types of events, realized by the transfer of constraints in
dynamic interactions. This serves as the physical dynamic ground of intentionality.
Nevertheless, intentionality, or a representational relationship, cannot be reduced
to the transfer of constraints because it is normative. In other words, a representa-
tion can be false, whereas a natural correlation cannot. A representation has a stable
referent and can be about a distal event, rather than a proximal one. To fully under-
stand intentionality, we must explain its normative aspect.

Naturalistic philosophers often turn to teleological theories to explain the nor-
mativity of representation. They conceptualize representation in terms of function.
When an item or trait is selected for a particular effect, producing that effect be-
comes its function. In other words, it is supposed to produce that effect. For exam-
ple, the function of a metal detector is to detect metal, and the function of a heart
is to pump blood. Clearly, a metal detector can fail to detect metal, and a heart can
malfunction, failing to pump blood. Similarly, the function of a sign is to represent
something—it is supposed to represent something or carry information about an
event, object, property, etc. The function of visual signals is to transmit information
about the stimulus on the retinal cells to the brain; the function of the “8” waggle
dance of bees is to indicate the location of a nectar source; the function of vervet
monkey warning signals is to indicate the presence of predators; the function of
DNA is to store and transmit genetic information; the function of the word “cat” is
to represent the type of animal, a cat. Just as a tool may fail to perform its function,
a sign may fail to represent what it is supposed to. Therefore, representation, as a
function, has the potential to be false.

Moreover, an item may produce many effects, but not every effect is its func-
tion. For instance, a metal detector produces an electromagnetic field through a
constant flow of electric current, and it also produces an effect that may harm small
animals, like bugs. Detecting metal, not harming bugs, is the metal detector’s func-
tion because that is the primary reason the detector exists. Similarly, when a heart
beats, it also produces sounds beyond pumping blood. Pumping blood, not making
sounds, is the heart’s function because it is the reason the heart exists. Likewise,
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a sign represents a distal event rather than a proximal one because propagating
the constraint of the distal event is the very reason the sign exists. The waggle
frequency and the angle between the crawling direction of a dancing bee and the
sun are supposed to indicate the location of a nectar source, not simply that the bee
is energetic and active in dancing. Indicating the location of a nectar source is the
essential function of the waggle dance.

In this chapter, I discuss how a natural correlation gets its normative property
to be representational relationships. Section 4.2 critically reviews the leading ap-
proach to explaining the normativity of meaning in naturalized semantics, namely
teleosemantics. It argues that the primary advantage of teleosemantics is that it
does not require teleological notions to explain normativity, relying instead on the
selected effect account of function. However, it faces the problem that what the
selected effect account explains are the effects of a biological trait or item produced
in the past (history), whereas what it produces are effects in the present. Section 4.3
presents Peircean semiotics as an alternative approach to understanding the norma-
tivity of representation. According to this framework, interpretation plays a central
role in making a correlation a representational relationship. However, interpreta-
tion is a teleological notion which needs further naturalistic explanation. In Section
4.4, I support Deacon’s concept of autogenesis as a plausible model for a primary
interpretive system. In the last section, the concept of operational interpretation is
introduced to understand interpretive processes at the unicellular level.

4.2 Teleosemantics

Millikan (1984; 1989b) refers to the function that an item is supposed to perform
as its proper function. The proper function differs from its actual function and the
functions that various users intend to perform on different occasions. As we have
argued, a proper function can fail to be realized. For example, the proper function
of a pen is to write, but someone may use it to kill. Therefore, not all effects are
relevant; only the effect that an item is supposed to produce constitutes its function.
When a function is proper to an item or a trait, it is not understood in a statistical
sense. In other words, a proper function is not the average effect realized. For
instance, the proper function of sperm is to fertilize an egg, pass on genetic infor-
mation and produce the next generation. Clearly, few sperm actually fulfill this
function. Representation as the proper function of signs shares this characteristic.
What is properly represented by a sign is not defined by the average across idio-
lects. Furthermore, signs have an autonomous existence independent of individual
users in a sense. What a sign represents is stabilized. Although a user may employ
a sign in an improvised way to represent what it does not properly refer to, the
meaning of the sign does not change based on the specific ways in which various
users employ it. Accordingly, the content of a representation is determined by its
proper function. A sign represents a distal event rather than a proximal one because
representing the distal is its proper function.'

By thinking of representation in terms of function, we can account for the
normative aspect of intentionality. The misrepresentation problem and the
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content indeterminacy problem can be solved through the function concep-
tion. However, merely considering representation as a type of function does
not provide a fully naturalistic understanding because function is a teleological
concept. On the one hand, function is a teleological notion and, thus, norma-
tive. Using it to explain the normativity of intentionality begs the question. We
still need to explain the normativity of function. On the other hand, teleologi-
cal notions are not compatible with naturalism. A core principle of natural-
ism is to exclude teleology from the understanding of natural phenomena, as
emphasized since Descartes. In conclusion, we must explain the source of the
normativity of function in a naturalistic way—that is, we must naturalize the
concept of function.

For artifacts, explaining their function is straightforward. An artifact is designed
to perform a certain function. For example, a coffee machine is designed to make
coffee, and a hammer is designed to impact something. Some signs also acquire
their proper representational function in a similar way. Humans can use any ob-
servable natural correlations to establish representational relations. For example,
people use the number of tree rings as a sign of a tree’s age, smoke as a sign of fire,
or leaves turning yellow and red as a sign of colder weather. However, appealing to
users’ interpretations merely shifts the question back. Explaining the aboutness of
representation through the intentional capacity of the mind still leaves us needing
an explanation of the mind’s intentionality. Moreover, intentionality, a hallmark of
the mental (Neander 2017), is precisely what we aim to explain in the first place.

Many naturalists argue that the analogy between representation and function
extends to explaining their normativity. They use the so-called etiological theory to
account for function, dating back to Wright (1973). In simple terms, a function is
an effect for which a trait or item was selected for in the past. That is, a trait or item
exists because of the effect it produced in the past. Formally:

...for an item A to have a function F as a ‘proper function’, it is necessary
(and close to sufficient) that ... A originated as a ‘reproduction’ (to give an
example, as a copy, a copy of a copy) of some prior item or items that, due
in part to possession of the properties reproduced, have actually performed
F in the past, and A exists because (causally, historically) of this or these
performances.

(Millikan 1989b, 288)

Since a proper function is defined as an effect selected in the past, this account
is also referred to as the selected effects theory. For example, a metal detector is
a member of a reproductive family of metal detectors with the property of detect-
ing metal, and the detector exists because of its ability to detect metal. Similarly,
a heart is a member of a reproductive family of hearts that have the property of
pumping blood, and it exists because of this function. An immediate advantage
of this theory is that it avoids one of the most challenging metaphysical problems
teleological explanations face: The issue of future events causing present ones, a
temporal converse of cause and effect. A metal detector has the proper function of
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detecting metal because the same type of mechanism produced this effect in the
past and was selected by designers to reproduce it.

Unlike artifacts, whose proper functions are selected by designers, there is no
designer for the proper functions of biological traits. Effects as proper functions
of biological traits were selected by natural selection. An effect is the proper
function of a biological trait if the genotype responsible for the trait was se-
lected to produce the effect because it contributes to the inclusive fitness of the
organism’s ancestors (Neander 1991a; 1991b; 1995). Roughly, inclusive fitness
is measured by the number of offspring an organism reproduces. Since natural
selection is a purely mechanistic process, there is no prior intention or interpre-
tation, and the concept of function is naturalized by the selected effect theory.
Representation as a type of proper function can also be naturalized in the same
way. Representing a type of event is the proper function of a sign because it
contributes to the inclusive fitness of the sign’s users. That is, users who em-
ployed the sign to represent the event had greater inclusive fitness, and thus, the
represented event was selected by natural selection. As a result, the referent of
the sign was determined in this evolutionary process, without appealing to any
other teleological processes.

This family of theories, based on the selected effect account of function, is
known as teleosemantics. It explains the normativity of meaning. However, it is
not without its challenges. Principally, there are three types of objections to the
selected effect account of meaning: (1) selection history is not necessary for ac-
counting for a function (the swampman objection); (2) selection history is not suf-
ficient for explaining a function (the epistemological indeterminacy objection);
(3) it is difficult to explain sophisticated cases of function (the sophisticated objec-
tion) (Neander 1995; Allen and Neal 2020; Schulte and Neander 2022).

The swampman is a perfect physical replica of Davidson, with no life history,
emerging from a purely accidental physical event (Davidson 1987)—a thunderbolt
strikes a swamp. It is difficult to deny that the swampman’s heart has the func-
tion of pumping blood because it produces the same effect as Davidson’s heart.
Similarly, the swampman’s brain states realize the same mental representations
as Davidson’s brain states, even though the swampman has no selection history.
Therefore, selection history is not necessary for intentionality to be a function.
Metaphysically, the selection history of an organism may determine a function, as
we have argued. However, sometimes, it is easy to determine the function(s) of a
biological trait without knowing its selection history; at other times, it is hard to un-
derstand the function(s) of a trait by appealing to its selection history. For example,
people knew the heart’s function was to pump blood long before they understood
it was the result of natural selection. Fish living in caves without light have eyes,
which were originally selected for sight, but they no longer serve that function.
Similarly, the human appendix was selected for digesting leaves, but it no longer
performs that function. Thus, knowing the selection history of a trait is neither
necessary nor sufficient for understanding its function. It is often epistemologically
difficult to determine the function of a biological trait solely by considering its
selection history.
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The sophisticated cases objection argues that the selected effect account is too
simplistic and naive to explain sophisticated cases of functions and meaning. On
the one hand, the selected effect account relies on an overly simplistic view of
evolution by natural selection, while the actual mechanisms of evolution are much
more complex (Christie et al. 2022). On the other hand, a trait may have more than
one function, and the function it currently performs may not be the one selected
in its evolutionary history. For example, birds’ wings serve both to fly and to keep
warm. While bird wings were selected for flight, penguin wings no longer serve
that function but instead help penguins swim.

I agree with Garcia-Valdecasas and Deacon (2024) that a deeper challenge lies
behind these three types of objections. What the selected effect account explains
is the effect(s) of a biological trait or item produced in the past (history), while the
effects it produces are present. It is hard to deny that the swampman’s heart has the
function of pumping blood because it contributes to blood circulation by circulat-
ing oxygen and nutrients, just like Davidson’s heart. Cave fish’s eyes no longer
have a sight function because they produce no effect in the absence of light, much
like the appendix in humans. They are not malfunctioning because they do not dif-
fer from other eyes. Some might argue that the eyes still have the sight function
but do not perform it due to the environment’s lack of cooperation (what Millikan
refers to as Normal conditions). The case of the eyes may be controversial. How-
ever, it is clear that the human appendix no longer has a function, even though its
ancestors helped herbivores digest plants. This suggests that the history of a trait
does not necessarily determine its present function. More importantly, when ana-
lyzing a trait’s function, we are concerned with the effect it currently produces, not
the effect it produced in the past. The selected effect theory may provide a partial
truth, but it is not the full story.

Furthermore, Millikan (1984, 2) clearly distinguishes the proper function of an
item or trait from the functions actually performed under different conditions and
those intended by specific users, emphasizing the stabilizing aspect. A proper func-
tion has an existence independent of its uses and actual performance. When the
conditions are Normal, a proper function is reliably performed. As Millikan (1984;
1989a; 2004) repeatedly stresses, Normal conditions are the predominant explana-
tory conditions under which the function has historically been performed. Normal
conditions are not statistically average conditions under which the function has
been performed. Again, the proper function of sperm is to fertilize an egg, even
though few sperm actually fulfill this function.

The concept of proper function in relation to Normal conditions is difficult to
grasp. On the one hand, proper function and Normal conditions are not identical
to the functions actually performed or the actual conditions; they must, therefore,
be understood as dispositions or epistemological abstractions for observers. They
must not be observer-dependent because the goal of the selected-effect theory is
to exclude teleological elements from the concept of function. Thus, they must
be dispositions. However, this understanding faces challenges. Dispositions are
a metaphysical concept that can be difficult to comprehend and even appear
empty. Philosophers often cite Moliére’s famous irony to critique the concept
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of disposition: “Opium has a dormitive virtue— a disposition to make people
sleep.” Dispositions explain nothing unless we frame them in non-dispositional
terms. Some might argue that the concept of proper function is different because
it is grounded in past history. However, the effects and conditions under which
a trait or item existed in the past were necessarily different in some way. If we
claim that proper function and Normal conditions are the common features of
those past effects and conditions that contributed to the present existence of the
trait or item, we would need to appeal to a statistical notion of past successful
cases. This would conflict with Millikan’s idea that Normal conditions are not
a statistical notion. Furthermore, a proper function is open-ended; it continues
to evolve in the process of evolution. Similarly, we use words and sentences in
different situations and ways. The actual uses of signs always vary. It seems that
the selected-effect theory does not capture this aspect of function. Therefore, a
satisfactory theory of representation must account for both the stabilizing and
open-ended aspects.

A competing theory is Cummins’s functional analysis theory (Cummins
1975). This theory argues that a trait’s or item’s function should be analyzed in
terms of its contribution to the system in which it is a component. For exam-
ple, the heart pumps blood, contributing to the blood circulation system’s abil-
ity to deliver oxygen and nutrients to the organism’s tissues. This is a general
theory of function, accounting for both artificial and biological functions. At
first glance, this theory seems compatible with a mechanistic view, as the pro-
cesses of pumping blood and its effect on circulation are mechanistic. However,
this definition presupposes a teleological notion: Why do we observers deter-
mine that the heart’s contribution is to circulate oxygen and nutrients rather than
hemocytes or body fluids? Why do circulating oxygen and nutrients matter? We
cannot escape teleology when discussing the function in the present. We are
back to where we started.

An alternative, intuitive way to explain the normative aspect of representation is
by appealing to interpretation, in addition to the selected effect theory. However, as
I argued in Chapter 1, interpreting an item or event as a representation of something
can be arbitrary and idiosyncratic, while a representation is a reliable and stable re-
lation between a sign and its representation. Moreover, interpretation is inherently
teleological. Therefore, to explain the normativity of representation by appealing
to interpretation, we must explain both the stabilized and intersubjective aspects of
representation and naturalize the teleological nature of interpretation. Next, I pro-
pose a naturalized semiotic account in which interpretation plays a central role in
explaining meaning, solving these difficulties (Deacon 2006; 2007; 2008; 2012a;
2017;2021).

4.3 Semiotic understanding of information and intentionality

A tradition that has long been overlooked by naturalistic theories of meaning is
Peircean semiotics.” Although semiotics is widely used in fields like literature and
art, communication and media and social science, Charles Sanders Peirce’s original
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aim in developing semiotics was to construct a naturalistic yet non-reductive ac-
count of the human mind, explaining its extraordinary capacity for intentionality
(Short 2007, ix). This is precisely what naturalistic theories of meaning and inten-
tionality seek to achieve. The goal of this book is to develop an alternative natural-
istic understanding of information and meaning, inspired by recent developments
in Peircean semiotics. In this section, I introduce the basics of Peircean semiotics
and its recent expansion into biosemiotics, particularly the biosemiotic understand-
ing of information over the past two decades.

In Peircean semiotics, briefly, to be a sign, something must represent some-
thing to some interpreter in some respect (Liszka 1996, 19). A distinctive fea-
ture of this characterization is that the concept of a sign is an irreducible triadic
one—comprising the object, the sign and the interpretant—rather than a dyadic
relationship between the signifier and the signified. In his classic formulation of
signs, Peirce says:

A sign, or representamen, is something which stands to somebody for some-
thing in some respect or capacity. It addresses somebody, that is, creates in
the mind of that person an equivalent sign, or perhaps a more developed sign.
That sign which it creates I call the interpretant of the first sign. The sign
stands for something, its object. It stands for that object, not in all respects,
but in reference to a sort of idea, which I have sometimes called the ground
of the representamen.

(CP2.274)

A Sign, or Representamen, is a First which stands in such a genuine triadic
relation to a Second, called its Object, as to be capable of determining a
Third, called its Interpretant, to assume the same triadic relation to its Object
in which it stands itself to the same Object. The triadic relation is genuine,
that is its three members are bound together by it in a way that does not con-
sist in any complexus of dyadic relations.

(CP2.274)

Liszka (1996, 53) summarizes Peirce’s definition of a sign with four condi-
tions: (1) the representative condition, which asserts that all signs are directed
toward objects, or at least purport to be; (2) the presentative condition, which
requires the sign to represent or correlate with the object in some respect or
capacity (its ground); (3) the interpretative condition, where the sign must
determine, potentially or actually, an interpretant—understood as a sign that
translates or develops the original signs; (4) the triadic condition, which holds
that the relation between sign, object and interpretant must be triadic, forming
an irreducible interrelation where each component derives its meaning from
the others.

A second key distinction between Peircean semiotics and teleosemantics—a ex-
ternalist approach to meaning—Iies in the internal nature of Peircean semiotics.
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Interpretation plays a central role in meaning-making. Deacon summarizes this
central point as the central dogma of semiotics:

Any property of a physical medium can serve as a sign vehicle of any type
(icon, index, or symbol) referring to any object of reference for whatever
function or purpose because these properties are generated by and entirely
dependent upon the form of the particular interpretive process that it is in-
corporated into.

(Deacon 2021, 539)

What makes something a sign is not its intrinsic properties. Rather, intrinsic
properties may provide semiotic affordance. “What matters is how the relevant
property is incorporated into an interpretive process, because being interpreted is
what matters” (Deacon 2021, 539). This notion is similar to Millikan’s account of
intentional signs, though she appeals to cooperative convention rather than inter-
pretation to explain the normative aspect of intentionality. However, this similarity
is superficial. In semiotics, there is no “infosign” as Millikan describes it; every
sign involves interpretation. Thus, there are no “signs in the wild.”

Semiotics also offers a novel understanding of information, especially in its
recent development, biosemiotics. Biosemiotics posits that meaning-making is an
essential feature of biological phenomena. To understand life, we must explain
the processes of meaning-making within biological systems. These processes are
forms of information transmission, which can be understood as semiosis, or the
sign process. By reconstructing Peirce’s thinking on information, we understand it
as the communication of form, or habits, from an object to an interpretant through
a sign, which in turn constrains the interpretant’s behavior (DE Tienne 2005;
Queiroz et al. 2010; Noth 2013; Liszka 2016). Peirce states:

...a Sign may be defined as a Medium for the communication of a Form.
[...]- As a medium, the Sign is essentially in a triadic relation, to its Object
which determines it, and to its Interpretant which it determines. [...]. That
which is communicated from the Object through the Sign to the Interpretant
is a Form; that is to say, it is nothing like an existent, but is a power, is the
fact that something would happen under certain conditions.

(EP2, 544, 22)

This understanding of information revives its etymological meaning—the ac-
tion of bringing form into material (Peters 1988; Capurro 2009). It also explains
the unidirectional, dependent relationship between object, sign and interpretant,
where the object determines the sign, which then determines the interpretant—not
vice versa. The central questions in information theory thus become: What is form?
Where does form exist in nature? And how does form acquire its meaning within
semiotics?

These questions are particularly important for understanding biological infor-
mation. Hoffmeyer and Emmeche (1991) combine semiotics with second-order
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cybernetics to explain this. They argue that biological information emerges from
the unique ability of living organisms to respond to selected differences in their
environment to maintain themselves. Information is produced in this process, and
to understand it, we must comprehend this distinctive ability. “For a system to be
living, it must create itself, i.e., it must contain the distinctions necessary for its
own identification as a system” (Hoffmeyer and Emmeche, 1991, 126). This self-
referential feature is essential to life. At its core, this is code-duality: The ability of
a system to represent itself in two different codes, one digital and one analog, and
to transform one into the other. In the transformation of analog coding to digital,
meaning is made, and a physical form gains significance and relevance for the
organism. Conversely, when the digital is transformed back into the analog, the
organism’s intention has a real, physical effect on the world. Semiosis, realized
through code-duality, bridges the living and the lifeless. According to this view, the
normativity of intentionality originates from code-duality.

The next question is: How can a form be about another? Instead of viewing the
referential relationship of aboutness as monotypic, Peirce classifies three types of
basic signs in terms of their referential relations: Icon, index and symbol. An icon
correlates with its object through likeness or similarity; an index correlates with its
object through contiguity, whether causal or spatial-temporal; and a symbol cor-
relates with its object through a conventional, habitual relationship. Furthermore,
these three types of signs are hierarchically nested: A symbol grounds on an index,
which in turn grounds on an icon (Deacon 1997). This classification may offer a
radically new perspective on classic problems in linguistic philosophy, such as
the problem of sense and reference, the misrepresentation/fiction problem and the
symbol grounding problem.

Despite Peircean semiotics being a sophisticated theory of intentionality, most
philosophers overlook it, and there are strong reasons for this. First, appealing to
interpretation to explain the normativity of intentionality seems to postpone the
real question without answering it fully. Within the semiotic framework, the real
problem appears to be explaining the competence of interpretation, something se-
miotics assumes rather than addresses. Second, as Babieri (2007; 2019) argues,
appealing to interpretation may not align with naturalism. While Peircean semiot-
ics provides a descriptive explanation of semiosis, the mechanisms behind how
semiosis is possible are left unexplained. Clearly, semiosis is inherently teleologi-
cal in the Peircean framework, and we need a mechanistic account of the intrinsic
purpose of interpretive systems, if such purpose exists. Third, because interpreta-
tion is individually subjective, it is difficult to explain the conventionality, intersub-
jectivity, or even objectivity of meaning. Fourth, the triadic model of signs remains
somewhat obscure, making it challenging to apply it to solve the problems raised
by naturalistic theories of meaning, such as the reference-class problem and the
strength problem.

If semiotics is to contribute to the naturalization of intentionality, an account
of naturalizing interpretation and types of semiosis is needed. In this book, I will
argue that the emergent dynamics theory and biosemiotics theory proposed by
Deacon (2006; 2012a; 2018) may resolve several of these problems. In the next
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section, I will explain what a minimal interpretive system is, through the toy model
proposed by Deacon.

4.4 Autogenesis and the origin of normativity

In his recent paper “How Molecules Became Signs?,” Deacon argues that to ad-
dress the question, “What sort of process is necessary and sufficient to treat a mol-
ecule as a sign?” we must focus on the interpretive system (Deacon 2021). For him,
explaining the interpretive system means explaining what kind of system a living
system is. This implies that life itself is sufficient for interpretation. Two questions
need to be answered in this context. First, what is the simplest system that is alive?
Second, is the system sufficient for interpretation? To answer these two questions,
I will employ Deacon’s thought experiment of the simplest teleological system,
autogen (Deacon 2006; 2012a; 2020).

Understanding the nature and origin of life is one of the most challenging prob-
lems in life sciences. Broadly, two approaches to this problem exist: The Darwinian
and the organismic (Godfrey-Smith 2016).> The Darwinian approach argues that
the nature of life lies in the mechanism of replication, where molecular informa-
tion is transcribed to facilitate self-replication and self-production. In contrast, the
organismic approach emphasizes the self-producing and self-maintaining charac-
teristics of life (to name a few, Maturana & Varela 1972/1980; Eigen and Schuster
1979; Ganti 1979/2003; Varela 1997, Kauffman 1993; 2000; Rasmussen and Bedau
et al. 2009). From this perspective, the nature of life is defined by self-generation
and self-persistence, achieved through resistance to thermodynamic equilibrium
via metabolism. While the Darwinian approach captures the informational aspect
of life, it neglects the physical aspect. On the other hand, the organismic approach,
with its high requirements for a living system, cannot realistically serve as a pri-
mary model for the origin of life, nor does it account for the informational aspects
of life. While it is debatable what the essential features of life are, it is reasonable to
assume that a satisfactory account should encompass the concerns of both the Dar-
winian and organismic approaches while avoiding their shortcomings. Deacon’s
toy model of autogenesis may meet these requirements.

Generally, three elements are crucial for a system to be considered living: Me-
tabolism, genes and containment* (Ganti 1979; Deacon 2006; Rasmussen, Bedau
2009 et al.). Metabolism defines the self-producing nature of life. A living system
produces the elements that constitute it through metabolism, enabling self-repair,
self-reconstitution and self-persistence, thus maintaining self-generation and self-
maintenance. Containment is the boundary that separates the internal from the ex-
ternal in an organism. At the same time, it serves as the interface through which
the organism interacts with its environment. Genes are ubiquitous in living systems
and essential for self-replication. A satisfactory account of life’s nature must ex-
plain these elements. I will now argue that self-replication, metabolism and con-
tainment can be spontaneously realized in the thought experiment of autogenesis.

The simplest autogen is realized by two reciprocal self-organizing processes:
Reciprocal catalysis and self-assembly (Deacon 2021). A reciprocal catalysis
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involves at least two catalytic reactions, where the product of each reaction cata-
lyzes the other. Given a sufficient number of substrate molecules, this reciprocal
catalysis persists and can expand into a network of cyclic reaction chains. Self-
assembly, on the other hand, is a type of molecular aggregation process in which
energetically favored molecular components spontaneously aggregate in localized
regions. This process results in the formation of large, closed, regular structures,
such as polyhedral or tubular capsids.

These two processes complement each other. When coupled, each provides crit-
ical boundary conditions for the other. As the reciprocal catalysis network grows,
it becomes increasingly fragile and prone to diffusion. However, when the self-
assembled capsid forms containment around this network, it isolates it from ex-
ternal interference, effectively preventing catalyst dissipation. In turn, maintaining
the capsid containment requires a high local concentration of specific molecular
components, which the reciprocal catalysis network can produce as a byproduct.
As these processes integrate, the previously externally imposed critical boundary
conditions become intrinsic to the new whole. Deacon refers to this integrated sys-
tem as an “autogen.”

When reciprocal catalysis is initiated, provided appropriate substrate molecules
are present, it produces a single species of component molecules that tend to self-
assemble into a closed capsid containment. This structure then encapsulates the
reciprocal catalysis, forming an autogen. As the substrates inside the containment
are consumed, reciprocal catalysis ceases, halting the production of component
molecules. The containment becomes vulnerable to damage without a continu-
ous supply of components, eventually opening up again. If appropriate substrates
are nearby, reciprocal catalysis can restart. With a new supply of components, the
containment self-repairs. If the damage is extensive enough to split the contain-
ment into separate parts, these independent fragments may restart separately when
required substrates in the surrounding environment are rich, forming different au-
tonomous autogenes. Thus, autogenes have the capacity for self-reproduction.

As we can see, the account of autogenesis aligns with the organismic under-
standing of life. Nevertheless, this account differs from other theories of life in im-
portant ways. First, some theories require a system to have a persistent metabolism
and a semipermeable membrane to be considered living. However, an autogen does
not possess these properties. When the capsid structure forms the containment,
autocatalysis, which is analogous to metabolism in unicellular organisms, stops. In
other words, there is no persistent “metabolism” in the autogen. Second, existing
theories of life argue that a semipermeable lipid membrane is necessary for a liv-
ing system. Such a membrane serves not only as a boundary separating the system
from its environment but also as an interface through which the system interacts
with its surroundings. The containment in an autogen is not semipermeable. When
it is closed, it completely separates the inside from the outside. However, it also
serves as an interface. When the containment is broken, the autogen interacts with
its environment.

Furthermore, autogens are evolvable. When an autogen exhausts its reactions
and reopens to its environment, unanticipated components from the surroundings
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may be incorporated into its containment. Some of these may disrupt the internal
reciprocal catalysis, leading to the autogen’s destruction, while others may enhance
the efficiency of catalysis, resulting in autogens that replicate more efficiently.
Some newly incorporated components may neither contribute nor disrupt the origi-
nal processes. In the case of more efficient autogens, which reproduce descendants
in a more effective manner, their fitness surpasses that of the original autogen. As
these descendants inherit the same structural information, they gradually take over
the population. In other words, evolution by natural selection occurs.

Some may argue that although the autogen is an intriguing toy model, it is not
a living system because it does not capture the informational features of life. An
independent molecular template, responsible for information replication, is ubiq-
uitous in living systems. Even viruses possess such templates, realized by RNA
instead of DNA. These templates encode and store genetic information that can
be used to replicate another system with the same replication capacity. According
to von Neumann (1966), a system capable of replication can use the information
encoded in the template to construct a system with the same structure and function,
meaning it encodes the same information and has the same capacity for replication.
Von Neumann argues that for a system to have the capacity for replication, it must
have three components: A description of itself (information about itself encoded
in the template), a universal constructor mechanism that reads the template’s in-
formation and constructs the system, and a universal copy mechanism that copies
the information. The molecular template thus plays a central role in replication,
which is essential for life according to Darwinian theories of biological individual-
ity. There is no corresponding part in the autogen that performs the replication of
information.

It is true that there is no independent molecular template encoding genetic in-
formation like in existing living systems. However, this does not imply that the
autogen lacks a replication function. In fact, the structure and dynamic constraints
of the autogen realize the functions of description and construction simultane-
ously. Both the reciprocal catalysis network and the containment have structures
that encode structural information—information about the location and relation-
ships between components. This structural information constrains the available
components and the ways they can be constructed, thus serving as a description of
the autogen itself. When conditions are favorable, the reciprocal catalysis network
generates new components, which then construct the containment according to the
constraints of the structural information, leading to growth. Therefore, it performs
the function of a universal constructor.

Now, imagine that an autogen is severely damaged into several fragments, los-
ing its capacity for self-repair. Despite this, each fragment retains some part of the
structure containing the autogen’s structural information. When the local environ-
ment provides enough reactants to restart the reciprocal catalysis, each fragment
has the opportunity to regenerate into a new autogen with the same structural in-
formation. These new autogenes will have the same structure and function as the
original. Thus, we can say that the autogen performs replication, and the autogen
model does capture the informational aspect of life.
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Some may argue that, although the structure of an autogen contains structural
information, as I argued in Chapter 3, structural information or constraint is not
yet information. It seems that I am smuggling in the very thing the account of
autogenesis seeks to explain—interpretation—in an attempt to understand the
replication of the autogen. Therefore, my argument seems to fall into a vicious
circle. To resolve this, I must demonstrate that an autogen is a purposive system
with the capacity for interpretation. Deacon has argued that autogenes exhibit nor-
mativity and interpretive competence (Deacon 2021, 546). In addition to norma-
tivity and interpretive competence, Deacon asserts that autogenes possess three
other holistic properties: Individuation, autonomy and recursive self-maintenance
(Deacon 2021, 546).

Through its containment, the autogen physically and functionally distinguishes
itself from its surrounding environment. It achieves autonomy because “it intrinsi-
cally embodies and maintains its own boundary conditions via component pro-
cesses that reciprocally produce the external boundary conditions for each other.”
Furthermore, “it repairs and replicates the critical boundary conditions required
to repair and replicate these same critical boundary conditions” (Deacon 2021,
546), thereby achieving recursive self-maintenance. The autogen can be seen as an
intrinsically teleological system in a Kantian sense: Every part exists through all
other parts, and in turn, every part is for the other parts and for the whole (Weber
and Varela 2002; Garcia-Valdecasas 2022). Every process constituting the autogen
exists for the sake of its continued existence. Therefore, the autogen is a purposive
system.

With the emergence of intrinsic purpose, normativity follows. As each process
acts for the persistence of the whole, it may fail. For example, damage to the con-
tainment or unintended involvement of other molecules in reciprocal catalysis can
disrupt the self-assembly of component molecules, leading to the failure of the au-
togen. By clarifying normativity, we can better understand the interpretive compe-
tence of the autogen, which can be understood through the concept of code-duality
proposed by Hoffmeyer and Emmeche (1991). Next, I will argue why autogenesis
is an interpretive process and how structural information or constraint transforms
into signs with meaning through code-duality.

4.5 Genetic information, code-duality and operational
interpretation

To understand why autogenesis is an interpretive process, let’s revisit a classical
problem in the philosophy of biology: Whether genetic information is semantic.
Genetic information plays a central role in molecular biology, and as a result, the
conception of information dominates the field. Terms such as transcription, transla-
tion, transduction, code, redundancy, synonymy, messenger, editing, proofreading
and library are all technical terms in biology. The informational implications of
these terms have been heavily debated between biologists and philosophers. Some
argue that information-related concepts in biology are truly semantic and repre-
sentational, while others disagree. Those who reject the semantic claim argue that
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biologists merely use these terms metaphorically, underpinned by a mechanistic
understanding of life (for example, Sterelny et al. 1996; Sarkar 2000; Griffith 2001;
Levy 2011). Supporters of the semantic claim agree that genetic information is
indeed semantic, but they understand the concept of information in different ways.
Some view it through a teleosemantic lens (Maynard Smith 2000; Shea 2007),
while others consider it within the framework of information transmission, where
interpretation plays a central role (Jablonka 2002; Bergstrom and Rosvall 2009).

I argue that information does play a substantial role in biology, but not in the
sense of teleosemantics. While some appeal to the interpretation systems of receiv-
ers or observers, they do not provide a clear account of interpretation or explain
why processes such as translation, transcription, transduction and replication of
genetic information are interpretive in nature. In this section, I argue that a mecha-
nistic understanding of genetic information is insufficient and provide an account
of operational interpretation to better understand it. Let’s begin with the central
dogma of molecular biology.

The central dogma of molecular biology, which plays a pivotal role in the field,
introduces the concept of informational processes in biology to a large extent. It
suggests that the flow of genetic information during protein synthesis is a purely
mechanistic process.

The Central Dogma. This states that once “information” has passed into pro-
tein it cannot get out again. In more detail, the transfer of information from
nucleic acid to nucleic acid, or from nucleic acid to protein may be possible,
but transfer from protein to protein, or from protein to nucleic acid is impos-
sible. Information here means the precise determination of sequence, either
of bases in the nucleic acid or of amino acid residues in the protein.

(Crick 1958: 153)

According to the principle, sequence information is initially coded by the se-
quential structure of DNA. During replication, this information is transcribed and
encoded by messenger RNA (mRNA) through template matching (transcription).
The mRNA, carrying genetic information, then forms a complex with ribosomes
and transfer RNA (tRNA), serving as a template for protein synthesis. This process
ensures that proteins fold into the correct structures based on the genetic informa-
tion represented by the mRNA.

Although there are transfers of genetic information that fall outside the scope
of the central dogma, it still holds significant importance in molecular biology.
However, my concern here is not whether the dogma can be upheld, but whether
it is purely mechanistic. As we can see, several concepts with obvious teleological
connotations, such as code, information, transcription, translation and correctness,
are integral to this process. How can these concepts be reconciled with a mecha-
nistic explanation?

A common response to this issue suggests that these concepts are often used
metaphorically, with the belief that they can ultimately be explained in physical
terms. For instance, biologists use the terms “code” and “information” in a highly
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restricted sense, as opposed to the richer, more semantic notions they typically
imply (Sarkar 1996; Godfrey-Smith 2000; Griffiths 2001).

...there is one kind of informational or semantic property that genes and
only genes have: coding for the amino acid sequences of protein molecules.
But this relation ‘reaches’ only as far as the amino acid sequence. It does not
vindicate the idea that genes code for whole-organism phenotypes, let alone
provide a basis for the wholesale use of informational or semantic language
in biology.

(Godfrey-Smith and Sterelny 2016)

Moreover, some argue that the genetic code exhibits arbitrary characteristics
because many other mappings between DNA base triplets and amino acids are bio-
logically possible. Yet, the perceived arbitrariness of the genetic code is superficial,
stemming from gaps in our understanding of the complex connections between
DNA base triplets and amino acids. As Godfrey-Smith and Sterelny (2016) sug-
gest, the very notion of arbitrariness in this context proves elusive.

In their groundbreaking work, Hoffmeyer and Emmeche (1991) argue that the
flow of genetic information in protein synthesis should be understood as interpre-
tive acts, or semiosis. They propose that the concept of information needs to be
redefined through Peircean semiotics. If genetic information is understood simply
as the determination of sequence, it becomes indistinguishable from other forms
of organization in nature. What distinguishes genetic information from other bio-
logical information during ontogenetic development is its semiotic nature: it func-
tions as signs that stand for something within interpreting systems. While genetic
sequences are relatively independent and stable within cells, they should not be
understood in isolation. Instead, sequence information should be considered within
the broader context of ontogenetic development and reproduction, in which it is
interpreted. Hoffmeyer and Emmeche describe semiosis at the organism level as
follows:

In the epigenetic process, DNA, i.e. the genome, may be seen as just one
fragment of an evolutionary stream of signs passed down through the genera-
tions. The interpretant selecting such signs among the myriad of internal cy-
toplasmic differences is the fertilized egg, the zygote. The fertilized egg, the
real ‘person’ of biology, can make sense of the elaborate message contained
in the DNA, using it to master the epigenetic process, i.e. the construction of
the phenotype, the actual organism.

(Hoffmeyer and Emmeche 1991, 143)

In this semiosis, “[s]till, it is the zygote which is the subject in the process:
It initiates the deciphering of the DNA-message and becomes gradually changed
to the embryo in response to the interpretation” (Hoffmeyer and Emmeche 1991,
144). Unlike molecular biology, which interprets ontogenetic development as bio-
chemical processes guided by genetic information, biosemiotics view it as a form
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of semiosis. This perspective emphasizes that the process can only occur within
an interpreting system, such as the zygote. Because the zygote acts as an inter-
preting system, the normativity of the genetic code (information) is no longer a
mystery. However, similar to other theories that appeal to interpretation, an account
of interpretation that can be employed to understand basic semiosis like genetic
information is still needed. We must understand in what sense these processes are
interpretive.

Hoffmeyer and Emmeche (1991) employ code-duality to elucidate how semiosis
functions in protein synthesis. Code-duality refers to the recursive transmission of
information through the interactions between digital and analog codes (Hoffmeyer
2008: 80). Digital codes are those in which the components are discrete tokens
connected by arbitrary relations, while analog codes rely on similarities in spatio-
temporal, part-to-whole or causal continuity. Digital codes are used for memory
storage, while analog codes facilitate decoding and instructing physical realization.
According to the concept of code-duality, genetic codes function as digital codes,
while the processes of transcription and translation operate as analog codes. Simi-
larly, interpretation (semiosis) within autogens also operates through code-duality,
albeit in a distinct manner.

Unlike the code-duality observed in protein synthesis, autogens do not exhibit
physical differentiation. As previously discussed, the two self-organizing processes
in autogens mutually provide critical boundary conditions. These boundary condi-
tions serve as constraints, limiting the possible realizations of the two processes
and ensuring the autogen as a whole. Through self-maintenance and self-reproduc-
tion, the autogen preserves these constraints.“This preservation of constraints both
provides a record and a source of instruction for organizing the work required to
preserve this same capacity”(Deacon 2021, 545). This means that the constraints
embodied in the interplay of these two coupled processes serve dual roles, akin to
both digital and analog codes.

The constraints in autogens are digital because they are arbitrary. If recipro-
cal catalysis and self-assembly were uncoupled, each could proceed in numerous
other ways. However, when coupled, they mutually constrain each other to oper-
ate within a much more limited set of possibilities, thereby sustaining the autogen
as a whole. Moreover, the dynamic structure of the autogen re-represents its own
boundary conditions. Essentially, these constraints store the sequence information
of the autogen itself. When an autogen reproduces another, these constraints are
preserved and intrinsically represent and reproduce the critical boundary condi-
tions necessary for the autogen’s existence (Deacon 2021, 546). On the other hand,
these constraints are analog because they are realized through spatio-temporal
(self-assembly) and causal continuities (reciprocal catalysis). We can describe the
dynamic structure of an autogen as digitally coding information about its bound-
ary conditions. When damaged, the remaining parts initiate an analogous decoding
process to self-repair or self-reproduce, given adequate environmental conditions.

This self-referential code-duality realizes the most primitive form of interpreta-
tion, implementing the primitive semiosis. The dynamic structure of an autogen
represents itself (the representative condition); it re-presents the critical boundary
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conditions of the autogen (the presentative condition). When an autogen is dam-
aged, its integrity is disrupted and self-repair or self-reproduction is initiated,
generating a new autogen(s) as the interpretant (the interpretative condition). The
relations between the autogen (object), dynamic structure (sign) and regenerated
autogen (interpretant) constitute genuine triadic relations that cannot be reduced
to any dyadic relation between any two of them (the triadic condition). There-
fore, autogenesis meets the four formal conditions of signs given by Peirce. The
next question is what kind of semiosis autogenesis represents. Since it involves
the regeneration of self/non-self distinction, it is considered an iconic semiosis
(Deacon 2021, 546).

This primitive form of semiosis possesses several distinguishing proper-
ties from semiosis in the general sense. First, its reference is itself, making
it inherently self-referential. Second, the autogen (object), dynamic structure
encoding constraints (sign) and regenerated autogen (interpretant) exist not
as separate entities but as a persistent unity: Autogenesis. Third, it provides
a diachronic instantiation of semiosis, contrasting with synchronic forms.
The primitive semiosis manifests in the dynamics of autogenesis, which self-
referentially structures itself in irreversible time. Fourth, the dynamics of the
autogen are physically determined and thus mechanistic, aligning with modern
scientific methods and experimental feasibility. Due to these distinctive char-
acteristics, I propose calling this primitive form of interpretation “operational
interpretation.” Other forms of interpretation (semioses) can be differentiated
from operational interpretation, as Deacon (2021) has argued. With the opera-
tional interpretation concept in mind, let’s return to the normativity problems
of representation.

4.6 From constraint to information, and to semiosis

According to the notion of operational interpretation, when incorporated into au-
togenesis, a constraint imposed by reciprocal catalysis and self-assembly becomes
meaningful. The structural information embodied by the constraint becomes refer-
ential, referring to the autogen itself. It is also normative with respect to its con-
tribution to the self-maintaining and self-producing autogenesis. When a process
fails in its contribution, it malfunctions accordingly. The constraint, or structural
information embodied in the process, is no longer about itself, and as a result, it
carries misinformation. Furthermore, the constraint is propagated to newly gener-
ated parts in self-repair and to newly formed autogens in reproduction. We may say
that the information is transmitted from old parts to the new, from parent to daugh-
ter. Nevertheless, this self-referentially iconic reference pertains to itself. It is not
the typical referential relationship in our minds, where what we usually take to be a
representation is about something else. Therefore, this simplest form of autopoiesis
is too simple to investigate the normativity of representation, to understand the re-
lationship between history and the present referential function of a representation,
and to resolve the tension between the stabilizing and open-ended aspects of the
function. A more complex model is needed.
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Now imagine a slightly different autogen with a sensitive surface (Deacon
2012a; 2021). Its capsule has molecular features to which the substrate tends
to bind. As the number of binding substrates increases, the structural stability
weakens, and thus, the bonding points become more fragile. As a result, the
autogen tends to open its containment more frequently in a substrate-rich en-
vironment. When the containment is closed, the autogen is stable. However, if
there is substrate concentration in the surroundings, the containment becomes
more likely to be disrupted. When the containment opens up, it is more prob-
able for the autogen to replicate itself, since there are rich substrates nearby.
With the replication of more and more autogens, local substrate would be
quickly used up. The containments of autogens close up, restoring their stabil-
ity. Comparatively, the sensitive autogen has an adaptive advantage over the
original generation. The original generation is insensitive to its environmental
conditions and thus retains its stability even when there are abundant substrates
around. Consequently, the autogen is less likely to replicate as the evolved ones
do. That is, the fitness of the sensitive autogen is much higher than that of the
original.

The adaptive advantage of the sensitive autogen comes from its novel semiotic
competence: Indexical representation. Semiotically, an indexical representation is
spatio-temporally or causally continuous with its referent. A left-turn arrow traffic
sign is an index. The direction of the arrow is continuous with the direction it indi-
cates. A driver interprets the arrow sign as indicating the direction they should go
forward in the lane at the junction. In the case of the sensitive autogen, the binding
of the substrate is continuous with the suitability of the environment. The bonding
point that binds the substrate to the surface is an index of the environment’s suit-
ability. The bonding point is a sign, and the substrate is the indicated object. Their
continuity is operationally interpreted by the sensitive autogen. That is, with in-
creasing binding of the substrates, the autogen’s containment is disrupted, and the
substrate gains access to the interior, engaging in reciprocal catalysis. As catalysis
accelerates, the autogen self-repairs or produces replicated autogens. These out-
comes are the interpretants. In terms of the central dogma of semiotics, the binding
of the substrates, disrupting the containment, and containing the substrates all con-
tribute to the self-repairing, self-maintaining, self-producing and self-replicating
functions of an interpretive system: The sensitive autogen. This makes the entire
process more than merely a chemical reaction—it becomes semiosis.

In this thought experiment, more specific details deserve further articulation.
First, without being incorporated into the autogenesis, the properties of the sub-
strates are merely semiotic affordances—possibilities available in the environment
for an interpretive system to use (Chemero 2003; Heras-Escribano 2020; Deacon
2021, 539). Furthermore, not all properties of the substrates, but only those that
are relevant to the self-maintaining and self-producing processes, are involved
in semiosis. In other words, the substrates ground the sign (the bonding point on
the autogen’s surface) in the sense that the sign only presents the properties of
the substrates that matter to the autogen, rather than all of its properties. This is the
presentational condition for being a sign.
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Second, in Peircean semiotic terms, the presence of the substrates in the environ-
ment is the dynamic object represented by the sign, while the general suitability of
the environment is the immediate object (Deacon 2012a, 443). The general suita-
bility of the environment for the autogenesis’ self-production and self-reproduction
should be understood in terms of negative logic. When conditions that prevent the
self-production of the autogen are absent in the environment, the environment is
considered suitable. Therefore, suitability is a negative property for the autogen. As
a result, it is multiply realized. It is realized by the substrates in the present. Hence,
the immediate object is grounded by, but not reduced to, the dynamic object. The
part properties of the dynamic object that contribute to the autogenesis also con-
tribute to the environment’s suitability. Here lies the problem of content determina-
tion: What does the bonding point indicate, the substrate (dynamic object) or the
general suitability of the environment (immediate object)? I would argue that this
is a misguided question. Positively, the presence of the dynamic object constitutes
part of the immediate object. Negatively, the selection of a specific ground for rep-
resentation is a function of, and therefore constrained by, the general suitability for
the self-production of the autogen, which is defined according to the autogenesis.
This implies that what a sign represents is determined by its contribution to the
self-maintaining and self-producing processes of interpretive systems. Therefore,
while we may classify immediate and dynamic objects for some epistemological
purposes, they are not significant in the operationally interpretative process.

Third, in Peircean semiotic terms, the resulting repaired and descended auto-
gens are interpretants. However, some may argue that, although the sensitive auto-
gen reopens its containment by increasing substrate binding and begins replicating
when there are abundant substrates, the presence of the substrates and their con-
tribution to the autogenesis may be accidental and idiosyncratic. Therefore, it is
difficult to claim that the proper function of the bonding point is to represent the
general suitability of the environment. Teleosemantics appeals to evolutionary his-
tory through natural selection to explain the stabilizing aspect of representation’s
normativity. However, as argued in Section 4.2 a representation, as a stabilizing
function, is about the past according to the etiological account of function, while a
living system uses representation to address present conditions.

Peircean semiotics distinguishes between dynamic and final interpretants. The
dynamic interpretant is the direct or actual effect produced by a sign upon an inter-
pretive system, while the final interpretant is any rule-like or law-like effect a sign
has upon any interpretive system (Liszka 1996, 26-27). In our thought experiment,
the repaired autogen and its replicants are dynamic interpretants, while the per-
petuation of this interpretive habit through the persistence of the autogen lineage
(Deacon 2012a, 443) is the final interpretant. But how is the final interpretant pos-
sible? What is the relationship between the final and dynamic interpretants? I also
appeal to evolutionary explanations by natural selection, but in a negative way.

The negative understanding of evolution suggests that evolution does not deter-
mine or produce a function, as the selected effect theory claims, but rather imposes
constraints that scaffold how a function is performed. A basic recipe for natural
selection includes natural variation, differential reproduction and inheritance
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(Lewontin 1970; Godfrey-Smith 2007; Skyrms, 2010a, 50). In brief, there are vari-
ants in biological traits among members of a population, different variants have dif-
ferent reproductive success (fitness), and the variations are inheritable. With these
three factors, evolution proceeds. A variant with higher fitness will prevail in the
population, while those with lower fitness will be gradually eliminated. Natural se-
lection is a passive mechanism. It does not generate novelty. It is indifferent to the
mechanisms of variation and inheritance. It merely eliminates those that do not fit
the environment. What remains in the population is the result of eliminating other
variants. In other words, natural selection works in a negative manner. It increases
the likelihood of survival and reproduction for variants that passing through con-
straints, while eliminating possibilities for variants that do not fit. This implies that
natural selection does not select for specific traits but narrows the range of pos-
sibilities for biological traits.

Some may argue that the stabilizing function of a trait is very specific, and thus,
it is hard to say that the trait is not selected for its effect. For example, human eyes
are specifically adapted for vision. If eyes are not selected for vision but are the re-
sult of constraints, how could they be so sophisticated for enabling vision? I would
argue that this is another version of Paley’s watch argument. Paley argues that if we
find a watch on the beach, it must have been designed by someone because it is too
sophisticated to have formed spontaneously. Similarly, eyes are too sophisticated
to be merely the result of narrowing the space of possibilities. Even if the range
of possibilities is constrained, it remains vast. Therefore, eyes must have been se-
lected for the effect of enabling vision.

Like Paley, who ignores the timescale on which natural selection operates (geo-
logical time) and treats natural selection as random, this argument overlooks the
scaffolding effect in evolution. Natural selection may have been random when
life first originated. However, once evolution begins, it shapes constraints upon
constraints and inevitably generates increasingly complex forms of dependency
(scaffolding) on those constraints (Deacon 2008, 188). In other words, if a species
evolves, it must begin with the constraints it has embodied. Deacon (2012a, 318)
calls this effect the “ratchet effect.” That is, evolution can only proceed in a direc-
tion constrained by the past. In other words, evolution must begin with constraints
shaped by history; it cannot ignore the past. Constraints formed in the past scaffold
present and future evolution. Given enough time, it is entirely possible to evolve
a trait that seems to have been specifically selected for the effect it produces, from
the perspective of an observer.

An alternative advantage of this negative account of evolution is that it views
evolution as an open-ended process. If a trait’s properties are not constrained by
existing factors, they can be inherited by its descendants. A trait typically has many
properties. Some properties may improve fitness under certain conditions, while
others improve fitness under different conditions. For example, the feathers of
birds initially evolved for warmth may later serve the function of flight. These
phenomena are called exaptation and preadaptation by biologists (Gould and Vrba
1982). In summary, the negative account of evolution explains the tension between
the stabilizing and open-ended aspects of a biological function.
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With this negative understanding in mind, let’s revisit the relationship between
the dynamic and final interpretants. The constraints shaped by evolutionary his-
tory form the foundation of the final interpretant. The final interpretant does not
determine what a sign represents. Instead, it constrains the possible interpreta-
tions of the sign—what a dynamic interpretant can be. We may say the distinc-
tion between dynamic and final interpretants is similar to Millikan’s distinction
between stabilizing function and actual function. However, the similarity is super-
ficial. Unlike the stabilizing function, which teleosemantics treats as the function
a sign was selected for in the past, the final interpretant is negatively shaped by
the past and serves as a constraint on the actual performance of a sign. Unlike
the function that is actually performed, which includes both successful and failed
performances, the performance of the dynamic interpretant is constrained by the
final interpretant. A sign may fail to produce a dynamic interpretant if it does not
contribute to the self-maintenance and self-production of the interpretive system
it is involved in.

Now we have a naturalistic semiotic account of representation. It proposes that
to understand representation, we must explain the interpretive system—a living
system that performs interpretation—and evolution, which shapes constraints on
the interpretive system. In other words, the representational function of a sign
should be understood in two dimensions: Evolution and interpretation. As Deacon
(2008, 188) states:

The evolved mechanism constrains the dynamics of possible interpretation,
but doesn’t determine it. Each moment of interpretation is in some way sup-
portive or disruptive of the self-maintenance of this dynamical trend. This
means that not only is there an historical origin for the normative property of
this interpretive process, there is also an ahistorical and immediately effica-
cious normative property as well.

(Deacon 2008, 188)

This naturalistic semiotic account has several advantages over teleosemantics.
First, it explains the normativity of representation rather than simply explain-
ing it away, as teleosemantics does. Teleosemantics accounts for the normativity
of representation by appealing to evolution by natural selection. On one hand,
evolution by natural selection is a completely mechanistic process. Since rep-
resentation is a product of evolution, its normativity appears superficial. On the
other hand, evolution by natural selection assumes, rather than explains, a living
system. The autogenesis account, however, explains the fundamentals of living
systems and understands normativity in relation to the self-maintenance of these
systems.

The misinformation problem and the content determination problem are thus
resolved. If a representation is about something that is not constrained by its history
and consequently fails to perform the evolved function related to self-maintenance,
it malfunctions and carries misinformation. Which aspect of the represented ob-
ject (the immediate object in Peircean semiotic terms) grounds a representation is
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determined by the representation’s history and by the properties that currently con-
tribute to the self-maintenance of an interpretive system. Furthermore, this account
avoids falling into the idiosyncratic trap of appealing to individual interpretation
to explain normativity because interpretation is constrained and thus stabilized by
its historical context.

Second, this naturalistic semiotic account explains how a representation, sta-
bilized by past conditions, can still be about present conditions. According to tel-
eosemantics, the stabilizing function of a representation is determined by its past.
Consequently, what the representation should refer to is the past condition. How-
ever, a representation is typically used to refer to present conditions. The proposed
account argues that when a representation is involved in an interpretive system, it
refers to present conditions, though constrained by its past.

Third, this account resolves the tension between the open-endedness and stabi-
lization of representation. Teleosemantics leaves no room for the open-endedness
of representation, while living systems continually use representations in more or
less different ways under varying conditions. By understanding evolution from the
perspective of negative logic, the naturalistic semiotic account explains the stabi-
lizing aspect of representation while also allowing for the possibilities of evolution
in how the representation can develop.

With this naturalistic semiotic account in place, we provide a constructive the-
ory of structural, referential and normative information. Structural information is
naturalized as constraints, and referential information is grounded in constraint
propagation through dynamic interactions between different processes. A con-
straint propagation becomes meaningful only when it is involved in an interpretive
system (the central dogma of semiotics). As Deacon says,

Function and representation are made possible by the way living processes
are intrinsically organized around absent and extrinsic factors, and the
Darwinian process inevitably generates increasingly convoluted forms of
dependency on absence. Information is a relational property that emerges
from nested layers of constraint: constraints of signal probability (Shannon),
constraints of the dynamics of signal generation (Boltzmann), and the con-
straints required for self-maintaining far-from-equilibrium end-directed dy-
namics (Darwin).

(Deacon, 188)

This naturalistic account of information and representation explains only very
simple and ideal representations. However, representation can be far more com-
plex and convoluted, especially in language. For example, fiction is pervasive in
linguistic expression, with instances like “Harry Potter” or “the French King in
2025.” Simply explaining fiction as misrepresentation or pretending representation
is unsatisfactory and difficult to accept. A complete theory should also be able to
explain these more complex cases of representation. This will be the task of the
next chapter.
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Notes

1 When I say the content of a represented is determined, I say it in a metaphysical sense
than epistemological. Metaphysically, an item or a trait has one or several proper func-
tions. It does not mean that we can discern what is the proper function of a trait. This
is the epistemological difficulty Dretske’s bacteria case tries to capture. However, what
I concern here are the metaphysical questions, so I will leave the epistemological ones
aside though not irrelevant.

2 Some may argue that this claim is not fair to Millikan who clearly says that her biose-
mantics develops from Peirce’s semiotics (Millikan 1984; 2004; 2017). However, I will
argue that her reformed theory of signs is radically different from Peirce’s semiotics.

3 I cannot do a fair treatment of the discussion on the nature of life due to the limited space
here. People who have interest in the topic may read Bedau (2008).

4 This is a working hypothesis. It does not deny that there are boundary cases which do
not have one or two of the elements. For example, a seed of sleep almost has no metabo-
lism. It is hard to define the boundaries or containments of many organisms, like plants,
bacteria and fungi.



5 Reference

5.1 Introduction

A naive view of representation is that it simply refers to or represents something.
For example, a portrait represents a person; the waggle dance of a bee refers to
the location of nectar; vervet monkeys’ alarm calls represent the appearances of
corresponding predators; the left-direction arrow on the road indicates the direc-
tion of a lane; and the sentence “Today is cold” represents the state that today is
cold. In naturalistic accounts of meaning, it is often said that the proper function
of a representation is to represent. That is, a representation is designed by either
users or evolution to serve this function. If a representation fails to represent, it is
considered a misrepresentation, and people argue that the truth conditions under
which it could successfully represent have not been met. This naive idea applies
to all types of representation, from various biochemical signals at the subpersonal
level to animal signals and, of course, to language.

According to Wittgenstein’s picture theory of meaning, language operates as
a system of representation in which words and sentences represent states of af-
fairs in the world (Wittgenstein 1921/2010). Language as a whole represents the
world. It shares the same logical form as the reality it represents. In other words,
the structural relationships between components of language mirror the relation-
ships between objects in reality. However, linguistic referential relationships dif-
fer from others. First, unlike animal signals, which directly represent objects,
properties or events, a word or phrase (other than proper names) cannot refer
directly to any object unless it is embedded in a sentence or specific context.
For instance, while the word “dog” refers to the animal, it does not refer to any
specific dog unless it is a part of a sentence that provides further context. Second,
language can refer to something general and abstract, such as almost all logic
and mathematical concepts like “triangle,” “function” or “deduction.” Third, lan-
guage can be used to refer to things that do not exist, namely fiction. Examples
include “Harry Potter” and “Middle Earth.” Fourth, people often use linguistic
expressions in ways that do not align with their literal meanings, such as irony or
metaphor. Understanding how these phenomena of reference and meaning work
is a crucial task for the philosophy of language, philosophy of mind and philoso-
phy of cognitive science.
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Linguistic philosophers have made significant contributions, but they have
reached few agreements. This chapter aims to develop an alternative approach
to the problems of reference. Following Deacon’s work (1997; 2012b; 2018),
I argue that traditional theories fail to explain linguistic reference because they
overlook the complex semiotic infrastructure underlying it. Linguistic reference
is symbolic reference, which is hierarchically constructed from indexical refer-
ence, which in turn arises from iconic reference. The relationship between sense
and reference cannot be understood without considering this semiotic hierarchy.
This chapter begins with a critical review of the map metaphor in the philosophy
of language and philosophy of mind, and argues that it presumes a dyadic model
of language, where linguistic symbols map to reality according to some (math-
ematical or logical) functions. Peirce’s classifications of signs is introduced in
Section 5.2. The hierarchy of reference is discussed in Section 5.3. Section 5.4
argues how symbolic reference, which has no direct correlations with the world,
ungrounds from indexical relationships. Section 5.5 explains why symbols have
to be embedded in a certain context to represent. By combining the indexical
relationships between symbols and between symbols and objects, symbolic rep-
resentation regrounds in the world. Finally, the problems of sense and reference
are explored within this semiotic framework.

5.2 The map metaphor

A map is a designed representational model of a target area for a specific pur-
pose. The symbols and spatial relationships between them on a map represent
corresponding locations and relative spatial distances. The relations and distances
between sites or objects are mathematically transformed according to certain pro-
jection rules or functions. Different maps are designed for different purposes, and
correspondingly, the mapping or projection rules from the area to the map differ.
For example, a tourist map is specifically designed to help travelers navigate or
explore an area, such as a city, region or tourist attraction. It highlights locations,
landmarks and services relevant to tourists while simplifying or omitting irrelevant
locations like residential communities. A metro map, on the other hand, represents
the routes, lines and stations of a city’s metro system. Unlike geographical maps,
metro maps are primarily designed for clarity and ease of navigation, often sacrific-
ing geographical accuracy for simplicity and usability.

For philosophers such as early Wittgenstein, logical empiricists, Quine and
teleosemanticians, language is a map of the world. Their disagreement lies in
what kind of relationships (mapping functions or projection rules) exist between
language and the world. This map metaphor of language presupposes a code-like
notion. According to this view, language is a sequence of symbols encoding real-
ity according to specific coding rules. Therefore, the tasks for the philosophy of
language are to articulate what these rules are (semantics), how they are fixed
and how they are used in specific contexts by individuals (pragmatics). I will
now take Millikan’s conception of the semantic mapping function as an exemplar
to illustrate this map metaphor. The reason I choose her theory is that it inherits
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Wittgenstein’s picture theory of language and reconstructs it in a naturalistic man-
ner. However, I will argue that it is inadequate for dealing with the complexities
of reference.

Millikan provides a biological model of language in her biosemantics, a vari-
ation of teleosemantics. According to this theory, language is also a kind of bio-
logical trait. It has biological functions and is shaped by evolution through natural
selection or reinforced learning. Language, or intentional sign systems, has many
functions like other biological traits. What is special about language is that some
of its functions are successfully performed through the communication of informa-
tion of interest. This communicative function includes a part called the semantic-
mapping function, as defined by Millikan (1984; 2005; 2017). For a language form
to successfully perform this part of the function, there must be conditions in the
world to support it. Some variations in the language form systematically vary with
these conditions (Millikan 2005, 53). Millikan uses the term “mapping function”
in a mathematical sense. In mathematics, if there is a mapping function between
two sets, each element of one set corresponds to exactly one element of the other
set according to some rules that can be mathematically or logically characterized.
In the case of the semantic-mapping function, the two sets are language and the
world. The elements of the language set are the varieties of language forms, while
the elements of the world set are properties, objects, events, structures, processes,
etc. The elements of the language set map to those of the world set according
to a semantic-mapping function. This function is conventionally stabilized in the
speaker-hearer cooperative systems of a language community, with stabilization
occurring in relation to its contribution to a conventional function. Furthermore, a
semantic function may contribute to different stabilizing functions. Let’s consider
the example of animal signals: The bee waggle dance.

It is well known that a honeybee communicates the location of a nectar through
a figure-eight-like dance. When a bee finds nectar more than 40 meters away from
its hive, it returns to the hive and performs the waggle dance. The angle a between
the direction the bee moves and the sun indicates the direction of the nectar, and the
duration of the waggling, ¢, indicates the distance from the hive. The location of the
nectar can be determined using the direction and distance. As a type of intentional
sign system, the semantic-mapping function maps the location of the nectar to the
dance. Accordingly, the two sets are the sets of waggle dance and nectar locations.
The variables a and ¢ constitute the set of waggle dance, while the locations of the
nectar are the elements of the other set. The mapping function in the mathemati-
cal sense is the vector relation constituted by a and ¢, (a, #). Variables a and ¢ vary
systematically with nectar locations. For the bee to communicate the correct and
accurate information about nectar location to other bees, when a bee performs a
waggle dance (a,, ¢ ), the nectar must be situated in the specific location specified
by the dance. The nectar location, in philosophical terms, is the truth condition or
satisfaction condition of the waggle dance. The conventional function of the wag-
gle dance is to communicate the information about the nectar’s location, and thus,
the semantic-mapping function is stabilized with respect to the stabilization of this
conventional function.
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The linguistic semantic-mapping function is similar to that of a waggle dance,
but with a far more complex mapping function and variations. For example, “Im-
manuel Kant was a German philosopher” represents the state of the world in which
Immanuel Kant was a German philosopher. In this simple descriptive sentence,
we can identify three variables: the proper name “Immanuel Kant,” the adjective
“German,” and the predicate “philosopher.” Each variable corresponds to some
aspect of reality. However, this simple sentence can be misleading, as it implies
a one-to-one semantic mapping between the components of the sentence and the
aspects of the world. In reality, the semantic-mapping functions are much more
complex. The variables themselves do not correspond to their objects indepen-
dently unless each is situated in a sentence. Furthermore, aside from descriptive
linguistic representations, whose content is determined by what they need to cor-
respond to, there are directive representations, whose content requires the hearer
to take action in order to satisfy it. Speech acts, such as“Attention, please!”are
examples of directive representations. For descriptive representations, “it might be
the case that the producer, who is primarily responsible for making the sign, cor-
responds to the world.” These are designed to stand for existing world affairs. For
directive representations, “the consumer may be primarily responsible for making
the world correspond to the sign. “ These are designed to prompt hearers to produce
the represented world affairs (Millikan 2004, 80). According to this account, a task
of the philosophy of language is to locate the conventional functions of different
linguistic representations and their corresponding semantic-mapping functions.

This account of the semantic-mapping function aligns with our intuitions about
animal signals and even subpersonal signals. It also works well for explaining in-
dexical sentences and definite descriptions. However, when it comes to sentences
that do not have direct referents, such as indefinite descriptions, general descrip-
tions, abstract descriptions and fiction, the theory becomes less clear. Nonethe-
less, Millikan (1984) has attempted to address these issues. She argues that for an
indefinite description like “A philosopher wrote a great philosophical book titled
Critique of Pure Reason,” its function is not to refer to a specific individual but
“only to map onto at least one individual in the context of the whole sentence”
(Millikan 1984, 177). That is, indefinite descriptions are supposed to map onto
dispositions or kinds, rather than to any specific individual. Similarly, general or
abstract definitions like “Animals with kidneys also have hearts” and “The sum of
the angles in a triangle is 180 degrees” are also supposed to map onto dispositions
or kinds in nature. Unlike Meinong, who develops a metaphysics defining fictional
entities as real, Millikan (1984, 201-202) accepts a pretend theory, which asserts
that when people use such fictional sentences, they pretend that the represented
world affairs exist, even though they do not.

Millikan’s semantic-mapping function theory has the advantage of providing a
unified account that covers all intentional signs, from subpersonal signals to animal
signals and even to language. However, it is difficult to say the theory is entirely
satisfying. First, when she argues that indefinite descriptions refer to dispositions,
properties, or kinds, she presupposes a certain metaphysical stance (Millikan 1984;
2017). Dispositions, properties and kinds are universals whose existence has been
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debated since ancient Greece. As a result, the conception of the semantic-mapping
function carries a metaphysical burden. Second, understanding fictional repre-
sentation as pretending presupposes that people have the competence to interpret
counterfactuals. When someone makes a counterfactual claim, it means they are
describing something that does not exist but pretending that it does. This requires
higher-order cognitive competence. To understand fictional linguistic representa-
tions, the relationship between counterfactual interpretation and language should
be explored, but Millikan’s theory only assumes it.

Third, Millikan’s biosemantics presupposes the continuity between different
types of signs, yet it hardly explains the differences between them. For example,
in some of her works, she acknowledges the difference between animal signals
and language (Millikan 1989a; 2005, 64), but she does not explain where these
differences come from. Consider the difference in the story of The Boy Who Cried
Wolf. With the repeated cry of “Wolf! Wolf!”, the indexical power of the sentence
is lost. That is, the villagers who hear the boy’s cry no longer believe that there is a
wolf present (Deacon 1997, 82). However, the meaning, or sense in Frege’s terms,
of the sentence is not lost. This is also the case for Pavlov’s dog. After repeated
training, the bell sound becomes a sign for food, acquiring an indicating power to
food, but if the trainer stops pairing the sound with food, the bell quickly loses its
referential power. The dog no longer interprets the ringing as a sign of food. As a
naturalistic theory of meaning, it should not only explain the continuities but also
the discontinuities.

Furthermore, although Millikan (2004; 2005; 2017) argues that there is no prin-
cipled distinction between semantics and pragmatics, there is a tension between
the public meaning or conventional functions of language and their individual us-
age in practice. This distinction arises from the fact that individuals always have
their own way of using and understanding conventional language forms. Thus,
how an individual employs an intentional sign to identify a world affair in a spe-
cific context becomes a crucial problem. Millikan develops a theory of identity
and introduces new concepts such as unicept and unitracker to understand this
issue. However, I would argue that the tension reflects the same problem faced
by the etiological conception of biological functions analyzed in Chapter 4: The
conventional meaning of language forms is a disposition determined by the past.
First, disposition is a debatable concept; second, a language form has conventional
meaning about the present, not the past. As I have argued in Chapter 4, what evo-
lutionary history provides are constraints on the possible ways a sign can be used,
rather than specific functions.

A deep fallacy underlying these map theories of meaning is what is called the fal-
lacy of simple correspondence (Deacon 2003) or the code fallacy (Deacon 2012b).
According to the code fallacy, language is a type of code determined by a one-to-one
mapping between conventionally determined sign sets (Deacon 2012b, 395). This
notion is a fallacy because it presents an oversimplified picture, leading to the diffi-
culties discussed above. The code fallacy overlooks the complex semiotic infrastruc-
ture. Symbolic reference in language hierarchically depends on more basic types of
reference. [ will argue that, with understanding this semiotic infrastructure beneath
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symbolic reference, the tension between the public aspect and individual practi-
cal usage will disappear; the distinction between sense and reference, along with
the relevant problems, can also be articulated. As a result, the functions of various
language forms can be explained.

5.3 Hierarchy of reference

In his semiotics, Charles Sanders Peirce defines signs with the presentative, rep-
resentative, interpretative and triadic conditions, as I introduced in Chapter 4.
Accordingly, signs can be classified according to their presentative, representative
and interpretative characters: The signs with respect to its ground, the signs with
respect to its object, and the signs with respect to its interpretant. What we are
concerned with here is the classifications of signs with respect to their presenta-
tive and representative characters (Liszka 1996, 35). Moreover, we should keep in
mind that signs are triadic in nature, although our focus here is on the referential
relationships between the sign and the object, as I discussed in Chapter 4. “No par-
ticular objects are intrinsically icons, indices, or symbols. They are interpreted to
be so, depending on what is produced in response” (Deacon 1997, 72). What a sign
vehicle provides are some constraints shaped by physical, evolutionary, learning,
or human intentions. It is the interpreter who interprets the sign vehicle as a sign.
Therefore, when we define a sign as a specific type, what we really mean is that
it is designed (intentionally by evolution, learning, or some human purpose) to be
(highly likely) interpreted in that way.

To analyze the representative characters of signs, we must distinguish them
from the presentative characters. As Liszka puts it:

The presentative character of the sign is a certain feature which the sign has
qua object (or existent), which forms the basis of its capacity as a sign to
represent its object; that is, it serves as the ground of the sign. The presenta-
tive character of the sign, then, forms the basis of its representative character.

(Liszka 1996, 35)

According to the presentative characters, Peirce classifies signs into qualisigns,
sinnsigns and legisigns. For a sign to be a qualisign, its qualitative character serves
as the basis for its representative capacity. For example, the redness of a fire, the
coolness of ice, and the heaviness of a lead block are qualisigns when these charac-
ters serve as the basis for icons. For a sign to be a sinnsign, its existential qualities
or its instantiation serve as the basis for its representative capacity. The presenta-
tive characters of sinnsigns are particulars in the Aristotelian sense, presenting at a
specific time and place. For instance, the instantiation of smoke at a certain location
and time is a sinnsign. For a sign to be a legisign, the character serving as the basis
for its representative capacity is conventional. That is, the presentative character
of a legisign has nothing to do with the intrinsic properties of its sign vehicle. For
example, what makes the word “dog” a legisign has nothing to do with the physi-
cal, structural or spatial-temporal properties that realize the word.
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Now, let’s turn to the topology of signs according to their representative char-
acters. According to the manner in which a sign correlates with its object and thus
represents that object, Peirce classified signs into icons, indices and symbols. If a
sign is an icon of its object, the presentative character of the sign is similar to some
character of that object. A portrait is an icon of a person because of the shared ap-
pearance features. A tourist map is an icon of a tourist attraction because the spa-
tial relationship characters presented on the map are similar to those of the place.
If a sign is an index of its object, then its presentative character is contiguous with
that of the object. When an object has a spatial, temporal or causal relationship
with another object, they are contiguous, and thus, one can be interpreted as an
index of the other with respect to the contiguous characters. For example, smoke
is an index of fire because it is caused by and coexists with fire in a contiguous
space. A windvane is an index of the wind because its flying direction is parallel
to the wind, and its shape, blown by the wind, is spatially isomorphic to the wind.
The bell sound is an index of food for Pavlov’s dog because it always coexists
with food spatially and temporally. When a sign is a symbol of an object, its cor-
relation with the object is conventional. A correlation between two objects being
conventional means that it is arbitrary, having nothing to do with their intrinsic
properties. Linguistic symbols are a typical type of symbols. But symbols are not
limited to language; various religious symbols and organizational logos are sym-
bols, too. For instance, the cross is a symbol of Christianity and the Red Cross is
a symbol of medical aid.

Combining the classifications of signs in virtue of both their presentative and
representative characters, we have six types of signs: Iconic qualisign, iconic sinn-
sign, iconic legisign, indexical sinnsign, indexical legisign and symbolic legisign.
A qualisign cannot be an index because the representative character of an index in-
volves spatial, temporal or causal relationships between a sign and its object, which
are particulars, whereas qualitative characters are not particulars. A qualisign can-
not be a symbol because its presentative character is not conventional. A sinnsign
cannot be a symbol because its presentative character is a particular instantiation
at a specific time and space, which is not conventional and thus cannot serve as the
basis for a conventional relationship.

Traditions in the philosophy of language usually overlook the distinction between
presentative and representative characters, thereby confusing different types of signs.
As aresult, various referential relationships are erroneously identified as a single type.
Animal signals, like the bee waggle dance, are indexical sinnsigns. The presentative
characters of a waggle dance, serving as the ground of the sign, are the duration of
the waggling and the bee’s head direction. A waggle dance is a world affair happen-
ing at a specific time and place. The presentative characters of the waggle dance are
contiguous with those of the location of nectar: The duration of the waggling and the
direction of the bee’s body vary with the distance and direction of the represented
nectar. A map is an iconic legisign. It is a legisign because the presentative characters
of the map, serving as the ground of the sign, are conventional. Geometric figures and
elements are conventional; what matters to their readers has nothing to do with their
specific physical realization of them. A map is an icon because of the similar structural
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relationships it shares with the represented territory. Since the grounds of different
types of reference (the presentative characters) are different, we should not expect a
sole type of referential relationship to explain all types of reference. Therefore, we
should not take animal signals and language as the same type of signs. Language is not
strongly continuous with animal signals. That is, they do not share a common abstract
pattern. The functional characters that are fundamental to animals are not fundamental
to language.! Nevertheless, this does not imply that different types of reference are
independent of each other. It is hard to understand how the function of symbolic refer-
ence is performed in practice if this were the case. Rather, they are asymmetrically de-
pendent. Symbolic interpretation depends on indexical interpretation, which, in turn,
is constituted by iconic interpretation. Let us use the example of the bee waggle dance
to illustrate the index’s hierarchical dependence upon the icon.

The first type of iconic characters beneath the waggle dance is the isomorphic re-
lationship between the presentative characters of the waggle dance and the location of
nectar: The angle varies isomorphically with the relative spatial relationship between
the waggling bee, the nectar and the sun; the duration varies isomorphically with the
distance from the hive to the nectar. Recall that it is other bees around the waggling
bee who interpret the waggle dance as an index of nectar. Therefore, these other bees
must have the interpretive capacity to recognize the resemblance between the two sets
of presentative characters. The second type of iconic character builds on the resem-
blance between the presentative characters of the current waggle dance and those of
past waggle dances, as well as the present nectar and the past nectars. The third type
of iconic character is the persistent correlation between the present characters of past
waggle dances and past nectar locations. Only by acquiring at least these three types
of iconic characters can a bee grasp the capacity for indexical reference.

Symbolic reference also hierarchically depends on indexical reference. An example
from archaeology provided by Deacon (1997, 72) clearly illustrates this hierarchy. An
archaeologist discovers some clay tablets with markings. Since these markings obvi-
ously exhibit some regularities resembling other linguistic symbols, it is easy for the
archaeologist to speculate that they may be linguistic symbols. However, since the ar-
chaeologist does not know which language these markings belong to, she or he cannot
interpret them symbolically. Nevertheless, the archaeologist can interpret the markings
as iconic legisigns. Later, the archaeologist realized that the same type of markings
were found along with trade goods that had been transmitted from one place to another.
Some imprints repeatedly appear with the same goods. This provides the archaeologist
with the iconic infrastructure in a specific context to interpret the markings as indexical
legisigns. These markings may indexically refer to the goods with which they are asso-
ciated. With more regularities found between these indexical legisigns, the archaeolo-
gist may eventually decode the markings and acquire a symbolic interpretation.

These two examples show that the hierarchy of reference reflects the hierarchi-
cal dependence of different levels of interpretation. As Deacon states,

It’s not just the case that we are able to interpret the same sign in different
ways, but more important, these different interpretations can be arranged in a
sort of ascending order that reflect a prior competence to identify higher-level
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associative relationships. In other words, reference itself is hierarchic in
structure; more complex forms of reference are built up from simpler forms.
But there is more to this than just increasing complexity. This hierarchical
structure is a clue to the relationships between these different modes of refer-
ence. Though I may fail to grasp the symbolic reference of a sign, I might still
be able to interpret it as an index (i.e., as correlated with something else), and
if I also fail to recognize any indexical correspondences, I may still be able
to interpret it as an icon (i.e., recognize its resemblance to something else).
Breakdown of referential competence leads to an ordered descent from sym-
bolic to indexical to iconic, not just from complex icons, indices, or symbols
to simpler counterparts. Conversely, increasing the sophistication of interpre-
tive competence reverses the order of this breakdown of reference.

(Deacon 1997, 73-74)

We have argued that indexical interpretation asymmetrically depends on the
iconic. But how does symbolic interpretation depend on the indexical? Unlike
icons and indices, whose presentative characters of the sign vehicle directly cor-
relate with those of the referent, symbols have no direct correlation with their ref-
erents. So, how does the cognitive competence of symbolic interpretation arise
from the competence of indexical interpretation? This is the problem of symbol
ungrounding: how does the symbol free itself from a direct correlation with the
world or reality? Moreover, humans do use language to talk about objects, proper-
ties, events and more. In other words, symbolic representation has indexical com-
petence. While symbolic reference does not directly correlate with the world, it can
regain the capacity for direct reference in some way. For example, the sentence
“The 47th president of the United States has claimed that Canada should join the
USA to become the 51st state” refers to a specific world event. This is crucial for
understanding how language functions in specific contexts.

Furthermore, iconic and indexical references resurface within linguistic symbolic
systems. That is, one language form may have iconic or indexical correlations with
other forms with respect to their syntax and semantics. The hierarchy of reference is
recreated in linguistic and symbolic systems. Solving the symbol ungrounding and
regrounding problems can provide us with a clearer picture of how language func-
tions, helping to resolve the difficulties faced by the mapping metaphor of language.

5.4 Symbolic reference is different

In his classical paper “The Symbol Grounding Problem,” Stevan Harnad (1990,
335) addresses a challenge faced by artificial intelligence at the time:

How can the semantic interpretation of a formal symbol system be made in-
trinsic to the system, rather than just parasitic on the meanings in our heads?
How can the meanings of the meaningless symbol tokens, manipulated
solely on the basis of their (arbitrary) shapes, be grounded in anything but
other meaningless symbols?
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In short, he explores how symbols can connect to the world. The concept of a
symbol Harnad uses refers to arbitrary tokens, which is different from the concept
we use in this chapter. It corresponds to a legisign in Peirce’s semiotics. Harnad
argues that there is a fundamental difference between the symbol tokens used in ar-
tificial intelligence and those in language. The former are manipulated purely based
on their formal or syntactic properties, whereas the latter are inherently connected
to the world. Therefore, the real problem of artificial intelligence is how to make
legisigns intrinsically meaningful.

To understand how symbolic reference is possible, we must first understand
what distinguishes it from indexical reference and then explain how its distinctive-
ness is constructed from the indexical infrastructure. Let’s briefly revisit the dis-
tinctive features of symbolic reference mentioned earlier. First, symbolic reference
is conventional. The conventionality of symbolic reference has two aspects: The
conventionality of the sign vehicle and that of the referential correlation. By defin-
ing legisign and symbol according to their presentative and representative charac-
ters, we distinguish them as two types of conventionality. The full understanding of
conventionality will be discussed in Chapter 6. Second, symbolic reference has no
direct referential correlation with its possible referents and enjoys a certain degree
of autonomy. The story “The Boy Who Cried Wolf” demonstrates how the indexi-
cal function of the sentence “Wolf! Wolf!” is lost because it no longer correlates
with a real wolf in those situations, while the symbolic reference remains (Deacon
1997, 82). Third, symbols are capable of representing something general, abstract
or fictional. As introduced in the first section, the relationship between sense and
reference and how to handle representations with no real referents have been per-
sistent problems in the philosophy of language.

Fourth, a symbol must be embodied in a specific context to have a specific
referent, even for proper names. For example, the word “dog” has a dictionary or
conventional meaning, such as the definition from the Merriam-Webster Diction-
ary: “a carnivorous mammal (Canis familiaris) closely related to the gray wolf
that has long been domesticated as a pet.” However, it refers to no specific dog but
rather to an indefinite description. Suppose a person is walking down the street and
sees a dog. If she says, “Dog!” then “Dog!” refers to the dog she sees. The word
gains its indexical function by being embedded in this specific situation. For the
hearer, what constitutes the sign of the dog is not just the word itself but the entire
physical context, including the spatial-temporal location of the person who speaks
the word. Thus, the hearer interprets “Dog!” as an indicator of the dog by interpret-
ing the whole situation in which the word is spoken. For example, in the sentence
“The first living creature to orbit Earth was a dog,” the word “dog” refers to Laika,
the dog sent into orbit aboard Soviet spacecraft Sputnik 2 in 1957. Here, the word
“dog” fixes its referent by embedding itself in the sentence.

Furthermore, some may argue that, unlike other linguistic symbols, proper
names have a direct indexical function. For instance, “George Washington” unam-
biguously refers to the first president of the United States. Nevertheless, as Saul
Kripke’s causal theory of reference (1980) posits, the referential function of proper
names is constructed through a causal-historical chain. A proper name refers to a
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referent due to a series of causal interactions that began when the referent was first
identified and named. The referent of a proper name remains as long as the causal
chain persists. However, the causal theory cannot fully explain the second feature
of symbolic reference.

Fifth, unlike indexical references, which are independent of one another, lan-
guage is organized according to a universal grammar that enables its systematic-
ity and generativity. For example, vervet monkeys have three distinct signals for
three types of predators. These signals are unrelated to one another. No need to say
they are meta-signals about the signals. Language, on the other hand, has different
components that combine systematically according to certain rules. Letters com-
pose words, which compose phrases, which compose sentences, which compose
paragraphs and so on. This generates complex linguistic structures. Language can
generate nearly infinite sentences due to the various possibilities for combining
components. This generativity of language is considered an essential characteristic
by modern linguists, particularly Chomsky (1968; 1980).

These distinctive features of symbolic reference present some of the most per-
sistent problems in the philosophy of language and linguistics. However, these
features are superficial. Focusing solely on them overlooks the rich semiotic in-
frastructure underlying symbolic reference. Following Deacon’s interpretation of
Peircean semiotics, I argue that these features are products of a rich semiotic in-
frastructure and are deeply interconnected. As introduced in the previous section,
more basic referential relationships—namely, icon and index—form the founda-
tion from which symbolic reference is built. Symbolic reference hierarchically de-
pends on the index, which in turn depends on the icon. Accordingly, Deacon and
his colleague Joanna Raczaszek-Leonardi suggest that we should invert the symbol
grounding problem:

...the problem is actually to explain how iconic and indexical forms of com-
munication—which are intrinsically “grounded” due to the sign vehicles
sharing features with their referents—can be used to develop communication
using ungrounded sign vehicles (aka words/symbols).

(Deacon 2018, 84)

Just as indexical reference is constructed from the iconic infrastructure; sym-
bolic reference is similarly constructed from the indexical. The problem, then, is
how symbolic reference depends on indexical reference, becomes detached from
direct reference, and eventually becomes ungrounded. The distinctive features of
symbolic reference offer clues to solving this problem.

5.5 Symbol ungrounding

In the Peircean semiotic framework, as I have discussed above, it is not the intrinsic
characteristics that define the type of sign but the interpretive process. So, what
kind of interpretive process is involved in interpreting a legisign as a symbol?
Unlike indexical reference, which is independent of each other and constituted by
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singular properties, processes or events (as I’ve discussed earlier), a legisign em-
beds in a complex system of other legisigns upon which its representational power
depends. A symbolic representation, such as a sentence, may lose its direct refer-
ential competence, as illustrated by The Boy Who Cried Wolf. However, it does not
lose its potential representational power. The reason symbolic reference can sepa-
rate its competence of referring from its actual performance is that “it maintains its
fluid and indirect referential power by virtue of its position within a structured set
of indexical relationships among symbol tokens” (Deacon 2003, 122). This means
that its representational power is distributed across the stable relationships between
words (Deacon 1997, 83).

Although a symbolic representation has meaning or “sense” in Frege’s terms,
on its own, its representational power depends on its connection to other symbols.
This combination of symbols forms an indexical system in which one symbol indi-
cates another. For example, in the sentence “A dog has four legs,” the word “A” is
an indicator of the word “dog” because of the spatial continuity between them. The
sentence is an indefinite description and thus lacks a definite referent, but it still
has meaning. This implies that a symbolic system is actually a distributed indexi-
cal network, where a legisign has indexical correlations with other legisigns. These
indexical correlations are manifested as structural relationships, such as grammar
or syntax, between legisigns. As a result, symbolic reference has a degree of au-
tonomy. Unlike icons and indices, the representational power of symbols does not
rely on direct, particular correlations between the sign vehicle and its object. The
distributed indexical network and the resulting autonomy suggest that the interpre-
tive strategy has shifted from particular indexical relationships to abstract relation-
ships between legisigns. When interpreting a legisign as a symbol, one no longer
concerns oneself with the direct correlation between it and its object, but rather
with the relationships between it and other legisigns.

This transformation does not involve learning something entirely new or ap-
plying past experience to new situations. This is what indexical reference does—
finding resemblances between past and present. Instead, it is a transformation of
interpretive strategy, what Deacon (1997, 92) calls an “unlearning insight.” Sym-
bolic representational competence, then, is not learned but discovered. This can be
illustrated through the example of learning a new language.

When learning a second language, we often start by memorizing simple, fre-
quently used expressions like “Hello,” “Thank you,” and “How are you?”” We must
then remember many words and phrases. However, we do not directly learn the
second language; we use our native language as a medium. We interpret the mean-
ing of the words, phrases and sentences by translating them into the equivalent
terms in our native language.

To grasp the second language, we work hard to remember a lot of words, phrases
and grammar through their translation. This learning process is not symbolic inter-
pretation but rather indexical interpretation in the early stages of language learn-
ing. The list of words and phrases in a textbook presents the indexical correlations
between words and phrases in the second language and their counterparts in the na-
tive language. A word or phrase in the second language corresponds to some word
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or phrase in the native language. In the second stage, we may realize that there is a
kind of systematic mapping between these two languages. The structural relation-
ships between legisigns in one language provide a mapping function for the native
language. However, aside from the considerable amount of memorization required,
one difficulty learners face is that there is often no precise or linear correspondence
between words and phrases in two languages. Instead, the mapping is complex
and indirect. For example, there is no direct translation of “bread” into Chinese,
as bread did not exist in China historically. Similarly, “sky” and “heaven” do not
precisely correspond to “X” (tian) in Chinese.

Once we grasp the second language, we shift our interpretive strategy. We stop
translating word-for-word and instead recognize the systematic relationships be-
tween words and phrases within the second language. We no longer rely on the in-
dexical relationship between the second language and our native language. Rather,
the meaning of a legisign (word or phrase) becomes a function of its relationship to
other legisigns in the system (Deacon 1997, 86). At this point, the second language
is ungrounded from our native language in our interpretation. When we encounter
a new word, we can quickly incorporate it into the system of the second language
rather than grasp it through its indexical relationship to our native language.

In learning a second language, we are already equipped with symbolic interpre-
tive competence. But this example seems to postpone the question: How do we
acquire our native language in the first place? A notable phenomenon in language
learning is that infants acquire language rapidly, usually around two years old.
Before this age, there was no systematic learning like we experience when learn-
ing a second language, but instead, a variety of interactions between the infant and
caregiver(s).

Given this phenomenon, Chomsky (1968; 1980) develops the poverty of stimu-
lus argument. According to this argument, there is insufficient linguistic input to
explain how infants acquire language. Linguistic interactions between an infant
and caregiver are often fragmentary, unstructured and grammatically incorrect.
There are a few corrections for linguistic mistakes. Nonetheless, infants usually
acquire complex grammar and near-infinite generative ability, speaking sentences
they have never heard before effortlessly. Since language cannot be learned from
such input, it must be innate—part of a universal grammar (Chomsky 1968; 1980;
Pinker 1994).

However, Deacon (1997) argues that there are no significant anatomical or
physiological differences between the human brain and that of other animals. We
cannot find anything resembling a linguistic faculty. He and Raczaszek-Leonardi
(forthcoming) argue that the Universal Grammar approach reverses cause and ef-
fect. The universal structural regularities in language result from symbolic inter-
pretation, not the reverse. Now, let’s explore how an infant learns language. In fact,
they learn it in a way similar to how we learn a second language.

Unlike traditional developmental linguists, who claim there is insufficient lin-
guistic input during infancy, infants actually experience rich semiotic interactions
with their caregivers. Simple expressions like “Mum!,” “Dad!,” and “Milk!” along
with various sounds, facial expressions and eye contact, serve indexical functions.
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These expressions have spatial-temporal or causal continuities with the represented
properties, processes or events. What distinguishes these indexical correlations
from those in translation is that they are between legisigns produced by the car-
egiver and objects. These indexical legisigns are no different from animal signals,
such as vervet monkey warning signals or a bee’s waggle dance. We should bear in
mind that, what I mean here should be understood in Peircean triadic framework
of semiotics. That is, infants are capable of interpreting these legisigns as indexes
just like animals.

However, infants are distinct from animals in their cognitive abilities. As their
brains and related cognitive faculties develop, and as they acquire numerous in-
dexical relationships, infants begin to recognize the relationships between legisigns
apart from their direct correlations with objects. With this recognition of legisign-
to-legisign relationships, there is a shift in mnemonic strategy, from relying on
indexical relationships between legisigns and objects to recognizing relationships
between legisigns that indirectly fix the referents. As a result, a symbol’s repre-
sentational power depends on its position within an interlinked symbol network.
Moreover, its representational power no longer depends on its physical correlation
with the object, as it becomes distributed over the system and gains autonomy from
the reality it represents.

This transformation reduces the burden on memory and makes logical or cat-
egorical generalization possible (Deacon 1997, 88). When learning a new symbol
or word, the referential relationship is no longer a function of continuity between
the legisign and object. Instead, it becomes a function of the relationships this new
word shares with other words in the system, which offers a limited set of ways to
integrate new items (Deacon 1997, 88).

As Deacon (1997, 99-100) says,

In summary, then, symbols cannot be understood as an unstructured col-
lection of tokens that map to a collection of referents because symbols
don’t just represent things in the world, they also represent each other.
Because symbols do not directly refer to things in the world, but indirectly
refer to them by virtue of referring to other symbols, they are implicitly
combinatorial entities whose referential powers are derived by virtue of
occupying determinate positions in an organized system of other symbols.
Both their initial acquisition and their later use requires a combinatorial
analysis. The structure of the whole system has a definite semantic to-
pology that determines the ways symbols modify each other’s referential
functions in different combinations. Because of this systematic relational
basis of symbolic reference, no collection of signs can function symboli-
cally unless the entire collection conforms to certain overall principles
of organization. Symbolic reference emerges from a ground of nonsym-
bolic referential processes only because the indexical relationships be-
tween symbols are organized so as to form a logically closed group of
mappings from symbol to symbol. This determinate character allows the
higher-order system of associations to supplant the individual (indexical)
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referential support previously invested in each component symbol. This
system of relationships between symbols determines a definite and dis-
tinctive topology that all operations involving those symbols must respect
in order to retain referential power.

Moreover, indefinite, general and abstract descriptions are the results of sym-
bolic interpretation. Due to the distributed indexical power and autonomy of sym-
bols, the meaning—or Fregean sense—of these representations is ungrounded in
physical reality, that is, they do not necessarily have physical referents. There is no
need to worry about the metaphysics of their referents, as they may not have cor-
responding physical referents despite what the content of these representations de-
scribes. For an indefinite description, there could indeed be corresponding referents
as described, but the description does not directly represent them. For example, “A
dog was named Bark” is an indefinite description. It is entirely possible that there
exists a dog named Bark, but the description itself has no direct correlation with
that dog. Instead, it acquires its content through the semiotic system beneath it.

The same holds true for general and abstract descriptions, though they differ
slightly. Unlike indefinite descriptions that may refer to a specific object, general
and abstract descriptions serve as logical or categorical generalizations. These gen-
eralizations reflect the transformation of an interpreter’s mnemonic strategy, which
shifts the burden of remembering numerous singular indexical correlations to the
symbolic relationships themselves. For example, “A dog has four legs and barks”
is a general and abstract description. It categorically generalizes certain properties
of dogs without requiring one to remember the specific attributes of all particular
dogs.

Consequently, this framework allows us to semiotically understand Frege’s dis-
tinction between sense and reference, shedding light on how indefinite, general
and abstract descriptions challenge traditional theories of reference and meaning.
It also clarifies the continuities and discontinuities between animal signals and lan-
guage, or symbolic representation, by highlighting the asymmetrical dependencies
between icon, index and symbol. The next question then becomes: How does a
symbol determine its definite referent, given that its representational power is dis-
tributed across the symbol system and lacks a direct correlation with its referent?
This is the task of the following section.

5.6 Symbol regrounding

As we can see, only icons and indexes have direct referential relationships, while
symbols enjoy some autonomy independent of the referent. So, how can a symbol
acquire its capacity to refer to a specific referent? What is the relationship between
sense and reference in the Fregean sense? As I argued in the previous sections, the
autonomy of symbolic reference depends on the indexical relationships between
legisigns. This autonomy makes indefinite descriptions, fiction, abstract concepts
and general descriptions possible. But then, how does a definite description deter-
mine its represented object?



Reference 97

To acquire its representational power, a symbolic representation requires a sec-
ond kind of indexical correlation that indicates the objects of reference. For ex-
ample, when someone says, “That dog has four legs,” in a specific context with a
definite dog, the sentence has a representational power by referring to the state of
the dog. When the person says this, there must be a way for her to indicate the dog
directly, such as by using a pointing gesture or a specific angle of view to fix the
referent of “that,” which is a demonstrative pronoun. With this indexical correla-
tion, the sentence gains its representational power. Therefore, there are at least two
kinds of indexical correlations underlying symbolic reference. In a specific context,
a legisign points to other legisigns, on the one hand, and points to the object of
reference, on the other hand (Deacon 2003, 123). Through the interdependence of
these two types of indexical relationships, a symbol acquires its representational
power. This interdependence is realized through the transitive ability of the indexi-
cal relationships.

The transitivity of the index’s representational power means that an indicator
of an indicator of an object can also be interpreted as an indicator of the object
itself. For example, the sign vehicle of an indexical sinnsign is a natural event that
is spatially or causally contiguous with its represented object. The events before
and after the sign vehicle can also be interpreted as indicators of the object. For
instance, the fire and smoke of a fire beacon serve as an indicator of an invasion.
The actions of lighting the beacon fire and the smell of the fire can also be inter-
preted as indicators of the invasion. Unlike sinnsigns, the sign vehicle of symbols
is legisigns. Similar to sinnsigns, when a legisign is interpreted as an indicator, its
representational power is also transitive. Its transitivity is realized by its position in
a symbol system and the spatial relationships it has with other legisigns. For exam-
ple, in the sentence “A dog has spots. It likes to chase cats. A cat comes from Asia.
It is a leopard cat,” the first “it” refers to the dog, while the second “it” refers to the
cat. We judge this based on their spatial relationships: The first “it” is adjacent to
the word “dog,” while the second “it” is adjacent to “cat.”

To properly perform their functions, various words—such as articles, nouns,
pronouns, verbs, adjectives and adverbs—rely on these spatial relationships. It is
intuitive to interpret adjacent relationships between words as indexical. For exam-
ple, the adjacent relationships between words in the sentence “A dog has spots”
form a combination where each word indicates the others. Some word types, like
prepositions and conjunctions, also perform indexical functions, similar to direc-
tion arrows on roads. For example, in the sentence “A cat and a dog come from
Asia,” the conjunction “and” links the two words that are spatially continuous with
it, while the preposition “from” spatially links the subject “a cat” and “a dog” to
Asia. The prepositions “and” and “from” in this sentence function like direction
arrows pointing to words contiguous to them. Based on this, we may predict that,
since words are adjacent to each other in a sentence, implying spatial relationships,
prepositions may not always be necessary. They support verbs and adjectives in
realizing their functions. In fact, there are no prepositions in ancient Chinese. Verbs
perform all the functions that are realized by combinations of verbs, adjectives and
prepositions.
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Linking verbs, including “being,” also perform similar indexical functions, cor-
relating the subject and predicate in a sentence. For example, “turn” in the sen-
tence “The sky turns dark before the storm” is a linking verb that connects the
subject “the sky” to the predicate “dark.” “Is” in the sentence “A dog is a mammal”
links the subject “a dog” to the predicate “a mammal.” These linking verbs func-
tion within a distributed legisign network and do not have simple corresponding
physical referents. The metaphysics of “being” may be one of the most difficult
problems in the history of philosophy. Within our framework, it may be a result of
the coding fallacy. Existing linking verbs have no simple corresponding referents;
their referents are the parts of the sentence they link, not something outside of the
sentence. The sentence as a whole represents something external if there is further
index linking it to the world. For example, the pronoun “that” in the sentence “That
dog is barking” links the sentence to a specific dog in the context in which the sen-
tence is expressed. This will be discussed in more detail later.

With the systematic regularity of these indexical relationships, a language can
be interpreted as a multidimensional vector coordinate system (Deacon 2003, 123).
We can understand this system analogously to mathematical functions. The regu-
larity of these indexical relationships is akin to mathematical mapping relation-
ships, with the types of words acting as variables. Just like a mathematical vector
coordinate system, where the value of a variable can be fixed, it forms a space of
potential reference in which the reference or function of every legisign is defined
and determined. As a result, on the one hand, a language has its own autonomy
of meaning independent of reality; on the other hand, for a sentence to represent
something in the world, it must correlate with reality. This is where the second type
of indexical correlation comes in, realized by words like proper names, articles and
pronouns.

The referents of proper names are definite due to their causal-historical chain, as
Kripke has argued. This provides a point where a sentence with a proper name rep-
resents an object in the world. For example, in the sentence “George Washington
was the 1st president of the United States,” “George Washington” is a proper name
referring to the person George Washington. The referent of the proper name is
fixed by its causal-historical chain—perhaps George Washington’s parents named
him “George Washington,” and since then, people have called him by that name,
and he acted under that name, etc. When a proper name is used in a sentence, this
causal-historical chain is transmitted to the indexical relationships between words.
The meaning of other words in the sentence indexically refers to what the proper
name represents. For example, in the sentence “George Washington was the st
president of the United States,” the proper name “George Washington” is linked
to the description “the 1st president of the United States” through the linking verb
“was.” Thus, its causal-historical chain is also transmitted to the description. This
analysis shows that the indexical power can be transitive between sinnsigns and
legisigns. In fact, the transitivity of indexical relationships between sinnsigns and
legisigns serves as a junction between the two kinds of indexical correlations that
contribute to determining the referents of symbolic representations. This is clearly
demonstrated by pronouns and articles.
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In a sentence, a pronoun replaces a noun or object in context to avoid repetition
and improve sentence flow. For example, “it” in the sentence “A dog has spots. It
likes to chase cats” refers to “a dog.” This is an indefinite description. In a situation
where two people encounter a dog, one speaks to the other with a gesture pointing
to the dog, saying, “That dog has spots.” The word “that” is a demonstrative pro-
noun, spatially contiguous with the speaking person and her gesture, thus fixing the
referent of the sentence: The dog in this specific situation. Personal pronouns are a
bit more complex. “I”” always represents the person saying the sentence, and “you”
always refers to the person the speaker is addressing. As for third-person pronouns,
they can refer to a definite or indefinite person, depending on the context. I will
not provide a comprehensive analysis of the indexical functions performed by all
types of pronouns, but readers interested in this can explore it further and test this
semiotic theory of language.

To perform their proper function, interjections and single-word sentences al-
ways require spatial-temporal or causal continuity with sinnsigns to fix their ref-
erence. Their function depends on the situation in which they are embedded. For
example, imagine a situation where two people encounter a dog. One speaks to the
other with a gesture pointing to the dog, saying, “Look! That dog has spots.” The
single-word sentence “Look!” is embedded in this situation. It indexically (spatial-
temporally) correlates with the position of the speaking person and the direction of
her gesture. The hearer understands that “Look!” refers to the direction the speaker
is pointing to. A sentence with an interjection, such as “Wow! How beautiful it is!”
must also be spoken in a situation. The continuity between the sentence and the
context also determines what the pronoun “it” stands for.

Now, let’s turn to the more challenging aspects of language, such as fiction
and metaphor. In fictional descriptions, non-existent things are described. How do
we understand them? Within the semiotic theory we have developed, fictional de-
scriptions have no indexical correlation with the real world. In other words, com-
pared to sentences that have determinate real objects, fictional descriptions lack a
connection with sinnsigns in reality and thus are independent of it. For example,
“Monkey King Sun Wukong causes Havoc in Heaven” represents a fictional figure,
Sun Wukong, from Chinese mythology and a fictional event: A havoc in Heaven
caused by Sun Wukong. This description has no connection to reality because nei-
ther Sun Wukong nor the event exists. The question arises: What do they repre-
sent? How can they represent something? When people use words metaphorically,
they often do so in ways that stray far from their original meaning. For example,
“The stone is very hard,” “Your heart is hard,” and “This building is a product of
USSR hard functionalism.” These three sentences use the same adjective, “hard.”
However, what they represent is different in each case, though there are some simi-
larities. In the first sentence, “hard” refers to the physical hardness of the stone. In
the second, it suggests that the person lacks empathy, has emotional resilience, or
possesses an unforgiving nature. In the third, it refers to a building style focused on
function over aesthetics, minimalism and industrial design, with a rejection of or-
namentation. While there are similarities in these uses, they are indirect and weak.
So, how is metaphor possible?



100 Information in a Physical World

A distinctive feature of symbolic reference is that, as argued above, a symbol may
not represent any specific object in reality but does not lose its potential represen-
tational power. The reason is that the representational power of a symbol is distrib-
uted through its indexical relationships with other symbols in a symbol-to-symbol
network. As a result, when a symbol loses its direct indexical correlation with any
object and becomes ungrounded from reality, it does not mean the iconic infra-
structure beneath the indexical relationships is also lost. The iconic relationships
are still preserved in the interpreters. A symbolic system as a whole shares iconic
relationships with the real world. Moreover, symbolic representation makes logi-
cal or categorical generalization possible. This type of generalization depends on
the similar properties shared by different objects—an iconic relationship! That is,
people interpret different objects, events, or processes as the same and thus classify
them into categories. For example, different particular tigers are treated as mem-
bers of a species due to their shared properties. Nouns, verbs, adjectives, adverbs
and interjections are categorical generalizations in this sense. This type of iconic
relationship further supports the indexical relationships between symbols and be-
tween symbols and objects, as analyzed in Section 5.2. Fictional descriptions and
metaphors also rely on this type of iconic relationship.

Even though there is no referent in reality for a fictional description, there are
similar properties shared by the description and some real objects. For instance,
there is no event in reality represented by the fictional description “Monkey King
Sun Wukong causes Havoc in Heaven.” However, when someone reads this de-
scription, they interpret it based on its resemblance to real objects and events.
Though the nouns (such as the proper name “Sun Wukong”) and verbs are cat-
egorical generalizations, what they represent is fixed by the indexical relationships
between them. Thus, the description represents a definite fictional event. Meta-
phors work in the same way. For example, while a stone is completely different
from a person’s mental state, there can be similarities between the properties of the
stone and those of the mind. Saying “A stone is hard” means it is difficult to break
or penetrate, while saying “Someone’s heart is hard” implies that their emotions
are difficult to change. The similarity between the stone and the person’s mental
state lies in the concept of “difficulty to change.” This type of iconic relationship
supports the indexical relationships between symbols, and symbols and objects. As
a result, “Thus the combinatorial organization of symbolic legisigns comprising a
phrase, sentence, or narrative constitute a higher order iconic, indexical, or sym-
bolic referential function”(Deacon 2012b, 400).

Finally, let’s revisit the map metaphor in traditional theories of representation.
Although there are indeed some iconic relationships between a symbolic system
and the world, traditional notions oversimplify this relationship because they over-
look the rich semiotic infrastructure beneath the superficial correspondence. The
picture of language provided by this semiotic framework supports a kind of holism.
Language as a whole has the power to represent the world, but there are no sim-
ple, corresponding relationships between them. Language regrounds in the world
through two types of interdependent indexical relationships: Symbols point to the
objects of reference while also pointing to other symbols in the system.
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5.7 Conclusion

In traditional naturalistic models, representation is often viewed as a kind of se-
mantic mapping from the representation to the represented. However, this mapping
conception suffers from what is called the “code fallacy,” which makes it difficult
to explain the variety of linguistic phenomena. Peircean semiotics offers an alter-
native naturalistic approach that better accounts for these complexities. According
to Peirce’s triadic model of representation, there is a rich semiotic infrastructure
underlying language. Semiotic interpretation operates asymmetrically: Symbolic
interpretation depends on indexical interpretation, which in turn depends on iconic
interpretation. This framework offers a novel understanding of the continuities and
discontinuities between animal communication and human language. With this se-
miotic infrastructure in place, symbolic reference becomes detached from direct
correlations with objects and instead regrounds in the world through two interde-
pendent types of indexical relationships. This structure helps explain phenomena
such as indefinite, fictional, abstract descriptions and metaphors.

Note

1 This expression is revised from Peter Godfrey-Smith’s life-mind strong continuity the-
sis, “Strong Continuity: Life and mind have a common pattern or set of basic organi-
zational properties. The functional properties characteristic of mind are an enriched
version of functional properties that are fundamental to life in general. Mind is literally
life-like” (Godfrey-Smith 1996).



6 Convention

6.1 Introduction

We use the word “dog” to refer to the animal dog and “cat” to refer to a cat. It is
logically possible, however, to use “cat” to represent a dog and “dog” to represent
a cat. This is because there are no natural correlations between the word “dog”
and the animal dog, or between the word “cat” and the animal cat. Their relation-
ships are arbitrary. It is convention that makes “dog” represent a dog. This example
highlights a distinctive feature of language: Conventionality. It is widely believed
that conventionality makes such arbitrary representational relationships possible.
Inspired by research in animal communication and signaling, the naturalistic ap-
proach to representation and meaning argues that arbitrariness and conventionality
are also characteristics of animal signals. For example, vervet monkeys use dif-
ferent alarm calls to signal the presence of different predators. There are no inher-
ent connections between the intrinsic properties of the signals, such as frequency
and duration, and the characteristics of the predators. These findings in ethology
provide clues for developing a unified account of intentionality, meaning and rep-
resentation (Millikan 2005; Skyrms 2010a). Therefore, if conventionality can be
explained, the emergence of meaning can be explained as well.

However, W.V. Quine (1936) argued that this notion leads to a vicious circle.
Conventions rely on agreements, and in order to make an agreement, we must be
able to communicate through some form of primary sign system—yet the emer-
gence of sign systems is exactly what we aim to explain. David Lewis, whose PhD
was advised by Quine, challenged Quine’s argument in his dissertation and then
published as Convention: A Philosophical Study (1969). He argued that conven-
tions emerge from social interactions between different agents and formalized the
process as signaling games. It was argued that signaling systems in which informa-
tion is communicated from the sender to the receiver in a simple signaling game are
strict Nash equilibria in the game. Then, the problem of the emergence of meaning
becomes the problem of how to converge to and maintain strict Nash equilibria in
signaling games, a coordination problem in game theory. The solutions provided
by Lewis are common knowledge and salience. However, Brian Skyrms (1996;
2004) argues that Lewis’ solution cannot escape Quine’s critique. Instead, Skyrms
proposes an evolutionary dynamic approach to the problem. The dynamic analysis
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of signaling games shows that signaling systems spontaneously emerge in the in-
teractions between senders and receivers. Common knowledge and salience are
unnecessary.'

It is believed by many philosophers that the framework of Lewis-Skyrms sign-
aling games brings fundamentally new insights to questions concerning the expla-
nation of meaning in general. As Birch summarizes,

First, he moves from classical to evolutionary game theory: the convention-
establishing work that is done by conscious rational choice in Lewis’s mod-
els is done by natural selection or trial-and-error learning in those of Skyrms.
...... Second, Skyrms moves from purely static analyses based on the con-
cept of a coordination equilibrium to dynamic modelling of how signalling
systems evolve over time. Third, ...... Skyrms combines his game-theoretic
models with an information-theoretic account of what it is for a signal to
carry informational content: an account that can be seen as a generalization
of that of Dretske (1981).

(Birch 2014, 497)

This reformation endows signaling games with several virtues. First, it does
not need agents to be rational in any sense (Huttegger 2014). Signaling emerges
spontaneously without belief. The virtue makes signaling games a general theory
of signaling interactions. It is not just limited to human signaling but can be ap-
plied to explain signaling interactions between and within organisms (Harms 2004;
Godfrey-Smith 2014). The second virtue is that the dynamics of various kinds of
signaling games can be deeply and extensively studied with the help of computer
simulation. It makes the framework of signaling games a powerful theoretical
tool. Fruitful works in this respect have been produced in the last decade (Skyrms
2010a; Huttegger et al. 2010; Huttegger and Zollman 2011; Huttegger 2014, to
name a few). Third, combined with information-theoretical ideas, the conception
of signaling games becomes an insightful way of approaching a general naturalis-
tic theory of meaning or content (Huttegger 2007a; Birch 2014; Shea et al. 2018;
Skyrms and Barrett 2019; Godfrey-Smith 2020). As a powerful tool, researchers
also apply it to relevant topics like the emergence of language (Huttegger 2007b;
Barrett 2009; Franke and Wagner 2014; Steinert-Threlkeld 2016; 2019; Barrett and
LaCroix 2020), logic and truth (Barrett 2016).

In the chapter, I will argue that mutual misunderstanding may exist in interac-
tions between epistemic agents. I present a Chinese folk story, Magical Fight,
as an exemplar of mutual misunderstanding and a formal definition of mutual
misunderstanding. The story shows that although the interactions between the two
players in the magical fight are successful for both players and the audiences of
the fight, there is no effective communication between the players. In the case of
mutual misunderstanding, players reach an equilibrium while their interpretations
of the content of the same set of symbols are completely different. If mutual mis-
understanding happens, no intended content is transmitted from sender to receiver
even when the sender and receiver reach and maintain a signaling equilibrium in
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a signaling game. That is to say, successful interactions do not necessarily imply
successful communication. As a result, the convention formulated by signaling
games is insufficient to explain the linguistic convention of meaning and represen-
tation. This leads to mutual misunderstanding because the framework overlooks
the semiotic nature of convention. According to Peircean semiotics, convention
has dual aspects: The convention of the sign vehicle and the convention of the
referential relationship. The signaling game theory provides a partial account
of the conventional sign vehicle (or legisign) but neglects the referential aspect.
The mutual misunderstanding cases can be better explained through this semiotic
understanding.

6.2 Lewis-Skyrms signaling games

Lewis-Skyrms signaling games model signaling interactions between senders and
receivers. A simple signaling game includes three elements: A sender, signals and a
receiver. The sender can perceive the state of world and send signals to the receiver
but is incapable of playing any acts. While the receiver cannot perceive the state
of world but can play acts with respect to the received signals. The reason why
the sender sends signals when perceives the state and the receiver plays acts when
receives signals is that they share a common interest.

The sender’s strategy (f;) is to map states of world onto signals while receiver’s
(1) is to map the signals onto acts so that the states can be mapped onto the acts (F).
F is composed by f; and f;. F' is an informational relationship if sender sends a sig-
nal when perceives a state of world while receiver plays a proper act with respect
to the state after receiving the signal that both get maximal payoff. Therefore, we
say that the signals sent by the sender carry the information of the state of world.
That is to say, the content or meaning represented by signals is about the states of
world.? Thus, sender-receiver configuration (SRC) provides a framework concern-
ing the fundamental questions of meaning.

David Lewis (1969) formalized the convention of signals as signaling games.
Signaling games are a kind of coordination games. Presume a simple signaling
game. There are two possible states of world, S, and S,, two kinds of available
signals, M, and M., and two kinds of possible acts, A, and A,. The signals carry no
content a priori. That is to say, there are no predetermined relationships between
the states and the signals (f;), and the signals and the acts (f,). Each act is a proper
response to exactly one state. Then, the problem is how the acts can properly re-
spond to the states of world. Therefore, the problem signaling games model is
“state-act coordination problem” (Huttegger 2007a), namely, how an informational
F is possible.

The solution given by signaling games is the communication through signaling.
The information of states is transmitted from senders to receivers. Assume senders
and receivers have a common interest,’ if the act being played is proper to a state,
both players get the same payoff. If the act is not proper to the state, then none of
them gets any payoff. This is shown in Table 6.1, given that the payoff for both
players is 1.
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Table 6.1 A simple signaling game

A A

1 2
0,0
1,1

s

>

1,1
S 0,0

Then, how does communication, namely the combination of a proper f; and
a proper f; to an informational F, emerge from interactions between senders and
receivers in signaling games?

Given the simple signaling game, the sender has four possible strategies,
f51 (Sl’ Ml; Sz’ Mz)’fsz (Sl’ Mz; Sz’ Ml)’fs3 (Sl’ Ml; Sz’ Ml) andfs4 (Sl’ Mz; Sz’
M,). In the cases of f, and f,, the sender sends one signal when perceives
a state and otherwise sends the other. In the cases of £, and f,, the sender
always sends the same signal irrespective of what the state of world is. The
receiver also has four possible strategies, f,, (M, A;; M, A)), f., (M, A ; M,
A, fis M, A M, A)and £, (M, A; M, A)). In the cases of /| and f, ,, the
receiver plays one act when receives a signal and plays the other otherwise.
In the cases of f, and £, ,, the receiver always plays the same act irrespective
of which signal it receives. As F'is the combination of f; and f,, there are 16
possible combined strategies. Table 6.2 is the payoff matrix of each combined
strategy.

Table 6.2 Possible combined strategies in a simple signaling game

le fRZ fR3 fl‘l4
Jar 1,1 0,0 172,172 172,172
Jo 0,0 1,1 172,172 172,172
© 1/2,1/2 1/2,1/2 1/2,1/2 1/2,1/2
172,172 12,172 172,172 172,172

As we can see, in the cases of F'| (f;,, f;,) and F, (f5,, /,), both players get the
maximal payoff. F'| and F, are strict Nash equilibria in the game. A Nash equilib-
rium has the property that any player who unilaterally deviates her/his strategy
from the equilibrium cannot do better. A strict Nash equilibrium has the property
that any player who unilaterally deviates his/her strategy from the equilibrium ac-
tually does worse. Lewis calls Nash equilibria in signaling games signaling sys-
tems (Lewis 1969, 135; Skyrms 1996, 83). It implies that when a signaling game
is at a strict Nash equilibrium, a signal being sent by the receiver conveys the
information of a state.

Therefore, I, and F, are two possible signaling systems in the simple signaling
game (Figure 6.1).
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S, M, A S M, R,
S, M, A, S, M, R,
f51 le fsz fRZ
FI FZ

Figure 6.1 Signaling systems in a simple signaling game

Since F, and F, are two equally effective signaling systems, while only one of
them will be actually realized, how do players make the choice between them?
Why do they maintain the signaling system being chosen? They are the equilibrium
selection and maintenance problems (Skyrms 2004, 50).

For Lewis, who employed rational choice theory to approach signaling games,
equilibrium maintenance is not a problem because the structure of signaling games
and the strategies of the players are common knowledge. That is to say, both play-
ers rationally know that signaling systems are strict Nash equilibria and each of
them knows that the other knows she/he knows ...... that they will actually be
strictly worse off if any of them unilaterally changes his/her strategy (Lewis 1969,
56). For the equilibrium selection problem, Lewis, following Schelling, appealed
to prior agreement, precedent, or salience (Lewis 1969, 158). It means that one of
the equally effective signaling systems will stand out or be salient for the players.

However, Skryms argues that the solutions provided by Lewis cannot explain
away the vicious circle pointed out by Quine (1936). First, if there is common
knowledge, where does it come from? How do players know that it is common
knowledge? Preexisting communication is required to explain common knowl-
edge, while the communication must presume signaling systems with which to
convey information. Then, we go back to where we started. Second, the salience of
a signaling system is a psychological factor which is not included in the structure of
signaling games (Huttegger 2007a). It is ad hoc for solving the problem.

Instead, Skyrms argues that interacting individuals spontaneously learn to signal
and species spontancously evolve signaling systems (Skyrms 2010a, 6). It can be ex-
plained by evolutionary game theory. Using replicator dynamics to model the simple
signaling game and stimulating it on the computer, he finds that one of two signaling
system strategies always takes over the whole population. It implies that signaling
system strategies are evolutionarily stable strategies in the game. In a signaling game,

[s]trategy I is evolutionarily stable if for all alternative strategies J, either
(1) the payoff of I played against I is greater than that of J played against I or
(2) I and J have equal payoffs played against I but J has a greater payoff than
I when played against J.

(Skyrms 1996, 88)

Therefore, “If just signaling system strategies are evolutionarily stable, then if one
strategy takes over the population we should expect it to be a system strategy” (Skyrms
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1996, 90). A simple analysis can be made to show that strict Nash equilibria are evo-
lutionarily stable strategies (Skyrms 1996, 90-94). Then, if a strategy takes over the
population in an evolutionary signaling game, it must be a signaling system strategy.
Furthermore, for any sender-receiver game with the same number of signals as states
and strategies, “‘a strategy is evolutionarily stable if and only if it is a signaling sys-
tem strategy” (Skyrms 1996, 90). Later, signaling systems are understood as signaling
equilibria, which are dynamically stable in terms of dynamic game theory (Huttegger
2007a; Huttegger et al. 2010; Skyrms 2010; Huttegger and Zollman 2011; Huttegger
2014). In the following, I will use signaling equilibria to understand signaling systems.

As we can see, in the simple signaling game, signaling equilibria are strict Nash
equilibria that the sender and the receiver get maximal payoff through proper acts.
Therefore, we can say that signaling equilibria are success conditions of acts for the
sender and the receiver. “In the signaling equilibrium of a Lewis sender-receiver
game, information is transmitted from sender to receiver...” (Skyrms 2010, 45).
Since a signaling equilibrium is necessary and sufficient for signaling system strat-
egy, the success conditions of acts are the success conditions of communication.
If we can explain signaling equilibria in signaling games, then conventionality of
meaning is explained.

With the breakthrough, many philosophers believe that theories of meaning
have been re-oriented. “[A] theory of meaning is a theory of sender-receiver coor-
dination” (Godfrey-Smith 2012). Some may argue against that Lewis-Skyrms sign-
aling game theory promises a lot while it produces little, or, at least, not enough.
What the question the theory attempts to answer is “Can meaning of words arise
spontaneously, by chance?” (Skyrms 2010a). It is about the conventionality of lan-
guage and logic. Notice that the question is not just about how animal signaling
spontaneously arises, but about linguistic words.

As we all know, there is a strong tradition in philosophy that there are essential
differences between human beings and other species of living organisms. Human
beings are rational, having epistemic beliefs, while other species are non-epistemic.
Animals communicate information through signaling while human beings use lan-
guage to express their epistemic belief. With respect, language has been thought
of as being essentially different from animal signals. While what signaling game
theory models for now are interactions between non-epistemic agents. Can those
models be generalized to explain language? Or, can interacting epistemic agents
who share no common language spontaneously develop a new language?

It seems that signaling game theory denies the differences between language
and other signals in nature. Linguistic symbols are different from animal signals
in degree, not in kind.* At the beginning of his masterwork, Skyrms claims that,

In a famous essay on meaning, H. Paul distinguished between natural and
non-natural meaning. Natural meaning depends on association arising from
natural processes. I say that all meaning is natural meaning.

(Skyrms 2010a, 1)

Thereafter, all meanings can be explained by SRC. “[S]ender-receiver systems
are a natural kind, something that nature builds repeatedly in different contexts
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and at different scales” (Godfrey-Smith 2013). Language is complex. It is built
spontaneously from simple ones. Therefore, in order to explain complex signals
like language, we should begin with the simplest ones. Step by step, language can
be explained at last. This is what the proponents of the theory actually have done in
the past few years. An epitomized work on the topic is Skyrms (2010a).

Some may argue against that there may be no fundamental difference between
language and animal signals, but humans are rational, having epistemic beliefs,
while animals do not. What Lewis-Skyrms signaling game theory discusses so
far is about signaling interactions between non-epistemic players (Skyrms 1996;
2004). Can it be generalized to explain signaling interactions between epistemic
players like human beings? Or, can signaling games accommodate signaling inter-
actions between rational players? Does epistemic belief as mental language play
any role in signaling games?

The answer to the first and second questions is affirmative. “Accounts framed
in terms of mental language, or ideas or intentions can fit perfectly within sender-
receiver games” (Skyrms 2010a, 7). However, the answer to the third question
is negative. “Within the framework of Lewis signaling games this is not neces-
sary” (Skyrms 2010a, 9). No rationality is needed to explain convention (Huttegger
2014). In other words, epistemic belief plays no role in signaling games. Therefore,
it is not necessary to consider epistemic belief of players in signaling games. The
claim that converging to and maintaining a signaling equilibrium in a signaling
game implies a signaling system is also true for epistemic agents. In the follow-
ing sections, I will show that this is not without challenging as player’s epistemic
beliefs may lead to mutual misunderstanding in which a signaling equilibrium is
reached and maintained, but no communication occurs.

6.3 Mutual misunderstanding

Once upon a time in the reign of Chenghua in the Ming Dynasty, China, a Taoist
from Japan came to China seeking a challenge to the Masters of China through
magical fights. Accidentally, the minister sent by the emperor of China to look
for a qualified Master to rise to the challenge misidentified a drunk butcher who
slaughters pigs and sells meat as a Master. The Taoist and the butcher had a magical
fight on a square in the Forbidden City. The emperor and some ministers watched
the fight as audiences. One segment of the fight was for one to guess hand gesture
riddles posed by the other.

Hand gesture riddles are a traditional game in China. A simple gesture riddle
game consists of two players. One of them poses a riddle to the other through a
hand gesture. The other guesses the riddle also by showing a hand gesture in turn,
according to her/his interpretation of the meaning of the riddle. It is an interactive
process. The process of the fight was like this:

The Taoist showed one finger to the butcher (R)). In turn, the butcher showed
two fingers to the Taoist (R,). The Taoist showed three fingers to respond to it (R,).
Then, rather than showing four fingers, the butcher showed five fingers (R,). With
respect, the Taoist flapped the top of his head (R;). The butcher patted his belly
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(R)). Then, the Taoist quit the fight and admitted that he had failed. The butcher
claimed that he won. The fight ended.’

The emperor witnessed the whole event and was aware of the end but knew
nothing about gesture riddles. In order to know what exactly had happened, he
asked the Taoist and the butcher separately. The Taoists said that they posed and
answered gesture riddles to each other. R, means Buddha worship, R, means that
two saints protect his body, R, means that Three Sovereigns run the country, R,
means that Five Emperors are the supremacy, R, means that the Heaven is above
his head, and R, means that the Buddha sits in his heart.

In contrast, the butcher gave an entirely different explanation. He thought that
the Taoists knew that he was a butcher selling meat and thus wanted to bargain
with him. R, means that the Taoist wanted to buy a pig, R, means that there was no
problem even if he had wanted to buy two pigs, R, means that the pig he wanted to
buy should weigh around 30 kg, R, means that the weight of the pigs the butcher
owned was at least 50 kg, R, means that he wanted the pig’s head, and R, means
that the pig offal also belongs to him.

The marvelousness of the story is that those misunderstandings did not prevent
but coincidentally promote interactions between the Taoist and the butcher. There
are two orders of misunderstanding in the story. The first order is the mutual misun-
derstanding between the Taoist and the butcher. It means that there was no commu-
nication between them, though they interacted with each other successfully. That is
to say, no information is transmitted from the butcher to the Taoist, or, vice versa,
through those gestures. The Taoist misunderstood the butcher that he posed gesture
riddles to him, while the butcher misunderstood the Taoist that he bargained with
him about his pigs. Each of them made their decision according to their subjective
prediction. The form of prediction-decision-making is as follows: Given players
1 and 2 in a game,

(a) 1 maximizes his payoff predicting that 2’s decision is governed by (b);

(b) 2 maximizes his payoff predicting that 1°s decision is governed by (a).
(Kaneko and Kline 2010)

While the predictions of the Taoist and the butcher were mismatched since there
was no common knowledge shared by them. It resulted in mutual misunderstanding.

The second order of misunderstanding is that the emperor misunderstood the
interactions between the Taoist and the butcher as a process of meaningful commu-
nication according to his perception of the event. He must have believed that there
was common knowledge between them, as there were successful interactions and
an agreed result. In short, mutual misunderstanding coincidentally promotes to an
end that all participants agreed with.

If we formulate the mutual understanding scenario through game theory, the
game presented in the scenario is a complex game composed of three games: One
in the emperor’s mind (g ), one individually believed by the Taoist (g,), and one
individually imagined by the butcher (g,).® Each of the participants individually
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believed that the structure of the game in his own mind was common knowledge.
The end of the story is a Nash equilibrium. That is to say, the interactions between
the Taoist and the butcher reached a Nash equilibrium without common knowl-
edge and communication of information. How could this be possible? Suppose the
structures of the payoff of g , g, and g, are as given in Tables 6.3-6.57 (Kaneko and
Kline 2010).

Table 6.3 g,

Q Q,
P, 5,5 1,6
P, 6,1 3,3
Table 6.4 g,

Q1 Q2
P, 5,0 1,o
P, 6,0 3,3
Table 6.5 g,

Q Q,
P, 0,5 0,6
P 0,1 3,3

As we can see, although g , g, and g, are different games, the Nash equilibria of
those games are the same ones, namely (P,, Q,). Let’s formalize the structure of the
game. Given B, as the personal belief of a player i, C as common knowledge, the
mutual misunderstanding scenario in Magical Fight can be formulated as follows:

~(B,C(g,), B,C(g,), B,C(g,))
— (B,C(Nash(P,, Q,)) A B,C(Nash(P,, Q,)) A B,C(Nash(P,, Q,)))

In epistemic logic (Kaneko 2002; Kaneko and Suzuki 2002), - means that the
entire statement following it is provable, and — means that the statement being
right of it is concluded from the statement being left of it. The part after - and be-
fore — consists of assumptions or axioms. Formula (6.1) states that given that the
emperor individually believed that the structure of g, must be common knowledge
for the Taoist and the butcher, the Taoist individually believed that the structure of
g, was common knowledge for himself and the butcher, and the butcher individu-
ally believed that the structure of g, was common knowledge for himself and the
Taoist, we can conclude that the equilibrium reached at the end is the intersection
of Nash equilibria of g , g, and g,.
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Some may complain that formula (6.1) is misleading as there is no real common
knowledge in the story despite those individually believed kinds. Actually, it is
easy to revise it into a formula without common knowledge. Given T', as the situa-
tion supposed by player i and D, as the dominant strategy of the game believed by
player 7, then formula (6.1) can be rewritten as follows:

=(@B,(T,), B/(T,), B,(I',)) = (B,(Nash(P,, Q,))
AB,(D,(P,)) AB,(D,(Q,)))

The emperor individually believed that the Taoist and the butcher meaningfully
communicated with each other through posing gestures, the Taoist individually be-
lieved that the butcher posed gesture riddles to him, and the butcher individually be-
lieved that the Taoist bargained on his pigs with him. As a result, the Taoist employed
the dominant strategy in his individually supposed game when he interacted with the
butcher, and vice versa. Coincidentally, the combination of the strategies reaches the
Nash equilibrium of the game in the emperor’s mind. I call the formula (6.2) a mutual
misunderstanding. Then, can we extend mutual misunderstanding to signaling games?

6.4 Mutual misunderstanding in signaling games

It seems obvious that there is no problem in treating the interactions between the
Taoist and the butcher through posing gestures to each other as a process of signal-
ing. The Taoist and the butcher played the role of sender and receiver half the time.
The Taoist played the role of sender and the butcher of the receiver when he posed
a gesture to the butcher, and vice versa. Gestures posed by them are signals. All
the players and their observers individually believed that the interactions were a
process of signaling. However, the same gestures have different meanings for the
Taoist and the butcher. The equilibrium was coincidentally reached. No informa-
tion is transmitted through those gestures. We can say that it is a process of pseudo-
signaling. It deceived the emperor who witnessed the magical fight.

As I have illustrated in Section 6.2, given a signaling game, converging to and
maintaining signaling equilibrium strategies are the necessary and sufficient condi-
tions for signaling system strategies. If the mutual misunderstanding can be gener-
alized to the framework of the Lewis-Skyrms signaling game, then the claim will
be incorrect. That is to say, reaching and maintaining a signaling equilibrium is not
sufficient for communicating information from a sender to a receiver. Successful
interactions do not imply successful communication. In other words, in a signaling
game, it is possible that the sender and receiver mutually misunderstand each other
while their interactions still reach and maintain a signaling equilibrium.

However, the application of mutual misunderstanding argument to signaling
games is not as straightforward as it looks. Some may argue that we cannot get
the conclusion from the argument given in Section 6.3 because signaling games
are different in kind from those games in Section 6.3. First, signaling games are
state-act coordination games, while the games implied in Magical Fight are not.
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Second, those games have no equilibrium selection problem. Third, the interests
of the butcher and of the Taoist are in conflict, while senders and receivers share a
common interest in signaling games. Fourth, mutual misunderstanding is a result of
the analysis in terms of rational choice theory rather than evolutionary dynamics.

The best way to respond to the first and second queries is to construct a mutual
misunderstanding argument consisting of coordination games. For the third one, the
sender and the receiver in a signaling game share complete common interest is ideal.
Some researchers have proved that signaling is possible when players share partial or
even no common interest (Godfrey-Smith and Martinez 2013; Martinez and Godfrey-
Smith 2016). The fourth query has no effect on the argument because, on the one hand,
as I have said above, it is easy to prove that the Nash equilibria in those games are sign-
aling equilibria. On the other hand, rational choice theory and evolutionary dynamics
are just different ways to explain how the interactions between players in a game reach
and maintain an equilibrium. While what mutual misunderstanding argument doubts
is whether convergence to a signaling equilibrium is sufficient for communication.
How to explain equilibrium affects the argument a little. Then, the next problem is
to construct a mutual misunderstanding argument composed of coordination games.

Lewis-Skyrms signaling games are state-act coordination games that enable the
coordination of receiver’s acts with states of world. A different kind of coordina-
tion game is about coordination of sender’s act with receiver’s act. It is common
that act-to-act coordination is achieved through signaling, such as the example that
two men row a boat together coordinating their acts through drum. Act-to-act co-
ordination is different from state-act coordination in that a state is exogenous. It is
not chosen by one of the players. Now it is not a state that happens by chance but
sender’s act. Of course, there is no clear distinction between state-act coordina-
tion games and act-to-act coordination games. Many cases have a mixture of both
(Godfrey-Smith 2013). It is obvious that the framework of Lewis-Skyrms signaling
games can accommodate act-to-act coordination with no problem.

Suppose there are two players, sender and receiver, playing a coordination
game. There are two kinds of possible acts that sender can take, two kinds of sig-
nals available, M, and M,, and two kinds of possible acts that receiver may take.
The possibilities that sender takes two acts are equal. When sender takes an act by
chance, she/he sends a signal to receiver. After receiving a signal sent by sender,
receiver takes an act accordingly. There is no predetermined relationship between
sender’s acts, signals, and receiver’s acts. Different from the simple signaling game
introduced in Section 6.2, the sender and receiver here are rational, having some
epistemic belief about the game they play. Sender individually believes that the
game, g, she/he plays with receiver is one likes stag hunt game, while receiver
personally believes that she/he is playing a game like battle of sex, g,, with sender.
They do not know each other’s actual payoff when they interact since there is no
common knowledge and priori communication system between them.

Assume a stag hunt game, if a player plays a hare strategy, no matter what strat-
egy the other player plays, she/he always gets 1 unit of payoff. If the player plays
a stag strategy, her/his payoff depends on the strategy the other player plays. If it is
a hare strategy, then she/he gets 0 units. If stag strategy, then 2 units. This is shown
in Table 6.6.
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Table 6.6 Stag hunt game, g,

Hare (R,) Stag (Ry)
Hare (S,,) 1,1 1,0
Stag (S,) 0,1 2,2

The game in sender’s mind is a mixture of state-act coordination game and act-
to-act coordination game. Same as the stag hunt game, there are two kinds of prey
in the game, hare and stag. Hares are many while stags are rare in the environment.
Suppose that hares are always there and stags appear half the time of hares and
by chance. Since sender is rational, she/he wants to hunt hare alone when no stag
appears and to hunt stag with receiver when stags show up. Therefore, she/he has
to develop an information system with receiver in order to get maximal payoff. As
there is no common knowledge between her/him, sender has to learn from experi-
ence through reinforcement learning, for example.

In the game, when sender sees hares or a stag and hunts it, he always sends a sig-
nal to receiver.® When receiver receives a signal and plays her/his hunting strategy
with respect. Then, sender has four strategies, f;, (S,, M,; Si, M), f¢, (S, M,; S,
M), f; (S, M; S, M) and f;, (S, M; S, M), and sender thinks that receiver also
has four strategies, f,, (M, R ; M, R)), f,, M, R; M, R), fo. M, R ; M, R))
and f,, (M,, R;; M,, R)). The structure of the payoff of possible combined strategies
in sender’s mind is shown in Table 6.7.

Table 6.7 Possible combined strategies in g, as a signaling game

Jaa Jro S Jra

£ 1,1 1,0 L1 1,0
2,2 0,1 0,1 2,2

£ 1,0 L1 L1 1,0
0,1 2,2 0,1 2,2

£ L1 1,0 L1 1,0
0,1 2,2 0,1 2,2

£ 1,0 L1 L1 1,0
2,2 0,1 0,1 2,2

As we can see, (f;,, f;,) and (f,, ;.,) are two Nash equilibria. Therefore, two pos-
sible signaling systems are shown in Figure 6.2.

Sk M, Ry Su M, Ry
Ss M, Rs Ss M, Rg
Jsi Jri fs fro
FsMI FsMZ

Figure 6.2 Two possible signaling systems in the g,
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Through sender’s own reinforcement learning, one of the signaling systems will
be reached and maintained normally.

In contrast, receiver individually believes that the game, g,, she/he plays with
sender is one like the battle of sexes game. Imagine there is a couple. The husband
prefers to watch football during the weekend, while the wife prefers the movie.
However, for both of them, the most important thing is to stay together to spend the
weekend. Therefore, when they do not stay together, they get no payoff. If they go
to watch football, the payoff gotten by the husband is more than the wife. In turn,
if they go to watch a movie, the wife will get more payoff. Then, the distribution of
the payoff can be assumed as shown in Table 6.8.

Table 6.8 Battle of sexes game, g,

Football (H,) Movie (H,,)
Football (W) 1,2 0,0
Movie (W,,) 0,0 2,1

Receiver subjectively imagines that when sender decides to do an activity, she/
he always sends a signal to the other one. When receiver receives a signal, she/he
decides what she/he will do. Then, receiver personally believes that sender has four
strategies, /i, (W, M; W, M), f, (W, M; W, , M), £, (W, M; W, M) and f,
(W, M,; W, , M), and she/he has four strategies with respect, f,, (M, H;; M,, H, ),
Joo M, Hs Mo, HY), £, (M, H; ML, H) and £, (M, H s M, H, ). The structure of
the payoff of possible combined strategies in receiver’s mind is shown in Table 6.9.

Table 6.9 Possible combined strategies in g, as a signaling game

ua oo Jes Jra

£ 1,2 0,0 1,2 0,0
2,1 0,0 0,0 2,1

fo 0,0 1,2 1,2 0,0
0,0 2,1 0,0 2,1

£y 1,2 0,0 1,2 0,0
0,0 2,1 0,0 2,1

£ 0,0 1,2 1,2 0,0
2,1 0,0 0,0 2,1

]

As we can see, (f;,, /) and (£, f;.,) are two Nash equilibria. Therefore, two pos-
sible signaling systems are shown in Figure 6.3.

We M, He We M, He
Wy M, Hy Wu M, H,
fSl fi!l fSZ f R2
F, ™1 F, rM2

Figure 6.3 Two possible signaling systems in the g,
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Normally, one of the signaling systems will be converged to and maintained
through receiver’s reinforcement learning.

With the epistemic beliefs in mind, sender and receiver interact with each other
through signaling. The strategies sender has are f;, (S, M,; S;, M), f;, (S,;, M,;
S M), /i, Sy M; S, M) and £, (S, M,; S, M,). While the strategies receiver
has are fi, (M, H,; M, H,), fo, M, H; M,, H)), fo, M, H; M, H)) and £, (M,
H,;; M,, H,)). Coincidentally, H, is proper to S that sender gets 1 unit payoff and
receiver gets 2 units; Hy, is proper to S, that sender gets 2 units and receiver gets
1 unit. It is necessary to note that it is not the states sender perceives are matters for
receiver but sender’s acts. This is shown in Table 6.10.

Table 6.10 The actual payoff of acts coordination

H H

F

>

A

1,2 1
S 0,0 2,

When sender plays S, sender thinks that receiver plays either R, or R,. While
given sender plays S, if receiver gets 2 units when playing H,, then she/he believes
that sender plays W_; if she/he gets no payoff when playing H,,, then sender plays
W.. When sender plays S, if no payoff is gotten, then she/he thinks that receiver
plays R; if she/he gets 2 units, then receiver plays R. Given sender plays S, if
receiver gets no payoff when playing H,, then she/he believes that sender plays
W, ; if 1 unit is gotten when playing H,,, then sender plays W, . Accordingly, the
structure of the actual payoff of possible combined strategies is given in Table 6.11.

Table 6.11 Actual possible combined strategies in the mutual
misunderstanding scenario

Jua Jro Jrs Jra

£, L2 1,0 1,2 1,0
2,1 0,1 0,0 2,1

£, 1,0 1,2 1,2 1,0
0,0 2,1 0,0 2,1

fy 1,2 1,0 1,2 1,0
0,0 2,1 0,0 2,1

fi 1,0 1,2 1,2 1,0
2,1 0,0 0,0 2,1

There are two possible signaling equilibria in the matrix (Figure 6.4).

Sk M, He Su M, H
Ss M, H, Ss M, H,,
fSl le fsz fRZ
Fon Foma

Figure 6.4 Two actual possible signaling equilibria in the g,
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As we can see, mutual misunderstanding does not impede but promotes conver-
gence to signaling equilibrium. In turn, it is obvious that there is no information
transmitted when two mutually misunderstand each other.

Using the formal definition of mutual misunderstanding introduced in the last
section, we can formalize the scenario as such:

Given B, as the personal belief of a player i, C as the personally believed com-
mon knowledge, the situation can be formalized as,

-(B.C(g,). BZC(gZ))—>(BIC(Nash(fSl, fu))~ B,C(Nash(f,,. f,, )))
v(B.C(Nash( /5,5 /;,)) A B,C(Nash (15, £3,)))

Given I', as the situation supposed by player i and D, as the dominant strat-
egy of the game believed by player i, then formula (6.3) can be rewritten as
follows:

-(B,(r,). B, (T,)) - (/\B] (D, (/4,)) v B, (D, (£ )))
A(B,(0, (/52)) B (D1 (3.

As we can see, formula (6.4) shows that mutual misunderstanding, namely a
game can reach and maintain an equilibrium without information exchanges, is
still possible given that the games are subjectively interpreted as coordination
games by participants while no intended information is transmitted from sender
to receiver. Next, let us analyze the contents of the mutual misunderstanding
scenario.

6.5 Objective and subjective content in mutual misunderstanding

When agents in signaling games are rational, there is subjective and objective
content, as Skyrms argues. A signal’s subjective content may not align with the
signal’s objective content at all (Skyrms 2010a; 2010b). However, we will not
follow Skyrms’ theory but take an account developed by Shea et al. (2018). We
know that no theory on content is widely accepted and every theory is contro-
versial (Birch 2014; Scarantino 2015; Skyrms and Barrett 2019; Isaac 2019).
We intend to put aside these issues since this is not our concern.’ Instead, we
simply use the account of Shea et al. (2018) as a tool to show that the sub-
jective content diverges from the objective content in the scenario of mutual
misunderstanding.

Signals carry meaning or content of some kind. According to Shea et al. (2018),
signals in signaling games carry two kinds of content: Informational and func-
tional. Informational content is about the world’s states/acts. Information is the
change made by the signal to the probability of those states/acts. The informa-
tional content of a signal Mj is the vector of the binary logarithm of post-signal
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probabilities of the states, logz[P(Si\]\/Ij)], in which P is a probability and S, is a
state in question.!® Then, the informational content of M, about the states S, of the
world is as follows:

<10g2[P(S1 | M), log, [P(S, | M))]......., log, [P(S,| M), ...... >
The informational content of Mj about acts A4, is:
<10g2[P(A1 | M), log,[P(A, | M))]......., log,[P(4,| M )], ..... >

As we can see, the informational content of a signal is the distribution of the
probabilities of the world states/acts conditional on that signal, in which at least
some of the probabilities of the states/acts are different from the unconditional
probabilities of the states/acts. The informational content of a signal is determined
by the unconditional probabilities of the states/acts and the selection of the signal
and the act (the sender’s and receiver’s strategies).

The informational content of a signal may not have anything to do with the
equilibrium of a signaling game, namely, signaling systems. What matters is func-
tional content. Functional content is about stabilizing the signaling systems and
the beneficial outcome of sender-receiver coordination. The signals in a signaling
game have functional content only if some selection process maintains a signaling
system in the game (Shea et al. 2018, 1015-1016). Roughly speaking, functional
content is a vector representing each state’s relative importance to stabilizing a
signaling system. Unlike informational content, which is measured by probabili-
ties, the functional content of a signal, for each state, is measured by the degree of
involvement of that state, pairing with a receiver’s specific act through that signal,
in stabilizing a signaling system. Nevertheless, “[t]he two kinds of content have the
same form—distributions over states of the world, one reflecting posterior prob-
abilities and one reflecting functional involvement” (Shea et al. 2018, 1017). There
are also subjective contents when agents have beliefs. The sender has subjective
content over the receiver’s strategies, and the receiver has subjective content over
the sender’s strategies, and both have subjective content over the states (Skyrms
2010b, 162). With the conception of content in hand, let us analyze the content in
the scenario of mutual misunderstanding.

In a mutual misunderstanding scenario, there are three coordination signaling
games: g, g, and the played game. g, lives in the sender’s belief, while g, lives in
the receiver’s. Slightly differing from the conception of content introduced above,
there is informational content about the states of the world and acts.!" Informational
content about acts is separate from that of the sender’s acts and the receiver’s acts.
Functional content is about the relative importance of the combination of each state
of the world pairing with the sender’s act and the receiver’s act to the stabilization
of a signaling system. Now, suppose the signaling system F_ is actually reached
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and stabilized. What will be the objective and subjective content of signals? Objec-

tive content lives in the realized game. Table 6.12 shows the objective content in
vector form.

Table 6.12 The relationship between informational and functional content in actual game

Informational Informational Informational Functional
content about the content about the  content about the  content
states of the world ~ sender’s acts receiver’s acts
Signal M, <1, 0>; Hare <1,0>; S, <1,0>; H, <1, 0>;
Hare-S -H,
M, <1, 0>; Stag <0, I>; S, <0, I>; H,, <0, I>;
Stag-S -H,,

In F,, signal M| makes the state of Hare certain and completely rules out the
state of Stag, so post-signal probabilities of the states of the world are <1, 0>. This
is the informational content about the states of the world. In our case, it pools with
the informational content about the sender’s acts. So, they share the same distribu-
tion. The distinction between informational content about the states of the world
and about the sender’s acts presented here is conceptually rather than structurally in
the game. M, makes act H, certain and completely rules out act H,,, so post-signal
probabilities of the receiver’s acts are <1, 0>. The distribution of the probabilities
of the sender’s and receiver’s possible acts constitutes the informational content
about the acts regarding M,. The functional content of M, is the functional involve-
ment of the combination of Hare, S, with H,, short for Hare-S -H,, in the stabiliza-
tion of F, . Hare-S -H, takes F, to be stabilized and contributes nothing to the
stabilization of F,,, so the functional act of M is <1, 0>. Because F_,,, an equi-
librium in the game, is reached and maintained, the informational content about the
states of the world, the sender’s acts and the receiver’s acts, and the functional con-
tent are the same. M, is sent only when the sender perceives a Hare and takes S,
the receiver only takes H, when receiving M . The stabilization of £, is achieved
if and only if the sender perceives Hare and takes S, when the receiver takes H_.

The subjective content of the sender is different from the objective content given
in Table 6.12. Table 6.13 shows the sender’s subjective content in vector form.

Table 6.13 The relationship between informational and functional content for the sender

Informational content  Informational content Functional content

about the states of about the receiver’s
the world acts
Signal M, <1, 0>; Hare <1,0>; R, <1, 0>;
Hare-S -R,
M, <1, 0>; Stag <0, I>; R, <0, 1>;

Stag-S -R
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The signal M, makes Hare certain and completely rules out Stag, so the post
possibilities of the states of the world is <1, 0>. This is what happened, so the
sender’s informational content about the world’s states is in line with that of the
objective content. As objective content, the distinction between those two kinds
of content is conceptual, not structurally, in the game. Since the sender is always
certain about the act she takes, there is no information about her acts for her. The
sender’s informational content about the receiver’s acts differs from that of the
objective content. The informational content about the receiver’s acts of M, in the
actual game is {<1, 0>; H_} while thatin g is {<1, 0>; R, }. Her functional con-
tent, {<1, 0>; Hare-S -R_}, is also different from the objective functional content
which is {<1, 0>; Hare-S -H_}. Note that the difference is not in quantity but in
kind. The sender is wrong because she does not know what is in the receiver’s
mind. The sender and the receiver have no common knowledge after all. She can
only rely on her own beliefs.

Same as the sender, the receiver’s subjective content differs from objective con-
tent. It also differs from the sender’s subjective content. Table 6.14 shows the re-
ceiver’s subjective content in vector form.

Table 6.14 The relationship between informational and functional content for
the receiver

Informational content about Functional content
the sender’s acts

Signal . <L, 0>; W, <1, 0>; W_-H,

M
M <0, 1>; W, <0, 1>; W,-H,,

2

There is no informational content about the states of the world for the recipient
because she is incapable of perceiving. Same as the sender, the receiver is always
certain about the acts taken by herself, so there is no information about the acts
she took for her. Compared with the objective content of M,, the informational
content about the sender’s acts and functional content for the receiver are different.
She is wrong about the content of the sender’s acts and functional content because
she has no way to know the sender’s mind and can only appeal to her own beliefs.
The subjective content of M, for the receiver is different from that for the sender.
It results from the absence of shared common knowledge between the sender and
receiver. They are isolated in their subjective worlds by themselves as long as the
payoff is optimal for both sides.

The analysis corresponds neatly to what Skyrms has argued in the paragraph,
though we approach content in signaling games with different terms.

These subjective probabilities are just degrees of belief; they may not align
with the objective probabilities. Then, each signal carries two additional
kinds of subjective information. There is subjective information about how
the receiver will react, which lives in the sender’s degrees of belief. This
interests a sender who wants to get a receiver to do something. There is
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subjective information about what state the sender observed, which lives
in the receiver’s degrees of belief. This is of interest to a receiver who
wants to use the sender as a source of information about the states. Both
sender and receiver use these kinds of information in decision-making.
Both sender and receiver strive (1) to act optimally given their subjective
probabilities and (2) to learn to bring subjective probabilities in concord-
ance with the objective probabilities in the world. They may or may not
succeed.

(Skyrms 2010a, 44-45)

What is newly revealed in the mutual misunderstanding scenario is that signals’
subjective and objective content may differ not only in quantity but also in kind.
It implies that the object content can be independent of the subjective content in a
sender-receiver signaling game. It does not mean that subjective content cannot be
the same as objective content. Of course, they can. The complete mutual misun-
derstanding introduced here is an idealized model. It is as rare as complete mutual
understanding. Then, why signaling game theory results in mutual misunderstand-
ing? A reason may be that it overlooks the semiotic nature of conventionality and
only tells a partial story.

6.6 Semiotics of conventionality

Recall the classifications of signs according to the presentational and representa-
tional conditions in Peircean semiotics. We can identify two types of arbitrariness
and conventionality: Conventional sign vehicles (legisigns) and conventional
referential relationships (symbols). When a sign is interpreted as a legisign, it
means that the intrinsic properties of the sign qua object have no bearing on its
role as the ground of the sign. The intrinsic properties of the sign qua object do
not form the basis for its representative character (Liszka 1996, 35-36). When
we consider a sign as a legisign, we are concerned only with the relationship
between the intrinsic properties of the sign and the properties that serve as the
grounds for it being a sign. Since a sign, as a legisign, is defined by its presenta-
tional properties, it can serve not only as a symbol but also as an icon or index.
For example, the symbol :) is a legisign but used as an icon of a smiling face
due to its resemblance to one’s smiling; a directional arrow on a road lane is a
legisign serving as an index of a left-turn lane due to the spatial continuity of the
direction it points to.

From the representational condition, the type of sign that is conventional is the
symbol. That is, the representational relationship between a symbol and its object
does not depend on the intrinsic properties of the sign vehicle and that of object.
For example, the relationship between the word “dog” and the animal dog has
no connection to the presentational properties of the word or the animal. Accord-
ing to this definition, since qualisigns and sinnsigns are defined by their intrinsic
properties, only legisigns—whose intrinsic properties are irrelevant to their sta-
tus as signs—can serve as symbols. Therefore, symbols exhibit dual aspects of
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conventionality: That of the sign vehicle (legisign) and that of the referential rela-
tionship (symbolic reference). Philosophical traditions in language often overlook
this semiotic distinction.

This raises the question: Which aspect of conventionality does evolutionary
signaling game theory explain? Or is there a unified theory that accounts for both
aspects? To explore this, let’s revisit the theory from the perspective of semiotics.

An essential difference between evolutionary game theory and semiotics is that
the former considers reference at the population level, defining it as intersubjective
(or as a “proper function”, or “stabilizing function” of signs, in Millikan’s terms),
while the latter focuses on the individual level, treating reference as the result of
interpretation. As I argued in Chapter 4, a problem with this evolutionary approach
is that it assumes the past determines the proper function of a sign, yet a sign typi-
cally refers to the present. What natural selection and alike mechanisms provide
are constraints that limit the ways a sign can be interpreted.'? If these constraints
fulfill their proper function, they must contribute to the self-maintenance and self-
generation of teleodynamics. Despite these difficulties, the minimal competence
required by the approach—natural selection and trial-and-error learning—implies
semiotic interpretation. Specifically, in the case of natural selection, it must involve
operational interpretation contributing to the self-maintenance and self-generation
of teleodynamics. In signaling games, this contribution is represented and meas-
ured by payoffs. In the case of trial-and-error learning, interpretation must involve
higher-order forms of interpretation. Let’s explore why.

A prerequisite for players to converge to and maintain a signaling equilibrium is
that they must have at least interpretive competence to recognize the type of signal
and distinguish it from other types. Recall the sensitive autogen model discussed
in Chapter 4, which has an adaptive advantage over the prototype with no sensitive
surface. When the substrates are rich, their surface is more easily disrupted as more
substrates bond to it. Thus, it has indexical competence, with the bonding point
serving as an indicator of the substrate-rich environment. To have this competence,
it must be able to distinguish between the necessary substrates and others. Opera-
tional interpretation performs this function by bonding the needed substrates while
not attaching to others. Accordingly, the bonding point is an indexical sinnsign. In
this sense, it is not conventional. However, it can become conventional.

Imagine another version of the autogen whose surface is not sensitive to the
substrates directly involved in the reciprocal catalysis. Instead, its surface is sensi-
tive to the product of a specific chemical reaction. This type of chemical reaction
has several products, and one of which is the substrates needed by the reciprocal
catalysis inside the autogen. Since the bonded products and the needed products
are produced by the same reactions, they aggregate together. Thus, when the sur-
face bonds enough of these products and breaks up, the autogen also opens up to
the needed substrates. The bonding point remains an indicator of a substrate-rich
environment, but it is also possible for the surface to bond with other types of
products. Although the substrates to the surface bonds are highly constrained by
chemical laws, the autogen can use different chemical bonds as indicators of the
same environment.
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We can frame this scenario within the sender-receiver framework of signaling
games. The sender is the type of chemical reaction producing various products, in-
cluding the substrates needed by the autogen. The possible signals are the products
that can be bonded by the surface. The receiver is the autogen. The possible world
states are a substrate-rich environment and a substrate-barren environment. The
possible acts are opening up or not. We can imagine that a type of surface bond-
ing with a specific product could be stabilized by natural selection. In this case, it
becomes conventional and arbitrary. Accordingly, it is a legisign because its intrin-
sic properties do not form the basis of the representational relationship. As I have
argued, the referential function of the bonding point is indexical. Therefore, the
bonding point is an indexical legisign of a substrate-rich environment. Thus, what
evolutionary game theory and related approaches, like Millikan’s biosemantics, ex-
plain is the conventionality of sign vehicles, not of representational relationships.
This distinction can also be observed in animal signals.

Seyfarth et al. (1980a; 1980b) famously showed that vervet monkeys have three
distinct alarm calls for three types of predators: An eagle in the sky, a leopard and
a snake on the ground. This is a widely cited example in signaling game studies.
The specific call used for each predator is not determined a priori but by the dy-
namics of sender-receiver interactions. Therefore, the alarm calls are conventional.
However, this conventionality pertains to the sign vehicle, not the referential re-
lationship. A call is spatial-temporally contiguous with the appearance of a preda-
tor. Therefore, the alarm calls serve as indexes. Accordingly, they are indexical
legisigns. Without distinguishing between the conventionality of sign vehicles and
that of referential relationships, the Lewis-Skyrms sender-receiver signaling game
theory cannot account for mutual misunderstandings. Such cases, however, can
be explained through the concept of the regrounding of symbolic reference, as
discussed in Chapter 5.

As we have argued, different types of referential relationships are hierarchi-
cally structured. Symbolic representation asymmetrically depends on indexical
representation, which in turn depends on iconic representation. Conversely, when
a symbol cannot be interpreted as a symbol, it may be interpreted as an index or
even an icon—a descent down a hierarchy of diminishing interpretive competence
(Deacon 1997, 72—73). This is clearly illustrated in the story of the Magical Fight.
When the butcher saw the gestures made by the Taoist, he interpreted them as
symbols because they resemble gestures he used in his own past. This is iconic in-
terpretation. However, he could not interpret them symbolically because he lacked
knowledge of the Taoist’s symbol network. What he interpreted was that these
gestures indicate the Taoist’s intentions. He must figure out their meaning. This
is similar to translating a language he has never encountered before. To translate
a language without a dictionary, we must reground it within linguistic practice to
learn the indexical relationships between symbols, and between symbols and ob-
jects. In the case of the magical fight, the butcher only has his personal experience
as a butcher to draw on. To understand the gestures, he regrounded them with his
own experience. He iconically found that the gestures are similar to those he used
when bargaining with customers. He treated them as bargaining gestures and thus
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established indexical relationships between them and positions them within his
own bargaining symbol network. Since these gestures are grounded in the practice
of bargaining, the indexical relationships between the bargaining gestures and their
relevant objects in the situation are transitive to the Taoist’s gestures. Accordingly,
the butcher symbolically exchanged gestures with the Taoist. The Taoist also re-
grounded the butcher’s gestures within his own symbol network.

As we can see, these interpretive processes occur at the individual level, in the
minds of the butcher and the Taoist. This aspect is excluded by the evolutionary
signaling games theory, so it cannot be explained by that framework. This is an
exception to the signaling game theory, but it is a common feature in our every-
day linguistic practice. While the Lewis-Skyrms framework offers a useful and
insightful understanding of meaning, it only provides part of the picture. Through
semiotics, we gain a more comprehensive understanding of meaning, intentional-
ity, reference, or representation.

6.7 Conclusion

In the preceding sections, I have argued that there is a flaw in the Lewis-Skyrms
signaling game theory, using the mutual misunderstanding argument. In sign-
aling games, where information is communicated from senders to receivers,
signaling systems are identified with the equilibria of the games. The mutual
misunderstanding argument suggests that merely converging to and maintain-
ing an equilibrium in a signaling system is insufficient to guarantee success-
ful communication. Mutual misunderstanding can still occur. This argument
challenges signaling game theory because the theory overlooks the distinc-
tion between two types of conventionality: That of the sign vehicle and that
of referential relationships. Convention is not only a phenomenon of behavio-
ral interactions but is, at its core, a semiotic phenomenon. What evolutionary
game theory explains is the conventionality of the sign vehicle—the constraints
placed on how people interpret signals. With the distinction between these two
types of conventionality, along with the symbol regrounding account, we gain
a more comprehensive understanding of the conventionality of symbolic refer-
ence. This allows for a better explanation of cases involving animal signals and
mutual misunderstanding.

Notes

1 Millikan (2005, 2) strongly argues that it is a fallacy to treat language convention a type
of coordination convention because it requires neither coordination, regular conform-
ity, nor rational underpinning. Instead, she develops a Darwinian evolution by natural
selection-inspired account. Nevertheless, we will see that the core elements of her ac-
count, reproduction and weight of precedent, are integrated into Skyrms’ evolutionarily
dynamic reformulation of signaling game and thus are compatible with signaling game
theory.

2 The content of signals in signaling games is a complex topic of signaling game study.
There is a whole chapter, Chapter 3, in Skyrms (2010a; 2010b) that discusses the concept
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of information in signaling games. The content of signals in the simple signaling games
is not just about the states of the world but about acts. Millikan names this kind of sig-
nals as pushimi-pullyus (Millikan 2004, 77-78). Even in the simple signaling games,
we should distinguish informational content, which is about the states of the world, from
functional content, which is obtained only when the game is at a signaling equilibrium
and maintained by selection process (Shea, Godfrey-Smith and Cao 2018)

Common interest between sender and receiver is not necessary for signaling games to
reach and maintain an equilibrium, partial common interest, or even complete con-
flict interest, is enough, though not as stable as common interest cases, as Godfrey-
Smith and Martinez (2013) and Martinez and Godfrey-Smith (2016) have shown.
Some may argue that Ruth Millikan (1989a) has clearly argued that animal representa-
tions are different from human beliefs in at least six fundamental different ways. Since
Skyrms (2010, 1) and others (Godfrey-Smith 2012, for instance) claim that the frame-
work of signaling games is in the same way with Millikan’s biosemantics, it implies that
they would agree with Millikan’s claims on the subject. If this is true, Millikan thinks
that, compared with human beliefs, animal representations lack of differentiation be-
tween indicative and imperative representations and inference. While these are Lewis-
Skyrms signaling games tries to explain. (Skyrms 2004, Chapter 4; Huttegger 2007b)
It means that the explanations provided by signaling games have overstepped animal
signals. Then, my argument still holds as they apply the same framework to explain
non-epistemic and epistemic signaling interactions.

The description of the story is an excerpt of a famous Chinese monologue comic talk
given by Baorui Liu called Magical Fight.

Different from Kaneko and Kline’s original understanding, which claims that g_ is
an objective, general and abstractive game in contrast with those two personally
believed games, I identify g, as the game which was personally believed by the
emperor, who was one of the audience of the magical fight. In the Japanese version
of the story, the audience is set up as an outside observer who objectively knows
all the information of the game. While in Magical Fight, as I analyzed above, the
emperor misunderstood the interactions as a process of communication, while there
was no information being transmitted between the two players. Of course, we will
see that there is a game objectively, truthfully and generally representing the real
structure of the story. In Kaneko and Kline (2010), Kaneko and Kline introduce a
Japanese version of the story, Konnyaku Mondé, and discuss the implications for
game theory. In addition, two friends of mine told me a Jewish and a British version
of the story.

Rigorously, the games introduced here do not fit the story very well. The purpose here is
to give an instance of mutual misunderstanding.

Some may argue against that there is no motivation for sender to send signals when she/
he hunts hare because she/he always gets fixed payoff no matter what the other player
does. This is true. However, no signal sent is also a kind of signal as an adage says, “No
news is good news!”

People who may have an interest in the debate of the content of signals in signaling
games can see Birch (2014), Shea et al. (2018), Skyrms and Barrett (2019), and God-
frey-Smith (2020).

Another way to measure the informational content given by Skyrms (2010a; 2010b)
is that it is the vector of the binary logarithm of the ratio of the conditional to the
unconditional probability of that state/act. This may be a better way. But, as Shea
et al. (2018) argue, the way employed in the paper makes some formal comparison
between informational and functional content possible. In addition, in order to solve
the problem of misinformation, Birch (2014) develops a theory that a signal would
carry the content is at the nearest separating equilibrium of the underlying evolu-
tionary dynamics.
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When discussing functional content, Shea et al. (2018) only mention the functional
involvement of the states of the world. We think that it is an ellipsis because they
note at the end of Section 3.1 that, “As Skyrms notes, a signal can carry information
about both the states of the world perceived by the sender and about acts produced
by the receiver. Here, we will only discuss informational content about the state
of the world.” Both states and acts matter for the functional content. In addition,
since two of the signaling games we discuss in the present paper are a mixture of
state-act and act-to-act coordination games, and we pool the states of the world with
the sender’s acts, the informational content about the sender’s and receiver’s acts
matters.

This result has implications for the content analysis made in Section 6.5. There is no
objective content but constraints. Therefore, what is measured by the part of objective
content is actually constraints produced by the interactions.
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