


“In a world where cyber risks are ever‑evolving, Navigating Supply Chain Cyber 
Risk by Ariel Evans, Ajay Singh and Alex Golbin emerges as a vital resource. 
This book provides a clear and comprehensive roadmap for understanding, 
mitigating, and responding to third party cyber risks. Whether you’re a 
seasoned security professional or just starting out, Evans, Singh and Golbin’s 
insightful guidance empowers you to navigate the complex digital landscape. 
Here’s what particularly impressed me:

•• Practical and actionable: Navigating Supply Chain Cyber Risk goes beyond theory, 
offering practical steps and real‑world examples to fortify your defenses.

•• Accessible and engaging: The writing style is clear and engaging, making 
complex topics understandable for a broad audience.

•• Comprehensive coverage: This book delves into a wide range of third party 
cyber risks, from data breaches to malware attacks, providing a holistic 
view of the threat landscape.

If you’re looking to build a resilient and secure digital environment, Navigating 
Supply Chain Cyber Risk is a must‑read.”

Dr. Yoav Intrator, Chief Product Officer, RiskQ

“In an era where digital threats loom large over the intricate web of global 
supply chains, Navigating Supply Chain Cyber Risk emerges as a beacon of insight 
and practical wisdom. This book makes essential reading for anyone looking 
to navigate the complex intersection of supply chain management and 
cybersecurity. With its clear explanations, real‑world examples, and actionable 
strategies, it equips professionals with requisite tools to protect their critical 
operations against cyber threats. A timely and valuable contribution to the 
field.”

Nagendra Aswatha, Asst. Professor, Operations & Supply Chain Management
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Cybersecurity is typically viewed as the boogeyman, and vendors are responsible 
for 63% of reported data breaches in organisations. And as businesses grow, 
they will use more and more third parties to provide specialty services. Typical 
cybersecurity training programs focus on phishing awareness and email hygiene. 
This is not enough. Navigating Supply Chain Cyber Risk: A Comprehensive Guide to Managing Third 
Party Cyber Risk helps companies establish cyber vendor risk management programs 
and understand cybersecurity in its true context from a business perspective.

The concept of cybersecurity until recently has revolved around protecting 
the perimeter. Today we know that the concept of the perimeter is dead. The 
corporate perimeter in cyber terms is no longer limited to the enterprise alone, but 
extends to its business partners, associates, and third parties that connect to its IT 
systems. This book, written by leaders and cyber risk experts in business, is based 
on three years of research with the Fortune 1000 and cyber insurance industry 
carriers, reinsurers, and brokers and the collective wisdom and experience of 
the authors in Third Party Risk Management, and serves as a ready reference for 
developing policies, procedures, guidelines, and addressing evolving compliance 
requirements related to vendor cyber risk management. It is unique since it 
provides strategies and learnings that have shown to lower risk and demystify 
cyber risk when dealing with third and fourth parties.

The book is essential reading for CISOs, DPOs, CPOs, Sourcing Managers, 
Vendor Risk Managers, Chief Procurement Officers, Cyber Risk Managers, 
Compliance Managers, and other cyber stakeholders, as well as students in cyber 
security.

Ariel Evans is a senior cybersecurity expert, serial entrepreneur, and 
award‑winning author. She is the chairperson of the cybersecurity continuing 
education programs at Seton Hall University and Pace University and has been on 
the front lines of cybersecurity as a former CISO, and Cyber Risk Manager.

Ajay Singh is a Professor of Practice, corporate advisor, Fellow at the Institute of 
Directors, Former CEO, and award‑winning author.



Alex Golbin is a Senior Financial Services Executive with over two decades of 
leading Risk Management, Enterprise Resiliency, Operations and Technology 
Transformation, Global Technology, Business Process Improvement, and 
leveraging state‑of‑the‑art technology.
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Cybersecurity is the number one business risk according to Forbes. 
Seventy percent of data breaches are due to third parties. As a result of this 
interdependency between organizations and their vendors, we are writing 
this book to help organizations address this urgent need to evaluate their 
supply chain and understand the potential cyber consequences for each of 
their third parties.

The security of a company is only as strong as its weakest link. Over 
the past five years there has been an emphasis on understanding the role 
that third parties play in cybersecurity. Not only what role they play, but 
also an increase in focus from regulatory bodies. Today, almost every 
cybersecurity, privacy, and industry regulation has language that addresses 
the requirements of the third party.

This book is written as a comprehensive guide to understand, manage, 
and mitigate third‑party cyber risks. It will provide you with the knowledge 
and tools you need to protect your organization’s supply chain regardless of 
if you have an existing program or are you just starting from scratch.

We begin the book, providing background research into the impacts, 
and  trends, using case studies and examples to embed your learning 
experience. We follow that up with regulatory data that is critical to 
understanding the requirements your company faces with third parties. We 
then begin the how‑to section that walks the reader through preparation, 
due diligence, policies, risk quantification, risk scoring, and audit.

PREFACE



PREFACEx i v

We summarize our thoughts on the future in the way forward focusing 
on AI.

Cyber risk management is a journey without a destination. We will 
always have cyber risk. It is a journey of managing it with the best chances 
of success. May your journey be one of wonder, growth, and resilience.
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Introduction

In 2018, Dr. Yoav Intrator, the former CEO of JPMorgan Chase Israel, pub‑
lished a paper titled “An Autonomous Economy: Coming Sooner Than 
You Think.”1 The paper focused on how responsibilities are shifting from 
human to machine and was the first to formally define autonomous econ‑
omy (AE) as an IT‑driven economy.

In the AE paper, he identified four key barriers, Trust, Supply Chain, 
Regulation, and Platform to reach an autonomous state. He also referred 
to them as frictions, since on the surface they slow us down in moving 
from an IT‑enabled economy to an IT‑driven economy. However, at the 
same time, they are innovation triggers which drive innovation; social, 
technological, and economic frictions stimulate invention. This book will 
explore one of these frictions, supply chain, from a cyber risk perspective 
and the risk it poses as an extended enterprise.

In the past few years, we have observed how the four identified frictions are 
being amplified. The increase in fake news erodes our trust, and the emerging 

1
THE EXTENDED ENTERPRISE
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crisis in the world supply chain stifles our growth. The increase in regula‑
tions is costly and challenging to comply with in response to the growth in 
cyber‑attacks and fraud, and the continued growth in demand to fulfill com‑
munications, storage, and computation needs puts pressure on the current 
platforms, all who race to address innovation in the face of these frictions.

Cybersecurity risk is embedded in each of the four frictions. It is the key 
to measuring trust. Data integrity addresses data trustworthiness. Cyber 
is an interconnected discipline and each organization is only as secure as 
their weakest supply chain link – as we painfully were reminded after the 
SolarWinds hack.

In 2019, Jamie Dimon, the Chairperson and CEO of JPMorgan Chase, 
stated that “The threat of cybersecurity may very well be the biggest threat 
to the U.S (United States). financial system.”2

Cybersecurity‑related risks are the #1 business issue3 and have led to a 
growing discipline: Cyber Risk Quantification and Management. Cyber Risk 
is a digital science that focuses on the quantification of financial impacts 
and likelihoods of a cyber event. It amplifies reputation harm, productivity 
losses, and legal issues due to the failure to protect the digital assets.

Third‑party cyber risk (also synonymously called vendor or supply chain) 
is in the headlines every day. Third parties are compelled contractually and 
by law to report data breaches to their customers and to the regulators.

Third‑party cyber risk can be quantified and analyzed based on the 
digital Information Technology (IT) assets the vendor is interacting with. 
Vendors may process and store data in cloud services, build ITs, or systems 
and/or work with data. The ability to measure vendor cyber risk is related 
to how they cause risk. Cloud service providers (CSPs) process and store 
data. The risk to the first party is related to a data breach. The first party is 
required by law to notify their customers of data breaches. The cost of a 
third‑party data breach is typically three times that of an on‑premise data 
breach. The vendor is also measured based on the likelihood that they have 
effective cyber policies, people, controls, and tools.

Unprecedented Velocity in Digital IT Assets

Businesses assets have been shifting rapidly from the physical world into 
the digital arena and, in doing so, have increased the attack surface expo‑
nentially. In 2001, only 10% of business assets were digital IT assets. Today 
it is over 85%.4
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What this means is that to improve, maintain, or restore trust, we must 
protect our digital IT assets. Digital assets are ubiquitous. As our digital asset 
attack surface grows, so do the challenges in protecting them. Cyber crimi‑
nals target our digital assets. They steal data, interrupt business processes 
with ransomware, and in many cases, they expose regulatory incompliance 
that can result in fines and penalties.

Privacy regulation is exploding. Privacy programs are similar to cyber‑
security programs. There are two major differences. (1) They only address 
privacy data. (2) They have additional use and collection of data require‑
ments. Below are some key statistics and trends, which highlight the 
importance of Cyber Risk as a discipline and how they tie to the emergence 
of privacy programs.

The cyber regulatory velocity has increased over 950% in the past six 
years,5 and it is likely to double in the next 5 years when all 50 states are 
expected to have privacy laws. Cyber regulation requires cyber expertise. 
CCPA (California Consumer Privacy Act), GDPR (General Data Protection 
Regulation), CPA (Colorado Privacy Act) (Colorado Privacy NAIC (National 
Association of Insurance Commissioners), NYSDFS Part 500, NAIC 
(National Association of Insurance Commissioners) Model Law and over 
20 nation‑state laws all require cyber programs. All cybersecurity and pri‑
vacy laws require a vendor risk management program. Furthermore, all 50 states are 
expected to have privacy laws that require both first‑ and third‑party cyber 
programs (Figure 1.1).

Fortune 2000 & SME Companies

HIPAA - US 
Healthcare  
Data

2005

2010

2018

Country Specific – Canada, 
New Zealand
Payment Card Industry-
Credit Card Data

US Federal–
Consumer Financial 
Protection Bureau

2020GDPR
Country Specific Privacy –
Australian, Dubai, Israel, 
India, Japan, Mexico, 
South Korea, Thailand, 
Turkey

US State Specific Privacy 
and Financial – CCPA, 
NYS DFS Part 500, NAIC

Country Specific 
Privacy – Brazil, 
China, Chile, Egypt, 
Lebanon

US State-Specific Privacy–
California, Colorado, 
Connecticut, Delaware, 
Iowa, Montana, Oregon, 
Texas, Tennessee, Utah, 
and Virginia.

Privacy Laws
for all 50 US 
States– over 
next 5 years

Last 4 years growth – 950%

Next 5 years growth – Double

Figure 1.1 Regulatory Velocity 2018 to Present is 950%
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Trust as an Asset

Beyond the bottom‑line financial impact of cybercrime, the biggest impact 
of cyber risk is a reduction in Trust. This is especially true in the Financial 
Industry. Cybercrime has a devastating impact on the only asset that banks hold 
and cannot trade with – TRUST. In general, reduction of trust has a long‑tail 
impact which includes loss of market cap, employees, and legal implications.

Cyber and the Supply Chain

Understanding supply chain and its relationship to cyber risk is the key to 
not only complying with regulations but also to defining who is respon‑
sible to protecting those digital assets. Trust is related to supply chain. Let 
us explore how. If you use a cloud service provider, you share the respon‑
sibility to protect your digital assets that they either process or store on 
your behalf. While data owners are relieved from maintaining the physi‑
cal infrastructure, when it comes to risk, the reality is that the data owner 
carries more of the financial risk. A CSP is a vendor and a large part of our 
supply chain. The important aspect of measuring supply chain trust is to 
understand how to quantify the financial risk and know which party is 
responsible for which cyber controls and measuring their effectiveness.

Common sense suggests that we cannot treat a CSP the same way we 
treat a management consulting firm, outside counsel, or accountants when 
it comes to cyber risk. These are service providers, not IT infrastructure 
providers. We also cannot treat on‑premise system vendor like a CSP. It 
is crucial to understand the context of how each vendor works with our 
digital assets and their associated risk implications. System providers pro‑
vide technologies that are specific business solutions. Look at SolarWinds. 
SolarWinds is an infrastructure and security management system. What was 
not understood was the business context – SolarWinds must have rock‑solid 
development practices to prevent the insertion of malware in their updates.

Until we understand our supply chain in the context of our digital assets, 
we cannot manage our third‑party cyber risk, which is required by cyber law!

Cyber Crime Is Like the Covid‑19 Virus

We are in an economy where the rate of new vulnerabilities is grow‑
ing every year. In 2023 there were 26,447 new vulnerabilities6 reported. 
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That is more than 72 vulnerabilities a day, which suggests that busi‑
nesses must continuously assess and quantify their cyber risk exposure, 
and continuously evaluate their plans and priorities to remediate critical 
vulnerabilities.

Cybercrime is like the COVID‑19 virus. The virus continuously mutates 
in response to our best efforts, with businesses having to endlessly figure 
out how to rise above it. It is here to stay, and it will continue to increase 
the financial risks to our businesses. Your vendor’s vulnerabilities are your 
vulnerabilities.

Lack of Quantif iable Metrics Must Be Tied  
to Cyber Investment

There seems to never be enough money to protect digital assets. JPMorgan 
reported in 2015 10‑Q reports its intention to invest half a billion in cyber, 
doubling their investment from the previous year. In 2018, three years 
later, the firm reported spending US$600 million on cybersecurity. At this 
rate one will not be surprised if this year there is a US$1B investment in 
cybersecurity.

Understanding the return on investment and the reduction of financial 
exposure goes a long way to justifying cyber budgets. Five percent of IT 
spending has nothing to do with cyber risk. It is time to stop using math 
that does not work.

Recommendations for Boards and Senior  
Corporate Leaders

It is not a question of if but of when. Botnets spread automatically and are 
geographically and industry agnostic. Cyber extortion, data exfiltration, 
malware, and ransomware impact the business’ ability to meet quarterly 
projections. Each data breach results in over 31% of the firm being fired or 
leaving.

This business reality clearly requires risk quantification to demonstrate 
return on investment and risk reduction. Using a quantified cyber risk solu‑
tion allows the firm to understand the effectiveness of their vendor’s con‑
trols and manage their own risk objectively.

Every board and executive should be able to answer the following ven‑
dor questions.
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 • How much third‑party cyber risk exposure do we have?
 • Which vendors pose the most financial risk to us?
 • How do we prioritize our vendor risk reduction?
 • How do we optimize our organizational model and processes to better 

address vendor risk?
 • How can we have a unified view of cyber risk that allows for a com‑

mon ontology?
 • How can we help our vendors protect us?

As we march into an autonomous economy, cyber, with all its implica‑
tions on trust, supply chain risk, innovation driven by increasing regula‑
tion realizes that corporations must quickly adopt cyber risk best practices 
and tools. It is not an option anymore; it is necessary.
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First, Second, Third, and Fourth Parties

The first party is your company and all the on‑premise digital assets. As 
you learned earlier, this risk is the exposures1 and the likelihood that your 
company will have a data breach or cyber event.2

Second‑party cyber risk comes from your customers or members. 
Customers or members can log into your systems and touch your digital 
assets. Customers may not have antivirus, or other security measures, on 
devices, making it easier for hackers to gain access to your data.

A third party is an institution or person to which you outsource an activ‑
ity. There are several types of third parties. Cloud service providers who 
store and process your data and provide you with software, infrastructure, 
or a platform as a service. Service vendors who provide management, IT, 
legal, accounting, or other services. Also included are technology vendors 
who you buy technologies from and system vendors who you buy systems 
from. Each must be understood in context.

2
KNOW YOUR SUPPLY CHAIN
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Unless a contract specifically forbids it, a vendor can transfer its rights 
and responsibilities to a fourth party.

Your institution outsources to third parties and those vendors outsource 
to other vendors. These are called fourth parties. This relates to your ven‑
dors’ third‑party cyber risk management program.

Your firm owns the data it collects and is accountable to protect it. Your institution is also respon‑
sible for the life of that data when it is stored or processed by a third party. Consequently, your 
firm is also responsible for the activities of your vendors’ third‑party vendors 
(aka your fourth‑party vendors). The more your third parties outsource to 
other vendors, the greater the costs and risks of vendor management.

The Statement on Standards for Attestation Engagements 18 (SSAE 18)3 
has a vendor management requirement that states you must define the 
scope and responsibilities of each third‑party vendor you use, address secu‑
rity assessment findings, audits, and monitoring.

Vendors that have access to sensitive data put your firm at risk of a data 
breach. Other key concerns of the vendor portfolio include those that per‑
form critical business services, interact with customers, or perform a sensi‑
tive, highly publicized function that exposes your firm to reputational risk.

Know Your Supply Chain

Just as Know Your Client (KYC) is a set of standards used in the invest‑
ment services industry to verify customers and their risk and financial pro‑
files, Know Your Supply Chain is equally important. The three components  
of Know Your Supply Chain are:

1.	 Supply Chain Vendor Identification (SCVI). The first step in KYSC pro‑
cesses is to identify the vendors that are a part of your supply chain. 
This requires a technical understanding of what the supply chain ven‑
dor does for your business.

2.	 Vendor Due Diligence (VDD). Vendor Due Diligence takes identifica‑
tion further and asks whether you can trust the vendor. Most firms rely 
on procurement for this function; however in the case of cyber risk, it 
is advisable to have the technical team owning this function working 
tangentially with procurement. For all supply chain vendors involved, 
identifying what type of vendor they are (CSP, System, Technology, or 
Service Provider) and their importance must be determined since they 
have different types of risk.
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Cloud service provider risk is based on how well they are protect‑
ing your data. System and Technology vendor risk is based on how 
well they protect their updates from malware. Service provider risk is 
based on the human factor and how well they train their personnel in 
cybersecurity.

VDD is about establishing a vendor’s risk level and to what extent 
they can be trusted.

There are three levels of VDD based on their types: Cloud, System/
Technology, and Service Provider.
 • Cloud Service Due Diligence. For cloud service providers, the con‑

trols that are owned by the cloud service and those that are owned 
by the company must be documented and assessed.

 • System and Vendor Due Diligence. On the other hand, technology 
and system vendors provide technical solutions that must be veri‑
fied as malware free.

 • Service Provider Vendor Due Diligence. Service providers like 
accountants and lawyers must have background checks,  security 
awareness training and align to the cybersecurity rules of your 
firm.

3. Ongoing Monitoring.
KYSC is not just about checking new suppliers during onboarding. 

This is important, of course, and will establish the identity and initial 
risk level of the customer, but cybersecurity risk programs must have 
ongoing checks and monitoring.

Ongoing monitoring will identify changes in customer activity that 
may warrant an adjustment in their cyber risk profile or further inves‑
tigation. The level and frequency of monitoring will depend on the 
customer’s perceived risk and the institution’s strategy.
 • Monitoring should look at factors including:
 • Annual assessments
 • Changes in supplier transaction types, frequency, and amounts
 • Changes in supplier locations
 • Adverse media coverage due to a cyber event

As with the previous two KYSC components, SCVI and VDD, com‑
panies should have well‑established processes in place to handle ongo‑
ing monitoring. This should include the raising of concerns relating to 
suspicious activity.
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Types of Supply Chain Vendors

Third parties must be considered in their true context. A Cloud Service 
Provider is much different than a management consultant or an attorney.

Cloud Service Providers – A cloud service provider is a third‑party com‑
pany offering a cloud‑based platform, infrastructure, application, or stor‑
age services. There are several types.

 • SaaS (software as a service) provides software as a service where soft‑
ware is licensed on a subscription basis and is centrally hosted.

 • PaaS (platform as a service) provides a platform as a service that allows 
clients to develop, run, and manage applications without the complex‑
ity of building and maintaining the infrastructure typically associated 
with developing and launching an application.

 • IaaS (infrastructure as a service) provides infrastructure as a service in 
an instant computing infrastructure, provisioned and managed over 
the internet. Each resource is offered as a separate service component. 
Customers rent a particular service component for only as long as it is 
needed. Microsoft Azure is an example. Microsoft manages the infra‑
structure, the customer purchases, installs, configures, and manages 
their own software, operating systems, middleware, and applications.

Most of these models also provide data storage.
Service Providers – A third‑party organization that provides services to 

the company. Examples include lawyers, accountants, doctors, IT compa‑
nies, management consultants, etc.

System Vendors – Third‑party organizations that provide a set of tech‑
nologies that are sold as a system.

Technology Vendors – Third parties that sell technologies such as data‑
bases, frameworks, languages, security tools, etc.

Vendor Teams

Cyber Vendor Risk Management is becoming its own discipline. It is ideal 
if there is a centralized vendor or procurement team responsible for cyber 
risk. Team members will include the security team, internal security asses‑
sors (ISAs), legal team, and business owners. The procurement team ideally 
is the project management team that understands the requirements and 
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reports on the program’s effectiveness. The ISAs typically collect cyberse‑
curity evidence that will be acceptable to the firm. The security team helps 
to define the cybersecurity requirements and ensure that the vendor team 
understands what is required for the vendor to comply with third‑party 
programs. The legal team will review the contract. Once the vendor has 
provided a risk assessment, the ISAs will review the evidence and discuss 
the results with the vendor team. Business owners provide input to key 
functions and vendor requirements across the firm.

Vendor Contracts

A vendor’s cybersecurity due diligence should begin prior to working with 
a firm. All vendors should establish and maintain a cyber risk strategy. This 
is a documented program strategy for identifying and managing cyber‑
security risks. An organization’s cybersecurity strategy will be driven by 
laws and regulations that the organization is subject to, applicable indus‑
try standards, and the organization’s assessment of its own tolerance for 
risk. Certain laws will mandate specific terms for vendor agreements. As 
an example, the Health Insurance Portability and Accounting Act (HIPAA) 
requires a Business Associate Agreement. The US government has contract 
provisions in vendor agreements for companies doing business with the 
EU. This includes the Privacy Shield Principles.

Vendors that use subcontractors and suppliers (fourth parties) who may 
have access to your systems and data must have adequate third‑party pro‑
grams. Your vendor contracts must require an assignment clause which provides your firm 
notice and consent before the vendor outsources any part of the contract. This gives a firm 
the ability to control fourth‑party risk.

A digital asset inventory should be done of the data, systems, and busi‑
ness processes that the vendor will work with at the organization. Likewise, 
the organization should have an inventory of the systems and technologies 
the vendor is providing as well as the type of data to be processed or stored 
by the vendor.

Analyzing the digital asset interconnectivity and dependencies with the 
third parties is an element of starting a cybersecurity risk assessment.

Organizations should evaluate the inherent cybersecurity risk of peo‑
ple, processes, technology, and data that support an identified function. 
Companies must assess the effectiveness of cybersecurity controls to protect 
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against the identified risk. Cyber risk assessments provide the basis for the 
application of appropriate controls and the development of remediation 
plans to mitigate risks and vulnerabilities down to a reasonable and appro‑
priate level.4

Vendor Risk Assessment Program

Vendor risk assessment programs must be fit for purpose. Typical steps to 
set up a vendor risk assessment program include:

1. Vendor digital asset inventory and identification of vendor type(s).
 • Identification of digital asset goods or services provided in rela‑

tionship to data that will be processed or stored by the vendor.
 • The type of access to systems given to a vendor and why.
 • The digital asset supported by the vendor.
 • Criticality of business service supported by the vendor.
 • The nature of the service provided by the vendor and determina‑

tion if the vendor directly interacts with your customers or han‑
dles other client‑facing activities.

2. Identification of regulation(s) or industry standard(s) for the vendor to 
abide by.
 • Mapping of requirements across different regulations to reduce 

redundancy.
 • Ensure that the compliance program is aligned to applicable fed‑

eral, state, and local laws.
3. Creation of a Vendor Questionnaire or automated control evaluation 

related to vendor type.
 • Ensure specific requirements are included in vendor question‑

naires (i.e., ciphers required for encryption, etc.) or automated 
control evaluation.

 • Include fourth‑party requirements.
 • Select a framework and ensure at a minimum:

 • Review of security policies and procedures and the enforce‑
ment of the vendor’s security policies.

 • Effective incident response and business continuity/disaster 
recovery.

 • Table‑top exercises of DR plans are tested regularly and updated.
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 • Secure Software Development Life Cycle (SSDLC).
 • Latest vulnerability scan.
 • Latest pen test.
 • Threat intelligence tools and processes.
 • Disclosure of incidents/breaches and vulnerabilities the ven‑

dor identified in the vendor’s systems.
4. Vendor Questionnaire and Control Evidence Review

 • Independent control attestations.
 • Review evidence with ISA Team.

5. Vendor Cyber Risk Profile Review
 • Determine data exfiltration and inherent vendor cyber risk.

6. Monitoring of vendor based on risk profile.

Notes
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Managing Supply Chain Risks‑Issues

Organizations in recent years have enhanced their capabilities in man‑
aging cyber threats and associated risks making it difficult for threat 
actors to gain access to their critical systems and data. Meanwhile, threat  
actors have upped their game by discovering a new attack vector through 
third parties as they can exploit the trust and dependency that organizations 
have on third‑party software or services. Third parties include organiza‑
tions or individuals who provide services or products to another organiza‑
tion, such as vendors, contractors, partners, suppliers, cloud providers, etc. 
Inevitably this dependence on third parties can expose an organization to 
cyber risks in several ways, such as:

 • Sharing access to sensitive data or organization systems with third par‑
ties who may not have the required security measures or policies in 
place.

3
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 • Continuing the use of open source, outdated, or legacy software from 
third parties which is not supported anymore by them.

 • Outsourcing critical functions or processes to third parties who may 
not comply with the organization’s standards or regulations.

 • Being exposed to cyber threats such as ransomware, data theft, sabo‑
tage, espionage, and other malicious actions of threat actors who target 
organizations via third parties associated with them.

Regulators and government authorities have taken note of the rising num‑
ber of threats organizations face via their service providers and supply 
chain partners and have introduced guidelines which force them to adopt a 
holistic and proactive approach to supply chain security to prevent or miti‑
gate impacts from supply chain cyber‑attacks. Examples of important regu‑
lations include the US Presidential Executive Order 14028 and the HIPAA 
(Business Associate Agreement) that incorporate provisions that organiza‑
tions must implement to prevent supply chain cyber‑attacks. Frameworks 
such as the ISO 27001 and the NIST SP 800‑161 Revision 1 offer guidelines 
and best practices for identifying, assessing, and responding to cyberse‑
curity risks throughout the supply chain at all levels of an organization. 
Prioritizing supply chain security is not just about compliance; it is about 
building a resilient, trustworthy, and efficient organization. By address‑
ing vulnerabilities and managing risks, organizations can safeguard their 
operations and maintain a strong cybersecurity posture.

Managing cyber risk across the modern‑day extended enterprise is a task 
that requires a clear focus and execution strategy. Key issues that organiza‑
tions need to address in this context include the following:

 • Organizations have limited visibility into systems and networks of sup‑
ply chain participants. They also have little control over the security 
practices and policies of their suppliers and vendors.

 • Supply chain participants have different levels of cybersecurity involv‑
ing multiple types of users, processes, and technologies, each with 
their own security requirements and vulnerabilities.

 • Supply chains are highly interdependent and interconnected. This 
means that a security breach in one part of the chain can have cascading 
effects on other parts, and potentially disrupt the entire supply chain.
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•• Evolving threats and technologies, such as ransomware, artificial intel‑
ligence, cloud computing, and the Internet of Things and the introduc‑
tion of 5G pose new challenges and risks for supply chain security that 
require constant evaluation and adaptation.

•• The use of third party and open‑source components by supply chain 
participants requires conducting regular audits and scans of their code‑
base to identify and inventory all components and their vulnerabilities, 
and dependencies.

•• Supply chains are often located in multiple countries and legal juris‑
dictions which could have conflicting regulations and laws regarding 
cybersecurity, data protection, and privacy. Ensuring compliance with 
diverse regulations and laws can be very challenging and costly, and 
non‑compliance can lead to fines, penalties, or other legal actions.

Notable Supply Chain Cyber‑Attacks

Among the early instances of supply chain cyber‑attacks are the Target 
attack of 2013, the Home Depot breach of 2014, and the NotPetya of 2017 
attack which involved using a novel method of piggy backing on a software 
update of a Ukrainian software company to spread the NotPetya malware.

Target (2013) – One of the Earliest Supply Chain Attacks

Target the retail giant operates a chain of discount department stores and 
hypermarkets across the United States of America. It is a Fortune 500 
company (ranked 32 in 2022). Target had provided their heating, ventila‑
tion, and air conditioning (HVAC) contractor Fazio Mechanical Services, 
a Sharpsburg, Penn.‑based company access to their network so that they 
could monitor temperatures in stores and minimize energy consumption. 
They were also required to alert store managers if temperatures in their 
stores fluctuated beyond the acceptable range that could cause any discom‑
fort to customers from shopping at the store.

Hackers used credentials stolen from Fazio Mechanical Services to 
gain access to Target’s network. They then installed malware on several 
point‑of‑sale (POS) systems which enabled them to capture card data from 
customers’ transactions. The total haul for the hackers included infor‑
mation relating to 70 million customers and 40 million credit and debit 
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card details. According to some estimates, the breach cost Target about 
US$200  million in direct expenses and US$18.5  million in settlements 
with states and financial institutions.1

Home Depot (2014) – How a Third‑Party Vendor Led  
to the Biggest PoS Breach in History

In April 2014, hackers infiltrated Home Depot’s systems by using a stolen 
password from a Home Depot vendor to pull off another big retail credit 
card breach in US history. This time the hackers could not get access to 
the cash registers manned by employees but succeeded in exfiltrating data 
from 7,500 self‑checkout terminals.2 In all, they gained access to 56 mil‑
lion Home Depot credit card customers as well as 53  million customer 
email addresses.3 These two incidents led the card companies to move to 
chip‑and‑pin‑based card system from the erstwhile magnetic strip cards.

NotPetya (2017) – How NotPetya Wiped Out Data Across  
the Globe Using a Compromised Sof tware Update

In 2017, the notorious NotPetya malware designed to erase the files com‑
pletely and spread rapidly across networks using various exploits and meth‑
ods was mainly targeted at organizations in Ukraine even though its impact 
was felt in other countries as well. Threat actors chose what was at that 
time a novel strategy of spreading the NotPetya malware via a software 
update of a Ukrainian software company called MeDoc which provided tax 
and accounting software to many government and private organizations. 
This strategy (of infecting a software update to spread the malware) was 
later to be replicated in other prominent attacks such as SolarWinds and 
Kaseya (detailed later in this chapter).

CCleaner (2017) – Hackers Plant Backdoor  
in CCleaner Sof tware

CCleaner is one of the oldest tools to clean a Personal Computer by remov‑
ing potentially unwanted files and invalid Windows Registry entries. 
Threat actors inserted malware into an update which was downloaded by 
about 2.27 million users of the software developed by Piriform Software. 



NAVIGATING SUPPLY CHAIN C YBER RISK20

Furthermore, they enabled the threat actors to collect information from the 
infected devices and even execute further commands.

General Electric (2020): Third‑Party Data Breach  
of a Fortune 500 Conglomerate

General electric (GE) has been at the forefront of innovation and is known 
for having spurred world‑transforming changes and improved the lives of 
billions of people. Many consider it as a pioneer in out‑sourcing and lever‑
aging the power of their supply chain to drive efficiencies and reduce cost.

In early February 2020, one of their third‑party service providers, 
Cannon Business Process Services (CBPS) suffered a data breach which 
resulted in the exposure of personal information including direct deposit 
forms and tax forms related to GE current and former employees.

The information that was exposed included names, addresses, social 
security numbers, driver’s license numbers, passport details, birth, mar‑
riage, and death certificates, and other benefits application forms.

Cannon Business Process Services, a subsidiary of Cannon USA which 
provides operations management, workflow improvement, technology, 
and automation services suffered the data breach due to an email breach of 
one of its employee’s email accounts which led to hackers gaining access to 
its workflow system.

It seems likely that the hackers used a simple phishing attack or a key 
logger to steal the email login password of the compromised account. In 
hindsight it can be said that the use of other measures such as multi‑factor 
authentication along with greater security awareness among CBPS employ‑
ees may have prevented this data breach.

Victims were offered two years of free credit monitoring, but some 
chose to file class action suits. Even though CBPS’s systems were directly 
breach and GE’s own systems were not affected in the data breach, GE had 
to deal with the consequences.

Health Share of Oregon (2020) – Business Associate  
Data Breach

Health Share of Oregon is a consortium of local health care and insur‑
ance providers that provides coordinated care for health plan members in 
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Clackamas, Multnomah, and Washington counties. In January 2020, Health 
Share of Oregon notified 654,362 of their existing and former members 
that some of their protected health information (PHI) was stolen from its 
transportation contractor, GridWorks. The PHI exposed included names, 
addresses, contact telephone numbers, birth dates, Health Share ID num‑
bers, Medicaid numbers, and Social Security numbers.

GridWorks informed that the information that was compromised was 
stored on a laptop and that the said laptop was stolen from the Portland 
office of GridWorks in a burglary in November 2019.

GridWorks was providing non‑emergent medical transportation (Ride 
to Care) services to Health Share and in line with Health Care policies (and 
HIPAA guidelines) was bound as a business associate to use encryption on 
all portable devices. However, for reasons not made public, the data was 
not encrypted as required.

A similar data breach occurred when the Tuman Medical Center 
reported the theft of a laptop in December 2019 which impacted 114,466 
patients. Such incidents have led to Business Associates being held account‑
able by the Department of Health and Human Services (HHSs) to protect 
PHI by following the three HIPAA rules (e.g., Security, Privacy, and Breach 
Notification Rules). HIPAA requires that entities and business associates 
implement a method to encrypt and decrypt electronic protected health 
information for all electronic PHI that is created, stored, or transmitted in 
systems and work devices such as a mobile phone, laptop, desktop, flash 
drive, hard drive).

In addition to notifying members of the breach, Health Share offered 
those affected a year of free credit monitoring, fraud consultation, and 
identity restoration services.

The SolarWinds Cyber‑Attack (2020) – The Perfect Storm?

It is a hackers’ dream to launch a cyber‑attack that can impact many impor‑
tant organizations in one go by exploiting a single vulnerability that can 
inflict maximum damage. The SolarWinds cyber‑attack, one of the most 
high‑profile attacks in cyber history is an example of this. Hackers targeted 
SolarWinds a software company based in Tulsa, Okla., which provides sys‑
tem management tools for network and infrastructure monitoring. They 
figured that if they were to introduce malicious code into SolarWinds IT 
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performance monitoring software (named Orion) they would enter thou‑
sands of organizations and government agencies around the world that 
used this software.

The hackers (allegedly backed by a nation state) planned and orches‑
trated a carefully planned attack that had several elements of a classic soft‑
ware supply chain attack. In general, software supply chain partners have 
access to organizational systems and in this case, Orion as an IT monitoring 
software had privileged access to IT systems to obtain log and system per‑
formance data. Hackers knew that this privileged position and its deploy‑
ment across several thousand customers could help them cause damage on 
an unprecedented scale.

The hackers modus operandi was simple. They inserted malicious code 
into Orion software so that they could trigger attacks in enterprises and 
government agencies and other organizations who were clients of Orion 
software. Since the update was distributed by SolarWinds the update would 
get installed in targeted organizations without any suspicion.

As organizations around the world installed the update, the malware 
infected them. Prominent among the organizations affected were US gov‑
ernment departments such as Homeland Security, State, Commerce, and 
Treasury as well as companies such as FireEye, Microsoft, Intel, Cisco, 
Nvidia, Belkin, and VMWare and Deloitte. While Orion had over 30,000 
customers worldwide, it was reported that only 18,000 organizations 
installed malicious SolarWinds Orion code into their networks.

Every organization uses a variety of infrastructure, software, and sys‑
tems supplied by third parties and such malicious exploitation of a simple 
update process was hitherto not experienced on such a massive scale. The 
news of this large‑scale cyber‑attack sent shock waves around the world, 
and what caused greater alarm was the way that third‑party supplied soft‑
ware was leveraged. SolarWinds named the actual malicious code injection 
that was planted by hackers into Orion code as “Sunburst.”

The SolarWinds breach has brought the issue of vulnerabilities via sup‑
ply chain systems into sharp focus. Governments and Boards have started 
asking IT and Security managers as to how vulnerable their organizations 
are to such attacks and what steps can be taken to mitigate these risks. 
From understanding supply chain cyber vulnerabilities, evaluating soft‑
ware bill of materials (SBOMs) to relooking at vendor onboarding policies 
and processes to reviewing software updating processes and adopting zero 
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trust approaches are all on the table. Going forward we can expect that 
greater priority will be accorded for implementing required security con‑
trols and actively managing security threats from supply chain systems as 
well as pressure on third‑party vendors for better security monitoring and 
compliance.

Curiously, the purpose of the attack remains largely unknown, though 
many believe that it was a show of strength by a state backed hacker group. 
The attackers first gained access to the SolarWinds systems sometime in 
September 2019 and stayed undetected for several months until the hack 
was publicly reported until December 2020. As they had access for an 
extended period and could have caused greater damage (than reported), 
was this then just a test case for launching such supply chain attacks and a 
forerunner of more such attacks to come?

The phrase “perfect storm” was coined by author Sebastian Junger fol‑
lowing a conversation with Meteorologist Robert Case where Case described 
the convergence of weather conditions as being “perfect” for the formation 
of such a storm. Have the hackers found that perfect combination of ele‑
ments in the SolarWinds cyber‑attack that could help them raise a cyber 
storm in future?

Instagram/Facebook/LinkedIn (2021) – An Unusual  
Case of a Breach at Two Levels

In January 2021, the popular social media giant Instagram suffered a data 
breach where personal information of millions of account holders was 
leaked. To start with a Chinese start‑up SocialArks scraped the personal 
information of account holders from Instagram, Facebook, and LinkedIn 
and stored it in a database. Data scraping is the act of extracting users’ 
private information from a website or social media platform without their 
consent or knowledge and in violation of the sites’ data privacy policy.

The question arises if web scraping is an illegal act or is considered 
unethical if scraped contents are misused. There are many who consider it 
an unethical act, but there are also those who believe that any data scraped 
in disregard to the websites’ terms of service, or its owner’s permission 
could violate copyright law and contractual conditions.

SocialArks stored the scraped information on a cloud database. The data‑
base used was an opensource software called Elasticsearch and contained 
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about 400 GB of public and private profiles. A cloud misconfiguration by 
SocialArks led to the exposure of 318 million records which included.4

Over 11  million Instagram user profiles, including names, phone 
numbers, usernames, profile pictures, email addresses, frequently used 
hashtags, and locations.

Over 82  million Facebook profiles consisting of information such as 
names, contact details, email addresses, Messenger IDs, Likes, and Facebook 
links to profile pictures, profile description, and pictures.

Sixty‑six million LinkedIn user profiles containing names, email 
addresses, employment details, job profile connected social media account 
login names, etc.

This data breach was an unusual one. At one level, there was a data 
leak through scraping done by SocialArk, but at another level SocialArk 
was the “victim?” as the open‑source database ElasticSearch was misconfig‑
ured. The data leak was discovered when the SocialArks server was found 
exposed to the Internet without even a username and password protection.

ElasticSearch is an open‑source software that enables indexing and 
searching various kinds of data, such as indexed documents, personal data, 
customer sensitive information, etc. This ElasticSearch is known to have 
vulnerabilities and has been the target of several cyber‑attacks.

While open‑source products are developed with inputs from across the 
developer community and often provide great functionality, it must be 
remembered that they can be used entirely at the risk of organizations 
deploying them.

Kaseya (2021) – Another Supply Chain Nightmare

The American Independence Day Weekend in 2021 turned out to be a 
nightmare for Enterprise IT firm Kaseya. On July 3, they announced that 
they had become victims of a successful cyber‑attack where hackers (alleg‑
edly the REvil/Sodinikibi ransomware group) carried out a supply chain 
ransomware attack by leveraging a vulnerability in Kaseya’s VSA software 
which impacted their customers and Managed Service Providers (who used 
their software to provide remote monitoring and other administrative 
services).

While Kaseya had over 40,000 customers using their software, it was 
widely reported that an estimated 1,000 companies had their servers and 
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workstations encrypted. Kaseya admitted that while a small number of 
Kaseya clients may have been directly infected, a larger number of small 
businesses further down the supply chain which depend on MSPs to pro‑
vide services could have been impacted. Other sources who claimed to be 
close to the hackers indicated that more than a million systems could have 
been infected.

The hackers managed to circumvent authentication controls and used 
an authenticated session to upload the malicious payload, and then used a 
structured query language (SQL) injection for code execution. The attack 
exploited a zero‑day vulnerability labeled CVE‑2021‑30116 and delivered 
the payload via a spurious update.

Kaseya’s incident response team swung into action and proceeded to 
shut down its SaaS servers, notified customers of the breach, and advised 
their on‑premises customers to shut off their VSA servers.

The hackers, meanwhile, made an offer to the victims that they would 
publish a universal decryptor which would enable them to recover their 
encrypted files in exchange for US$70 million payable in bitcoin.

Given the gravity of the cyber‑attack and its potential consequences, 
FBI and CISA released advisories urging Kaseya’s customers to implement 
multi‑factor authentication as well as use a tool provided by the company 
to determine the risk of exploit.

Log4 j (2021) – A Cyber Pandemic that Spreads  
through the Sof tware Supply Chain

Having tasted success by attacking organizations through their supply chain 
partners and being able to cause greater damage across multiple targets 
could lead to hackers increasingly resort to launching more such attacks in 
the future.

Log4j is a popular logging framework/library (APIs) also known as an 
artifact in the Java ecosystem. It was developed by the Apache Software 
Foundation as a tracing or logging tool/API which is a common require‑
ment for any large application. Over the years it has evolved further, gained 
wide acceptance among the developer community, and has been deployed 
in tens of thousands of software applications and projects. The Log4J 
framework is an open‑source software licensed by the Apache Software 
Foundation.
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Hackers discovered a flaw (known as log4shell) in Log4j logging tool 
which experts suggest could be the worst computer vulnerability discov‑
ered in years. The vulnerability was first reported to the Apache Software 
Foundation after it was discovered by a member of Alibaba’s cloud security 
team in November 2021. It was potentially dangerous as it allowed arbi‑
trary code execution which represents a nightmare scenario for security 
teams. It had existed since 2013 but was evidently overlooked. As logging is 
an important part of any application, it offered a way for hackers to intro‑
duce malicious code and cause damage without being noticed as logging 
being automated does not involve any human intervention.

The news of the vulnerability became public in December 2021 and set 
the alarm bells ringing as the logging tool is widely used across cloud serv‑
ers and enterprise software as well as in industry and government sectors. 
If not fixed immediately, it would allow hackers easy access to internal 
networks where they could steal/erase valuable data and plant malware to 
launch further attacks.

While exact numbers of the impact are not available, estimates suggest 
that just for the Log4j‑core over 17,000 packages might be affected. It was 
also found that 35,863 of the available artifacts which use Log4j may be 
affected.5 While this data does not provide an indication of the number 
of organizations that could be affected, it suggests that potential damage 
could be widespread.

Another factor that makes assessment of the true impact complicated 
is the difficulty even at an organizational level to determine how many 
dependencies on log4j exist in their codes since there are many artifacts 
that depend on Log4j indirectly. This poses a challenge for organizations 
who want to install patches to fix the vulnerability at various levels of the 
dependency chain.

The Apache Software Foundation provided multiple patches starting 
in mid‑December 2021 to address different vulnerabilities including new 
findings such as ways in which hackers could launch a denial of service 
(DOS) attack.

As organizations discover more dependencies on log4j within their sys‑
tems and fix them, hackers continue to exploit associated vulnerabilities. 
The research team at Check Point Software Research calls it ‘one of the most 
serious vulnerabilities on the internet in recent years.’ To buttress their 
argument, they point to the fact that Apache Log4j is the most prevalent java 
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logging library with over 400,000 downloads from its GitHub project and 
is used by many organizations worldwide. They further add that exploit‑
ing this vulnerability is relatively simple and allows hackers to gain control 
over Java‑based web servers and launch remote code execution attacks.6

Colonial Pipeline Cyber‑Attack (2021) – Shuts Down  
the Largest Fuel Pipeline in the United States

Darkside, a ransomware group compromised a third‑party software vendor 
that provided remote access services to Colonial Pipeline. By exploiting a 
remote code execution vulnerability in PulseConnect Secure, a virtual pri‑
vate network (VPN) software program used by Colonial Pipeline, the attack‑
ers were able to monitor its pipeline operations. Once inside the Colonial 
Pipeline network, they encrypted its systems and demanded a ransom.

Colonial Pipeline was forced to shut down its oil for five days resulting 
in a gasoline shortage in the Southeastern United States. Colonial Pipeline 
succumbed to the ransom demand and paid a ransom of US$4.4 million to 
the attackers to regain access to its systems.

GitHub (2022) – Breach Exposes Private Repositories  
of Dozens of Organizations

GitHub (owned by Microsoft) is the world’s leading AI‑powered devel‑
oper platform. In April 2022, threat actors used stolen user tokens from 
Heroku and TravisCI to gain access to private repositories hosted by GitHub. 
Heroku is a container‑based cloud Platform as a Service (PaaS) which devel‑
opers use to deploy, manage, and scale contemporary apps while Travis 
CI is a continuous integration and deployment platform. They exploited 
an unknown vulnerability in OAuth tokens which GitHub had adopted 
recently. Media reports suggest that more than 4,000 GitHub repositories 
could be impacted.7

Airbus (2023) – Data Leak of 3 ,200 Vendors via Partner 
Airline’s Account

Airbus the European aerospace giant became a victim of a data breach 
that exposed confidential business information of over 3,200 Airbus ven‑
dors. The attackers called themselves “USDoD” gained access through a 
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compromised account of Turkish Airlines employee account using the 
Redline info‑stealer malware and used it to access Airbus web portal. The 
incident once again highlighted the vulnerability of companies to supply 
chain attacks, where threat actors target a weaker link in their network of 
suppliers, vendors, or third‑party software libraries. Investigations revealed 
that an attempt to download an unauthorized version of the Microsoft.NET 
framework was responsible for the infection, which resulted in the instal‑
lation of info‑stealing software on the employee’s computer.8

Norton (2023) – Norton Antivirus Users Hit by Malicious 
Sof tware Update

Norton is today a brand owned by Gen Digital who also owns other security 
software brands such as Avast, LifeLock, Avira, AVG, ReputationDefender 
and CCleaner. Norton is best known for its widely used antivirus software. 
In May 2023, they were also affected by a supply chain attack. Attackers 
exploited a zero‑day vulnerability in MOVEit Transfer, a managed file 
transfer software that was used by Norton’s parent company, Gen Digital to 
transfer files between its offices and customers.

Microsof t (2023) – Microsof t Falls Victim Supply Chain  
Attack via Jfrog Artifactory

It is no secret that Microsoft Windows has the dominant share of the 
Operating Systems (OS) market. For hackers Microsoft products and ser‑
vices are a hot target – a fact that Microsoft is aware of. The company works 
diligently on known vulnerabilities and to mitigate impact of cyber‑attacks. 
In February 2023, attackers exploited a vulnerability in Jfrog Artifactory, a 
binary repository manager that Microsoft uses to store and distribute its 
software components.

By gaining access to Jfrog Artifactory, Diamond Sleet a group of hackers 
injected malicious code into some of Microsoft’s software components ena‑
bling them to steal source code and other confidential information.

Once again in October 2023, North Korean threat actors Diamond 
Sleet and Onyx Sleet got together and exploited a vulnerability in the Jet 
Brains TeamCity software development and integration platform. The 
vulnerability, CVE‑2023‑42793, permitted remote code execution on 

http://Microsoft.NET
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the TeamCity server and its agents. This time the hackers exploited this 
vulnerability compromise the TeamCity instances of several organiza‑
tions, including Microsoft. They inserted malicious code into the soft‑
ware build and delivery processes thereby severely impacting Microsoft 
customers.

Protection from Supply Chain Attacks

Even as organizations recognize and implement security measures, supply 
chain cyber‑attacks continue to pose a serious and rising threat to secu‑
rity and integrity of software and systems of organizations of all sizes and 
sectors.

Threats from software supply chain partners are today one of the most 
potent of all threats. Attackers have become adept at exploiting the trust 
and dependencies that exist between software suppliers and their custom‑
ers which can potentially result in having devastating consequences for 
both. Four key lessons that we can learn from software supply chain attacks 
are as follows:

 • The need to be aware of the risks and vulnerabilities of the software 
supply chain. For example, the maintenance of SBOMs to document 
and track the components and dependencies of application software 
including verification of their integrity and authenticity. It is important 
to note that on May 12, 2021, President Biden’s Executive Order on 
Improving the Nation’s Cybersecurity was issued, emphasizing, for the 
first time, the need to enhance software supply chain security.

 • The need to use tools and techniques such as code signing, checksums, 
and digital signatures verify the source and integrity of our software 
updates and patches.

 • Use frameworks and protocols such as the Software Supply Chain 
Integrity Framework and the Software Component Transparency pro‑
tocol to communicate and collaborate with suppliers and customers.

 • Adopt a defense‑in‑depth approach to software security, whereby there 
is no reliance on a single layer or vendor for protection.

Further to mitigate the risk from other types of supply chain attacks a col‑
laborative and coordinated effort from both the buyers and their suppliers 
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is required. Important steps that must be taken by organizations in this 
regard are:

 • Onboard supply chain partners after conducting due diligence on third 
parties before engaging them and monitor their performance and com‑
pliance regularly.

 • Enhance visibility into systems and networks of supply chain 
participants.

 • Execute contractual agreements that define security controls and 
related compliance requirements and the roles and responsibilities of 
each party for data protection and incident response.

 • Implement encryption, authentication, backup, and other security 
measures to protect data in transit and at rest when sharing it with 
third parties.

 • Educate and enhance awareness among employees and customers on 
how to recognize and avoid phishing emails and other social engineer‑
ing attacks that may compromise their credentials or devices.

 • Perform regular audits to ensure that supply chain participants comply 
with security standards and best practices.
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Vendor Inventory

Companies must document the vendors they have and how they may cause 
cyber risk. There are four different types of vendors related to cybersecu‑
rity: system vendors, technology vendors, CSP vendors, and service pro‑
vider vendors.

What type of cyber risk do you have with a CSP? The #1 risk is a data 
breach. Companies are responsible for notifying their employees, custom‑
ers, partners, and the like of a data breach, NOT the CSP. If your contract 
says otherwise, we suggest revising it. You do not want your most valuable 
relationships in the hands of anyone but you.

If the CSP has software that is being used as a critical service, you also 
need to understand your business interruption risk related to service level 
agreements (SLAs) with the receiver of the critical service.

What type of cyber risk do you have with a system provider? The #1 
risk for this type of vendor is malware in patches. As we have seen with 
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the SolarWinds disaster, malware in patches provides an open door to the 
attackers.

What type of cyber risk do you have with a technology provider? Same 
as with the system provider: malware in patches.

What type of cyber risk do you have with a service provider? The #1 risk 
for this type of vendor is that the contractors have malicious intent to steal 
your data, disrupt your business, or do physical harm to your employees.

How do you get a vendor inventory? There are several ways to do this.

1. Interview your staff. This is time‑consuming, tedious, and not a happy 
project for your company. It also costs a lot of money. OR

2. Scan the infrastructure for identification of system, technology, and 
cloud service vendors. This is inexpensive, accurate, quick, and com‑
pletely automated. This is the most effective solution.

The scan should identify all of the assets in the client’s environment 
regardless of what technology they are deployed on. Discover all the 
network and subnet devices including routers, servers, switches, etc. 
This discovery includes all the metadata about those devices such as 
manufacturer, version, IP address, etc. Other scans should discover all 
the hardware including manufacturer, version, IP address, etc., and 
all the software. This includes business applications and infrastructure 
applications. Infrastructure applications include your cybersecurity 
tool stack. Metadata collected includes patch levels, manufacturers, 
record counts, etc. The end result is a digital asset inventory of the 
entire infrastructure where technology, system, and cloud service ven‑
dors can be identified.

Further scans provide cybersecurity tool and control effectiveness. 
These readiness scans show where the gaps are in the coverage of tools 
and controls. These scans include:
 • Database Security
 • Cloud Security
 • Permissioning
 • File Security
 • Endpoint
 • Patch Management
 • Firewall Security
 • User Security
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3. Get copies of all your contracts and SOWs. If you have a procurement 
team that keeps good records, this is a start. Drawbacks include having 
to sort through thousands of documents to get the data you want.

Vendor Assessment Prioritization and Due Diligence

Prioritization of the vendor assessments should be objective and allow the 
company to focus on the high‑risk vendors first. Using red, amber, and 
green types of analysis is subjective and not useful.

Quantifying potential data loss, ransomware loss, DDoS loss, and regu‑
latory losses provide a complete picture of how important each vendor is to 
your business (Table 4.1).

Another common challenge of third‑party risk management (TPRM) 
implementation is determining what risk assessment activities are neces‑
sary to audit a vendor’s risk profile successfully.1 While performing due 
diligence, an organization can assign vendors based on risk types.

Risk types allow organizations to manage and accurately assess the level of 
risk a vendor presents to the organization. Organizations that don’t incorpo‑
rate risk types into their due diligence plan will have difficulty determining 
if a particular vendor is safe to do business with. Organizations with many 
third‑party partnerships will also struggle to prioritize high‑risk vendors.

Vendor Security Questionnaire vs. IT Asset Scanner

Vendor security questionnaires are rubbish. Self‑reporting does not work. 
Answers are biased and incentive focused. Additionally, dispatching secu‑
rity questionnaires across your supply chain, ensuring each vendor com‑
pletes the questionnaire on time, and verifying the validity of each vendor’s 
answers is a significant challenge for any organization.

Table 4.1 Vendor Financial Impacts

Vendor Data Breach Impact Ransomware DDoS Regulatory

A $4,000,000 $ – $ – $2,500,000

B $3,000,000 $ – $ – $ –

B $1,000,000 $ – $ – $ –
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The answer to the security questionnaire is to use automated scanning 
software to answer these questions and allow for a self‑service portal to 
upload evidence to support information that needs to be provided manually.

IT Asset Scanners can provide a view of cybersecurity readiness. Gaps 
are identified based upon the coverage of the cybersecurity tools. It dem‑
onstrates gaps such as:

 • Endpoint – How many endpoints don’t have EDR in place?
 • Antivirus – Where is antivirus missing?
 • End of Life (EOL) – Which systems and technologies are EOL?
 • Password Compliance Management – Which users are not compliant 

with HIPAA, NYSDFS, FDIC, etc.?
 • Patch Management – What version of the software should be applied 

and what version of the software is in place?
 • Database Security  –  Where is there unmapped PII? Where is native 

encryption not in place?
 • MFA – Which users are not using MFA?

Determining Risk Related to Vendors

A complete vendor‑risk management software will allow an organization to:

 • Proactively detect third‑party security risks.
 • Rank security risks by severity.
 • Request remediation from vendors.
 • Waive non‑critical risks.
 • Gather security evidence, and
 • Prioritize remediation across their entire supply chain.

It’s important to note that high‑risk vendors will likely require more inten‑
sive TPRM strategies. An organization’s highest‑risk vendors will likely 
require remote or onsite audits to ensure information security. In contrast, 
low‑risk vendors may only need regulatory compliance checks to confirm 
low operational risk.2

Financial cyber risk metrics should include:

 • Financial exposures for data loss
 • Financial exposures for ransomware loss
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•• Financial exposures for DDoS loss
•• Financial exposures for regulatory loss
•• Technology Risk – where you should diversify your risk, Cloud, IoT, 

IA, etc.
•• Regulatory financial risk – what systems are in scope for GDPR, CCPA, 

how much financial exposure they have, how do you reduce the finan‑
cial exposures.

Continuous Control Monitoring

Commonly used assessment methods which are a part of an organization’s 
TPRM process only evaluate a vendor at that current moment. This can 
open an organization to hidden security risks as assessment data becomes 
outdated and a vendor’s security posture changes.

It is important to maintain an updated view of an individual vendor’s 
risk exposure on an ongoing basis. For this an organization should imple‑
ment continuous monitoring processes into its TPRM program. Continuous 
monitoring is the process of passively monitoring cybersecurity tools and 
controls throughout the lifecycle of a third‑party relationship.

Benefits of continuous monitoring include:

•• Significantly increase incident response metrics.
•• Improve ongoing visibility across all the vendors.
•• Eliminate blind spots that can occur in between evaluation cycles.
•• Provide security control and tool updates in real‑time.

Automation

As an organization grows, the number of third‑party partnerships increases 
at a higher ratio. This makes the TPRM program more challenging to main‑
tain. Implementing automation is the best way for a business to get objec‑
tive data, reduce costs, and put the work into the hands of the third party.

Automation makes processes more standard, risks easier to identify, mit‑
igation more transparent, and new vendors easier to onboard. Automated 
solutions will also integrate with regulatory compliance, and continuous 
monitoring.
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Additional benefits of having an automated TPRM program include:

 • Eliminating the need for manual tasks and tedious data entry
 • Improving business continuity by streamlining TPRM procedures
 • Passively enforcing regulatory requirements
 • Improving risk‑based decision‑making by increasing visibility
 • Anticipating security breaches and overall strengthening of TPRM 

procedures

Notes

1 8 Third‑Party risk management Challenges + Solutions and Tips|UpGuard (n.d.). 
https://www.upguard.com/blog/tprm‑challenges.

2 8 Third‑Party risk management Challenges + Solutions and Tips|UpGuard (n.d.). 
https://www.upguard.com/blog/tprm‑challenges.
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Regulations Requiring Vendor Cyber Risk Programs

The PCI Security Council

The PCI Security Council (PCI SC) was formed in 2004 by the major card 
brands, including American Express, JBC, Visa, Mastercard, and Discover 
to protect cardholder data. It applies to merchants, acquiring banks, and 
data processors. Data processors are typically third parties, however each 
of these three has first and third‑party relationships.

The PCI SC is one of the earliest governing bodies to have vendor 
cybersecurity requirements. They require all payment card service pro‑
viders who process, transmit, and/or store payment card information 
to be compliant with the Payment Card Industry Data Security Standard 
(PCI‑DSS).

Vendors must submit an Attestation of Compliance every 12 months. An 
attestation is completed by a Qualified Security Assessor and states that the 

5
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organization is PCI DSS compliant. It is used as evidence that an organi‑
zation has upheld security best practices to protect cardholder data. Each 
vendor submits an AOC as a service provider.

Each vendor must submit a quarterly Approved Scanning Vendor (ASV) 
report and the current years’ penetration test of the external network. No 
vulnerabilities should exist that are scored 4.0 or higher by the CVSS in 
the Quarterly ASV scan report. The PCI Compliance team will only accept 
a maximum of three versions of an AOC from the same vendor for review 
in a 12‑month period. The PCI Compliance team may request that the 
vendor provide a demo on their payment processing workflow through 
its services.

Third-party service providers can store, process, or transmit card‑
holder data on behalf of the first party. They may also manage systems 
or technologies that store or process cardholder data. These may include 
payment systems, routers, firewalls, databases, physical security, and/or 
servers.

The use of a third party does not exclude the first party’s responsibility 
to ensure that its cardholder data environment is secure. Clear policies and 
procedures must be part of the vendor risk management program. These 
must outline all applicable security requirements; ownership and auditing 
of those measures must be reported on regularly.

Proper due diligence and cyber risk analysis are critical components 
in the selection of any third‑party vendor. Requirements from the PCI SC 
include four major components1 when selecting vendors – proper due dili‑
gence, service correlation, a written cyber program, and monitoring of the 
third parties.

PCI requires Third‑Party Service Provider (TPSP) Due Diligence for ven‑
dors that process or store cardholder data.2 Vendors must be put through a 
rigorous vetting process using careful due diligence prior to the establish‑
ment of the relationship.

PCI requires Service Correlation to the PCI DSS Requirements for TPSPs. 
This includes understanding how the services provided by TPSPs corre‑
spond to the applicable PCI DSS requirements.

PCI requires Written Agreements and Policies and Procedures for TPSPs. 
Detailed written agreements will ensure mutual understanding between 
the organization and its TPSP(s) concerning their respective responsibilities 
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and obligations with respect to PCI DSS compliance requirements. PCI 
requires the firm to monitor TPSP Compliance Status.

National Association of Insurance  
Commissioners (NAIC)3

The NAIC – Insurance Data Security Act (also known as the Model Law) 
requires oversight of TPSP Arrangements. A Licensee (person, broker, car‑
rier, reinsurance firms that are required to be licensed, authorized, or 
registered pursuant to the insurance laws of this state) shall exercise due 
diligence in selecting its TPSP; and require the TPSP to implement the neces‑
sary administrative, technical, and physical safeguards to protect and secure 
the Information Systems and Nonpublic Information they have access to.

The TPRM program must have a formal process in place whereby:4

1. Risk is assessed based on the company’s understanding of the 
third‑party service provider’s information security program as well as 
by the company’s ability to verify elements of the third‑party service 
provider’s security program.

2. Based on the company’s risk, the company ranks vendors and uses a 
vendor ranking to determine the depth and frequency of review pro‑
cedures performed related to ongoing vendor relationships.

3. The company determines appropriate access rights based on the risk 
assessment and company business needs.

4. The company designs specific mitigation strategies, including network 
monitoring specific to third‑party service providers and access con‑
trols, where appropriate.

If the Licensee suspects that a cybersecurity incident has occurred in a system 
maintained by a TPSP, the Licensee will perform a forensics investigation. 
During the investigation it must be determined whether a Cybersecurity 
Incident has occurred. The nature and scope of the Cybersecurity Incident 
must be documented and any Nonpublic Information (NPI) that may have 
been involved in the Cybersecurity Incident identified. The firm must 
ensure that they restore the security of the Information Systems compro‑
mised in the Cybersecurity Event.
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In the case of a cybersecurity incident, notification has to be provided 
in electronic form as directed by the Commissioner. Required information 
includes:

 • Date of the occurrence of the Cybersecurity Incident.
 • A description of how the information was compromised, including the 

specific roles and responsibilities of TPSPs, if any.
 • How the Cybersecurity Incident was identified.
 • If any lost, stolen, or breached information has been recovered and if 

so, how this was done.
 • Who discovered the Cybersecurity Incident.
 • Whether a police report or other regulatory, government or law 

enforcement agencies are notified and, if so, when such notification 
was provided.

Third‑party service providers must notify their affected Insurers and the 
Commissioner of Insurance in the state in which they are domiciled within 
72 hours of a Cybersecurity Incident involving NPI that they are processing 
or storing on behalf of a Licensee.

Notification is also required to producers of record of all affected 
Consumers as soon as practicable as directed by the Commissioner if there 
is a Cybersecurity Incident involving NPI that is being processed or stored 
by its TPSP.

European Union – GDPR

Article 28 of the GDPR states that – If an organization uses one or more 
third parties to process personal info (“processors”) it must ensure they are 
also compliant with GDPR.5

This requires a leader to oversee the vendor cyber risk management pro‑
gram and to put in place the program requirements that are needed.

Vendor relationship management processes and procedures must ensure 
that third parties that process personal information (PI) are compliant with 
the GDPR. This can also be a role of the Data Protection Officer (DPO) 
if there is no vendor management team. The DPO Job Responsibilities and 
the Rationale for a Data Protection Officer (DPO) are required.
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State of CA – California Consumer Protection Act (CCPA)6

With respect to third‑party risk, the CCPA recognizes, and places obliga‑
tions on, service providers. These are defined as entities that process con‑
sumers’ PI on the business’s behalf and third parties are defined as entities 
to whom the business shares or sells PI but do not directly collect PI from 
consumers. In particular, the CCPA emphasizes contractual requirements 
and the consumer’s right to opt‑out of the sale of PI.

For service providers, businesses must maintain records of each service 
provider and the categories of PI disclosed to them. The organization must 
conduct due diligence with potential service providers prior to entering 
into a contract. The contracts must be re‑evaluated on at least an annual 
basis. The company must have a written contract with the service providers 
that prohibits them from retaining, using, or disclosing the PI for any pur‑
pose other than for the exact purposes of performing the services agreed 
to in the contract, or as otherwise permitted by the CCPA. There must be 
language in the contract to help cure a violation of the CCPA. The service 
provider must notify the company without unreasonable delay upon expe‑
riencing a data breach. The contract must require the service provider to 
protect the PI disclosed to it by developing and maintaining reasonable 
security safeguards appropriate to the information.

In terms of Consumer Rights, the contract must require the service pro‑
vider to delete a consumer’s PI when you direct it to do so and obligate the 
service provider to assist you in complying with a consumer’s request to 
know / to disclose the PI collected, shared, or sold.

There must be processes in place that enable the company to notify a 
service provider when consumers exercise a right.

All categories of data that a third‑party touch must be documented and 
the business purpose of the data exchange with each third party must be 
clearly stated. Records must be maintained of third‑party data exchanges in 
the preceding 12 months, including the categories of PI.

The third‑party must have accurate records of the data exchanges so that 
you can disclose to consumers the categories of PI sold and the categories of 
third parties to whom you have sold that PI. They must provide confirma‑
tion that your firm gave a consumer proper notice and the right to opt out, 
and a signed attestation describing the notice, along with an example of the 
notice. They must have processes in place that guarantee the accuracy of 
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the attestation. They must be able to cease selling a consumer’s PI no later 
than 15 days after receipt of the consumer’s request to opt out of the sale 
of their PI.

Upon the receipt of a consumer’s request to opt out of the sale of PI, 
they must have processes in place to notify a third party of the consumer’s 
request and to instruct the third party not to further sell that consumer’s 
PI. They must maintain records of parties to whom they have sold a con‑
sumer’s PI within 90 days prior to the consumer’s opt‑out request.

New York State Department of Financial 
Services – NYCRR Part 500

Each Covered Entity (person operating under or required to operate under a 
license, registration, charter, certificate, permit, accreditation, or similar 
authorization under the Banking Law, the Insurance Law, or the Financial 
Services Law) must implement a set of written policies and procedures that 
are designed to safeguard the security of Information Systems and NPI that 
are processed or stored by a TPSP.

Requirements include that:

•• these policies and procedures must be based on a Risk Assessment of 
the Covered Entity and identify all TPSPs and access their cybersecurity 
practices to ensure that they met by such TPSPs in order for them to do 
business with the Covered Entity.

•• a rigorous due diligence is done to evaluate the adequacy of cybersecu‑
rity practices of such TPSPs.

•• periodic assessment of such TPSPs based on the risk they present and 
the continued adequacy of their cybersecurity practices.

•• the policies and procedures shall include relevant guidelines for due 
diligence and/or contractual protections relating to TPSPs including 
to the extent applicable guidelines addressing.

•• the TPSP’s policies and procedures for access controls.
•• the use of Multi‑Factor Authentication as required by section 500.12.
•• the TPSP’s policies and procedures for use of encryption as required by 

section 500.15 to protect NPI in transit and at rest.
•• a notification process must be in place to the Covered Entity in the event 

of a Cybersecurity Incident directly impacting the Covered Entity’s 
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Information Systems or the Covered Entity’s NPI that is processes or 
stored by the TPSP.

All the TPRM programs start with a vendor inventory. Not only who they 
are but what type of vendor they are. Vendors can have more than one 
function. As an example, Salesforce is both a cloud service and a system 
vendor. It is not enough to have a list of applications that are vendor sup‑
ported. You must know the vendor and what they provide you.

A vendor’s risk assessment must look at what is important. How much 
data exfiltration, business interruption, and regulatory risk do you have 
with the vendor?

Security Assessment. How effective are the vendor’s cybersecurity con‑
trols? A NIST or ISO assessment should be reviewed in depth. Security 
issues should be prioritized to fix.

Vendor background checks and due diligence require more than a use‑
less SOC 2 report.

Language about how data breaches will be managed in detail with a 
communications and incident response plan is required.

Procedures should include guidelines for due diligence and contractual 
protection.

All third parties should connect using multi‑factor authentication.
Non‑public information should be encrypted in transit and at rest for 

cloud service providers that have sensitive data on their network.
Security incidents must be communicated by the third party to your 

firm within a specific timeframe. It is recommended to put in the contrac‑
tual protections that in the event of a breach, they have 72 hours to report it 
to you. If they do not notify you and the breach is made public, the exam‑
iners are going to come after you and ask why it was not reported to them 
within 72 hours. All 50 states have data breach notification laws.

There are many issues with contracts. In one instance, I recall where 
the vendor told a company‑ “if there’s a breach, that is not our fault, 
we expect to still get paid regardless and we accept no responsibility.” 
And the company signed it. When I saw the contract, I said, you know, 
you made a mistake, right? They had to revisit the contract and put the 
right language in because it was not reviewed properly. This had to go 
back to the business that engaged the vendor. The big issues with vendor 
management today are that the business selects the vendor and cyber is 



NAVIGATING SUPPLY CHAIN C YBER RISK4 8

not involved. This must change. This should be baked into a policy that 
allows for this issue to no longer exist.

Department of Defense – CMMC

The Department of Defense (DoD) created a new program called the 
Cybersecurity Maturity Model Certification (CMMC). The DoD is requir‑
ing all contractors who manage sensitive DoD data to have a third‑party 
maturity assessment in order to obtain DoD business. This requirement is 
effective July 1, 2020.

The Office of the Under Secretary of Defense for Acquisition and 
Sustainment (OUSD (A&S)) recognizes that security is foundational to 
acquisition and should not be traded along with cost, schedule, and per‑
formance moving forward. The Department is committed to working with 
the Defense Industrial Base (DIB) sector to enhance the protection of CUI 
within the supply chain.

OUSD (A&S) is working with DoD stakeholders, University Affiliated 
Research Centers (UARCs), Federally Funded Research and Development 
Centers (FFRDC), and industry to develop the Cybersecurity Maturity 
Model Certification (CMMC).

The CMMC is a cybersecurity audit that measures the cybersecurity 
maturity levels of a company. Results from the Audit can range from “Basic 
Cybersecurity Hygiene” to “Advanced/Progressive.” The intent of the 
DoD is to incorporate CMMC into Defense Federal Acquisition Regulation 
Supplement (DFARS) and use it as a requirement for contract awards.

CMMC Levels 1–3 have 110 security requirements which are speci‑
fied in NIST SP 800‑171 rev1. CMMC incorporates additional practices 
and processes from other standards, references, and sources materials. 
These include the NIST SP 800‑53, the Aerospace Industries Association 
(AIA) National Aerospace Standard (NAS) 9933 “Critical Security Controls 
for Effective Capability in Cyber Defense,” and the Computer Emergency 
Response Team (CERT) Resilience Management Model (RMM) v1.2.

The CMMC will review and combine various cybersecurity standards, 
best practices, and map these controls and processes across several matu‑
rity levels that range from basic cyber hygiene to advanced. For a given 
CMMC level, the associated controls, and processes, when implemented, 
will reduce risk against a specific set of cyber threats.
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The CMMC effort builds upon existing regulation (DFARS 252.204‑7012) 
that is based on trust by adding a verification component with respect to 
cybersecurity requirements.

The goal is for CMMC to be cost‑effective and affordable for small busi‑
nesses to implement at the lower CMMC levels. The intent is for certified 
independent third‑party organizations to conduct audits and inform the 
DoD about vendor cyber risk.

Health and Human Services HIPAA and HiTech Acts7

Business Associates are third parties that are regulated by HIPAA. They are 
defined by HHS as any individual or organization that creates, receives, 
maintains, or transmits PHI on behalf of a Covered Entity (CE). It defines 
subcontractors as those that create, receive, maintain, or transmit PHI on 
behalf of a Business Associate.

For healthcare providers that are considered Covered Entities your 
responsibilities include that you ensure that all your vendors who man‑
age PHI and are designated as Business Associates under HIPAA, and their 
subcontractors are compliant.

Twenty percent of all PHI breaches are caused by a Business Associate. 
If a Business Associates or their Subcontractors gets audited, so will the 
Covered Entity. Business associates include administration, data pro‑
cessors, accountants, management consultants, IT system, and service 
providers, document disposal companies, EHR/EMR providers, leasing 
companies, call centers, document management services, lawyers, claim 
processors, technology vendors, financial services, data centers, telco 
vendors, cloud service providers, medical billers, and collection agencies, 
among others.

Vendors must follow the HIPAA Security Rule (2005) for electronic 
Protected Health Information (ePHI). This includes:

1. Administrative Safeguards  – Includes security management processes, 
workforce security, information access management, security training 
and awareness, contingency plan evaluation, and Business Associate 
contract.

2. Physical Safeguards  – Includes facility access controls, workstation use, 
workstation security, and device and media control.
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3. Technical Safeguards  – Includes access control, audit control, integrity, 
personal, or entity authentication and transmission security.

The HITECH Act of 2009 (Health Information Technology for Economic 
and Clinical Health Act) applies to Business Associates. It extended the 
privacy and security rules of HIPAA to Businesses Associates and their 
subcontractors.

The HITECH Act was enacted to promote the adoption of health infor‑
mation technology, named EHR (electronic health records). HITECH 
gives health providers technical requirements to hospitals and doctors 
who are using EHR. After 2009, this Act requires Business Associates to 
implement the same compliance documents and training as a Covered 
Entity.

The Omnibus Rule (2013)

Under the Omnibus Rule, Business Associates are independently responsi‑
ble to comply with HIPAA privacy, security and breach rule and are subject 
to fines.

First‑party responsibilities with Business Associates include:
Having an up‑to‑date Business Associate Agreement (BAA) with each 

business associate that is reviewed and updated every year. The agree‑
ment must confirm what data the Business Associate uses that is PHI, why 
the Business Associate (BA) was engaged and how they will safeguard 
the PHI from misuse. The agreement governs the BA’s creation, use, 
maintenance, and disclosure of PHI. The BA must comply with HIPAA 
Security and help a Covered Entity (CE) satisfy privacy rules and treat 
subcontractors as Business Associates. Business Associates are liable for 
the following:

 • use that is not permissible.
 • disclosures.
 • failures to provide breach notification to the CE.
 • failure to provide a copy of the ePHI to either the CE, the individual, or 

the individual’s designee.
 • failure to follow minimum necessary standards when using or disclos‑

ing and failure to provide an accounting of disclosures.
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Business associates that do not comply with HIPAA are liable for Civil 
Penalties. These penalties are mandatory for willful neglect. The HHSs 
Office for Civil Rights (“OCR”) is responsible for enforcing the Privacy 
and Security Rule for HPAA Covered Entities.8 OCR is required to impose 
HIPAA penalties if the Business Associate acted with willful neglect. This 
means that the Business Associate consciously, and intentionally failed to 
comply or showed reckless indifference to the obligation to comply with 
the HIPAA requirements. 

A single action most often results in multiple violations. The loss of a 
record is a violation. As an example, the loss of a laptop containing records 
of five hundred individuals is a loss of five hundred records. This means in 
HIPAA language that there are five hundred violations. 

If there was a failure to implement the required policies and safeguards, 
each day the Covered Entity failed to have the required policy or safeguard 
in place constitutes a separate violation. HIPAA penalties add up quickly. 
The OCR has imposed millions of dollars in penalties and settlements over 
the past several years. Additionally, State Attorneys General have the author‑
ity to sue for HIPAA violations and recover penalties of US$25,000 per 
violation plus attorneys’ fees. The following chart summarizes the tiered 
penalty structure (Figure 5.1).

First Tier

HIPAA Violation Penalty Tiers

Third Tier

Second Tier

Fourth Tier

The covered entity did not know and 

could not reasonably have known about 

the breach.

$120-$60,226 per violation

The covered entity knew or by exercising 

reasonable diligence, would have known of the 

violation; they did not act with willful neglect 

and could not reasonably have known about 

the breach.

$1,205-$60,226 per violation

The covered entity acted with willful 

neglect and corrected the problem 

within 30 days.

$12,045-$60,226 per violation

The covered entity acted with willful neglect 

and failed to make a timely correction. 

$60,226-$1,806,757 per violation

Figure 5.1 HIPAA Fines
Source: US Government Publishing Office. (2009, October 1). Content details 45 CFR 160.404. 
Amount of a civil money penalty. https://www.govinfo.gov/app/details/CFR‑2009‑title45‑vol1/
CFR‑2009‑title45‑vol1‑sec160‑404.

https://www.govinfo.gov/app/details/CFR-2009-title45-vol1/CFR-2009-title45-vol1-sec160-404
https://www.govinfo.gov/app/details/CFR-2009-title45-vol1/CFR-2009-title45-vol1-sec160-404
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HIPAA has the longest and one of the costliest penalties and settlements 
history in the United States. A single cyber event mostly likely results in 
multiple violations.9 HIPAA considers willful neglect when imposing penal‑
ties. If the Business Associate did not act with willful neglect, the OCR may 
waive or reduce the penalties, depending on the circumstances. Willful 
negligence is indicated when the conduct is deliberate. Willful negligence 
involves behavior that is intended, and reckless.10

When the Business Associate was not willfully negligent and corrects 
the violation within 30 days, the OCR may choose not to impose any pen‑
alty. Having a plan and showing that changes were made to remediate 
the issue are key here. This is why having a cybersecurity program with 
policies and procedures that provides the requirements for the technical, 
physical, and administrative safeguards may protect the Business Associate 
from an extremely high penalty.

Furthermore, HIPAA violations may be a crime. Clinicians, healthcare 
staff members, data processors, insurance companies among others have 
been prosecuted for improperly accessing, using, or disclosing PHI. The 
maximum criminal penalties under HIPAA include jail time of one year to 
ten years, and fines from US$250 to US$50,000.11

In a Memorandum of Opinion released in 2005, the Department of 
Justice (DOJ) made a point of differentiating intent and knowledge. They 
define “knowingly” as referring to knowledge of the facts that comprise the 
offense and not the knowledge of the law being violated.12

Federal law prohibits any person from improperly obtaining or reveal‑
ing PHI from a Covered Entity without authorization. Violations may result 
in the following criminal penalties (Figure 5.2).

Business Associates must report HIPAA breaches of unsecured PHI to 
Covered Entities that are affected. The Covered Entities must then notify 
affected individual(s) of the breach and to HHS. The Covered Entity will 
have to incur the data exfiltration costs associated with the data breach, the 
costs of responding to the HHS investigation, and the potential penalties. 
Not reporting opens both the Business Associate and the Covered Entity to 
civil penalties and opens the firm up to civil lawsuits.

The privacy rules of HIPAA are remarkably like GDPR. The Covered 
Entities and their Business Associates may not collect, use, or disclose PHI 
without the person’s valid HIPAA authorization. 
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The Business Associate needs to have a cybersecurity risk analysis per‑
formed and the Covered Entity must ensure they have adequate security 
safeguards in place.

State of CO – Colorado Consumer Protection Act13

Colorado defines a third‑party service provider as an entity that has been 
contracted to process or store PI on behalf of a Covered Entity.

A new requirement to ensure protections are in place when PII is trans‑
ferred to third‑party service providers.

Colorado requires that the third‑party service provider implement and 
maintain reasonable security procedures and practices appropriate to the 
personal identifying information processes or stored by the third‑party ser‑
vice provider. They must use safeguards that are designed to protect per‑
sonal identifying information from unauthorized access, use, modification, 
disclosure, or destruction.

The Bill also was amended to include an exception where Covered Entity 
retains security responsibility and implements controls to protect PII from 
unauthorized disclosure or to eliminate third‑party’s access:

Complaint

Intake & 

Review

Possible 

Criminal 

Violation

DOJ Accepted 

by DOJ

OCR obtains voluntary 

compliance, corrective 

action, or other agreement

OCR finds no violation

The violation did not occur after Aril 14, 2003

DOJ delicense 

case & refers 

back to OCR

Resolution

Investigation
Possible Privacy 

or Security Rule 

Violation

Resolution

The entity is not covered by the Privacy Rule

Compliant was not filed within 180 days, and an 

extension was not granted

The incident described in the complaint does 

not violate the privacy law

OCR issues formal 

finding of violation

Figure 5.2 HIPAA Privacy & Security Rule Complaint Process
Source: US Department of Justice. (2022). https://hhs.gov/hipaa/for‑professionals/compliance‑ 
enforcement/enforcement‑process/index.html.

https://hhs.gov/hipaa/for-professionals/compliance-enforcement/enforcement-process/index.html
https://hhs.gov/hipaa/for-professionals/compliance-enforcement/enforcement-process/index.html
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… disclosure of personal identifying information does not include 
disclosure of information to a third‑party under circumstances where 
the covered entity retains primary responsibility for implementing 
and maintaining reasonable security procedures and practices appro‑
priate to the nature of the personal identifying information and the 
covered entity implements and maintains technical controls that are 
reasonably designed to:

a. help protect the personal identifying information from unauthor‑
ized access, use, modification, disclosure, or destruction; or

b. effectively eliminate the third‑party’s ability to access the per‑
sonal identifying information, notwithstanding the third‑party’s 
physical possession of the personal identifying information.

At the state level, Colorado now has the highest cost per record fine in the 
country as of this writing – a whopping US$20,000 a record.

Federal Trade Commission (FTC) – Graham‑ 
Leach‑Bliley Act (GLBA)14

Companies in scope for GLBA are financial institutions, and those firms 
that offer financial products and services to individuals. These include 
loans, financial advice, investment advice or insurance.

GLBA defines Nonpublic Personal Information (NPI) as all data that is 
Personally Identifiable Information (PII) and financial information that is 
provided by a customer to the financial institution which results in a trans‑
action with the customer.

Data that is public but has been made private (e.g., private emails, 
unlisted phone numbers, etc.), must be treated as nonpublic. GLBA defi‑
nitions of NPI include an individual’s income, social security number, 
marital status, amount of savings or investments, payment history, loan 
or deposit balance, credit or debit card purchases, account numbers, or 
consumer reports.

The Safeguards Rule requires financial institutions to create, implement, 
and maintain an all‑inclusive cybersecurity plan which outlines the admin‑
istrative, technical, and physical safeguards that are appropriate organization 
based on its size, complexity, and its financial activities. Safeguards should:
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 • Ensure the confidentiality, integrity, and availability of all NPI.
 • Protect against the most common cyber threats.
 • Protect against data breaches, and unauthorized access to NPI.

The cybersecurity plan must include:

 • At least one employee who is responsible for the information secu‑
rity program and its safeguards.

 • Have a risk management program that includes internal risks, third‑party 
risks and fourth‑party risks to the confidentiality, integrity, and avail‑
ability of NPI.

 • Perform a rigorous cybersecurity risk assessment which assesses the 
effectiveness of the cybersecurity safeguards in place to mitigate all 
risk types.

 • Regular testing of cybersecurity controls, systems, and procedures.

The Safeguards Rule forces financial institutions to take cyber risk manage‑
ment seriously by measuring their cybersecurity risk and the effectiveness 
of their controls, systems, and procedures to reduce that risk to acceptable 
levels. 

Summary

Each vendor‑related regulation requires an understanding of the regulatory 
scope, cybersecurity programs and the use of cybersecurity control frame‑
work in the vendor management and assessment processes. In Chapter 11, 
we provided an understanding of the controls across different frameworks. 
All frameworks aspire to provide a level of control effectiveness relative to 
administrative, technical, and physical safeguards that support confidenti‑
ality, integrity, and availability.

New roles and responsibilities are needed to manage these key program 
requirements for third‑party cyber risk management. An understanding of 
how vendors impact cybersecurity is critical for this to be effective. Cyber 
touches every aspect of the business and is ubiquitous. Third parties are our 
supply chains. They are integrated with our business processes and cyber 
events impact the firm as the owner of the cyber risk.
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Vendor’s cyber risk is complex since we now have smart intercon‑
nected devices and systems where risk is inherited from one system to 
another. This was the case of Target, Facebook, and SolarWinds just to 
name a few. Vendors are not understood in their context and programs 
cannot be checklists only. They must understand how the vendor can dam‑
age the firm and act to prevent it. This next book is about how the business 
can have an effective approach to understand it and manage cyber vendor 
risk in context.
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HIPAA

The Health Insurance Portability and Accountability Act (HIPAA) is designed 
to cover risks to information security which may arise at various stages of 
processing of information involving the creation, receiving, maintaining, or 
transmitting of protected health information (PHI). The foundation of HIPAA’s 
security rule is based on the assessment, analysis, and management of risk 
(including the risk posed by third parties and vendors) to ensure the protection 
of PHI against threats, hazards, and impermissible uses and/or disclosures.

A definition of PHI under HIPAA states that PHI comprises “any informa‑
tion held by a covered entity which concerns health status, the provision of 
healthcare, or payment for healthcare that can be linked to an individual.”1

In simple terms, PHI includes any identifiable information by which 
someone could recognize an individual, including:

 • Demographic data
 • Contact data
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 • Medical history
 • Lab and test reports
 • Insurance data

Entities covered under the Act include healthcare providers, health plans, 
and healthcare clearing houses. It is incumbent upon these entities to also 
ensure that their Business Associates (BAs) (third parties such as IT, Cloud, 
and other service providers) must be fully compliant with the specified 
rules. Even though BAs are not liable under the Act, they must comply with 
the prescribed regulatory standards and are required to sign a Business 
Associate Agreement (BAA) with the covered entity to abide by applicable 
privacy rules and implement required safeguards. It is important to note 
that ‘BA’ under HIPAA includes all service providers who are engaged in the 
handling of PHI on behalf of the covered entity (Table 6.1).

Covered Entities under HIPAA

HIPAA regulations are not confined only to the protection of PHI from theft 
or the machinations of malicious threat actors, but to ensure protection 
from negligence and carelessness in the handling of PHI. Given below is 
a table from the HIPAA Journal – Healthcare Data Breach Statistics, 2021, 

Table 6.1 Covered Entities under HIPAA

Healthcare Providers Any healthcare provider who electronically transmits 
PHI in connection with transactions defined under 
HIPAA Transaction Rule

Health Plans Insurers and other entities who bear the cost of 
medical care

Healthcare Clearing 
Houses

Entities engaged in translating nonstandard 
information they receive from another entity into 
a standard format or vice versa

Business Associates Any individual or entity that provides services to a 
covered entity or performs functions on its behalf 
that involve handling of PHI

Exceptions A group health plan with less than 50 employees 
which is not otherwise a covered entity
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that shows the breaches reported over the past 12 years.2 From this data it is 
evident that BAs have suffered over 13% of the total next only to healthcare 
providers who account for almost 74% of the data breaches (Table 6.2).

HIPAA’s basic tenets revolve around three primary rules:

1. The Security Rule: This rule stipulates that the covered entities and their 
BAs must implement the required measures to protect confidential‑
ity, integrity, and availability of PHI through the implementation of 
Administrative, Physical, and Technical security measures. In effect, 
this involves the creation of appropriate policies and procedures, 
implementing control over physical access and protection of PHI in 
storage, use, and transit.

2. The Privacy Rule: This rule stipulates the guidelines under which PHI is 
used or disclosed as well as the privacy rights of patients, such as right 
to access, edit, or copy their records.

Table 6.2 Breaches by Covered Entity Type

Year Healthcare 
Provider

Health Plan Business 
Associate

Health Clearing  
House

Total

2009 14 1 3 0 18

2010 134 21 44 0 199

2011 134 19 45 1 199

2012 155 23 40 1 219

2013 191 20 64 2 277

2014 196 41 77 0 314

2015 195 61 14 0 270

2016 256 51 22 0 329

2017 285 52 21 0 358

2018 273 53 42 0 368

2019 398 59 53 2 512

2020 497 70 73 2 642

Total 2728 471 498 8 3705

Source: HIPAA Journal – Healthcare Data Breach Statistics, 2021.
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3.	 The Breach Notification Rule: This rule stipulates that in the event of a breach 
(leak or loss), covered entities must notify affected patients within 
60 days of such an event.

In 2012, the following new provisions were added under the HIPAA 
Omnibus Rule:

•• Rules for the use of patient data for marketing purposes.
•• Exchanging PHI for payment; disclosures of PHI to individuals partici‑

pating in a patient’s care or payment for care.
•• Disclosures related to student immunization records.
•• Including certain categories of BAs and subcontractors liable for their 

own security breaches.
•• Making it mandatory for BAs and subcontractors to comply with HIPAA 

privacy and security requirements.
•• Requires healthcare providers to report data breaches that are deemed 

not harmful if they involve impermissible uses and disclosures of PHI 
doing away with the threshold of significant risk to a minimum of over 
five hundred individuals.

•• Enforcement of Genetic Information Non‑discrimination Act (GINA) 
rules which place restrictions on health plans from using genetic infor‑
mation for underwriting purposes and from employers using it in their 
hiring and promotion processes.

•• Requirement that covered entities revise their BAAs to incorporate 
assurances regarding the compliance to the HIPAA Security Rule and 
that they have updated their notice of privacy practices.

From being a peripheral requirement under HIPAA, vendor risk manage‑
ment has now become a core activity from a risk management and com‑
pliance perspective. In the past a contractual assurance regarding security 
measures obtained from vendors and third parties that was considered once 
adequate, but the Act now places the onus on covered entities to ensure 
compliance through a comprehensive vendor risk management program. 
HIPAA requirements call for third party due diligence by covered entities 
but does not prescribe any particular methodology for it.

Keeping up with the regulatory requirements under HIPAA is a challenge 
for most healthcare providers, but now they must work more closely and 
directly with their BAs. This involves the understanding and monitoring 
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of security threats and challenges and the controls and security measures 
deployed by each vendor for the protection of PHI. This not only enhances 
the scope of risk management of a covered entity to cover its vendors, 
but requires that processes, procedures, and technology be put in place to 
ensure ongoing compliance under HIPAA.

Key elements of building and implementing an effective vendor (BA) 
risk management program are as under:

 • The program should include all BAs and their subcontractors. This is 
a requirement under the Omnibus Rule which states that the chain of 
compliance starts with the HIPAA‑covered entity, through the BA, and 
ends with the lowest tier subcontractor.

 • Conducting detailed due diligence with respect to PHI security and 
compliance aspects before onboarding any new vendor. All personnel 
who are engaged in due diligence must be fully conversant with HIPAA 
requirements.

 • Monitoring existing vendors for compliance on an ongoing basis.
 • Ascertaining the level of access to PHI so that BAs and their subcontrac‑

tors can categorize and develop relevant security measures.
 • Business Associates must develop their own documented set of privacy, 

security policies, and processes which must be done while conducting 
the vetting process. These should cover all employees, contractors, and 
other persons who are a part of their workforce.

 • Contracts with BAs must cover the requirement of a HIPAA security 
program, conducting annual privacy/security assessments and submis‑
sion of reports, termination conditions for lapses, breaches, or failure 
to follow HIPAA security norms.

 • Implementation of physical security measures

Non‑compliance with HIPAA requirements, or violations and lapses can 
be expensive for covered entities. Covered entities must develop a HIPAA 
compliant risk management program that encompasses not only their own 
processes and systems but those of their BAs as well.

Following the implementation of the Omnibus Rule in 2013, BAs are 
required to be HIPAA compliant. It also calls for a BAA to be put in place 
between the covered entity and the BA which clearly specifies the condi‑
tions under which information can be shared, exchanged, and transmit‑
ted. Multi‑Speciality Collection Services, a BA of the Stanford University 
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Hospital, had accidentally compromised medical data of 20,000 patients in 
an email sent to a job applicant. This kind of incident shows that BA could 
have avoided such a security breach if they a better understanding of the 
HIPAA requirements and ensuring necessary controls were in put in place.3

Some common causes that lead to HIPAA violations are:4

 • Unencrypted devices
 • Unauthorized data access
 • Negligent employees
 • Theft of company devices
 • Improper disposal of PHI
 • Access to PHI from unsecured devices (Table 6.3)

Table 6.3 Healthcare Insurance Portability and Accounting Act at a Glance

Year of Enactment 1996 – Updated in 2013

Regulatory body US Department of Health and Human Services

Regulated party Covered entities are health plans, health care 
clearinghouses, and certain health care providers

Protected party Patients

Protected health 
information

PHI – Health information that neither identifies nor 
provides a reasonable basis to identify an individual

Disclosure 
requirements

Within 60 days from date of data breach

Data security 
requirements

Risk Assessments, Security Standar ds Audit, Privacy 
Standards Audit (Not required for BAs), Asset and Device 
Audit, HITECH Subtitle D Privacy Audit, Physical Site Audit

Vendor program 
required

Yes. Covered entities and their outsourcing vendors 
(business associates)

Other specific 
requirements

A covered entity must implement technical policies and 
procedures that allow only authorized persons to access 
electronic protected health information

Civil penalties $100–$50,000 per violation

Criminal 
penalties

$50,000–$250,000 fine and one to ten‑year imprisonment 
depending on violations. The Department of Justice is 
responsible for criminal prosecutions
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Implications of GDPR for the Supply Chain

As per the General Data Protection Regulation (GDPR), “third party” refers 
to any natural or legal person, public authority, agency, or body other 
than the data subject, controller, processor, and persons who, under the 
direct authority of the controller or processor, are authorized to process 
personal data.1

GDPR obligations on organizations and compliance are applicable 
regardless of their geographical location if they target, collect, and process 
data on European Union (EU) citizens. Business enterprises that form any 
part of the supply chain must adhere to GDPR provisions such as:

•• Obtaining clear consent from all stakeholders across the supply chain 
for the collection and processing of their personal data.

•• Implementing suitable security measures to ensure data security within 
their organization, as well as their suppliers’ organizations.
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 • Including clear and explicit clauses in contracts to ensure that all 
third‑party data processors are GDPR‑compliant.

 • Complying with the 72‑hour breach notification requirement, which 
applies to both the business as well as their supply chain partners.

 • Ensuring that supply chain partners are aware of the potential fines and 
penalties for non‑compliance, which can be up to 4% of annual global 
turnover or €20 million, whichever is higher.

GDPR Articles and Recitals

GDPR comprises two components: the (99) articles and (173) recitals. 
While the articles provide legal requirements that must be adhered to, the 
recitals offer provides guidance on how organizations can comply with 
GDPR.

According to Article 24 of GDPR, the responsibility of ensuring process‑
ing compliance with GDPR Regulations rests with a data controller (an 
individual or organization). The controller is required to implement appro‑
priate technical and organizational measures toward this and should be 
able to demonstrate that processing is performed in accordance with this 
Regulation. The controller must consider the nature, scope, context, and 
purposes of processing as well as the risks of varying likelihood and sever‑
ity for the rights and freedoms of natural persons. Security measures must 
be reviewed and updated where necessary.

Under Recital 77, which provides guidance on the implementation of 
appropriate measures, and on the demonstration of compliance by the con‑
troller or the processor, especially as regards the identification of the risk 
related to the processing, their assessment in terms of origin, nature, likeli‑
hood and severity, and the identification of best practices to mitigate the 
risk (Vollmer, 2023). Third‑party risks must also be conducted and consid‑
ered and associated risk mitigation must be implemented.

Conducting third‑party risk assessments using manual questionnaires 
and spreadsheets is unreliable and not scalable. Manual audits can also result 
in missed requirements; hence controllers must devise suitable assessment 
methodologies to ensure that third‑party risk assessments are objective and 
scoring consistent.

Under GDPR when a controller uses third parties as “processors”, it is 
the information controller (owner) who is liable for ensuring each third 
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party has appropriate controls in place to ensure the privacy and security 
of personal data.

Recital 78 deals with appropriate technical and organizational measures 
for ensuring data protection. To demonstrate compliance, not only con‑
trollers, but also processors should adopt internal policies and implement 
measures which meet the principles of data protection by design and data 
protection by default.

Article 28 of GDPR mandates that where processing is to be carried out 
on behalf of a controller, the controller should only rely on processors 
who can provide adequate guarantees pertaining to the implementation of 
appropriate technical and organizational measures. These measures must 
meet GDPR compliance requirements and ensure the protection of the 
rights of the data subject (any individual person who can be identified, 
directly or indirectly, via an identifier).

Organizations often work with multiple third parties who may have 
access to personal information covered by the GDPR, such as data pro‑
cessors (including cloud applications), cloud hosting providers, and other 
service providers. Compliance with the GDPR requires a lot more than well‑ 
documented vendor agreements. It requires a complete understanding of 
how data is used, how it moves, and evidence of specific controls to protect 
personal data.

Third‑party contracts must, however, stipulate that the ‘processor’ 
will assist the controller in ensuring compliance with the obligations 
detailed under Articles 32–36 considering the nature of processing and 
the information available to the processor. Articles 32–36  make the 
requirement of data protection and impact assessment and continuous 
monitoring of critical data processors obligatory for data controllers. 
Furthermore, it specifies that each processor relationship shall be gov‑
erned by a contract or other legal act that makes the processor responsi‑
ble to protect personal information. For this the required risk assessment 
must be conducted for each processor and adequate controls must be put 
in place.

Contracts with third parties must also specify that the processor makes 
available to the controller all information necessary to demonstrate com‑
pliance with the obligations laid down in this Article and allow for and 
contribute to audits, including inspections, conducted by the controller or 
another auditor mandated by the controller.2 To ensure this, it is useful 
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for processors to maintain a repository of all documentation collected and 
reviewed during the diligence process.

Article 32 covers the security of processing and obligates the control‑
ler and processor to implement appropriate technical and organizational 
measures that ensure the ongoing confidentiality, integrity, availability 
and resilience of processing systems and services. It further specifies that 
a process for testing, assessing and regularly evaluating the effectiveness 
of technical and organizational measures for ensuring the security of the 
processing must be put in place.

Recital 76 draws attention not only to the need for objective and regular 
risk assessments of processors, but also warns that this must not be treated 
as an onboarding exercise as GDPR standards warrant continuous monitor‑
ing and compliance.

Article 45 of GDPR governs transfer of personal data based on an ade‑
quacy decision. There is a restriction placed on transfer of personal data to 
a third country or an international organization where the Commission has 
decided that the third country or the international organization in question 
cannot or does not ensure an adequate level of protection. Controllers need 
to ensure that this condition is not violated even when it comes to their 
third parties.

The EU has been quite active when it comes to enforcing GDPR regula‑
tions and imposing fines and penalties for third‑party failures. In some 
recent instances where organizations like British Airways, Marriott and 
Ticketmaster faced some of the largest GDPR fines, they put forth the argu‑
ment to regulatory authorities that it was not them, but their third‑party 
service providers, that were at fault. However, the regulatory authority did 
not buy their argument and stated that the engagement of third parties 
cannot reduce the company’s degree of responsibility.3 In another case in 
France, the data authority fined a data controller.

What emerges from these two instances of regulatory fines is that if the 
company has a contract with the third‑party vendor and the data breach 
happened because of the vendor’s failure to meet its obligations, a case 
could be made out where the third party could be held liable to pay dam‑
ages because of its failures. However, it is also clear that the facts of each 
case may be different and unless there is clear evidence of the above, the 
data controller company will anyway be liable.
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California Consumer Privacy Act and California  
Privacy Rights Act

In January 2023, the California Consumer Privacy Act (CCPA) was expanded 
and amended through the enactment of the California Privacy Rights Act 
(CPRA). The CPRA introduced new criteria and tighter regulations and 
expanded its reach to cover businesses that collected data of California resi‑
dents but was not located in the state. Hence, together, the CCPA and CPRA 
became, in effect, national and global laws for anyone serving California 
users.

The first instance of the Attorney General of California levying a fine was 
that of the $1.2 million fine imposed on online retailer Sephora. The com‑
pany violated the CCPA as they did not disclose the fact that they were sell‑
ing consumer data; did not provide a ‘do not sell my personal information’ 
and opt‑out button on their website, and not respecting Global Privacy 
Control (GPC) signals. GPC is a browser setting that sends a message to each 
website you visit to inform them of your privacy preferences, such as not to 
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share or sell your personal data unless you agree, to protect your privacy. A 
curative period of 30 days was given to Sephora, but allegedly they did not 
take required steps to ensure compliance during that time.1

Given that sharing of consumer data with service providers and third 
parties is a common business practice, the CCPA recognizes the importance 
of identifying the data flows, clarifying the roles and responsibilities of the 
third parties in the supply chain, and of reviewing and updating the con‑
tracts with the third parties to ensure compliance with the CCPA.

CCPA & CPRA Scope

The CCPA is applicable to any for‑profit organization which collects per‑
sonal data about California residents for commercial purposes or selling 
goods or services to California residents, provided they meet at least one of 
the following criteria:

 • Has a gross annual revenue greater than $25 million
 • Trades or receives personal information of at least fifty thousand 

California consumers, householders, or devices for commercial pur‑
poses or

 • Generates greater than 50% of its annual revenue from the sale of per‑
sonal information.

The CPRA has increased the threshold from organizations that buy, sell, 
or share personal information of 50,000‑plus California consumers or 
 households to 100,000 or more. Furthermore, it has set forth specific 
requirements on sensitive personal information (SPI) relating to the dis‑
closure, purpose limitation, opt‑out and opt‑in after a previously selected 
opt‑out. One of these requirements also includes the right to opt‑out of 
third‑party sales and sharing of personal information. The California 
Privacy Protection Agency (CPPA) has also been established to investigate, 
enforce, and amend the CPRA.

Types of information not covered under the CCPA include:2

 • Protected Health Information (PHI) protected under CMIA or HIPAA
 • Data gathered for medical research purposes
 • Transfer of information to or from agencies that provide credit reports



NAVIGATING SUPPLY CHAIN C YBER RISK7 2

•• Personal information under the law that regulates financial institutions
•• Information protected by California’s law on driver’s privacy, and
•• Any information that is publicly accessible from government records at 

the federal, state, or local level.

The CPRA has expanded the definition of personal information covered 
under CCPA to include SPI which includes information related to race, 
sexual orientation, political views, etc.

Service Providers and Third Parties

Under the CCPA, there is a clear distinction between service providers and 
third parties. A “service provider” is defined as any legal entity that oper‑
ates under a “service provider contract,” operates for profit and receives/
processes consumers’ personal information from a business. A service pro‑
vider is bound by a written contract that prohibits the legal entity from 
retaining, using, or disclosing the personal information for any purpose 
(including a commercial purpose) other than executing the tasks outlined 
in the contract.

A third party under CCPA is defined in the negative and by what it is not. 
It is not a covered business, a service provider, or a contractor.

Compliance Obligations

The CCPA aims to protect consumer data shared with service providers by 
imposing certain conditions and restrictions on both the business and the 
service provider. Some of these are:

•• The business (covered organization) should inform the consumer 
about the categories of personal information that it discloses to its ser‑
vice providers for a business purpose and provide the consumer with 
the right to opt out of the sale of their personal information to third 
parties.

•• The business should have a written contract in place with the service 
provider that specifies the purposes for which the personal informa‑
tion is processed, and prohibits the service provider from retaining, 
using, or disclosing the personal information for any other purpose.
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 • The service provider cannot sell, share, or disclose the personal 
 information to any other entity, unless it is necessary to perform the 
 services specified in the contract, or as otherwise permitted by the 
CCPA.

 • The service provider should not use the personal information outside 
of its direct relationship with the business or combine it with other 
personal information that it has collected from other sources.

 • The service provider should cooperate with the business in responding 
to consumer requests to access, delete, or correct their personal infor‑
mation, as required by the CCPA.

 • The service provider is obliged to implement reasonable security meas‑
ures to protect the personal information from unauthorized access, 
use, or disclosure.

By complying with the above rules, the CCPA seeks to ensure that service 
providers do not in any way misuse or compromise the privacy of the 
consumers.

An interesting case that came up was related to whether under CCPA a 
particular ad‑tech organization was to be treated as a service provider or a 
business as the two entities have different obligations under the law. The 
ad tech company had in place a service provider contract with a covered 
entity. However, since the contract did not have specific restrictions on 
the use of processed personal information, the company had to update 
its service contract by modifying its privacy policy and offering a way 
for consumers to submit CCPA requests to retain its status as a service 
provider.3

To align with the rules, the company modified its privacy policy (clearly 
stating that it did not sell personal information), provided a way for consum‑
ers to submit CCPA requests, and updated their service provider contracts.

Accountability, Fines, and Penalties

While service providers are not directly liable under the CCPA for violat‑
ing the consumer rights provisions, such as the right to access, delete, or 
opt out of the sale of personal information, they could face liabilities in 
the form of civil penalties of up to $2,500 per violation, or up to $7,500 
per intentional violation, as enforced by the Attorney General for failure to 
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comply with contractual obligations as per their contract with a business 
including:

 • Using the shared personal information for any purpose other than the 
services specified in the contract.

 • Selling, sharing, or disclosing the personal information to any other 
entity, except if it is essential to perform the services specified in the 
contract, or as otherwise permitted by the CCPA.

 • Using the personal information outside of their direct relationship 
with the business or combining it with other personal information 
that they have collected from other sources.

The service provider could also be liable to the business for any damages 
caused due to breach of contract. Furthermore, the service provider could 
also be liable to the consumer for any harm caused by their unauthorized 
access, use, or disclosure of the personal information.

Covered entities under CCPA must put in place a clearly articulated ven‑
dor risk management policy which is designed to mitigate the impact of 
data breaches from supply chain attacks.

Covered entities must include the clauses in their contracts with service 
providers and third‑party vendors to monitor, control, and audit how they 
process, manage, and protect the entrusted personal data. These clauses 
could include regular assessment, scans, testing, and audits.

Non‑compliance of CCPA rules can result in fines and penalties that are 
dependent upon the severity and nature of the violation. In addition to 
civil penalties which can range from $2,500 per unintentional violation to 
$7,500 per intentional violation, consumers also have the right to initiate a 
private right of action which can result in statutory damages of $100–$750 
per consumer per incident, or actual damages, whichever is greater, in 
case of a data breach. These penalties can be sizable if many records are 
compromised. CCPA does not prescribe a maximum limit of penalties for 
each violation.

While CCPA (CPRA) compliance requires compliance with several 
aspects of the law, violations that could result in a civil penalty include:4

 • Not having a Privacy Policy that complies with the CCPA/CPRA.
 • Not responding to consumers’ inquiries about their CCPA (CPRA) 

rights.
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 • Collecting personal information without giving proper notice.
 • Trading consumers’ personal information without offering an opt‑out.
 • Treating consumers unfairly who exercise their CCPA (CPRA) rights.

More States Are Enacting Privacy Laws

While the CCPA is a flag bearer of privacy legislation in the United States, 
several other states have enacted similar data privacy laws. Here are the key 
states and highlights of their laws:

1. Virginia: The Virginia Consumer Data Protection Act (VCDPA) grants 
consumers rights such as access, correction, deletion, and data port‑
ability. Effective from January 1, 2023, it also mandates that businesses 
covered under the Act must conduct data protection assessments for 
activities that present a greater risk of data exposure or leakage. The Act 
is applicable to businesses which control or process the personal data  
of at least 100,000 consumers in a calendar year, or the personal  
data of at least 25,000 consumers, while deriving over 50% of gross 
revenue from the sale of that data.5

2. Colorado: The Colorado Privacy Act (CPA). It provides consumers with 
the right to access, correct, delete, and opt‑out of the sale of their per‑
sonal data. It also includes provisions for data protection assessments 
and imposes obligations on data controllers and processors. The Act 
came into effect on July 1, 2023.

3. Connecticut: The Connecticut Data Privacy Act also became effective 
on July 1, 2023. It includes consumer rights and business obligations 
similar to those of the CCPA.

4. Utah: The Utah Consumer Privacy Act (UCPA) came into effect on 
December 31, 2023. It provides consumers with the right to access, 
delete, and opt‑out of the sale of their personal data. Like other privacy 
laws, it also imposes obligations on businesses to implement data security 
measures.

5. Iowa: The Iowa Consumer Data Protection Act will take effect on 
January 1, 2025. The ICDPA was created to protect the personal infor‑
mation of Iowa consumers and specifies civil penalties for entities that 
violate the new obligations and consumer rights.

6. Indiana: Indiana Consumer Data Protection Act (INCDPA) Indiana’s 
data privacy law though signed in 2023, will become effective only on 
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January 1, 2026. In many ways the INCDPA is similar to data privacy 
laws in Virginia, Colorado, and Connecticut.6

7. Tennessee: Tennessee Information Protection Act (TIPA) provides sig‑
nificant privacy protections for consumers. However, some key provi‑
sions indicate that it is less consumer‑friendly compared to the CCPA 
and its amendment, the CPRA. TIPA will take effect from effect July 1, 
2025.

8. Oregon: The Oregon Consumer Data Privacy Act or OCDPA) law 
empowers consumers with rights to access, correct, delete, and opt‑out 
of the sale of their personal data. Entities covered under the Act will 
need to perform data protection assessments. The OCDPA will take 
effect on July 1, 2024.

9. Montana: On May 19, 2023, Montana became the ninth state in the 
United States to enact comprehensive data privacy legislation. The 
Montana Consumer Data Privacy Act (MTCDPA) will become effective 
from October 1, 2024. When compared with other State Data Privacy 
Laws, MTCDPA’s applicability threshold excludes entities that process 
the personal data of Montana consumers solely for the purpose of com‑
pleting a payment transaction. It is likely that many brick‑and‑mortar 
stores that only collect payment data could be exempted.7

10. Texas: On June 18, Texas became the tenth US state to enact a compre‑
hensive consumer data privacy law in the form of Texas Data Privacy 
and Security Act (TDPSA). Businesses regulated by the TDPSA have 
until July 1, 2024, to implement data protection measures to comply 
with the provisions of the law.8

All the above laws, by and large contain similar provisions for the establish‑
ment of consumer rights related to personal information and impose data 
protection obligations on businesses covered by them such as conducting 
data protection assessments and implementing appropriate controls. While 
each state has their own thresholds for covered entities, businesses across 
industries which collect, control, sell, or process personal data come under 
the purview of these privacy laws. However, there are also exemptions for 
certain data categories and entity types. The laws also define consumers’ 
rights to access, correct, delete, and opt‑out of the sale of their personal 
data. Further, they provide details of penalties and fines applicable for any 
violation of the law.
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The New York Department of Financial Services 
Cybersecurity Regulation

On November 1, 2023, the New York Department of Financial Services 
(NYDFS or the “Department”) issued revised regulations (the “Second 
Amendment”) to 23 NYCRR Part 500 (aka Part 500). These revisions 
 constitute the most significant changes to Part 500 since it was first enacted 
in 2017. 1

This regulation will take effect over the next two years with ongoing 
implementation of certain rules over such time. The initial updates to 
existing reporting requirements will go into effect by December 1, 2023, 
while further changes to required policies and procedures will take effect 
post April 2024. Proposed implementation timelines are different for each 
category of organizations, such as covered entities, small businesses, and 
Class A companies.2

Under the regulation, Class A Companies are “covered entities with at 
least $20,000,000 in gross annual revenue in each of the last two fiscal 
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years from business operations of the covered entity and its affiliates in” 
New York and: (1) over 2,000 employees averaged over the last two fiscal 
years, including employees of both the covered entity and all of its affili‑
ates no matter where located; or (2) over $1,000,000,000 in gross annual 
revenue in each of the last two fiscal years from all business operations of 
the covered entity and all of its affiliates.3

The NYDFS also recognizes the importance of third parties in privacy 
and data protection and establishes compliance requirements and obliga‑
tions for them.

Third Parties Under NYDFS

Third parties are those entities that provide services to covered entities. 
In the course of providing services, they have access to their non‑public 
information or information systems of covered entities. The NYDFS is a 
path breaking regulation that aims to bring third parties under its ambit by 
imposing the following obligations on them:

 • Third parties should implement a written cybersecurity policy which 
addresses the same issues as emphasized in the covered entity’s policy, 
including risk assessment, access controls, data governance, and inci‑
dent response.

 • They should undertake periodic risk assessments and maintain audit 
trails of their cybersecurity performance.

 • They should encrypt non‑public information whether in transit or 
at rest, or use alternative balancing controls approved by the covered 
entity.

 • They should inform the covered entity within 72 hours of any cyber‑
security event that has a probability of materially harming the covered 
entity’s normal operations.

 • They should ensure compliance to requirements under NYDFS Act and 
provide annual certification to the covered entity regarding the same.

Covered entities are also obliged under the act to conduct due diligence 
and periodic assessments of their third parties’ cybersecurity practices. In 
addition, they must prescribe minimum cybersecurity standards in their 
contracts with third parties.
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The Six Key Updates to Part 500

The most significant modifications to Part 500 since it was first enacted 
in 2017 and established cybersecurity requirements for NYDFS can be 
grouped under the following six categories:

 • New obligations for larger (“Class A”) Companies
 • Governance requirements
 • Technical requirements
 • Business continuity
 • Breach notification obligations
 • Enforcement.

New Obligations for Class A Companies

Class A companies are subject to additional cybersecurity obligations under 
the Final Amendment, including:

 • The conduct of independent audits (both internal and external) of 
their cybersecurity programs at a frequency determined by their indi‑
vidual risk assessment.

 • Class A companies are required to implement a privileged access man‑
agement solution and implement an automated method of blocking 
commonly used passwords and monitoring privileged‑access activity.

 • Class A companies are required to monitor abnormal activity, includ‑
ing lateral movement by implementing an endpoint detection and 
response solution as well as a solution for centralized logging and secu‑
rity event alerting.

New Governance Requirements

NYDFS new amendment reinforces the strong emphasis it places on good 
cybersecurity governance through additional reporting and oversight 
requirements for CISOs, Management, and the Board.

 • To strengthen the annual report to the Board by a CISO under original 
Part 500, the new requirements stipulate additional annual reporting 
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on plans for remediating material inadequacies, timely reporting 
to the board on material cybersecurity issues, including significant 
cybersecurity events and noteworthy changes to the cybersecurity 
program.

 • The Board (or senior governing body) of covered entities must exercise 
oversight of cybersecurity risk management in the following ways:
 • By developing sufficient understanding of cybersecurity‑related 

matters to be able to exercise such oversight
 • Ensuring that management of a covered entity implements and 

maintains a cybersecurity program
 • Conducting regular reviews of management reports about 

 cybersecurity‑related matters
 • Verifying that management has allocated the required resources to 

maintain the cybersecurity program.
Under the new dispensation greater responsibility and accountability are 
placed on the CEO’s and CISO’s as follows:
 • They must sign the annual certification of compliance.
 • They must certify that the covered entity materially complied with the 

Part 500 requirements during the prior calendar year. This must be 
supported by data and documentation that demonstrates such material 
compliance.

 • If for specific reasons the CEO and/or CISO cannot certify material 
compliance, then they must
 • Issue an acknowledgment that the covered entity did not materi‑

ally comply with the requirements of Part 500 for the previous 
calendar year.

 • Specify the sections of Part 500 and describe the nature and extent 
of such non‑compliance.

 • Define a timeline for remediation or state that confirmation that 
remediation has been completed.

Risk assessment is another area where new governance requirements are 
specified such as the conduct of annual risk assessments which must also be 
reviewed whenever a change in the business or technology causes a mate‑
rial change to the covered entity’s cyber risk.

The definition of “risk assessment” under the new NYDFS amendment 
has been expanded to include
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the process of identifying, estimating and prioritizing cybersecurity 
risks to organizational operations (including mission, functions, 
image, and reputation), organizational assets, individuals, custom‑
ers, consumers, other organizations, and critical infrastructure result‑
ing from the operation of an information system. Risk assessments 
incorporate threat and vulnerability analyses and consider mitigations 
provided by security controls planned or in place.

NYDFS new amendment places strong emphasis on covered entities con‑
ducting incident response exercises (at least annually) based on playbooks 
which involve all staff and management members critical to the response 
process to test the effectiveness of business interruption and disaster recov‑
ery (“BCDR”) plans. Such testing exercises should also cover the covered 
entity’s ability to restore its systems from backups.

New Technical Requirements

The new amendment stipulates new technology‑related obligations which 
are applicable to all covered entities and not just Class A companies as 
detailed below:4

 • The use of MFA has been mandated as a means for any individual 
accessing any information of a covered entity. Any exception to this 
must be in the form of alternative controls which are equivalent to 
MFA.

 • Implementation of risk‑based controls designed to protect against 
malicious code, including those that monitor and filter web traffic and 
email to block malicious content.

 • Removing the use of alternative compensating controls to encryption 
of non‑public information in transit over external networks.

 • In addition to performing annual penetration testing, covered entities 
should conduct automated scans of information systems (and a manual 
review of systems not covered by such scans), for the purpose of deter‑
mining, analyzing, and reporting vulnerabilities at a frequency deter‑
mined by the risk assessment, and promptly after any material system 
changes. Furthermore, they must ensure that they have a monitoring 
process in place for alerting and undertaking timely remediation of 
vulnerabilities.
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 • Wherever passwords are being used for authentication, they must con‑
form to industry standards. A written policy for the use of passwords 
must be implemented.

 • Policies and procedures for maintaining an asset inventory including 
a method to track key information for each asset such as asset owner, 
location, classification or sensitivity, support expiration date, and 
recovery time objectives must be clearly articulated along with the fre‑
quency required to update and validate the asset inventory.

 • Covered entities must implement a policy of minimum access privi‑
leges based on only those necessary to perform the user’s job function. 
They must further limit the number of privileged accounts, conduct at 
least an annual review of all user access privileges, and disable accounts 
that are no longer necessary.

 • Protocols that permit remote control of devices must be disabled or 
securely configured. Also, any access must be terminated immediately 
following decommissioning of devices or departure of personnel.

Third‑party vendors also need to align with the updated scope for security 
safeguards, including penetration testing, encryption, and MFA.

Incident Response and Business Continuity Planning

Even the best laid security plans and systems can be breached. Incident 
response and business continuity and disaster recovery (BCDR) plans are 
required to deal with such eventualities to mitigate disruption and dam‑
age. The new version of the NYDFS regulation recognizes the need to have 
incident response playbooks that will be put into action when the need to 
address issues like containment, eradication, and recovery from backups. 
Further, clear operating procedures for conducting root cause analysis as to 
how and why an event occurred, its business impact and determining what 
needs to be done to prevent reoccurrence must be defined.

Covered entities must now have a comprehensive BCDR plan to ensure 
the continued availability of the entity’s information systems and critical 
services. BCDR plans must identify documents, data, facilities, IT infra‑
structure, services, people, and skills necessary for avoiding any disruption 
of operations of the covered entity’s business. A prescribed communication 
plan that defines modes of communication with key persons in the event of 
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a cybersecurity‑related disruption must be put in place. Further, procedures 
for maintaining backups, timely recovery of critical data and information 
systems must be a part of the BCDR plan as well as assistance that may be 
required from third parties that are necessary to the continued operations 
of the covered entity’s information systems.

Breach Notif ication Obligations

One of the key areas of most cybersecurity regulations relates to breach 
notification. Under the original NYDFS regulation covered entities were 
required to notify NYDFS within 72 hours of determining that a cyber‑
security event which had a reasonable likelihood of materially disrupting 
normal operations of the entity had occurred. Also, this also included any 
notification to any other regulatory body. The new regulation has further 
stipulated the following:

In every event of a ransomware attack on a covered ransomware must 
be reported. In addition, a 24‑hour notification obligation is placed for any 
extortion payment connected to the cybersecurity incident. If an extortion 
payment has been made, then an explanation as to why the payment was 
made must be filed within a 30‑day period.

A further obligation entails that covered entities must promptly pro‑
vide any information sought by the superintendent regarding a reported 
incident and that covered entities have a continuing obligation to provide 
updates.

It is important to note that third‑party vendors involved in incidents 
must also adhere to these reporting timelines.

Enforcement

New enforcement provisions provide that the commission of a single act 
forbidden by Part 500, or the failure to satisfy an obligation, constitutes 
a violation. These include failure to prevent unauthorized access to non‑ 
public information due to non‑compliance as well as any material failure to 
comply for any 24‑hour period with any Part 500 obligation.

Managements along with their legal and compliance teams, must fully 
become conversant with a list of mitigating factors that NYDFS will consider 
while assessing penalties, such as cooperation, good faith, intentionality, 
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history of prior violations, harm to customers, gravity of violation, number 
of violations, involvement of senior management, penalties imposed by 
other regulators, and the financial resources of the covered entity and its 
affiliates.

The NYDFS has published a set of timelines for all different classes of 
regulated entities since compliance requirements of the new amendment 
will take effect in phases.

The objective of the second amendment to The NYDFS Part 500 is 
focused on enhancing cybersecurity governance, reporting, and compli‑
ance, affecting both covered entities and their third‑party partners. Risks 
related to non‑compliance include financial fines (historically up to $6 mil‑
lion), reputational damage, and increased regulatory scrutiny.
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Defense Federal Acquisition Regulation Supplement

Cybercriminals and adversary nation states are actively engaged in cyber 
espionage and a significant threat to US cyber infrastructure. In recent 
times, cyber‑attacks have been carried out by adversaries on public and 
private infrastructure, which is considered critical to the safety, security, 
and wellbeing of citizens. This has placed the onus of safeguarding even 
private agencies and government agencies (which normally fall outside the 
purview of the Pentagon) from cyber‑attacks on the DoD. In May 2021, 
Colonial Pipeline ransomware caused widespread concern as fuel supplies 
along the east coast of the United States were disrupted. The SolarWinds 
cyber incident that involved the use of trojanized updates by threat actors 
revealed gaps in US cyber defenses and showed that even branches of the 
military, the US State Department, and the Pentagon were vulnerable to 
these kind of attack vectors.

Companies working with the DoD and other federal government 
agencies as defense contractors are privy to confidential information. 
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The frequency of cyberattacks and their growing sophistication make it 
essential for any vendor organization to observe minimum security stand‑
ards prescribed in the DFARS regulation to protect confidential and sensitive 
information that relates to their work contracts with the DoD. Compliance 
failures by vendors could lead to potentially serious consequences for the 
DoD and even national security. Therefore, the DOD is empowered to take 
strict actions including halting business operations for the vendors con‑
cerned if necessary.

What Is DFARS?

The main goal of DFARS is to safeguard the privacy of Controlled Unclassified 
Information (CUI). CUI refers to any sensitive unclassified information that 
requires specific safeguarding or dissemination controls. Federal agencies 
maintain a public registry of CUI categories and subcategories, outlining 
why certain information falls under the CUI designation. These designa‑
tions help agencies handle and protect unclassified information effectively.1

DFARS and NIST Standards

The National Institute of Standards and Technology through its Special 
Publication 800‑171 (NIST 800‑171) provides a set of recommended 
requirements pertaining to protecting and distributing CUI data that is con‑
sidered sensitive but not classified in Non‑Federal Information Systems and 
Organizations. The Manufacturing Extension Network (MEP), a resource 
center for manufacturers involved in supply chains tied to government 
contracts also provides a NIST Self‑Assessment Handbook (NIST Handbook 
162) which helps organizations assess how far they are in implementing 
NIST SP 800‑171 and becoming DFARS compliant.2 Federal regulations 
including DFARS mandate that all companies dealing with CUI must evalu‑
ate and meticulously record their adherence in specific crucial domains. 
The following NIST SP 800‑171 list shows the 14 critical security areas that 
are required to be addressed to pass a DFARS compliance audit:

1. Access Control
Access control revolves around granting, restricting, and managing 

access to CUI. It encompasses various aspects, including physical access 
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to company facilities, handling CUI, system‑based controls, and utiliz‑
ing information processing services.

2. Awareness and Training
Raising cybersecurity awareness and providing regular training will 

help employees understand their security responsibilities and instill 
best practices in preventing errors, ensuring compliance, and identify‑
ing various cyber threats at an early stage.

3. Audit and Accountability
DoD contractors must maintain audit trails so that they can moni‑

tor, examine, investigate, and report all unauthorized, unlawful, and 
improper activities associated with CUI. These audit trails enable trac‑
ing specific user actions to identify the individual responsible for the 
unauthorized actions and hold them accountable if CUI is leaked or 
compromised.

4. Configuration Management
Configuration management refers to exercising controls over the con‑

figuration process to maintain the integrity of information technology 
systems and products. Whether it is software, hardware, or other IT assets, 
configuration management helps maintain performance quality and func‑
tionality by tracking and monitoring changes to configuration data.

5. Identification and Authentication
Identification and authentication are extremely critical in ensur‑

ing that only authorized users have access to CUI and other system 
resources. Being the first line of defense, this family of controls plays a 
significant role in safeguarding IT assets and infrastructure.

6. Incident Response
The absence of a well‑designed incident response plan can lead to 

the escalation of cyber threats and attacks that could cause serious 
harm. An effective incident response strategy is characterized by docu‑
mented playbooks which clearly articulate preparation, detection, anal‑
ysis, containment, recovery, and user response activities. Apart from 
mitigating the impact of cyber‑attacks, incident response processes also 
need to include communication plans that track, document, and report 
incidents to internal and external authorities.

7. Maintenance
System maintenance procedures involve performing preventive 

maintenance and corrective maintenance to ensure maximum uptime 
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for critical systems. Failure to conduct planned system maintenance 
could lead to situations that could compromise the privacy and confi‑
dentiality of CUI.

8. Media Protection
Types of system media that are commonly used in an IT environ‑

ment include removable hard drives, magnetic tapes, compact discs, 
mobile devices, and thumb drives. Policies and procedures that ensure 
that only authorized media is used and any access to CUI is restricted 
in a manner that data can neither be exfiltrated nor destroyed must be 
implemented.

9. Personnel Security
Personnel security aims to minimize the risk that employees pose to 

CUI and other company assets. By preventing exploitation or malicious 
use of organizational resources, contractors can safeguard sensitive 
data effectively. To accomplish this requires ensuring diligence when 
employing new workers through background checks and exercise 
caution during the hiring, reassignment, and termination processes. 
Any laxity in personnel security can pose a risk to CUI by offering an 
opportunity for malicious use of company resources.

10. Physical protection
Physical protection must go hand‑in‑hand with IT security. Protection 

of buildings, data centers and systems as well as their  supporting infra‑
structure should be protected from threats related to their physical 
environment. Contractors working with DoD must identify and safe‑
guard sensitive areas with closed‑circuit television cameras, locks, and 
card readers and security personnel so that only authorized people can 
access these areas, thereby ensuring CUI security at all times.

11. Risk Assessment
Risk assessments are the starting point for cybersecurity initia‑

tives. They help in identification and prioritization of risks related to 
protect IT assets, operations, employees, and supply chain partners 
of an organization. Determining vulnerabilities and security gaps on 
an ongoing basis is essential for protecting all key information assets 
including CUI from security threats and compromise attempts.

12. Security Assessment
Security assessments are similar to risk assessments. A security assess‑

ment rigorously examines your company’s operational, management, 
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and technical security requirements. These assessments serve as a criti‑
cal validation mechanism, ensuring that various business components 
have been implemented correctly and are functioning as intended. 
Specifically, they verify that these components align with your infra‑
structure’s security standards.

13. Systems and Communications Protection
System and Communications Protection is a crucial aspect of infor‑

mation security. Its key components include securing organizational 
system boundaries through the implementation of technologies such 
as gateways, routers, firewalls, and network‑based malicious code 
analysis systems, implementing encrypted tunnels within the system 
security architecture for enhanced protection, separation of user func‑
tionality and system management, as well as preventing unauthorized 
information transfer via shared resources. System and Communications 
Protection forms a critical layer of defense, ensuring secure informa‑
tion exchange within organizational systems.

14. System and Information Integrity
Another critical aspect of safeguarding CUI is maintaining system 

and information security. This security area involves implementing 
mechanisms for error detection and correction, mitigation measures 
against malicious code (such as installing antivirus software), and pro‑
cesses to protect CUI against tampering and damage. By maintaining 
system integrity and promptly addressing any issues, contractors can 
ensure the trustworthiness and reliability of CUI.

DFARS Compliance

Achieving full compliance with DFRAS is a process that could span sev‑
eral months. The initial steps involve developing an understanding of the 
Defense Federal Acquisition Regulation Supplement (DFARS) and conduct‑
ing a thorough DFARS assessment. Ultimately, achieving compliance not 
only fulfills the legal obligations of being a DoD contractor but also instills 
confidence in other business partners, assuring them that their information 
is securely safeguarded and well‑managed.

Other requirements that are important in a DFARS compliance audit are 
the adoption of 79 fundamental protocols, implementing effective intru‑
sion detection, monitoring, and cyber incident reporting and analysis.
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The compliance process mandates that all contractors evaluate networks 
and procedures to guarantee the implementation of sufficient security 
measures. Compliance failures could result in the severance of contracts and 
severely damage work relationships with DoD and other federal agencies.

All DoD contractors as well as federal agencies are required to be DFARS‑ 
compliant. DFARS is applicable to suppliers, third parties, and contractors 
involved in DoD acquisitions, emphasizing the importance of cybersecurity 
and protection of sensitive data. It is important to note that not only prime 
contractors, but subcontractors and suppliers at all tiers of the supply chain  
must operate in line with DFRS requirements.

The minimum requirements to be considered DFRS compliant include:

 • Identifying the location of sensitive information and creating a com‑
pliance team to monitor CUI while including all staff members in all 
processes.

 • Putting in place a process for security risk assessment. Such a security 
assessment must be conducted two or more times per year and run 
whenever an organization implements a change to relevant operations.

 • Implementing access controls as per the standards expressed in NIST 
SP800‑171 and ensuring adequate security to safeguard covered defense 
information.

 • Undertake staff training and awareness related to DFARS compliance.
 • Promptly report cyber incidents and collaborate with DoD in address‑

ing security incidents.
 • Pass a readiness assessment following NIST SP 800‑171  guidelines, 

which cover various aspects of IT information security.

DoD contractors can greatly enhance their readiness through third‑party 
certifications such as CMMC, which is now necessary for being awarded 
contracts with the DoD.

Notes

1 32 CFR 2002.12 – CUI categories and subcategories (n.d.). https://www.ecfr.gov/
current/title‑32/subtitle‑B/chapter‑XX/part‑2002/subpart‑B/section‑2002.12.

2 Spencer, T. (2019, November 15). What is the NIST SP 800‑171 and who needs 
to follow it? NIST. https://www.nist.gov/blogs/manufacturing‑innovation‑blog/
what‑nist‑sp‑800‑171‑and‑who‑needs‑follow‑it‑0.

https://www.ecfr.gov/current/title-32/subtitle-B/chapter-XX/part-2002/subpart-B/section-2002.12
https://www.nist.gov/blogs/manufacturing-innovation-blog/what-nist-sp-800-171-and-who-needs-follow-it-0
https://www.ecfr.gov/current/title-32/subtitle-B/chapter-XX/part-2002/subpart-B/section-2002.12
https://www.nist.gov/blogs/manufacturing-innovation-blog/what-nist-sp-800-171-and-who-needs-follow-it-0
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Frameworks and Certif ications

Frameworks and certifications not only enable a systemic implementation 
of cybersecurity initiatives, but also ensure that organizations adhere to 
best practices, meet regulatory requirements, and build trust with stake‑
holders through demonstrated commitment to security standards. Key 
benefits for organizations adopting frameworks and getting certified are 
as follows:

 • Implementing best practices and standardized methods for assessing 
and mitigating risks, ensuring a consistent approach across different 
entities within the supply chain.

 • Maintaining the integrity and security of the supply chain by provid‑
ing guidelines on how to protect against threats such as counterfeits, 
unauthorized production, tampering, and theft.

 • Building resilience against disruptions caused by cyber incidents, 
thereby ensuring continuity of operations.

11
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 • Certifications often signify compliance with regulatory requirements, 
which can be essential for organizations to operate legally or to enter 
certain markets.

 • Enhancing trust among stakeholders, including customers, partners, 
and regulators, by demonstrating a commitment to cybersecurity.

 • Organizations with robust supply chain risk management practices can 
gain a competitive edge by minimizing the risk of cyber incidents that 
can lead to financial loss or damage to reputation.

Examples of frameworks for management of cyber risks covered in this 
chapter include the following:

 • The National Institute of Standards and Technology (NIST) framework 
which provides comprehensive guidance on managing cybersecu‑
rity risks in supply chains and helps fulfill responsibilities under US 
Executive Order 14028 on improving the nation’s cybersecurity.

 • The ISO/IEC 27001 framework is a globally recognized benchmark 
for information security management systems (ISMSs). This standard 
offers a roadmap for entities of different sizes and industries to create, 
apply, sustain, and progressively enhance their information security 
management system. Adoption and adherence to ISO/IEC 27001 sig‑
nifies that an organization has established a framework for managing 
data security risks, in alignment with the industry’s finest practices and 
the foundational principles of this International Standard.

 • Cybersecurity Maturity Model Certification (CMMC) framework devel‑
oped by the Department of Defense (DoD) is designed to enhance the 
protection of federal contract information (FCI) and CUI within the 
DIB sector. It extends the foundational DFARS 252.204‑7012 mandates 
by integrating a third‑party evaluation and certification process. This 
ensures that robust security protocols are consistently applied through‑
out the supply chain.

The choice or applicability of frameworks and certifications for supply 
chain cyber risk management depends on several factors such as:

 • The specific security needs and requirements and business objectives 
of the organization.
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 • The legal and regulatory mandates that the organization must comply 
with.

 • Prevailing standards and best practices within the industry.
 • The types and levels of cyber risks faced by the organization and its 

supply chain.
 • The cost of implementing and maintaining the frameworks and 

certifications.
 • The ability of the chosen framework to integrate with the organiza‑

tion’s existing systems and processes.
 • The capacity of the framework to adapt to the growth and changes in 

the organization.
 • The complexity of the supply chain and the need to implement the 

framework across all its tiers.
 • The kind of relationships with suppliers and partners and their own 

security postures.

The above factors contribute to a comprehensive approach to managing 
cybersecurity risks in supply chains, ensuring the integrity, security, qual‑
ity, and resilience of the supply chain and its products and services.

Overall, certifications and frameworks are essential tools for organiza‑
tions to effectively manage and mitigate cyber risks in their supply chains, 
ensuring the security and reliability of their operations.

NIST Framework

Like all living frameworks, NIST Cybersecurity Framework (CSF) has also 
evolved over time to address the new and emerging cybersecurity chal‑
lenges.1 The NIST 2.0 has six core functions: Govern, Identify, Protect, 
Detect, Respond, and Recover as detailed in Table 11.1.

NIST 2.0

The NIST CSF offers comprehensive guidelines as well as best practices 
that can be adopted by organizations to improve information security and 
cybersecurity risk management. NIST CSF is a voluntary standard which is 
flexible enough to integrate with the existing security processes within any 
organization, in any industry.
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The NSF 2.0 in a departure from its US‑centric approach, aims to cast 
a wider net, and aims to serve organizations across the globe. The new 
version of the framework was released on February 26, 2024 and has a 
broader scope that incorporates references to the NIST Privacy Framework, 
the NICE Workforce Framework for Cybersecurity, and the Secure Software 
Development Framework. This enables organizations to seamlessly inte‑
grate CSF 2.0 with their existing frameworks. The expanded list of core 
functions and corresponding categories of the NIST 2.0 are shown in 
Table 11.2.2

NIST CSF 2.0 has several improvements over the earlier NIST CSF 1.1 
version. The first change is the expanded scope which now focuses on all 
organizations and does not limit itself to those operating in critical sectors. 
The addition of a Govern function in CSF 2.0 acknowledges the role of gov‑
ernance within the cybersecurity domain. The Govern function encom‑
passes organizational context, risk management strategy, supply chain risk 
management, clear definition of roles and responsibilities, as well as poli‑
cies and procedures. The introduction of this function will enable organi‑
zations to develop a strong cybersecurity posture.

The renewed importance of supply chain risk management in the frame‑
work is aimed at securing increasingly complex and interconnected supply 
chains which in recent times have seen an increasing number of supply 

Table 11.1 NIST 2.0 Core Functions

GOVERN The policies, procedures, and processes to manage and monitor 
the organization’s regulatory, legal, risk, environmental, and 
operational requirements are understood and inform the 
management of cybersecurity risk.

IDENTIFY The key information assets and processes that need to be 
protected

PROTECT Implement appropriate controls and protection mechanisms

DETECT Put in place mechanisms to identify cyber threats and attacks

RESPOND Develop suitable response mechanisms to mitigate the impact 
of cyber incidents

RECOVER Implement processes to restore services impaired by adverse 
impacts of cyber incidents
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Table 11.2 List of Core Functions and Corresponding Categories

NIST 2.0 CYBERSECURITY FRAMEWORK

CSF Core 
Function

Category

Govern (GV) Organizational Context GV. OC

Risk Management Strategy GV. RM

Roles and Responsibilities GV. RR

Policies GV. PO

Oversight GV. OV

Cybersecurity Supply Chain Risk Management GV. SC

Identify Asset Management ID. AM

Risk Management ID. RM

Improvement ID. IM

Protect Identity Management, Authentication, and Access 
Control

PR. AA

Awareness and Training PR. AT

Data Security PR. DS

Platform Security PR. PS

Technology Infrastructure Resilience PR. IR

Detect Continuous Monitoring DE. CE

Adverse Event Analysis DE. AE

Respond Incident Management RE. MA

Incident Analysis RE. AN

Incident Response, Reporting, and Communication RE. CO

Incident Mitigation RE. MI

Recover Incident Recovery, Plan Execution RC. RP

Incident Recovery, Communication RC. CO

Source: https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.29.pdf.

https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.29.pdf
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chain cyber‑attacks. CSF 2.0 emphasizes the importance of evaluating 
their suppliers’ cybersecurity practices and developing comprehensive risk 
management strategies that extend beyond their own enterprise security 
operations. Table 11.3 shows specific action points under the Cybersecurity 
Supply Chain Risk Management category.3

An important aspect of CSF 2.0 is the detailed guidance on how to 
develop metrics and benchmarks that accurately reflect the effectiveness 
of their cybersecurity practices. These metrics call for a data and analytics‑ 
driven strategy approach to security decision‑making.

Among other aspects of CSF 2.0 is the enhanced emphasis on integrating 
cybersecurity risk management into organization‑wide risk management 
strategies, practical guidance on achieving the framework’s subcategories, 
and the need for continuous improvement.

CSF 2.0 requires that all the functions should be addressed concurrently, 
and actions that support Govern, Identify, Protect, and Detect should hap‑
pen continuously while Respond and Recover actions should come into 
play when cybersecurity incidents occur.

Depending on the maturity and compliance with the framework an organ‑
ization can choose to use the Tiers to inform its Current and Target Profiles.  

Table 11.3 CSF 2.0 Supply Chain Risk Management Cybersecurity Requirements

Cybersecurity Supply Chain Risk Management (GV.SC):

Organizational stakeholders must identify, establish, manage, monitor, and 
continuously improve cyber supply chain risk management processes

GV.SC‑01: Organizational stakeholders should establish and mutually agree 
upon a Cybersecurity Supply Chain Risk Management program, strategy, 
objectives, policies, and processes

GV.SC‑02: Roles and responsibilities related to cybersecurity for suppliers, 
customers, and partners should be defined, communicated, and 
coordinated both within the organization and externally

GV.SC‑03: Integration of Cybersecurity Supply Chain Risk Management into 
the broader context of cybersecurity, enterprise risk management, risk 
assessment, and continuous improvement processes must be undertaken

GV.SC‑04: Suppliers must be identified, classified, and prioritized based on 
their criticality.

Source: https://csf.tools/reference/nist‑cybersecurity‑framework/v2‑0/gv/gv‑sc/.

https://csf.tools/reference/nist-cybersecurity-framework/v2-0/gv/gv-sc/
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Each Tier provides an understanding of the rigor of their cybersecurity risk 
governance and management practices. They also provide context for an 
organization’s approach to cybersecurity risks and the processes in place to 
manage those risks (Table 11.4).

It is important to note that CSF 2.0 not only enhances focus on supply 
chain risk management but also on privacy risks, secure software develop‑
ment practices, integrating threat intelligence with security information and 
event management (SIEM) systems, and software supply chain management.

Given that organizations use a multitude of software products and appli‑
cations there is a need to prevent and mitigate software vulnerabilities 
to reduce overall supply chain risk. Most software projects today rely on 
third‑party libraries and components. Threat actors have become adept at 
exploiting vulnerabilities in these dependencies to compromise the overall 
software supply chain.

To address this, NIST provides eight best practices for comprehensive 
Software Supply Chain Risk Management which organizations can adopt 
(Table 11.5).4

NIST guidelines incorporate extensive vendor and supplier risk manage‑
ment capabilities. Apart from the above best practices, NIST recommends 
rigorous risk assessments, audits, and the inclusion of security requirements 
in contractual agreements to safeguard against potential data breaches orig‑
inating from external partners.

Table 11.4 The Tiers – CSF Cybersecurity Risk Governance and Management

Tier Maturity Level Characteristics

Tier 1 Partial Informal, Ad hoc responses

Tier 2 Risk Informed Corporate executives are aware of risks but 
responses and ad hoc

Tier 3 Repeatable Equipped to deal with vulnerabilities, 
cybersecurity risks, and threats

Tier 4 Adaptive Adaptive policies and procedures, and 
machine learning‑powered detection 
and response capabilities. Continuously 
improving

Source: The NIST Cybersecurity Framework (CSF) 2.0 (2024). https://doi.org/10.6028/nist.
cswp.29.

https://doi.org/10.6028/nist.cswp.29
https://doi.org/10.6028/nist.cswp.29
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In summary, NIST CSF 2.0 offers several benefits for organizations 
looking to enhance their cybersecurity posture including an up‑to‑date 
approach to manage cyber risks. It also helps organizations identify, assess, 
and prioritize risks effectively. Furthermore, it enables organizations to 
align with leading industry standards and best practices.

SBOM Management

Software Bill of Materials (SBOM) management has moved to center stage 
post the Solar Winds and Kaseya cyber‑attacks. An SBOM is essentially a 
nested inventory that lists the constituents making up software compo‑
nents. It provides detailed information about the various components used 
within an organization’s products.

The US White House Executive Order 14028 is a directive meant for all 
software vendors to the US government to list the components that they 
used to create their products with software bill of materials documentation 
latest by September 2023.

Table 11.5 Best Practices for Supply Chain Risk Management – NIST

Identify and Manage Software 
Components

Prepare a SBOM used in your products 
and services.

Assess Software Suppliers Gauge the security practices of your 
software suppliers.

Secure Software Development and 
Delivery Processes

Implement secure development 
practices.

Monitor Software Components Continuously monitor software 
components for vulnerabilities.

Assess and Monitor Software 
Products

Evaluate the security of software 
products before and after deployment.

Respond to Vulnerabilities Implement a place to address 
vulnerabilities promptly.

Secure Software Distribution and 
Installation

Ensure secure distribution and 
installation of software.

Secure Software Maintenance and 
Retirement

Manage software throughout its life 
cycle.

Source: https://www.scrut.io/post/nist‑recommendations‑software‑supply‑chain‑attacks.

https://www.scrut.io/post/nist-recommendations-software-supply-chain-attacks
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It also calls for maintaining accurate and up‑to‑date data provenance 
(i.e., origin) of software code or components and controls on internal and 
third‑party software components, tools, and services present in software 
development processes, and performing audits and enforcement of these 
controls on a recurring basis.5

Proactive management of SBOMs helps in knowing the components of 
a software product or application and managing security risks related to 
third‑party components and dependencies. Several new regulations and 
standards (such as NIST, NIS Directive, and others) emphasize SBOM adop‑
tion for better cybersecurity practices.

The SBOM management process involves four steps: Generation, Storage, 
Analysis, and Monitoring. As new versions or builds of software are 
released, related SBOMs also need to be updated. This is best achieved by 
automating the SBOM process.

The NIS Directive for Europe

The NIS Directive for Europe is a specific directive related to cybersecurity 
known as the Network and Information Security (NIS) Directive. It aims to 
develop a common level of cybersecurity across EU Member States through 
collaboration, harmonization, and better crisis management.

The NIS Directive (Directive (EU) 2022/2555), came into force on 
January 16, 2023, replacing the previous Directive (EU) 2016/1148. The 
new directive encourages Member States to address new security areas, 
such as supply chain security, vulnerability management, core internet 
infrastructure, and cyber hygiene. It also establishes a cyber crisis manage‑
ment structure called ‘CyCLONe.’

European Union Agency for Cybersecurity (ENISA) plays a key role in 
aiding Member States in implementing the NIS Directive through working 
groups and organizing cybersecurity exercises.

The EU has the NIS Directive, which is similar to what the United States 
has developed in terms of the NIST Framework for Improving Critical 
Infrastructure Cybersecurity.

The ISO/IEC 27001 is unarguably the most widely adopted standard 
global standard for ISMSs. The latest version of this standard is the ISO/IEC 
27001:2022 and was released in October 2022. Organizations big and small 
across industry sectors and geographies use ISO/IEC 27001 to manage risks 
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related to the security of data they own or handle. This standard enables 
organizations to proactively identify and address vulnerabilities as well as 
security gaps and promote cyber‑resilience by implementing best practices.

ISO 27001:2022

ISO 27001 is also applicable to any organization that handles sensitive 
information, regardless of its size, profitability level, or industry. Following 
its methodology, an organization can prevent adverse cyber incidents by 
ensuring responsible employee security behavior and implementing robust 
information security practices.

Key aspects of the ISO 27001 are:

1. ISO 27001 enables organizations to adopt a risk‑based approach to 
information security.

2. ISO 27001 follows the Plan‑Do‑Check‑Act (PDCA) cycle for continu‑
ous improvement. In the ‘Plan’ step, organizations define objectives 
and assess risks. The ‘Do’ step involves implementing controls and 
processes. The ‘Check’ Stage is for monitoring and measuring perfor‑
mance and in the ‘Act’ stage corrective actions are taken to improve the 
system.

3. ISO/IEC 27001:2022 outlines a comprehensive set of security controls 
which are categorized into four domains. These are:
 • People (eight controls): these controls pertain to personnel, roles, 

and responsibilities within the realm of information security. Some 
examples include access management, training, and awareness 
programs. These measures are crucial for maintaining a secure and 
well‑protected environment.

 • Organizational (37 controls): these controls place emphasis on 
organizational processes, policies, and governance. They include 
areas like risk management, asset management, and incident 
response.

 • Technological (34 controls): these include technological con‑
trols such as encryption, network security, and vulnerability 
management.

 • Physical (four controls): these controls relate to physical security 
measures for facilities, equipment, and data centers. These controls 
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cover areas such as access control, environmental protection, and 
secure disposal.

4. In addition to the above, ISO 27001 extends to information security 
controls, emphasizes the role of Senior Management, asset classifica‑
tion and management, documentation of security policies and proce‑
dures, and employee awareness and training.

5. In ISO/IEC 27001:2022, there are specific provisions related to supply 
chain management and information security in supplier relationships. 
ISO 27001 mandates the establishment of an information security pol‑
icy for supplier relationships. This policy should cover an organiza‑
tion’s requirements for mitigating risks associated with any supplier’s 
access to its IT assets. Supplier Relationships are covered under Annex 
A.15 which includes controls related to supplier selection, contractual 
agreements, and monitoring.

Certif ication and Audit

Both NIST and ISO 27001:2022 provide a comprehensive framework for 
managing information security across organizations, addressing risks 
(including supply chain risks), and protecting sensitive data and enabling 
continuous improvement. Where ISO 27001 is fundamentally different 
from NIST is that certification requires a third‑party audit of its ISO imple‑
mentation. To obtain certification, organizations must demonstrate com‑
mitment to security and compliance with legal, regulatory, and contractual 
requirements. The third‑party audit is conducted by trained ISO assessors 
and provides all stakeholders with the confidence that the organization has 
requisite systems and controls as prescribed under ISO guidelines for infor‑
mation security and data protection.

Cybersecurity Maturity Model Certif ication Framework

The CMMC framework and model was developed by the Office of the US 
Under Secretary of Defense for Acquisition and Sustainment of the United 
States Department of Defense through Carnegie Mellon University, The 
Johns Hopkins University Applied, Physics Laboratory LLC, and Futures, 
Inc. The aim of the CMMC framework is to strengthen the security posture 
of organizations involved in defense contracts.6



FR AME WORKS AND CERTIFIC ATIONS 103

The CMMC framework is built upon the DFARS 252.204‑7012 require‑
ments. One major distinction is that while DFARS relies on self‑assessment, 
CMMC requires third‑party audit and certification component.

Compliance with the CMMC framework requires organizations to iden‑
tify, assess, prioritize, and respond to risks. In November 2021, CMMC 2.0 
was released which includes several updates to the CMMC 1.0 model that 
address the following aspects:

 • Ensuring that sensitive information such as US FCI and CUI is protected.
 • Increasing accountability while minimizing barriers to conform with 

DoD requirements.
 • Improving DIB cybersecurity since it is the target of more frequent and 

complex cyber‑attacks.
 • Enhancing collaborative culture of cybersecurity and cyber‑resilience.

There are two types of sensitive information that CMMC is focused on 
protecting – CUI and FCI.

CUI as per CMMC is the information that the government determines 
requires protection or dissemination controls. CUI is further categorized 
as Basic CUI (that requires basic protection measures to protect the infor‑
mation from unauthorized disclosure) such as information about govern‑
ment contracts, sensitive but unclassified information, or information that 
requires protection under federal laws, regulations, or executive orders as 
Specified CUI (that requires additional protection measures to protect the 
information from unauthorized disclosure) such as information related 
to national security and law enforcement, or any other information that 
requires special protection under specific laws or regulations (Table 11.6).

FCI under CMMC is any information that is not intended for public 
release. This comprises information that is provided by or generated for 
the government under a contract to develop or deliver a product or service 

Table 11.6 Examples of Controlled Unclassified Information

Personally Identifiable 
Information (PII)

Protected Health 
Information (PHI)

Export‑controlled 
or International 
Trade Data

Intellectual Property Contractor‑sensitive 
Information

Proprietary Business 
Information (PBI)
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to the government, but not provided by the government to the public (such 
as that which exists on public websites).7

The objective of incorporating CMMC 2.0 standards into acquisition 
programs of the Department of Defense ensures that contractors and sub‑
contractors will meet its cybersecurity requirements.

The CMMC 2.0 framework consists of 14 cyber security domains, three 
less than its previous version – CMMC 1.0. A domain can be described as 
a distinct group of security practices which are similar to each other when 
it comes to protecting FCI and CUI, either individually or in combination.

Other major update in CMMC 2.0 over CMMC 1.0 is that the number 
of levels has been reduced to three from the earlier five levels. CMMC 
maturity assessments have been done away with completely. Furthermore, 
CMMC 2.0 is dependent upon NIST SP 800‑171 (as required by DFARS 
252.204‑7012) to qualify for CMMC levels 1 and 2. Controls from NIST SP 
800‑172 must be added to achieve CMMC level 3. The NIST SP 800‑171 is 
based on security domains, practices, and processes which can be com‑
bined with organizational capabilities to develop best practices for the pro‑
tection of CUI and FCI.

The key objective and purpose of CMMC is to strengthen the security 
posture and culture among defense contractors. It uses a combination of 
various standards and requirements to assess the cybersecurity maturity of 

Table 11.7 CMMC Levels

Level 1 Foundational To qualify for this level of protection, 
organizations must implement basic 
cybersecurity measures, such as identity 
management, access control, and data 
protection.

Level 2 Advanced At this level of protection, organizations should 
have implemented more advanced security 
measures, such as system authentication and 
encryption.

Level 3 Expert This level is indicative of high‑level protection 
including most advanced security measures, 
such as continuous monitoring and security 
incident response plans.

Source: Kiteworks (2024, April 1). CUI CMMC: Key points & implications. Kiteworks|Your 
Private Content Network. https://www.kiteworks.com/risk‑compliance‑glossary/cmmc‑cui‑ 
and‑what‑it‑means/.

https://www.kiteworks.com/risk-compliance-glossary/cmmc-cui-and-what-it-means/
https://www.kiteworks.com/risk-compliance-glossary/cmmc-cui-and-what-it-means/
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the defense supply chain. DoD contractors are required to undergo formal 
third‑party audits of their security practices by independent third‑party 
assessors accredited by CyberAB (the CMMC accreditation body). Under 
this dispensation, primary contractors are accountable for ensuring  security 
across their entire supply chain. They are required to validate subcontractor 
compliance with appropriate security requirements before contract award.

In summary, CMMC focuses on protection of CUI and FCI, standardizes 
cybersecurity practices, promotes supply chain security, and ensures com‑
pliance with growing and evolving threats in defense contracts.
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3 National Institute of Standards and Technology (2024). The NIST Cybersecurity 
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The Snowball Effect

Many industries face ongoing challenges as both customers and vendors 
grapple with the cascading impact of heightened regulatory demands for 
transparency. Vendors are stumbling with exponentially growing ques‑
tionnaire and audit requests, while customers struggle to keep compliance 
with their stated risk assessment targets. In fact, many medium and large 
enterprises have dedicated teams on both sides of chasing vendors and 
answering requests as a vendor.

To help the industry, there have been numerous efforts to standardize 
and reuse vendor due diligence information. So far, many approaches 
are gaining traction, but none have reached sufficient critical mass to 
make a dent in growing customer‑to‑vendor due diligence requests 
(Table 12.1).
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Table 12.1 Certification Approaches Table

Approach Description Notable Examples

Attestation 
reports/
certifications

Audit reports performed 
by independent audit 
firms to provide 
assurance

SOC 2, ISO 27001

Questionnaire 
standards

A collection of questions, 
controls, and/or 
control objectives

Standardized Information 
Gathering Questionnaire 
(SIG™) by Shared 
Assessments, National 
Institute of Standards and 
Technology – NIST SP 
800‑171

Domain‑specific 
standards

Frameworks or 
questionnaires 
developed for specific 
industries, use cases, or 
geographies

The Clearing House 
standard for Financial data 
aggregators,a UK Finance 
and IHS Markit Supplier 
Assurance Framework,b 
AITEC™ AIMA™,c NATF 
Supply Chain Security 
Assessment Modeld

Shared 
Assessment 
Utilities

Commercial businesses 
that focus on 
conducting and reusing 
vendor risk assessments 
for multiple customers

S&P Global KY3P®, 
VenMinder™, 
ProcessUnity™, 
OneTrust™

a “Financial Industry Leaders Launch New Streamlined Data Sharing Risk Assessment Service”, 
The Clearing House, January 26, 2021, https://www.theclearinghouse.org/payment‑systems/
articles/2021/01/01‑26‑2021_new‑streamlined‑data‑sharing‑risk‑assessment‑service.

b “New Financial Services Supplier Assurance Framework launched by UK Finance and KY3P® 
by IHS Markit”, IHS Markit, February 24, 2022, https://ihsmarkit.com/research‑analysis/
new‑financial‑services‑supplier‑assurance‑framework‑launched.html.

c “About AITEC”, AITEC.org, https://www.aitec.org/about.
d “Supply Chain Security Assessment Model Version 2.0 Document ID: 1302”, North America 

Transmission Forum (NATF), June 4, 2021, https://www.natf.net/docs/natf/documents/
resources/supply‑chain/supply‑chain‑security‑assessment‑model.pdf.

Attestation Reports and Certif ications

The terms such as assurance reports, independent control attestations, cer‑
tifications are used somewhat interchangeably based on context. SOC 1 

https://www.theclearinghouse.org/payment-systems/articles/2021/01/01-26-2021_new-streamlined-data-sharing-risk-assessment-service
https://ihsmarkit.com/research-analysis/new-financial-services-supplier-assurance-framework-launched.html
AITEC.org
https://www.aitec.org/about
https://www.natf.net
https://ihsmarkit.com/research-analysis/new-financial-services-supplier-assurance-framework-launched.html
https://www.theclearinghouse.org/payment-systems/articles/2021/01/01-26-2021_new-streamlined-data-sharing-risk-assessment-service
https://www.natf.net
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attestations are performed by audit firms to independently assess presence 
and integrity of internal controls. The assurance for the SOC reports is 
conducted against a set of standards established by the American Institute 
of Certified Public Accountants (AICPA). The SOC 1 report covers internal 
control environments relevant to a service organization’s client’s financial 
statements. For purposes of cyber security vendor risk assessments, it’s only 
marginally relevant since it doesn’t have specificity typically expected. The 
SOC 2 report covers a service organization’s controls that are relevant to its 
operations and compliance. It’s often requested and leveraged as part of a 
vendor risk assessment. The main difference between SOC 2 and SOC 3 is 
that a SOC 3 is intended for a general audience. SOC 3 reports essentially 
cover the same content as SOC 2 reports but are shorter and do not include 
the same details as a SOC 2 report. Due to their more general nature, SOC 3 
reports can be shared openly and posted on a company’s website. Summary 
of SOC 1, SOC 2, and SOC 3 reports are highlighted on the AICPA website.1 
There are other less frequently encountered types of SOC reports such SOC 
for supply chain and SOC for cybersecurity. SOC for supply chain focuses 
on controls within the entity’s system relevant to security, availability, pro‑
cessing integrity, confidentiality, or privacy to enable users to better under‑
stand and manage the risks arising from business relationships with their 
supplier and distribution networks. SOC for cybersecurity focuses on the 
entity’s cybersecurity risk management program. A good comparison of 
these SOC reports is covered by AICPA Comparison of SOC Examinations 
and Related Reports.2

Similarly, ISO 27001 is arguably the most popular certification, provid‑
ing requirements for more than a dozen standards, especially informa‑
tion security management system (ISMS).3 Using these standards enables 
organizations to manage appropriate security of the control environment, 
protecting integrity of assets such as financial information, intellectual 
property, employee details, or information entrusted by third parties.

Confusion and misconceptions often arise regarding the reliance on SOC 
2 reports and ISO 27001 certifications for vendor assessments. In short, SOC 
2 reports vary significantly in quality and coverage. Just having an SOC 2 
report shouldn’t give anyone a false perception of security. We cover SOC 2 
reports in detail in Chapter 13. ISO 27001 certification is an even worse match 
to rely on for a vendor assessment due to its lack of specificity toward prod‑
ucts & services. In Chapter 11 we do a deep dive on ISO 27001 certifications.
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Questionnaire Standards

By far the most popular questionnaire standard is a SIG (Standardized 
Information Gathering Questionnaire by Shared Assessments).4 SIG essen‑
tially consists of a set of standardized questions across 18 control domains 
that vendors share with customers. SIG questions are carefully mapped to 
common industry frameworks and regulations. There are two versions of 
the SIG:

 • SIG Core: full library of questions that security teams can pick and 
choose from.

 • SIG Lite: a condensed version of the questionnaire typically targeting 
lower risk vendors. Sig Lite takes the high‑level concepts and ques‑
tions from the larger SIG questionnaire, distilling them down to fewer 
questions.

SIG requires annual membership fees and comes with robust tooling, train‑
ing, and instruction manuals. It’s a good source of information if you are 
looking for self‑attested responses. It’s worth the effort to map SIG ques‑
tions to your process to avoid unnecessary back and forth. SIG is typi‑
cally updated annually, and the mapping should include the latest and prior 
year’s version.

National Institute of Standards and Technology – NIST SP 800‑1715 is 
a popular source of cybersecurity vendor questionnaires with 14 security 
objectives, covering numerous controls each. NIST Publication 800‑171, 
Protecting Controlled Unclassified Information in Nonfederal Systems and 
Organizations (NIST SP 800‑171), provides federal agencies with a set of 
guidelines designed to ensure that Controlled Unclassified Information 
(CUI) remains confidential, available, and unchanged in nonfederal sys‑
tems and organizations. Additionally, NIST SP 800‑171 plays a pivotal role 
in achieving FISMA and FedRAMP compliance. While NIST SP 800‑171 
was designed for companies that work under a government contract, it 
has been commonly updated as a go to framework for cybersecurity in 
general.

There is no such thing as the best questionnaire standard. In Chapter 
15 we discuss best practices in designing your questionnaire that’s fit for 
purpose for your vendor risk management program.
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Domain‑Specif ic Standards

An often‑overlooked opportunity lies in industry or domain‑specific stand‑
ardization. For example, in January 2021, The Clearing House (a bank‑
ing association and payments company) facilitated a new risk assessment 
standard specific to financial applications and financial data aggregators.6 
The standard was backed by some of the largest financial data aggregators, 
numerous banks, and two prominent financial industry assessment utilities.

In the Alternative Investments Industry, AITEC™ partnered with the 
Alternative Investment Management Association (AIMA™) in 2016 to 
develop and promote AITEC‑AIMA DDQ (Due Diligence Questionnaire).7 
As of March 2022, over 150 global vendors offer DDQ to AITEC and AIMA 
members.8

In the United Kingdom, UK Finance and IHS Markit (now S&P Global) 
partnered to develop a supplier assurance framework9 with focus on opera‑
tional resilience. It’s a good example of a practical implementation how the 
framework provides a sound foundation for a “pooled audit” encouraged 
in Prudential Regulation Authority (PRA) Supervisory Statement SS2/21 as 
being efficient and less disruptive for the industry.10

In the energy sector, North America Transmission Forum (NATF) 
established the Supply Chain Security Assessment model.11 It’s a collabo‑
rative industry effort to streamline compliance with regulations such as 
CIP‑013‑1 – Cyber Security – Supply Chain Risk Management.12

The critical challenge with domain‑specific standards is adoption. While 
it’s always well‑intentioned, often the standard competes with other main‑
stream industry standards, or in practice is difficult to implement. Industry 
participants who are typically passionate to contribute their time and intel‑
lectual capital in developing the standard, may not account for resource 
requirements to actually push standard adoption across the industry.

Engaging with Industry‑Shared Assessment Utilities

An emerging approach is to work with industry‑shared assessment utilities 
such as S&P Global KY3P®, VenMinder™, and ProcessUnity™. Each of the 
utilities has their specific framework and has an established commercial 
model. While there are multiple variations, the basic concept works some‑
thing like this:
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 • Utility conducts a vendor assessment or completes a questionnaire on 
behalf of one or more customers.

 • Other customers can request access to a completed vendor risk assess‑
ment or questionnaire.

The top 3 marketed benefits for customers include:

 • Time to market, especially if an assessment/questionnaire is already 
available.

 • Cost (since the cost is mutualized among multiple customers, it’s 
expected to be more efficient than each customer absorbing expense 
of conducting an assessment themselves).

 • Consistency (since framework is used by multiple customers there is 
strength in numbers when it comes to best practices, and since the cost 
is mutualized utility can typically invest in more controls to ensure 
quality).

The top 3 marketed benefits for vendors include:

 • Accelerated revenue (get faster through procurement process with 
a pre‑existing assessment report available that often acts as a seal of 
approval)

 • Cost (one assessment is reused multiple times, avoiding unnecessary 
unilateral assessment requests)

 • Customer satisfaction (perception of easier to do business with and 
security transparency)

Key shared assessment utility selection considerations:

 • Adoption: how many other customers and vendors are part of the util‑
ity, and how many assessments by type are available “off the shelf”. 
Some utilities will be willing to conduct assessments for vendors of 
your choice even if you are a sole customer, but other utilities will be 
selective in what new vendors they work with. If a utility is willing to 
share their specific lists, then you can make a more tailored determi‑
nation of how close the inventory aligns. It’s important to recognize 
that customers are key to driving the utility’s adoption of new vendors, 
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and you are expected to leverage your commercial relationships to get 
your vendors to work with the utility – that’s how there is a win‑win 
longer term.

 • Framework: how robust the framework is and how well does it map to 
industry standards and regulations. If you are not willing to change 
your framework then you will need to determine how closely it aligns 
to your current requirements. Typically, the value of working with 
a utility is to adopt their framework and best practices or at a mini‑
mum map it to your overall framework. Alternatively, if utility can 
provide readily available data that only satisfies your partial framework 
requirements, it may still be advantageous to engage and streamline 
your overall effort.

 • Turnaround Time: what is the expected turnaround for vendors by each 
assessment and questionnaire type. Although it may sound counter‑ 
intuitive, it may actually be slower in some cases for a utility to onboard 
a new vendor than you perform the work yourself. Utilities have their 
terms and conditions that they need vendors to agree to and convince 
vendors of their value proposition, as unfortunately some vendors 
remain unsold on a prospect of doing yet another assessment without 
a guaranteed reuse.

 • Tailoring for Products and Services: how is an assessment conducted on a 
 company‑wide level or each individual service. Company‑wide assess‑
ments are typically much less useful since you will still need to conduct 
an assessment for services you actually consume.

 • Additional Services: what additional value‑added solutions and services are 
offered. Best in class providers offer a full range of third‑party risk 
solutions that make adoption streamlined. For example, third‑party 
risk platform, remediation services, custom assessments, managed ser‑
vices, cybersecurity rating monitoring.

As you can see, the value proposition is there for shared assessment utili‑
ties, but it may be wasteful to engage with one or more utilities without 
strong vendor adoption and a framework that can be mapped to your 
standards. After many years, utilities now have gained sufficient trac‑
tion to be taken seriously but not yet seriously enough to replace the 
bulk of bespoke vendor assessment volume. We expect that trajectory to 
continue.
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Determining Which Standards to Adopt

For robust vendor risk programs, it’s advantageous to leverage popular 
attestation reports (at a minimum SOC 2 and ISO 27001), the SIG, relevant 
domain‑specific standards, and work with one or more relevant shared 
assessment utilities. Failing to engage otherwise and insisting on getting 
responses to all of your questionnaires and bilateral assessment requests is 
wasteful for all parties involved. To work with each standard, it is impor‑
tant to map specifics to your framework and develop operating procedures 
on how to consume each standard within your assessment process. Since 
each standard takes some effort to integrate into your program and main‑
tain, we don’t recommend that you blindly integrate less frequently used 
standards without cost benefit analysis.

The answer is similar on the other side, of leveraging standards & cer‑
tifications to respond to customer due diligence and vendor audit requests. 
You should consider prioritizing where your customers find the most value. 
Our recommendation is to consider getting popular attestation reports 
(such as a SOC 2 and/or ISO 27001), the SIG, relevant domain‑specific 
standards, and work with one or more relevant shared assessment utilities. 
In Chapters 19 and 20 we cover vendor audits and best practices on how to 
streamline that overall process.
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Overview of SOC 2 Report

In a prior chapter, we introduced the concept of vendor certifications and 
explained how a SOC 2 report is a popular choice for assuring customers 
about the security of your control environment. It is a go‑to request and 
often an expectation when assessing a vendor. There is an entire industry 
of producing and maintaining these SOC 2 reports, and a line of audit firms 
happy to help. SOC 2 report has a long history preceding modern vendor 
risk regulations, and stems from legacy audit products such as SAS 70, SSAE 
16, and SSAE 18.1

It is also a common trap of giving inexperienced customers a false sense 
of security by just relying on an SOC 2 report as part of a vendor due dili‑
gence process. In this chapter we will explain in detail the ins and outs of 
the SOC 2 report and how to think of it as a customer and a vendor.

The SOC 2 report covers a service organization’s controls that are rel‑
evant to its operations and compliance. SOC 2 (and all SOC) attestations are 
performed by audit firms to independently assess the presence and integrity 
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of internal controls. The assurance for the SOC reports is conducted against 
a set of standards established by the American Institute of Certified Public 
Accountants (AICPA).

SOC 2 report can cover five Trust Service Criteria (TSC). The Security 
TSC is always required and referred to as “Common Criteria.”

1. Security: ensures information security against unauthorized access
2. Confidentiality: ensures appropriate handling of confidential information
3. Privacy: controls for collecting, storing, and handling of personal 

information
4. Processing Integrity: controls error detection, fixing, and monitoring. 

Including accurate storage of information
5. Availability: controls for infrastructure availability and recovery procedures

Each of the TSCs contains a list of controls. There are numerous controls in 
the Common Criteria, including:

 • Control Environment
 • Communication and Information
 • Risk Assessment
 • Monitoring Activities
 • Control Activities
 • Logical and Physical Access Controls
 • System Operations
 • Change Management
 • Risk Mitigation

The Committee of Sponsoring Organizations of the Treadway Commission, 
also known as COSO®, created a COSO framework2 that goes hand in hand 
with the TSC.

There are five components of the COSO framework, and all are mapped 
to the TSC. All five COSO components and their 17 controls must be met to 
achieve the requirements of an SOC 2 report.

The 17 internal control principles from the COSO framework have been 
mapped into the Security/Common Criteria. COSO is mapped and covered 
by the first five controls in the Common Criteria as follows:
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1. Control Environment covers COSO Principles 1–5, including the service 
organization’s commitment to integrity and ethical values, manage‑
ment and independent board oversight, and the hiring, maintaining, 
and ongoing monitoring practices of employees.

2. Communication and Information covers COSO Principles 13–15, includ‑
ing the communication of relevant information to internal staff and 
clients of the service organization. Some examples of communica‑
tion include lines of authority, boundaries of the system, and change 
management.

3. Risk Assessment covers COSO Principles 6–9, demonstrating that the ser‑
vice organization is assessing potential risks impacting their operations 
and establishing mitigation plans for these risks.

4. Monitoring Activities covers COSO Principles 16–17, including the ongoing 
monitoring of the system at the service organization and appropriate 
notification when there is a system breakdown.

5. Control Activities covers COSO Principles 10–12, including testing that the 
service organization has controls in place for risk mitigation, ensuring 
that these controls are monitored on an ongoing basis.

You can download the full SOC 2 criteria and its mapping to COSO on the 
AICPA website.3

A SOC 2 report is typically 30–100+ pages and consists of four 
sections.

1. Independent Auditors Report: audit opinion on the system description, design, 
and operating effectiveness to meet the control objectives, as per the 
scoped TSCs.

2. Management Assertions: assertions made by management that relate to the 
systems under audit. Note that these assertions are made directly by 
management and not the auditor. It should be treated as self‑attested 
information.

3. Description of the System: an overview of the services/offering, including 
what the product/service is used for, transmitted/stored data, types of 
users, locations of staff, and other internal information.

4. Auditor’s Tests of Controls and Results of Test: information about the controls, 
report objectives, testing methodology, and results.
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Type 1 versus Type 2 SOC 2 Reports

There are two flavors of SOC 2 reports: type 1 and type 2. Essentially, Type 
2 is a more robust report and often organizations start with Type 1, gradu‑
ating to Type 2 due to time and cost considerations.

A Type 1 report focuses on the suitability of the design of controls and is 
a point in time. A Type 2 report goes a step further, assessing the operating 
effectiveness of controls over a specified time period.

Here are the key differences:

 • A Type 1 report details the procedures and controls, while a Type 2 
report evidences the operation of these controls over a time period.

 • A Type 1 report attests to the suitability of the Service Organization 
controls, while a Type 2 report provides an opinion regarding the 
operating effectiveness of those controls over the specified period.

 • A Type 1 report details procedures and controls as of a specific date, 
while a Type 2 report tests how the controls have been operating dur‑
ing a time period.

 • A Type 1 report can be produced in about 8–12 weeks (2–6 weeks to 
draft, and then 2–6 weeks for the actual audit). A Type 2 report may 
take well over a year to produce (2–8 weeks to draft, 6 to 12 months 
to collect evidence with a sampling methodology over time, and 4 to 
8 weeks for the audit.

 • A Type 1 report can cost anywhere from $10k to $30k, whereas a Type 
2 report can cost from $30k to $200k+ based on scope and provider.

How Is SOC 2 Report Relevant for Vendor  
Due Diligence Process

Since the SOC 2 report provides an independent opinion of the control envi‑
ronment, an assessor can rely on the report without having to review indi‑
vidual evidence directly. In case a SOC 2 Type 2 appropriately scoped report 
is available from a credible audit firm, it can accelerate the process, provid‑
ing a win‑win to both a vendor and a customer. Here are the key benefits:

 • Independent: SOC 2 is independently attested, meaning it is not a self‑ 
declaration by the vendor
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 • Time and Effort: Time and effort of producing a SOC 2 report is exponen‑
tially greater than a typical vendor assessment, providing a deeper level 
of due diligence.

 • Access to Deeper Evidence than a Vendor Audit: Evidence reviewed by an auditor 
who produced a SOC 2 report is deeper than what typically a customer 
would get access to during a vendor audit.

 • Sampling over a Time Period: In the case of a Type 2 report testing was done 
over a time period, unlike a vendor audit that looks at controls as a 
point in time.

While an SOC 2 report may be helpful in the vendor due diligence process, 
there are numerous pitfalls in its use.

 • Product/Service Scope: does the report cover the exact service you are 
using as a customer? That is by far the most significant pitfall. If 
your service uses a different control environment than the one cov‑
ered in the report, you cannot be assured that the same controls are 
in place.

 • Coverage: which of the 5 TSCs are included in the report, and are the 
missing TSCs relevant for the service you consume? Too often we see 
reports that only cover security and confidentiality, excluding privacy, 
processing integrity, and availability.

 • Audit Firm Reputation: is audit firm well‑recognized and reliable? Any 
AICPA‑affiliated certified public accountant (CPA) can perform a SOC 
2 audit. A key point of getting a SOC 2 report is to have someone 
independently vouch for your controls. A lot more weight is placed on 
a report from a Big 4 Audit firm vs a bargain‑basement auditor. The 
more‑known Audit firms typically command a higher premium due to 
their brand name.

 • Issue Date: the SOC 2 report is good for a year, and a stale report is 
not a good representation of the control environment. Between SOC 
reports, audit firms may issue a “Bridge Letter” as an intermediate 
validation.

 • Significant Subservice Organizations: does the report cover critical vendors 
(a.k.a subservice organization, or fourth parties)? It is important to 
understand which fourth parties are used and how the service organi‑
zation manages these vendors. For example, if a Cloud service provider 
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is used behind the scenes, most of the security controls will be either 
shared or operated by the Cloud service provider. Look for a dedicated 
section called “Subservice organizations” or look for any references if 
subservice organizations were out of scope.

 • Complementary User Entity Controls: these controls are disclosed to you as a 
customer. The vendor informs you that for their controls to operate 
effectively, there are specific things you must do as a customer in sup‑
port of these controls. This section is optional, but there are at times 
more than a dozen controls disclosed. It is critical to understand which 
vendors have specific Complementary User Entity Controls disclosed 
and that you have taken steps on your side accordingly. Be ready for 
your Internal Audit team or regulators to see evidence that you are 
keeping track of this information.

 • Noted Exceptions: if the auditor found any gaps in the control environ‑
ment, then it will be disclosed as exceptions in the report. You should 
always review exceptions and determine if it is relevant for your con‑
sumption of the service. We saw cases where customers would get 
an SOC 2 report with an exception and not assess the impact of that 
exception.

Because of the sensitive details in the SOC 2 report, it is considered restricted 
and only shared per request with customers under confidentiality provi‑
sions (Figure 13.1).

SOC 2 
Report
Common 

Pitfalls

Prefer Type 2 vs Type 1

Does it cover your 
product and service

Are relevant TSCs 
included

Security

Confidentiality

Privacy

Processing integrity

Availability

Is Audit firm 
reputable

Are there noted 
exceptions

Are complementary 
User Entity 
Controls disclosed

Are significant 
subservice 
organizations 
covered

A.k.a 4th parties

Is report stale more 
than 12 months w/o 
a bridge letter

Figure 13.1 SOC2 Report Common Pitfalls
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SOC 2 Reports Use in the Sales Process

Regardless of controversy surrounding its usefulness, a SOC 2 report is 
often a key part of the vendor due diligence process. Some customers may 
insist that not having one available will result in an extended level of due 
diligence, holding up deals or renewals.

A SOC 2 report is particularly important for startups or new products 
that sell to regulated industries such as Financial Services or Healthcare. 
Customers in these industries expect a greater level of due diligence and 
having a credible SOC 2 report often eases the process. Investment in an 
SOC 2 report demonstrates some commitment to risk management and 
provides a level of confidence for customers. At the same time, some cus‑
tomers completely disregard a SOC 2 report and exclusively rely on their 
specific questions and control assessment.

For larger enterprises, there are often dozens of individual SOC 2 
reports due to fragmented products and services. As the intensity of ven‑
dor due diligence is increasing due to regulatory requirements, there is 
an increased use of industry‑accepted vendor certifications such as SOC 2 
reports. Sometimes investment in a SOC 2 report is also a marketing rec‑
ommendation to improve brand equity and communicate a greater level 
of trust.

Unfortunately, there are still too many unsophisticated customers who 
blindly accept sub‑par quality SOC 2 reports as a replacement for their ven‑
dor audit. While that is a poor form of risk management, it helps vendors 
to get deal revenue flowing and keep sales folks happy.

Notes

1 “SSAE16”, Wikipedia.org, https://en.wikipedia.org/wiki/SSAE_16.
2 “Committee of Sponsoring Organizations of the Treadway Commission Enterprise 

Risk Management Integrating with Strategy and Performance”,COSO.org, 
June 2017, https://www.coso.org/enterprise‑risk‑management.

3 “Mapping 2017 TSC”, AICPA.org, https://us.aicpa.org/content/dam/aicpa/ 
interestareas/frc/assuranceadvisoryservices/downloadabledocuments/othermap‑
ping/mapping‑final‑2017‑tsc‑to‑extant‑2016‑tspc.xlsx.
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https://www.coso.org/enterprise-risk-management
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https://us.aicpa.org/content/dam/aicpa/interestareas/frc/assuranceadvisoryservices/downloadabledocuments/othermap-ping/mapping-final-2017-tsc-to-extant-2016-tspc.xlsx
https://us.aicpa.org/content/dam/aicpa/interestareas/frc/assuranceadvisoryservices/downloadabledocuments/othermap-ping/mapping-final-2017-tsc-to-extant-2016-tspc.xlsx
https://us.aicpa.org/content/dam/aicpa/interestareas/frc/assuranceadvisoryservices/downloadabledocuments/othermap-ping/mapping-final-2017-tsc-to-extant-2016-tspc.xlsx
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Executive Sponsorship and Key Stakeholders

Looking back at what makes most cybersecurity and TPRM programs suc‑
cessful, executive sponsorship is the single most important factor. It’s all 
about tone from the top and appropriate organizational placement. At this 
point, cybersecurity management is well accepted across the industry and 
CISO is a common role in many enterprises. Vendor risk management is 
also getting traction, but often gets caught in turf wars in terms of owner‑
ship and functional reporting.

In practice, placement in CISO organizations is the most common if the 
focus is specifically for cybersecurity. In fact, CISO almost always has a key 
role in the overall program. That said, for larger enterprises, vendor risk 
management is typically recognized as a broader practice, with cyberse‑
curity being one of multiple risk domains. There may be an overall TPRM 
program that is placed elsewhere within the organizational hierarchy, sup‑
ported by CISO, CIO, or CTO for specific technical areas.

14
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Ability to understand key stakeholders, organizational goals, and ulti-
mately, executive sponsorship differentiates success from failure. There is 
not a one size fits all approach, and it is essential to be flexible over time. 
A governance structure that includes a steering committee chaired by a 
senior executive is often an effective approach.

A good initial diagnostic set of five questions as you are forming the 
program includes:

1. Does my manager understand why this program needs to be formed 
and what are the key objectives?

2. Does my manager’s overall responsibility align with the key objectives 
of the program?

3. Who are all the other key stakeholders across the enterprise and how 
will they support this program?

4. How does cybersecurity risk fit into the overall enterprise risk 
framework?

5. How are top management of the company and the Board engaged and 
informed of the program?

Asking these questions upfront leads to effective conversations on how 
your program will be supported, reduce organizational friction, and 
avoid potential territorial friction. It is important to consider stakeholders’ 
engagement through every phase of the lifecycle (Figure 14.1).

Organizational 
Placement
Vendor Risk, Third-Party 

Risk, Cyber vendor risk, 

Supply Chain, etc

Chief information 
Security Officer (CISO)

Chief Information 
Officer (CIO)

Chief Technology 
Officer (CTO)

Chief Operations 
Officer (COO)

Chief Financial Officer 
(CFO)

Chief Risk Officer 
(CRO)

Chief Compliance 
Officer (CCO)

Chief Administrative 
Officer (CAO)

Figure 14.1 Organizational Placement
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Alignment with Risk Appetite and Enterprise  
Risk Framework

In the executive sponsorship section, we introduced alignment with 
the enterprise risk framework as one of the key diagnostic questions. 
It is important to realize that cybersecurity and risk management are 
accountability of the Board and top company management. CISO, CIO, 
and CRO are not responsible for making decisions on accepting risks, but 
instead only responsible for ensuring risks are appropriately represented 
and governance framework is in place to manage these risks. For many 
medium and large enterprises, there is an enterprise risk framework in 
place that articulates an overall risk appetite, appropriate limits, and ways 
to measure key risk indicators aligned to those limits. Within every enter‑
prise risk framework there are risk stripes that typically address opera‑
tional risk, and in turn, within operational risk there is cybersecurity 
and third‑party risk. If an enterprise risk framework already exists, then 
it is essential that your program is aligned within that overall structure. 
Not accounting for that structure has a substantial risk of organizational 
misalignment and management expectations mismatch, which is rarely 
a career enhancer.

Based on industry and company size, an enterprise risk framework may 
not be in place. In those cases, it is advisable to determine governance that 
ensures top management visibility and decision making for issues that your 
program will be raising.

Key Objectives

We discussed in earlier chapters regulatory velocity for vendor risk, and 
compliance with multitude regulations is certainly a key objective of any 
cyber vendor risk program. That said, a compliance‑focused program will 
often be behind the curve, and instead it is helpful to think about man‑
aging risk as the primary focus. Often the two objectives overlap, with 
examples of data privacy requirements for vendors that have access to 
your sensitive information or ensuring the use of dual‑factor authentica‑
tion for your vendor products. In other cases, risk reduction is not directly 
aligned with regulatory requirements. For example, by eliminating privi‑
leged access from your high‑risk contractors, while not a compliance 



NAVIGATING SUPPLY CHAIN C YBER RISK12 8

requirement, it is one of the meaningful ways to reduce risk in your over‑
all vendor portfolio.

Additional objectives may include improving the time to market to 
introduce new products and services or overall cost‑effectiveness.

Vendor Inventory

In planning a vendor cyber risk management program, having an ini‑
tial understanding of size is driven by having a vendor inventory. 
Surprisingly, an accurate inventory of vendors, and their associated prod‑
ucts and services often does not exist. For initial sizing, an inventory will 
help you right‑size your program. The following dimensions should be 
considered.

 • Estimated count of vendors
 • Estimated count of associated vendor services
 • Initial modelling of vendors that fall into High‑Medium‑Low category 

based on inherent risk. In a subsequent chapter, we will discuss in 
more detail how to determine inherent risk, but at this point any ini‑
tial indication will suffice. Typically, high risk is reserved for vendors 
that have access to your confidential data or provide a critical business 
service.

 • Clarification if company inter‑affiliates are in scope of your program, 
and if so associated count of inter‑affiliates.

 • Clarification if fourth parties are in scope, and if so an associated 
count.

Surprisingly, getting access to this information is often challenging. You 
may have to work with IT Asset Management and Procurement teams 
to review the payable history and conduct a series of interviews to com‑
pile initial vendor lists. If an inventory already exists, it will be helpful to 
 pressure‑test data quality by reviewing with key stakeholders. A common 
blind spot includes shadow IT, where business areas leverage SaaS or Cloud 
solutions without IT involvement.

Lack of a reliable inventory or material data quality issues should be 
prioritized for remediation as part of the program.
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Key Personnel and Consultants

Typically, there is a sense of urgency to get started, but there is only one 
problem ‑ you need qualified help to get the job done. There are two types 
of resources you will need:

 • Someone with institutional knowledge who can help you navigate 
internally.

 • Domain experts with a depth of experience in cybersecurity and spe‑
cifically vendor risk management.

It is critical to secure institutional knowledge as either a dedicated 
resource(s) or, at a minimum, access to help when you need it. Every enter‑
prise is unique, and without a trusted advisor who knows where the light 
switches are, it is easy to get lost.

Longer term domain expertise is often better suited as permanent hires 
but help from experienced consultants is frequently an effective way to 
get started or to augment capacity. Complete reliance on external expertise 
without in‑house domain knowledge would likely result in a sub‑optimized 
and expensive outcome. Similarly, not getting access to external expertise 
may slow down your progress, may limit your access to ongoing industry 
best practices, and may hamper your ability to react to peaks and valleys.

Consulting help can come in multiple shapes and sizes:

 • Staff augmentation from a consulting firm
 • A boutique firm specializing in this space
 • Individual contractor(s) with relevant experience
 • Outcome‑based managed service solution that may optionally come 

with bundled tooling

Based on the required scale and funding availability the best solution may 
vary.

Most of the Big 4 consulting firms offer a full range of third‑party risk 
services. For example, Ernst & Young (EY) offers evaluation, risk monitor‑
ing, and risk identification services.1

A managed service option is an increasingly popular choice that can pro‑
vide sustainable help and hold your partner accountable. RiskQ2 provides a 
third‑party managed service for supply chain risk.



NAVIGATING SUPPLY CHAIN C YBER RISK13 0

Tooling

An Excel spreadsheet and macros are not tools to run a vendor risk pro‑
gram of any size. An essential part of the planning process is to consider a 
software solution to support your immediate and future needs. Vendor risk 
management is a crowded market with GRC solutions, specialized vendor 
management solutions, a collection of specific tools, some with managed 
services options.

Some solutions specifically target cybersecurity vendor risk needs, some 
target broader TPRM lifecycle, some are more sourcing focused, and some 
are primarily enterprise risk management oriented. As we discussed ear‑
lier, it is important to recognize if there is an enterprise risk management 
framework, and if so if it is supported by an established GRC tool. One 
option could be to extend GRC functionality to satisfy the needs of your 
specific program.

A common mistake is to select a tool without considering implementa‑
tion and maintenance costs, which often dwarf the actual licensing fees. 
GRCs typically require working with experienced implementation partners 
for professional services, an expensive and prolonged value proposition. 
Solutions like RiskQ’s TRPM are inexpensive and allow the company to 
manage supply chain risk on their own.

Funding

Now that you have confirmed executive sponsorship, got a sense of your 
vendor inventory, and understood resource and tooling requirements, it 
is time to put your sponsor(s) to work and ensure that you have adequate 
funding in support of your program. It is your responsibility to articulate 
funding needs for the program and actively advocate for adequate funding 
support. Getting funding is not a one and done, but an ongoing conversa‑
tion as your program matures. Having an outcome‑based and risk‑based 
conversation is essential to explain to your sponsor what you need to be 
successful. For example, explaining specific control environment weak‑
nesses and your plan to mitigate that gap will be a productive way to dem‑
onstrate the need for funding.

Objective criteria, such as industry benchmarking, or proposals from 
third‑party/management consulting firms can help to shape your esti‑
mates. It is important to consider staffing, software, and any additional 
requirements as part of your estimate.
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In larger companies, getting funding requires the ability to navigate 
internal processes, and at times a bit of internal salesmanship.

Strategic Roadmap

It is never too early to develop a strategic roadmap, demonstrating how 
vendor cyber risk management capability is going to evolve over time.  
A key to a successful roadmap is to define objectives that resonate with your 
leadership and your specific organization. There are several approaches that 
you may take. Here are some options that work well in practice:

 • A popular approach can include defining program phases, with key 
objectives for each phase.

 • Maturity assessments are common for defining a framework. 
Shared Assessments published a five‑level maturity model for ven‑
dor risk management that goes from initial visioning to continuous 
improvement.3

 • Another successful approach is to define control gaps across either risk 
domains or phases of the life cycle. The roadmap can demonstrate how 
these gaps are addressed with each phase of the program.

 • An assessment against an industry framework such as NIST, or a 
blended framework, can demonstrate how key domains will mature 
over each phase of the program. That approach enables prioritization 
of specific control areas.

 • If there is an enterprise risk framework, alignment with risk appetite 
and limits is an effective way of measuring adoption. You may define 
specific KPIs as your risk tolerance. For example, ensure 0% privileged 
access to third parties.

The roadmap may be milestone‑based, where you set a goal for specific 
accomplishments in your project plan. Some accomplishments may include 
getting to certain levels of maturity for popular cybersecurity rating pro‑
viders such as SecurityScorecard™, BitSight™, or MasterCard RiskRecon™. 
In many cases, the initial roadmap should be drafted in the early stages and 
act as a baseline to be refined over time.

Regardless of what approach you take, remember that it is a multi‑year 
journey, and a roadmap is a tool to communicate your vision and progress 
to key stakeholders.
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Notes

1 “Third‑party risk management services”, EY, https://www.ey.com/en_us/
consulting/third‑party‑risk‑management‑consulting‑services.

2 RiskQ, https://risk‑q.com.
3 “VENDOR RISK MANAGEMENT MATURITY MODEL (VRMMM)”, Shared 

 Ass essments, https://sharedassessments.org/blog/a‑roadmap‑for‑maturity‑revving‑ 
up‑risk‑management/.
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Terms to Include in Vendor Contracts

A key aspect of effectively managing third parties is establishing fit‑ for‑
purpose contractual minimum requirements within a contract template. It 
is important to align these contractual terms for any new vendor engage‑
ments and establish a remediation program to look back into existing con‑
tracts where these terms are missing.

Our guidance is to ask the vendor to follow your security requirements 
so that they align as nearly as possible. Considering that, here are the Top 10 
contractual considerations:

1. Audit Rights: should be required for any high‑risk vendor. It is important 
to obtain annual audit rights. The audit rights include onsite or com‑
prehensive due diligence obligations. Consideration includes provi‑
sions for a subcontractor or a third‑party assessment vendor to perform 
this work on your behalf. In some cases, the vendor may insist that you 
pay for their time to support these audits.

15
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2.	 Data Protection: should be required for any vendor that will handle your 
sensitive data. It is essential to define data security provisions and align 
them to any vendor obligations for handling that data. The contract 
should define the vendor’s obligations for appropriately protecting 
your data according to information security best practices in combina‑
tion with legal & regulatory requirements based on relevant jurisdic‑
tions. In cases where the third party is also a competitor for some part 
of their business, you may want to request further segregation require‑
ments from people, data, and process perspective.

3.	 Code Escrow: should be required for any technology vendor that is pro‑
viding software supporting your critical business services.

4.	 Client Service Provisions: should be considered if a third party supports 
your customers by providing you services related to client inquir‑
ies. All customer complaints need to be relayed and handled with 
proper care.

5.	 Incident Management: should be required to define contractual obligations 
that outline how you will be notified in case of a cyber incident or data 
breach that impacts your data and levels of service.

6.	 Change Management: should be considered based on the type of service 
you receive and its importance. This includes defining how you need 
to be informed regarding changes and what rights you must participate 
in a third party’s change management process.

7.	 Liability Limits: should be considered in the case where a third party 
may mishandle your data or IP and you may sue. This includes the 
negotiation of liability limits. In reverse, in cases where your firm may 
mishandle third‑party data or IP which may cause an issue that results 
in a lawsuit, it is important to negotiate your liability limits as low as 
possible.

8.	 Notifications of Critical 4th Parties and Cloud Services: should be considered 
in cases where your third party decides to subcontract the work to 
another party. You should always be contacted with sufficient notices 
and ideally have a say in ongoing decision‑making. In cases where your 
critical third party is providing cloud services; you likely will have 
regulatory obligations to have a risk treatment strategy. In all cases, it is 
essential that the obligations of a third party carry through to the rest 
of their supply chain as much as practical.
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9.	 Antivirus and Malware: should be required by your third parties to take 
commercially reasonable measures to ensure that all data that is sent to 
you is virus and malware free.

10.	 Non‑Disclosure Agreements (NDAs): It is a best practice to use NDAs before a 
contract is signed to protect IP and other considerations as commercial 
discussions take place. Appropriate NDA terms should be incorporated 
into each contract based on a type of service received.

Two Spectrums of Control Environment Transparency

In an ideal world of full transparency, unlimited time, and resources we 
would want every company to ensure that the control environment of each 
vendor they use is completely aligned with their own policies, and proce‑
dures. Additionally, Operational Risk (Line two) and Internal Audit (Line 
three) teams would review all internal procedures and underlying infra‑
structure behind every vendor software product.

In a perfect world, we want to have the same information for every 
software product licensed by a third party evaluated consistently. Having a 
solid baseline to compare vendor‑developed software to in‑house software 
makes it easier to assess vendor products.

On the opposite end of the spectrum, we use outsourcing to leverage 
vendor capability and get the business outcomes we require without hav‑
ing to worry about the “how.” Software and Business Process Outsourcing 
are typically bundled together as a Managed Service that only gives you 
visibility of the output, leaving the vendor to deal with all the nuts and 
bolts. Understanding if your software is end of life (EOL) is a basic require‑
ment for your cybersecurity program. Those same requirements should be 
applied to the third party who builds your software.

In the United States, prior to Office of Control of Currency (OCC) 2013 
Third‑Party Relationships risk management guidance,1 that mandate was 
not clear. It continues to be clarified by multiple global regulators, includ‑
ing the OCC 2020 supplement,2 and Third‑Party Relationships Interagency 
Guidance on Risk Management.3 This demonstrates a continued shift to the 
left, moving from an arm’s length black box approach to a more account‑
able approach that allows for a better understanding of the control environ‑
ments of your vendors.
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Risk‑based Treatment Strategy

Despite the shift to the left, it is physically impossible to do full due dili‑
gence on every vendor that your enterprise uses. Some vendors, for exam‑
ple, such as a local print shop do not require the same level of due diligence 
as your cloud provider.

In prior chapters we spoke about developing a vendor inventory, clas‑
sifying each vendor product/service based on inherent risk. Inherent risk is 
typically driven by questions such as:

 • Does the vendor have access to my confidential data, or personal data 
of my customers, critical third parties, etc.?

 • Does the vendor provide a critical service that would interrupt my 
business beyond my risk tolerance?

 • How much data is my cloud service processing?

A well‑designed, inherent risk profile typically consists of 3–20 questions 
that measure the level of inherent risk proportionately using a scale of 
Low/Medium/High, or the CMMI approach of zero to five. Designing the 
right amount of information needed to evaluate the vendor should be based 
on the context of what the vendor does. We have seen inherent risk models 
based on 100+ questions with carefully calibrated weight averages result‑
ing in a scale of 1–100, or a simple methodology with three questions, 
resulting in a three‑category risk rating. At times, unnecessary sophisti‑
cation of modeling and numerical precision gives an illusion of a better 
outcome. There are three principles to keep in mind when designing the 
vendor inherent risk model:

1. Employees who are responsible for these vendor relationships across 
your enterprise are not likely risk management professionals or dedi‑
cated to that role. It is more likely something they do on the side. 
Therefore, simplicity and lack of ambiguity in questions are key.

2. The ultimate outcome of a typical distribution of inherent risk ratings 
should demonstrate most of the risks as low, and the minority of the 
risks as high.
 • Low: 50–70%
 • Medium: 20–30%
 • High or Critical: 5–20%
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3. Any time you look to change an inherent risk model, back‑test the 
impact on your current vendor inventory to estimate what the expected 
impact will be. That should be done by sampling the current popula‑
tion and assessing projected estimates in terms of volumes and poten‑
tial costs.

Based on the inherent risk rating, there should be a predetermined due dili‑
gence treatment strategy that is specified by type and duration. For exam‑
ple, a common framework may include something like Table 15.1.

You will notice that at onboarding there is normally an expected level 
of due diligence. That is typically a good opportunity to incorporate due 
diligence as part of the actual sourcing decision and use it as a criterion 
to compare multiple vendors. That is also the time where you will get 
more collaboration from the vendor to work with you, accommodating 
any requests for greater transparency. After all, there is a revenue oppor‑
tunity for them at stake. At the time of onboarding, you likely will get the 
most pressure from internal business stakeholders to get quickly through 
the due diligence process since it may impact project timelines or business 
value realization.

Another salient point is that due diligence should be performed not 
just at a predetermined frequency, but also when there is a meaningful 
change. That is easier said than done. You need to have mature processes 
to be informed of what defines when the vendor service that is consumed 

Table 15.1 Due Diligence Frequency Table

Inherent Risk Rating Due Diligence Type Frequency

Low Compliance screening and 
cybersecurity rating 
provider monitoring

At onboarding, and when 
there is a significant 
change

Medium Remote assessment At onboarding, when 
there is a significant 
change, or every three 
years

High Onsite assessment At onboarding, when 
there is a significant 
change, or every year
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changes, or if there is a change on the vendor side in how they provide a ser‑
vice. It also requires contractual change management notification require‑
ments and service level agreements (SLAs) to be specifically informed of 
such changes. It is important to define as per your processes and proce‑
dures when there is a material change in the vendor services.

Designing the Due Diligence Questionnaire

A key part of the vendor due diligence process is designing an effective 
questionnaire (Figure 15.1). Typically, a questionnaire is sent to a vendor 
as part of the RFP process, onboarding process, or ongoing vendor due 
diligence cycle.

The vendor questionnaire needs to align to your key controls that in turn 
align to your vendor cybersecurity policy. To determine what questions 
should be included in your questionnaire you should work backwards 
from your cybersecurity vendor policy.

The vendor cybersecurity policy is specific to your enterprise. It should be 
based on an industry framework such as ISO 27001, NIST, etc. It should be 
aligned with your compliance risk management by mapping key regulations.

Vendor Due 
Diligence 
Questionnaire

Vendor Cybersecurity 
Policy

Specific to your 
enterprise

Mapped to Industry 
Frameworks, 
Regulations, and Best 
Practices

Key Controls and 
Control Objectives

Cover relevant control 
domains such as 
information security, 
data privacy, business 
continuity, etc

Define acceptable 
evidence

Define testing scripts 
and testing procedures

Map to common 
industry certifications, 
SOC2 criteria, 
Industry 
Questionnaires

Specific Questions

Diagnostic questions 
that map to control 
objectives and key 
controls

Questions may vary if
a self-attestation or an
actual due diligency 
where evidence will 
be verified

Figure 15.1 Vendor Due Diligence Questionnaire
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Based on your policy, you should map relevant key controls and control 
objectives that be included in your vendor due diligence. These control 
objectives should cover relevant control domains such as information secu‑
rity, data privacy, business continuity, etc. Determine which operating pro‑
cedures, acceptable evidence, and testing scripts are needed for each control 
objective. Consider upfront how these control objectives map to popular 
certifications or popular industry questionnaires.

Finally, for each control objective, determine a set of diagnostic ques‑
tions that would effectively capture desired information. Please note that if 
questionnaires are used for self‑attestation, the questions need to be either 
yes/no or multiple choice. If this questionnaire is used for verification of 
evidence, then the question can be more open ended and should request 
the actual evidence.

A common mistake is to have questionnaires that ask too many ques‑
tions, or request evidence that is not in the correct context or will not be 
reviewed internally. The goal should be to have a concise number of ques‑
tions to get the minimum viable information needed. Having unnecessary 
information is not only burdensome for your vendors, but it also slows 
down the process and makes you potentially liable by having information 
that you did not review in case of a cyber insurance claim related to a ven‑
dor breach. Not all vendors will be willing to share their sensitive internal 
documents with their customers as that may expose them to security risks 
and can be against their information security policy. Requesting informa‑
tion that most vendors refuse to provide results in frustration, cost, and 
delays on both sides.

Another common mistake is sending a full set of questions to every 
vendor without scoping considerations based on vendor type and how you 
consume specific vendor service. For example, if a vendor does not have 
access to your sensitive data, then it is wasteful to ask questions about data 
privacy. A typical due diligence questionnaire request should not be more 
than 100–200 questions.

In prior chapters, we reviewed best practices of leveraging SOC reports 
and other vendor certifications as part of your due diligence process. It is 
important to appropriately rely on common vendor certifications, but that 
by itself does not fully replace your due diligence.

Many vendors, when asked for due diligence questions, share a SIG by 
Shared Assessments.4 SIG consists of a set of standardized questions across 
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numerous control domains that vendors share with customers. It is a use‑
ful source of information if you are looking for self‑attested responses. It is 
worth the effort to map the SIG questions to your process to avoid unnec‑
essary back and forth. SIG is typically updated annually, and the mapping 
should include the latest and prior year’s version.

Another emerging approach is to work with industry‑shared assessment 
utilities, such as S&P Global KY3P, VenMinder, and ProcessUnity. Each of 
the utilities has its specific framework. Similar to SIG if you decide to work 
with one or more of these utilities then it is important to map your ques‑
tions to their framework.

Issues Management and Remediation

There is not much point in performing due diligence without expecting 
issues to be discovered and developing a robust process to deal with result‑
ing issues. Some questions to be ready for:

 • Are you ready to terminate a vendor relationship if an important cyber‑
security issue is not remediated by your vendor?

 • Who has appropriate decision rights to accept resulting issues?
 • Are you able to put compensating controls if there is a control gap on 

the vendor side?
 • How long will you give a vendor to remediate discovered issues, and 

do you have contractual rights to demand action?
 • Do you have the commercial leverage to insist on issue remediation 

(perhaps a new pending deal or a major renewal coming up)?

There are four common dispositions for discovered issues:

1. Accept the risk by authorized parties based on risk limits and risk tax‑
onomy. For example, you may have a process that allows medium risk 
to be accepted by a senior director, where high risk to be accepted by 
CEO with an approved plan for compensating controls.

2. Remediate risk by the vendor within specified duration. Typically 
based on risk level standard remediation period can be predetermined. 
For example, lack of dual‑factor authentication can be considered high 
risk and to be remediated within three months.
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3. Collaboratively remediate the risk with the vendor and internal stake‑
holders. For example, a dedicated networking connection between the 
vendor and your office requires provisioning on both sides.

4. Terminate the vendor relationship and trigger an exit strategy. In case 
there is not a viable option for timely remediation, you may have no 
choice but to terminate the contract. It is important to have appropri‑
ate plans in place to switch to another vendor or internal solution that 
mitigates business disruption.

Tying Due Diligence in Vendor Life Cycle

Due diligence process is a cornerstone of a vendor life cycle and does 
not exist in isolation. Starting from a solid contractual framework that is 
applied to every vendor relationship and ending with governance frame‑
work to deal with resulting issues.

As the regulatory environment continues to evolve to demand greater 
transparency and accountability of vendor relationships, the due diligence 
process should continue to be refined to remain fit‑for‑purpose.

Notes

1 Office of the Controller of the Currency (2013, October 30). Third‑party relation‑
ships: Risk management guidance. https://www2.occ.gov/news‑issuances/news‑
releases/2013/nr‑occ‑2013‑167.html.

2 Office of the Controller of the Currency. (2020). Third‑party relationships: 
Frequently asked questions to supplement OCC Bulletin 2013–29. https://www2.
occ.gov/news‑issuances/news‑releases/2013/nr‑occ‑2013‑167.html.

3 Office of the Controller of the Currency (2023, June 6). Third‑party relation‑
ships interagency guidance on risk management. https://www2.occ.gov/news‑ 
issuances/bulletins/2023/bulletin‑2023‑17.html.

4 Shared Assessments. Standardized information gathering questionnaire. https://
sharedassessments.org/sig/.

https://www2.occ.gov/news-issuances/news-releases/2013/nr-occ-2013-167.html
https://www2.occ.gov/news-issuances/news-releases/2013/nr-occ-2013-167.html
https://www2.occ.gov/news-issuances/bulletins/2023/bulletin-2023-17.html
https://sharedassessments.org/sig/
https://sharedassessments.org/sig/
https://www2.occ.gov/news-issuances/news-releases/2013/nr-occ-2013-167.html
https://www2.occ.gov/news-issuances/news-releases/2013/nr-occ-2013-167.html
https://www2.occ.gov/news-issuances/bulletins/2023/bulletin-2023-17.html
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Strategy to Access Your Vendor Risk

Vendor risk assessment has been a breeding ground of exciting innovation, 
challenging many preconceived notions. With enterprise vendor portfolios 
often shape‑shifting and not well understood, it is helpful to have a holistic 
approach to decipher signal through the noise.

Assessing vendor risk is both a best practice and a regulatory expectation 
by global regulators. It is essential that compliance obligations are under‑
stood and incorporated as part of the vendor risk assessment process.

In prior chapters we spoke about developing a vendor inventory, clas‑
sifying each vendor product/service based on inherent risk, methodology 
to classify vendors based on inherent risk, and developing a risk treatment 
strategy for vendor due diligence. Vendor inventory, inherent risk classifi‑
cation, and vendor due diligence have been the bread and butter of vendor 
risk management programs. It is a fundamental foundation of a vendor risk 
assessment strategy.
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Overall, vendor portfolio assessment is typically the right place to 
start, relying initially on inherent risk classifications. More targeted ven‑
dor due diligence can go as deep as onsite assessments, or as lite‑touch as 
self‑attestations based on a vendor questionnaire. Resulting from vendor 
due diligence is a list of residual risks (risks that do not have adequate 
compensating controls), that is considered as part of the overall vendor 
portfolio assessment.

As an alternative to interacting with each vendor, there are numerous 
approaches that can augment traditional due diligence by looking outside‑ 
in. These assessments can either be done at a portfolio level or for indi‑
vidual vendors.

In addition to assessing your immediate third parties, an assessment can 
include a deeper dive within your supply chain, including 4th and “Nth” 
parties.

More specialized assessments can include an analysis of Bill of Material 
for either hardware or software components used across your application 
or hardware inventory. That can apply to either commercial or open‑source 
software.

As all these techniques combine, there is a bridge between point‑in‑time 
assessments and continuous monitoring that is an essential part of your 
overall process. That can include threat intelligence, negative news moni‑
toring, and scores from cybersecurity rating providers.

There is also a need to assess and monitor specific vendor SLAs and 
vendor compliance with contractual obligations. Some of these SLAs are 
technical and should be considered as part of the assessment process 
(Figure 16.1).

Vendor Risk 
Assessments 
Meets risk best practices 

and regulatory 

requirements

Vendor Portfolio 
Assessments

Due Diligence

Onsite

Self-Attestations

Desktop (a.k.a 
remote assessments)

Nth Party Assessments

Concentration Risk

Service Level 
Agreements, and 
Contractual Obligations

Continuous Monitoring
Threat Intelligence

Negative News

Bill of Material (BOM)

Hardware

Software

Open Source

Figure 16.1 Vendor Risk Assessments Best Practices
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Onsite Assessments

The holy grail of vendor risk assessments for years has been onsite assess‑
ments. As per the prior chapter, that is typically reserved for high‑risk or 
critical vendors and lets you sort of look under the hood and look the 
vendor’s CISO in the eye to see if they have anything to hide. Common 
characteristics of onsite assessments include:

 • A one‑day or multi‑day visit to one or more physical locations.
 • Preceded by preparation work of getting preliminary responses from a 

vendor to a questionnaire and identifying specific areas of focus. That 
enables the vendor to identify appropriate individuals.

 • Getting access to internal documents or a series of interviews, screen 
shares, and process walkthroughs that otherwise may be considered 
too sensitive to share outside of physical walls.

 • Going beyond control design assessment, and testing control effective‑
ness for certain controls by looking at small samples. Sample of one is 
common, unlike a SOC report that looks for a much larger sample and 
over a period of time.

 • Performing physical security review, by looking at data centers, physi‑
cal access controls, and potentially health and safety.

For larger vendors, there is typically a dedicated team focused on accom‑
modating customer requests for onsite assessments. Due to the sensitivity 
of shared information, customer relationship management component, and 
expense of hosting onsite visits, there is normally a level of effort to dis‑
courage customers from requesting these onsite visits. That discouragement 
can come in the form of requiring a contractual clause of a periodic vendor 
audit, requiring customers to pay for onsite assessments, scheduling delays, 
or in some cases refusal to accommodate. In some cases, vendors make a 
robust evidence inventory available to their customers, where access is only 
physically allowed onsite, forcing customers to take time and expense.

COVID‑19 pandemic added an interesting twist to onsite assessments. 
How do you do onsite assessments when offices are closed, and travel is 
prohibited? The industry tried to adapt on both customers and vendor sides.

 • There has been increased willingness by vendor CISOs to screen share 
more sensitive information that previously was only available onsite.
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 • Some customers have extended the scope and depth of their desktop 
(also known as remote) assessment to test deeper.

 • Some customers tweaked their policies to reduce frequency of onsite 
assessments or secured risk acceptance during the pandemic.

 • Creative approaches emerged such as specialized screen sharing tools 
that prevent screen capture, or CCTV footage of data centers that can 
serve as evidence of physical security.

The unfortunate reality is that there is a false perception that onsite assess‑
ments always add an increased level of assurance for vendor controls. Too 
often these assessments are outsourced and turned into a check‑the‑box 
exercise. The depth and quality of onsite assessments can vary. There are 
often risk policies that are not fit for purpose, mandating annual onsite 
assessments for high‑risk vendors, making it virtually impossible to comply 
with such requirements.

Desktop (also known as Remote) Assessments

A bread and butter of vendor risk assessment programs are the desk‑
top assessments. Like onsite assessments, depth and quality can greatly 
vary. In many cases desktop assessments can be more robust than onsite 
assessments.

Common characteristics of desktop assessments include:

 • A one‑day or multi‑day series of screen‑sharing sessions or phone inter‑
views, preceded by preparation work, of getting preliminary responses 
from a vendor to a questionnaire and identifying specific areas of focus. 
That enables the vendor to identify appropriate individuals.

 • Getting access to internal documents or a series of interviews, screen 
shares, and process walkthroughs that were deemed to be not too sen‑
sitive to share outside of physical walls.

 • Typically limited to control design assessment, and not actually test‑
ing control effectiveness by looking at small samples. In cases of 
control effectiveness, a sample of one is most common, unlike a 
SOC report that looks for a much larger sample and over a period 
of time.

 • Typically excluding actual physical security reviews but may review 
policies and procedures for physical reviews.
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Self‑Attestations

Some may consider self‑attestations as a form of vendor due diligence. It 
is important to be deliberate upfront in what controls self‑attestation is 
sufficient for, vs. actual verification of evidence. For example, a question 
of “Do you have an Information Security Policy Y/N?” is considered a 
self‑ attestation. Alternatively, “Do you have an Information Security Policy 
Y/N? and please attach if applicable” is not a self‑attestation. As a best prac‑
tice, all documents provided should be reviewed for completeness, consist‑
ency, and expected minimum requirements. Asking for documents and 
then failing to review them is not only wasteful but exposes you to liability 
in case of a cyber insurance claim.

Typically, some self‑attestation questions can be included as part of a 
desktop assessment and may guide more targeted follow‑ups if appropriate. 
An assessment that is mostly based on self‑attestations offers limited value 
and can be used for lower risk vendors.

Alternative Assessment Approaches and  
Continuous Monitoring

Not all assessments require vendor interactions, and there are an increasing 
number of effective approaches without any vendor engagement.

 • Many vendors offer robust pages dedicated to demonstrating answers 
to their security questions, relevant certifications and attestations, and 
redacted security policies. Google Cloud™ is an excellent example of 
being proactive with their transparency.1

 • Cybersecurity Rating providers such as SecurityScorecard use the 
FAIR™ method, BitSight uses an external scan to score threats, and 
RiskQ’s ValuRisQ™ uses a digital scan to offer comprehensive reports 
on millions of companies based on monitoring numerous risk vectors. 
These ratings are not a good substitute for actual due diligence, but a 
good supplement that can be part of a fit‑for‑purpose approach. It can 
work especially well for lower risk vendors. The ratings in isolation do 
not take into consideration unique aspects of how specific vendor ser‑
vice is consumed, and therefore cannot appropriately calculate inher‑
ent and residual risk.
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 • Statistical approaches by pinpointing vendors with highest risks of 
data security breaches.2 This approach uses publicly available informa‑
tion collected in a proprietary way, but like the weakness of the cyber‑
security ratings approach, when used in isolation, does not address 
residual risk.

As some of these alternative approaches evolved beyond questionnaires 
and document reviews, the industry is increasing its reliance on data and 
continuous monitoring. Best of class cybersecurity vendor risk programs 
include continuous monitoring that is an essential part of the overall pro‑
cess. That can include threat intelligence, negative news monitoring, and 
scores from cybersecurity rating providers monitored daily.

Some very innovative software like RiskQ’s ValuRisQ provides continu‑
ous control monitoring of MFA, open shares, patches, versions, permis‑
sions, and a host of controls.

Fourth and “Nth” Party Assessments

Supply chain risk is not limited to just immediate third parties. It is impor‑
tant to understand key fourth and “Nth” parties that you rely on. A start‑
ing point is to develop an inventory of key “Nth” parties as a combination 
approach of understanding your contracts, interviewing key internal stake‑
holders, and potentially reaching out to your vendors.

Subsequently, it is important to recognize that, in most cases, your fourth 
parties will not be open to vendor due diligence process as they do not 
have a direct contractual relationship with you. Alternative approaches out‑
lined in section above are a good fit for Nth party assessments. Additional 
options may include working with industry‑shared assessment utilities 
such as RiskQ ValuRisQ, S&P Global KY3P, VenMinder, and ProcessUnity to 
see what assessments are available off the shelf for these vendors. Please see 
Chapter 12 for further discussion on how to work with Shared Assessment 
utilities.

An effective “Nth” party assessment approach provides better visibil‑
ity for overall vendor concentration risk across the entire supply chain 
and makes your program more reactive to industry breaches and service 
disruptions.
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Notes

1 “Compliance offerings”, Google Cloud, https://cloud.google.com/security/compliance/ 
offerings.

2 Hann, D., & Lee, T. (2021, December 14). How to improve third‑party risk man‑
agement using statistical models. DHann Consulting and VivoSecurity. https://
www.vivosecurity.com/_files/ugd/fc4221_5aacff2a3e964683b25ad77da07518a0.
pdf.

https://cloud.google.com/security/compliance/offerings
https://cloud.google.com/security/compliance/offerings
https://www.vivosecurity.com/_files/ugd/fc4221_5aacff2a3e964683b25ad77da07518a0.pdf
https://www.vivosecurity.com/_files/ugd/fc4221_5aacff2a3e964683b25ad77da07518a0.pdf
https://www.vivosecurity.com/_files/ugd/fc4221_5aacff2a3e964683b25ad77da07518a0.pdf
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Quantif ication of a Data Breach of a Third Party

When a third party is responsible for not protecting your data in a cloud 
service, you will pay to notify people of the breach. That cost ranges from 
US$10 to US$432 per individual record based on your industry.

Example of Third‑Party Data Breach Losses

In the case of target, they paid out at a minimum US$400m in data exfil‑
tration costs (40m records * US$10 a record) and US$18.5m in lawsuits. 
A phishing email sent to employees at Fazio Mechanical, who was tar‑
get’s third‑party HVAC vendor delivered a “Citadel” Trojan malware. Fazio 
Mechanical’s vendor credentials were stolen by attackers and used to access 
target’s network. Attackers then exploited a web application vulnerabil‑
ity with an SQL injection method of attack. Once the backdoor was cre‑
ated, the attackers took their time conducting reconnaissance to locate the 
servers they wanted to steal data from. After the servers were located the 

17 
VENDOR RISK QUANTIFICATION

https://doi.org/10.4324/9781003581321-20


NAVIGATING SUPPLY CHAIN C YBER RISK150

attackers probably used a “pass‑the‑hash” attack to steal an Admin access 
token to use to create a new Admin account. Next 70 million customers 
PII was stolen, but the servers did not store credit card #’s or associated 
info so attackers had to go after point‑of‑sale (POS) machines. Attackers 
next installed malware onto POS machines to copy all credit and debit card 
data used for purchases. After copying the data from the POS, the data was 
then forwarded to servers in America and Brazil to wait for the attackers to 
retrieve it at their convenience.

Best Practices to Minimize Data Breach Risk

Records that are archived offline or purged cannot be stolen. Having robust 
Information Lifecycle Management hygiene in place with your third par‑
ties will help to guarantee your data sources are being properly managed.

Quantif ication of a Business Interruption

Business interruption losses are based on the revenue lost, the costs to 
restore the systems, and fines and penalties due to unavailability.

Example of Third‑Party Business Interruption Losses

Merck was among companies worldwide that were hit by the June 27, 
2017, attack. NotPetya worked by infiltrating Microsoft systems that had 
not installed a needed security patch. It encrypted a user’s data and sent 
a ransom message in order for users to take back control –  although the 
ransom was actually a spoof, there was no real way for users to retrieve 
their data. It also had a worm‑like capability that allowed it to spread across 
affected networks.

The company told its 70,000 employees on Tuesday to immediately 
cease all interactions with company networks, to refrain from turning on 
or rebooting any company computers or tablets, and to not use thumb 
drives. As company email was completely disabled, Merck supervisors dis‑
seminated instructions down the corporate ladder via copied and pasted 
text messages. The company did assure employees that human resource 
data had not been compromised.
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It’s unclear how Merck was infected with Petya, which partly relies 
on Eternal Blue, the leaked tool released by the mysterious hacker group 
Shadow Brokers and believed to be developed by the National Security 
Agency. While the majority of Merck employees are in the United States, 
the company has a worldwide presence, including an office in Ukraine.

Merck’s plummeting productivity is hardly unique among Petya victims, 
and it’s clear the ransomware has caused a significant drop in productivity 
around the globe. Ukrainian government workers have said they’re reduced 
to only working via their smartphones. And on Wednesday, a representa‑
tive for Maersk, the world’s largest shipping company, said that the com‑
pany had temporarily ceased taking any new orders.

Since the attack, Merck has instructed its US employees, largely com‑
prised of a sales force scattered across the country, to run a low‑fi operation. 
Employees have been communicating with clients exclusively via telephone 
and in‑person meetings, along with keeping a paper record of their work‑
days. Those who work from regional offices and the company’s New Jersey 
headquarters are told to refrain from connecting to company wifi.

As a partial fix, the company has created a makeshift temporary email 
server, accessible only via web browser, where employees can set up a new 
account to at least send and receive emails with a Merck domain via their 
personal computers. That doesn’t give them access to old emails, though, and 
other functions, like Outlook calendar, aren’t accessible. The company hopes 
to merge the email accounts once the original email network is restored.

It crippled Merck’s in‑house API manufacturing and affected its formula‑
tion and packaging systems, as well as R&D and other operations. The com‑
pany said the attack had a US$260 million impact on sales, US$330 million 
impact on marketing and administrative expenses and production costs, 
and a US$200 million impact on 2018 sales through residual backlog. Most 
operations were restored within six months.

On top of that production of one of its best‑selling products affected 
even as demand was growing. That forced Merck to borrow US240 mil‑
lion worth of Gardasil doses from the stockpile of the Center for Disease 
Control (CDC) due to the “temporary production shutdown resulting from 
the cyberattack, as well as overall higher demand than originally planned.”

Merck has said that it cost US$125 million through a reduction in sales 
because of its inability to meet demand for Gardasil 9.
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Best Practices to Minimize Business Interruption Loss

Have a strategy in place to restore your systems that includes the IT asset 
inventory of all the source and target data sources, critical business pro‑
cesses and systems. Use that as the plan to restore them. In addition,

 • Backup your data at least once per day to an external hard drive or 
cloud.

 • Always keep your operating system, web browsers, antivirus, and any 
other software updated to the latest version available.

 • Use antivirus and firewalls.
 • Use network segmentation to limit the spread as much as possible in 

the event of an attack. This will isolate the ransomware and prevent it 
from spreading to other systems.

 • Use email protection against phishing attacks, which are the leading 
cause of malware infections.

 • Use endpoint security that includes antivirus and anti‑malware detec‑
tion, data encryption, data loss prevention, intrusion detection, web 
browser security, mobile & desktop security, network assessments for 
security teams and real‑time security alerts and notifications.

 • Limit user access privileges. Least privilege typically involves a zero‑trust 
model that assumes any internal or external users cannot be trusted, 
which means that they will require identity verification at every level 
of access. Verification requires at least two‑factor authentication (2FA) 
or multi‑factor authentication (MFA).

 • Run regular security testing and implement new security measures.
 • Use security awareness training including phishing, secure VPN use, 

privacy, and incident response.
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Def inition of Policy and Procedure

Policies and procedures are necessary to ensure consistency in an organi‑
zation’s operation. They must provide clarity and guidance in dealing 
with matters and activities that are central to the organization’s func‑
tioning, such as health and safety, risk management, regulatory require‑
ments, or issues that may have more severe consequences. According to 
the Cambridge Dictionary:

Policy1 is “a set of ideas or a plan of what to do in particular situations that 
has been agreed to officially by a group of people, a business organiza‑
tion, a government, or a political party.”

Procedure2 is “a set of actions that is the official or accepted way of doing 
something.”
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The Distinction between Policy and Procedure

Any policy must be supported by appropriate procedures to make it effec‑
tive. It is important to distinguish between them even though they must 
work in tandem to deliver diverse benefits.

Policies are general in nature, spell out the organization’s position 
about various issues and provide rules and guidelines which help in 
decision‑making consistent with their objectives.

Procedures are a description of specific activities and actions, alternative 
courses of actions, emergency processes and methods, and means to be 
deployed.

Policies and procedures empower employees and managers to clearly 
understand individual, team responsibilities, save time, and direct resources 
toward attainment of objectives. They bring consistency of approach in 
problem solving and responding to critical situations in an effective man‑
ner. They define ‘the organization’s way’ of doing things which helps 
employees go about their tasks quickly and easily. They define ways which 
allow managers to exercise control by exception and leave routine tasks to 
their team members. Lastly, they are useful in communicating with ven‑
dors and partners while providing required legal protection.

Implementing a vendor cyber risk management policy is a best practice 
for organizations looking to secure their organizational data from risks that 
could emanate from their vendors.

The objective of such a policy should be to identify and classify these 
risks and then outline the controls the company wishes to implement to 
mitigate these risk. Unfortunately, many organizations overlook the need 
for a specific vendor cyber risk management policy which sets requisite 
standards of online security and behavior, and instead focus their attention 
on their own security posture and systems. A report on “Security Risks of 
Third‑Party Vendor Relationships” published by RiskManagementMonitor.
com includes an infographic estimating that 60% of data breaches involve 
a third party and that only 52% of companies have security standards in 
place regarding third‑party vendors and contractors.3 Given the current 
cyber threat landscape, it is imperative that organizations design specific 
policies that define their security posture and provide standards, guidance, 
and controls that they can hold their partners and vendors accountable to.  
Not doing so can expose organizations to a variety of cyber threats and 

http://RiskManagementMonitor.com
http://RiskManagementMonitor.com
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risks. Here are reasons why you should consider implementing a vendor 
cyber risk policy.

Any business enterprise ought to be worried about third and fourth 
parties that are provided access to their corporate network and their sen‑
sitive data. If your ecosystem consists of vendors, subcontractors, and 
partners, you automatically offer more targets for cybercriminals to 
exploit. Organizations today increasingly rely on vendors and partners 
who bring specific expertise and specialized service offerings. However, 
we must remember that a larger number of vendors means more vul‑
nerabilities and therefore risks. While third‑party cyber risk is today an 
acknowledged risk to business, organizations are not doing enough to 
address it. In many ways, a well‑articulated policy is an important first 
step.

The Importance of a Vendor Cyber Risk Policy

Most organizations today have become aware of cyber risks which are 
related to their own information systems, but the same level of identifica‑
tion and understanding of risks that are posed to them via their vendors’ 
systems is limited due to low visibility of their information systems and 
security procedures. Apart from this, there is little or limited knowledge 
regarding the processes that vendors follow to vet their own personnel, 
what kind of access they have to the data, systems, or facilities of their 
customers, how they vet their service providers, and how they vet their IT 
products and software.

Organizations across sectors from finance to healthcare are today cov‑
ered under the ambit of various laws and regulations related to cyber risks 
and data protection. Many of these regulations also specify how companies 
should manage their third‑, fourth‑, and nth‑party risk. Policies and proce‑
dures implemented by these organizations must reflect and ensure compli‑
ance with the rules prescribed therein. Regulators are cognizant of the fact 
that data breaches through third and fourth parties can result in important 
and sometimes disastrous consequences and have shaped various regula‑
tions and guidelines to make sure that organizations pay due attention to 
the management of their supply chain and partner cyber risks. The absence 
of a vendor cyber risk management policy (especially in a regulated indus‑
try) can land you in trouble by making you not compliant. It is noteworthy 
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that while you can outsource various activities to third parties, the legal 
risk and liabilities will remain with your organization.

The absence of a vendor cyber risk management policy can lead to a 
variety of cybercrimes, with outcomes ranging from data disruption to 
economic loss and loss of reputation. The 2013 Target breach is often cited 
as a failure to manage vendor‑related risks. Cybercriminals got into Target’s 
network after they hacked a third‑party vendor who provided heating, 
ventilation, and air conditioning services. Data pertaining to more than 
60M customers and 40M credit/debit cards was compromised. Target had 
to compensate up to $10,000 to each customer who had been impacted 
because of the breach. There were several reasons for the breach, but one 
that stands out today is that it emanated from the access rights granted to a 
third‑party vendor that allowed hackers to gain access to Target’s systems.

Another aspect of not having a proactive stance on vendor cyber risk 
management is that it will leave you exposed to vulnerabilities and risks 
that you are not even aware of. Not all vendor risks are easily identifi‑
able and understandable. Outsourcing and partnerships are undertaken 
by many organizations without due process or diligence and even shar‑
ing with potential vendors as to what is expected of them. Policies are 
extremely useful in familiarizing employees and vendors (as well as their 
staff) with not only your security posture or intent, but also communicat‑
ing the minimum operating standards that are expected of them.

For a long time, diligence has been limited to checklists and site visits, but 
today’s cyber threat landscape demands much more circumspection on vari‑
ous aspects of cybersecurity. We are rapidly moving toward a ‘trust and verify’ 
model from a model where trust was based on self‑declaration by vendors.

While the vulnerabilities of the supply chain are being increasingly tar‑
geted by cybercriminals, organizations have also come to realize that while 
they can outsource anything to vendors and third parties, the responsibility 
and liability for data loss rests with them.

Creating a Vendor Cyber Risk Management Policy

The creation of an officially documented vendor or third‑party cyber risk 
management policy is the foundation for developing a vendor cyber risk 
management program and is vital for the success of the program. Such 
policies and procedures must address several types of cyber risks not only 
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from data protection point of view but also business continuity and time to 
recover risks in the case of any cyber incident.

Policy creation is assumed to be a one‑time activity, however, in a 
dynamically changing world, organizations will need to periodically 
revisit their policies and procedures, and make appropriate changes based 
on learnings and latest threat assessments.

According to Gartner,4

VRM is the process of ensuring that the use of IT suppliers and ser‑
vice providers does not have a negative impact on business perfor‑
mance or create an unacceptable potential for business disruption. 
VRM ensures that enterprises analyze, monitor, and manage their risk 
exposure from the third‑party vendors that offer services and IT prod‑
ucts, or that have access to corporate’s critical information.

Developing a vendor cyber risk policy and related procedures is a multi‑stage 
process as given below:5

Stage 1. Preparation

Build a Vendor Cyber Risk Management team

It is critical to have people from many distinct positions and perspectives on 
your vendor cyber risk management team. Other than representation from 
top management, representation from procurement, legal, IT Security, and 
business units is required to gain a better understanding of data sharing 
with business associates. Once constituted, this team can start by gathering 
a list of vendors and all information related to vendors that their organiza‑
tion has collected.

Gathering Information

Compiling a list of all vendors/business associates that constitute your 
extended enterprise and what data and information systems they have 
access to will define the scope of the vendor cyber risk management exer‑
cise. Here, the definition of a vendor must be kept in mind to include every 
third party, supplier, consultant contractor, etc. – all associates your organi‑
zation does business with or works in partnership with.
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Classif ication & Prioritization of Vendors Based on Risk

At this stage it is important to understand using this list as to which vendors:

a. Are allowed to access your sensitive and important data
b. Are permitted direct access to your corporate network

This exercise will help in understanding which vendors are more impor‑
tant from a cyber risk point of view and help focus and direct attention 
toward them. If one of these vendors is compromised, it could lead to a 
harmful data breach.

This is not to say that other vendors must be out of the ambit of your 
security measures, but it enables you to prioritize. Any risk assessment 
should be based on the depth of your assessments based on the risk the 
vendors currently represent, as overtime vendors are likely to change.

Vendors can be classified based on the criticality of information that 
they have access to and the potential cyber risks that the organization can 
be put to in case their systems are compromised or penetrated by hackers. 
A fundamental step of VRM is the Vendor Risk Classification. A risk‑based 
classification can enable you to construct a risk‑based segmentation of your 
vendors.

Performing a vendor risk classification involves three (3) critical ele‑
ments.6 The first element is the creation of your vendor inventory as defined 
in the data gathering step above and identifying the data and systems that 
they have access to. The next element is classifying them based on a review 
of contracts with them, classifying risks of each vendor based on basic 
diligence like questionnaires, checklists, and meetings. The third element 
is to choose a method for risk assessment, such as off‑site assessments, 
onsite assessments, and self‑assessments or even a combination of all three 
methods.

Conducting a Risk Assessment

The risk assessment form and methodology that is used will have a pro‑
found bearing on the policy and procedure adopted. Identifying your criti‑
cal and sensitive data and its access and exchange with participants of the 
extended enterprise is of prime importance. An objective assessment of 
threats and their potential adverse impact along with a detailed assessment 
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of vendor/third‑party systems, security measures, and data protection 
mechanisms form the core of the risk assessment. This is often achieved 
through diligence in the form of questionnaires, self‑declaration by the 
vendors and interaction with their IT staff. This clearly is not enough in 
today’s world where we are moving from ‘trust’ based policies and proce‑
dures to a ‘trust‑and‑verify’ based approach.

Determining how to conduct a risk assessment is one of the most dif‑
ficult challenges for formulating a vendor cyber risk management pro‑
gram and related policies and procedures. Any methodology adopted must 
ensure that all risks are considered and prioritized, and suitable controls are 
put in place. Any omissions from a compliance or regulatory point of view 
could lead to unwanted regulatory intervention.

Assessments and diligence are conducted with clarity and speed and any 
procedures must recognize this. Stakeholders, while supporting thorough 
and comprehensive procedures, will expect speed of onboarding vendors. 
Teams framing policies and procedures can be hard pressed to strike a bal‑
ance between caution and speed.

Standards, Regulations, and Specifying Minimum Requirements

There is always a pressing need to onboard new vendors and get on with 
integrating systems and operationalize partner relationships. However, 
there is no substitute for strong diligence and all‑round clarity at this 
stage. Even as we understand the cybersecurity measures that our business 
partners have in place, they must be made aware of specific minimum 
requirements related to cyber risks along with guidelines, standards, and 
regulations that they would be held accountable for. While these are incor‑
porated in Service Level Agreements (SLAs) that are part of present‑day 
contracts, procedures must focus on the evidence that can demonstrate 
adherence to these. They must be strictly enforced, monitored, reviewed, 
and audited. Mechanisms for this must be a part of policy and procedure 
documentation.

Focus on Critical Risks with Higher Likelihood

Next, it is important to identify the types of cyber risks that you need to 
focus on. While all threats need to be addressed and the accompanying 
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risks minimized, there will be certain areas like user authentication, 
user privileges, device security, role‑based access to data, and other high‑ 
priority cybersecurity measures based on assessment of risks that must be 
prioritized.

Policy makers will be well advised to follow the principle of least privi‑
lege (POLP) within and across their extended enterprise. This entails the 
practice of limiting access rights for users to the bare minimum access per‑
missions they need to perform their work. By implementing POLP, users 
can be allowed permission to read, write, or execute only those files or 
resources they require to do their work. Users are therefore granted the 
least amount of privilege necessary. POLP can also be applied to limit‑
ing access rights for applications, systems, processes, and devices to a bare 
minimum as is required to perform authorized activities.7

Another important principle that must be reflected in policies and pro‑
cedures should be about layering your defenses. Perimeter security, though 
still relevant, is neither foolproof nor is it adequate. Building a layered 
defense enables organizations to become more resilient and enhance their 
chances of mitigating risks and must be embraced.

Stage 2. Draf ting, Approving, and Communicating Policy

Policies and procedures are developed to meet the following:

a. In anticipation of need and
b. In response to need

It should not be considered a one‑time activity as organizations need to 
constantly assess their business activities, objectives, responsibilities, and 
adapt to the threat environment.

The creation of an organizational vendor cyber risk policy must be 
owned and led by the top management of the organization. They may del‑
egate the responsibility to an individual, working group, sub‑committee, 
or staff members based on the expertise required. This person or group 
must consider not only requirements from a cyber threat viewpoint but 
also delve into the organization’s regulatory legal responsibilities, commit‑
ment to standards, past experiences, and even seek external guidance and 
expertise in going about their task.
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Drafting a policy is a task that requires a degree of foresight, learning 
from the past, and a clear articulation of requirements. Persons responsible 
for this must make sure that they are able to communicate the policy to 
those who will be expected to implement it. A vendor cyber risk policy 
must include, but not be limited to, the following:

a. Statement of policy and purpose
b. Scope and applicability
c. Periodicity of conducting risk assessments across the extended enterprise
d. Allocation of roles and responsibilities, physical and IT access controls
e. Responsibility for maintaining and updating the policy and procedures
f. Confidentiality and privacy agreements
g. Distribution and communication of policies and procedures
h. Information security obligations and controls
i. Configuration management, patching, and verification of system secu‑

rity controls
j. Standards and guidelines for vendors
k. Hiring and training of employees
l. SLAs
m. Minimum compliance and regulatory requirements
n. Required vendor controls – access controls, malware protection, data 

protection, etc.
o. Working toward adopting a zero‑trust architecture across the extended 

enterprise
p. Cyber incident response co‑operation
q. Testing security systems, certification, and auditing requirements
r. Costs and liabilities in the event of a data breach
s. Insurance requirements
t. Termination and contract closure – return or destruction of all infor‑

mation assets by the outsourcer after the completion of the outsourced 
activity

u. Monitoring and review
v. Disaster recovery, business continuity requirements
w. Verification of security controls through contract and documentation

Stakeholder consultation is an especially important part of framing poli‑
cies. For policies to be effective, those affected should be consulted and 
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their support enlisted by offering the opportunity to consider and discuss 
the potential implications of the policy. Stakeholders could include depart‑
mental/functional heads, management committee members, and users.

Policies must be approved at the highest levels of an organization. An 
empowered management committee which is responsible for all policies 
and procedures in the organization must approve the policy before it is 
implemented. This will ensure better acceptance all around and enable bet‑
ter enforcement. The management committee is accountable for all policies 
and their proper implementation within the organization.

To support policies, it is also important to determine the processes and 
procedures that are required to support them. Clear operating guidelines 
need to be laid out detailing what is to be done, who is going to do it, 
what actions are to be taken in the case of an exception, etc. For this, the 
engagement of a larger group of people may be required to consider dif‑
ferent situations and scenarios. The focus here should not be just related to 
preventing cyber threats and minimizing risks, but also procedures to be 
followed in the event of a cyber incident.

Determining the level of access that needs to be provided to a given 
vendor is a crucial element, as not all vendors need the same level of 
access to sensitive data, network, and information technology systems to 
do their work.

It is also a good practice, before a policy is approved, to solicit a last round 
of feedback from stakeholders to address any residual concerns, make any 
final changes, and even gain their support before implementation.

Stage 3 . Implementation

Implementing policies and procedures involves translating the objectives 
and guidelines into the organization’s functioning and operations. The 
process of communicating and empowering those who will be actively 
implementing policies is a particularly crucial step for the success of a ven‑
dor cyber risk management program. Roles and responsibilities should be 
made clear so that operating personnel can proceed with their activities 
and tasks with speed and clarity.

Policies and procedures must incorporate aspects like a vendor’s failure 
to provide and maintain agreed service and security levels, compliance fail‑
ures, etc. and detail alternate plans and actions.
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Establishing a transparent relationship that fosters co‑operation with 
vendors is essential for the success of a vendor cyber risk management 
program. Policies and procedures fail when vendors will not provide infor‑
mation, reports, access, and evidence of security controls and compliance.

‘Trust but verify’ is an important concept that is strongly gaining ground 
in cybersecurity and is even being made mandatory by regulatory agen‑
cies. Organizations can and must trust vendors and business associates who 
work with them but is increasingly becoming necessary to verify that their 
cybersecurity procedures meet their standards and in regulated industries, 
and compliance requirements.

Conducting Due Diligence

The practice of doing due diligence before onboarding vendors has existed 
for a long time. However, the importance and depth of due diligence 
from a cyber risk perspective has never been as critical as it is today. 
Procedures for conducting due diligence must be clearly spelled out and 
strictly enforced. Cybersecurity due diligence must be aimed at identify‑
ing and remediating the cyber risks of third‑party vendors. This involves 
collecting information that provides insights into a third‑party vendor’s 
existing cybersecurity posture and IT security efforts. Tools often used 
by organizations are checklists, questionnaires, site visits, and interaction 
between IT and IT security teams. To minimize cyber risks in the active 
threat landscape of today, organizations seek certifications, compliance 
to standards and conduct third‑party audits to gain greater visibility into 
vendor systems and practices to bolster cybersecurity efforts across the 
extended expertise.

Stage 4. Monitoring, Reviewing, and Revising

Vendor cyber risk management is a continuous process. It calls for constant 
vigilance and monitoring to determine what is happening on not just the 
enterprise network, but that of the extended enterprise. This is required 
to ensure that your vendors ensure they are meeting your cybersecurity 
standards and expectations. Constant vigilance can lower the probability of 
your organization becoming a victim of a cyber‑attack or data breach via 
your supply chain.
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From a monitoring and reporting perspective, policies and procedures 
including important security controls, such as access usage, vulnerability 
scanning and penetration testing reports, compliance areas, etc., must be 
examined and assessed.

While monitoring involves gathering and analyzing many parameters 
and metrics, experience tells us that the key areas to look out for are privi‑
leged credential theft (remember Target?). Hackers often use this technique 
to gain access to organization systems via their vendor systems and then 
move laterally to cause maximum damage and disruption.

Effective monitoring of vendor cyber risk requires a degree of transpar‑
ency, collaboration, and trust between the partnering entities. While spe‑
cific metrics can be derived based on an organization’s risk assessment and 
threat perception, some of the key areas are:

 • Threat intelligence and monitoring
 • Access control and user privileges and configuration management
 • Cyber hygiene and security posture
 • Adherence/compliance with standards and regulations
 • Status of security certifications and ratings if any
 • Performance aspects as per SLAs

Reviews must be conducted periodically with all business associates regard‑
ing contractual obligations outlined in the risk management policy and 
in SLAs. The auditing process can be a particularly useful mechanism for 
conducting reviews related to the effectiveness of policies and procedures. 
Audits can help review the effectiveness of policies, third‑party risk assess‑
ment mechanisms, and controls. They can provide insights into due dili‑
gence, risk monitoring, compliance, contract management, and other key 
areas. Audits can be helpful in formulating new policies based on assess‑
ment of the bigger cybersecurity picture and objectives and ensure that 
procedures are well aligned with objectives.

While organizations take care and exercise due diligence while onboard‑
ing partners, full due diligence is required (sometimes defined by regulators) 
at a frequency that must be clearly defined in the cyber risk management 
policy. Typically, all critical and high‑risk vendors must undergo a full due 
diligence review annually.
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When contracts come up for renewal, there is another opportunity to 
include new requirements to keep systems and data secure, according to 
the latest best practices and industry standards. Such reviews may help in 
reviewing earlier policies and procedures and conducting fresh audits.

Cyber risks are not static. On the contrary, the cyber threat and technology 
landscape is always changing. Hence, it is imperative that policy and proce‑
dures are revised from time to time or to address critical issues that were not 
anticipated earlier. Policy framers must define procedures and ownership 
for revisions and updates to policies and maintain it as a ‘living’ document.

Policies, Procedures, Standards, and Best Practices

For drawing up effective and time‑tested policies and procedures for ven‑
dor cyber risk management, policy makers can reference standards like 
National Institute of Standards and Technology (NIST), International 
Standards Organization (ISO), maturity models such as Cybersecurity 
Maturity Model Certification (CMMC), and regulations such as the 
California Consumer Privacy Protection Act (CCPA), the Health Insurance 
Portability and Accountability Act (HIPAA), and other such sources which 
provide guidance on vendor cyber risk management and assimilate best 
practices and help in enhancing cybersecurity standards.

Summary

Policies and procedures are necessary to ensure consistency in an organiza‑
tions operation. They must provide clarity and guidance in dealing with 
matters and activities that are central to the organization’s functioning such 
as health and safety, risk management, regulatory requirements, or issues 
that may have more severe consequences.

Benefits of well‑defined policies and procedures are many. Policies and 
procedures empower employees and managers to clearly understand indi‑
vidual, team responsibilities, save time, and direct resources toward attain‑
ment of objectives. They bring consistency of approach in problem solving 
and responding to critical situations in an effective manner. They define 
‘the organization’s way’ of doing things which helps employees go about 
their tasks quickly and easily.
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Policies that are clearly defined, written, effectively communicated to, 
and understood by all stakeholders can fulfill the purpose for which they 
are made. In the context of vendor cyber risk management, policies and 
procedures will often be put to the test and therefore they need to consider 
different risk scenarios and adapt in response to emerging situations and 
threats.
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Role of Internal Audit in the Three Lines of Defense

For many vendor risk practitioners, the thought of being examined by an 
Internal Audit team compares to a root canal. It is often an unpleasant 
corporate reality and a frustrating afterthought, resulting in an adversar‑
ial relationship. It is understandable why many would not be comfortable 
with an internal group unpicking their work and pointing out deficiencies 
to the senior management team. It does not have to be that way, and in fact 
we will teach you how to change your mindset to embrace Internal Audit 
to enable you to develop a better vendor risk program.

First, let us clarify where Internal Audit fits into the overall risk manage‑
ment structure. Three Lines of Defense is a popular model found in multi‑
ple risk management frameworks such as COSO1 or ISO 31000.2

The First Line of Defense: is operationally handled by front‑line managers who 
have day‑to‑day responsibility over risks and controls. The first line designs 
and operates controls to maximize the likelihood that corporate objectives 
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are achieved and risks stay within stated risk tolerances. Everyone is a risk 
manager and responsible for managing risks within their specific roles.

Second Line of Defense: is handled by oversight, internal monitoring, and 
credible challenge function that owns the enterprise risk management 
framework. It supports the executive management team with risk manage‑
ment expertise and monitoring hand‑in‑hand with the first line to ensure 
that risks and controls are properly managed. Based on industry and com‑
pany size, second line may also actually develop or modify internal control 
and risk management processes, in addition to providing a credible chal‑
lenge. Vendor risk management programs may sit within either Line 1, 
Line 2, or a hybrid.

Third Line of Defense (Internal Audit): assures executive management and the 
board that Line 1 and Line 2 are meeting expectations of their commit‑
ments. Line 3 uses a systematic approach to audit the effectiveness of risk 
management, internal control, and governance processes. It is critical that 
Internal Audit is independent and objective.

Given the Internal Audit role as the Third Line of Defense, you can 
expect a periodic audit of the vendor risk program and related processes. 
Internal Audit will work with the management team to determine the right 
timing of the audit and will typically publish their audit plan.

For regulated entities, regulators may also conduct an examination of 
vendor risk programs. Any internal documents are discoverable by regula‑
tors and should be shared upon request. For larger enterprises there are 
typically internal groups that specialize in managing communications with 
the regulators and can assist in facilitating regulatory exams. Regulators 
will have access to the results of Internal Audits, and one of the success 
criteria of the Internal Audit team is to find and remediate issues before 
regulators do.

Expected Evidence

So, what can you expect during an Internal Audit? Typically, an audit plan 
defines a list of control objectives, associated controls, and required evi‑
dence to demonstrate each control is in place. You may be asked for detailed 
documentation and walkthroughs to demonstrate your policies and con‑
trols are operating effectively. Based on the criticality of a control, you may 
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be asked for a sample or a full listing of artifacts. The Internal Audit team is 
likely to review your vendor inventory, your assessment process and pick a 
small number of vendors for a deep dive into how they are being managed 
and assessed for risk.

Key Dif ferences of Internal Audit vs Vendor Audit

Internal Audit is different from a third‑party vendor audit by your custom‑
ers. In Chapter 20, we will detail what you can expect in a vendor audit 
and best practices on how you should strategically deal with it. The Internal 
Audit is often much more thorough and deeper. During an Internal Audit, 
you need to share any requested information, unlike in a vendor audit where 
you can offer screen shares, interviews, or redacted summary documents.

Key differences:

 • Full access to all evidence vs an arm‑length engagement (there are no 
confidentiality clauses to hide behind in an Internal Audit).

 • Internal Audit is conducted over an extended period of time (typically 
months), vs days or at most weeks in a vendor audit.

 • Internal Audit includes testing for effectiveness of controls and sample 
testing vs vendor audit is typically limited to design of controls with no 
or limited effectiveness testing.

 • Resulting Internal Audit findings are reported and tracked by the man‑
agement team vs vendor audit tracked by the customer.

 • Internal Audit team may partner with you and advise you throughout 
your development and execution of the vendor risk program, whereas 
a vendor audit is a point‑in‑time activity.

The Mindset of Being Ready

The best way to deal with an Internal Audit is not to fear it, but to embrace 
it. The Internal Audit team is not there to embarrass you or tell you that you 
are doing a bad job, but it’s there to protect the enterprise and ensure regu‑
latory examination readiness. You should never have a mindset of doing 
something because of regulators or Internal Audit but instead to have the 
right controls and manage risk for the company.
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We Recommend Ten Best Practices

1. Publish vendor risk management policy and standards – ensure that 
you either have a standalone policy or embed vendor risk in relevant 
company policies and/or standards.

2. Map business processes – ensure that your critical business processes 
are mapped and well‑documented for the entire cybersecurity vendor 
risk life cycle.

3. Maintain operating procedures – update your operating procedures in 
support of your policy and business processes and ensure that they are 
periodically reviewed and signed off by appropriate stakeholders and 
management.

4. Document your key controls  –  within each business process, docu‑
ment key controls and ensure that the operating procedures support 
each control in detail.

5. Develop a training and communications plan – identify training needs 
for your new and existing staff, with periodic refreshes of the cur‑
riculum. An effective training program ensures that your operating 
procedures are clear, well‑understood, and staff actually follows it.

6. Identify and report self‑identified gaps – proactively seek out and doc‑
ument gaps. Encourage your team to find and report issues before the 
Internal Audit does and openly share these issues with Internal Audit.

7. Track remediation plans for self‑identified issues – formally track com‑
mitment dates and milestones for each issue and ensure accountability 
for getting remediation completed.

8. Automate key controls whenever possible – proactively prioritize auto‑
mation opportunities and leverage reporting and analytics for manag‑
ing your key controls. While it is not practical to have most controls 
fully automated, use technology to enhance the quality of key controls.

9. Conduct Quality Assurance – establish a role or a team that proactively 
focuses on testing your processes and key controls. Quality Assurance 
is typically a First Line of Defense activity and picks up issues prior 
to Internal Audit. Quality Assurance is typically a major source of 
self‑identified control gaps.

10. Establish a roadmap for maturing your controls – tell a story to your 
management and key stakeholders about how you will reduce con‑
trol gaps in your business processes over time. Vendor risk, just like 
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cybersecurity, is a journey without a destination. Control gaps will 
never be fully eliminated, and new gaps will continue to emerge all 
the time.

Engage with Internal Audit Throughout the Life Cycle

A common missed opportunity is to engage Internal Audit only during an 
actual audit. That is a misconception, and actually the Internal Audit team 
is frequently more than happy to engage throughout the life cycle of your 
program. Regular engagement is a win‑win for both you and the Internal 
Audit team, as that streamlines the Audit process and gives you the benefit 
of their advice and guidance. Here are some suggestions:

 • Include Internal Audit on your Steering Committees and Forums.
 • Consult with Internal Audit proactively when making key design 

decisions.
 • Discuss and provide input for the Internal Audit plan. You may be able 

to influence timing and scope.
 • Have regular checkpoints with Internal Audit key contacts to stay coor‑

dinated with their plans for automation, key concerns, or industry 
trends.

 • Establish professional relationships with Internal Audit leaders.

They are often a great source of insights and offer valuable perspectives. We 
often find that Internal Audit professionals take leadership roles in leading 
Technology Risk, Cybersecurity, or Vendor Risk functions. Their experi‑
ence in Internal Audit makes them solid candidates for developing and 
managing controls. Internal Audit staff can be a valuable recruitment pipe‑
line and in some cases can be your next boss or a peer.

Dealing with Internal Audit Findings

No matter how ready you are, what best practices you follow, and how you 
condition yourself to have a positive mindset, chances are you will have to 
deal with Internal Audit findings. Your goal should be to get a satisfactory 
report, possibly with low‑ or medium‑severity observations.



NAVIGATING SUPPLY CHAIN C YBER RISK17 2

Throughout the process, the Internal Audit team will typically share 
with you their concerns and draft observations, giving you an opportunity 
to alleviate their concerns before these concerns end up as issues in the 
report. Internal Audit team does not always have experience in your spe‑
cific domain, company, or industry. The auditor may mark something as 
an issue, where in fact you may feel strongly otherwise. In these cases, you 
should absolutely have a discussion and attempt to explain and demonstrate 
evidence and/or compensating controls.

Here Are the Top Don’ts

 • Never get emotional or take disagreements personally.
 • Never try to influence the auditor in a way that is considered unethical 

or illegal (do not even think about bribes or personal favors).
 • Never insult or threaten the auditor (yes, we have seen it happen).
 • Never fabricate evidence for controls that are not in place (that is 

unethical, likely illegal, and not aligned with your company’s policy).

Here Are the Top Do’s

 • Ask for a draft report.
 • Argue in a professional way for addressing draft findings where you 

believe there is a compensating control.
 • Point the auditor toward your self‑identified control gaps (it is perfectly 

fine if the final report references these gaps, as long as it is indicated as 
self‑identified).

 • Respect auditor’s final determination.

Once the report is final, you can expect that the findings will be formally 
tracked followed by a remediation plan. If you are new to the function, 
the audit report will be informative to help you shape the roadmap. In that 
case an unsatisfactory audit can be a catalyst for change and can even help 
you get funding.

In case you get an unsatisfactory audit for a function where you are 
a long‑standing incumbent, you should be ready for a conversation with 
your management on how it got to that point and what you will do differ‑
ently. That is unfortunately not a career enhancer, and we have seen many 
cases where careers were ruined and year‑end compensation suffered.
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A satisfactory audit report should be celebrated and provide reassurance 
about the quality of your program.

Notes

1 “Committee of Sponsoring Organizations of the Treadway Commission Enterprise  
Risk Management Integrating with Strategy and Performance”, Coso.org, June  
2017, https://www.coso.org/enterprise‑risk‑management.

2 “Risk Management ISO31000”, ISO.org, February 2018, https://www.iso.org/
files/live/sites/isoorg/files/store/en/PUB100426.pdf.

http://Coso.org
https://www.coso.org/enterprise-risk-management
http://ISO.org
https://www.iso.org/files/live/sites/isoorg/files/store/en/PUB100426.pdf
https://www.iso.org/files/live/sites/isoorg/files/store/en/PUB100426.pdf
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The Snowball Effect

In prior chapters we introduced a concept of snowball effect resulting 
from increased regulatory push for transparency. The volume of customer 
questionnaires and audit requests continues to grow as continued regula‑
tory and cybersecurity pressures demand customers to extend their risk 
assessments to their supply chain. We discussed the three types of vendor 
due diligence and how to get it right. Here is the twist, every customer is 
also a vendor to someone else. For example, global banks are notorious for 
being tough on their vendors in due diligence requests. At the same time, 
banks as vendors often do not reciprocate the levels of transparency they 
demand from their own supply chain, even if it comes from their peer 
banks.

There are generally three types of customer requests: onsite assessments 
(vendor audits), desktop (remote assessments), and self‑attestation/ques‑
tionnaires. It is the reciprocal part of what we discussed in Chapter 16 
when we covered how customers assess their vendors.
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Onsite Assessments (Vendor Audit)

If you are providing critical services to a regulated industry or processing 
confidential data, then brace yourself for onsite assessment requests. It may 
come in many shapes and names, like vendor audit, onsite due diligence, or 
comprehensive assessment. At times, you might not immediately recognize 
that the request includes an onsite assessment, as it might initially appear as 
a simple vendor questionnaire.

You can expect that your customers will want to peek into your control 
environment, policies, and procedures. Some assessments will just be a 
check‑the‑box exercise, and some on a mission to find some deficiencies. 
Common characteristics of onsite assessments include:

 • A one‑day or multi‑day visit to one or more physical locations.
 • Preparatory work, acquiring initial responses from you through a ques‑

tionnaire and pinpointing specific focus areas.
 • Getting access to internal documents or a series of interviews, screen 

shares, and process walkthroughs that are otherwise considered too 
sensitive to share outside of physical walls.

 • Going beyond control design assessment and testing control effective‑
ness for certain controls by looking at small samples. Sample of one is 
common, unlike a Systems and Organizational Controls (SOC) report 
that looks for a much larger sample over a period of time.

 • Performing physical security review, by looking at data centers, physi‑
cal access controls, and potentially health and safety.

The COVID‑19 pandemic brought an interesting dimension to onsite assess‑
ments. To cope with closed offices and prohibited travel there has been 
increased willingness by CISOs to screen share more sensitive information 
that previously was only available onsite. Additionally, some remote assess‑
ments turned into deeper reviews and creative approaches emerged such as 
specialized screen sharing tools that prevent screen capture or CCTV foot‑
age of data centers that can serve as evidence of physical security.

Desktop (a.k.a. Remote Assessments)

Desktop assessments are a cornerstone of vendor risk assessment programs. 
Like onsite assessments, depth and quality can vary. In many cases desktop 
assessments can be more robust than onsite assessments.
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Common Characteristics of Desktop Assessments Include:

 • A one‑day or multi‑day series of screen sharing sessions or phone inter‑
views, preceded by preparation work, of getting preliminary responses 
from a vendor to a questionnaire and identifying specific areas of focus.

 • Getting access to internal documents or a series of interviews, screen 
shares, and process walkthroughs that were deemed to be not too sen‑
sitive to share outside of physical walls.

 • Typically limited to control design assessment and not actually testing 
control effectiveness by looking at small samples. In cases of control 
effectiveness, a sample of one is most common, unlike a SOC report 
that looks for a much larger sample over a period of time.

 • Typically excluding actual physical security reviews but may review 
policies and procedures for physical reviews.

Self‑Attestations and Questionnaires

Some may consider self‑attestations as a form of vendor due diligence. For 
example, a question of “Do you have an Information Security Policy Y/N?” 
is considered a self‑attestation. Alternatively, “Do you have an Information 
Security Policy Y/N? and please attach if applicable” is not a self‑attestation.

Typically, some self‑attestation questions can be included as part of a 
desktop assessment and may guide more targeted follow‑ups if appropriate. 
An assessment that is mostly based on self‑attestations offers limited value 
and can be used for lower risk vendors. The volume of these questionnaires 
can be significant and continues to grow. Some questionnaires can be over‑
bearing, either asking for seemingly unreasonable information or having 
an excessive number of questions.

Why It Is Strategically Important to Get It Right

There are five primary reasons for responding efficiently and correctly to 
customer due diligence requests:

1. Operational efficiency of keeping up with request volume
2. Revenue from new customers, commercial renewals, or additional 

products/services
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3. Liability for providing incorrect information in case of being sued by 
customers after a data breach

4. Customer perception of being secure, transparent, and easy to do busi‑
ness with

5. Enterprise security of not divulging overly confidential information 
that may expose the company to attack vectors

Operational efficiency: the immediate objective is to keep up with the volume 
and intensity of requests. It is important to define processes, operating pro‑
cedures, and Service Level Agreements for each request type. It is about 
having an operational mindset of establishing and running customers’ 
requests as a business process.

Revenue implications: a frequent blind spot is treating customer due dili‑
gence requests as a necessary back‑office evil and being disconnected from 
revenue‑generating activities. The fact is that these requests often influence 
new customers’ business, commercial renewals, additional purchases, or at 
times revenue protection from struggling relationships. It is critical to be 
responsive and aligned with the business development team and drive a 
customer‑driven mindset, no matter how frustrating these requests may be.

Liability for providing inaccurate information: providing inaccurate information 
as part of the questionnaires is not only a customer reputation issue but can 
become a legal liability in case of a data breach. Imagine if your company is 
part of a lawsuit after a material data breach, and information you provided 
to your customers can be construed as misleading or untruthful.

Customer perception: it is a small world, and there is a well‑known list of 
companies that have a reputation for being difficult to deal with as part 
of the due diligence process. On the other hand, there are vendors that go 
out of their way to be transparent and efficient to offer a reasonable level 
of security assurance to their customers. Brand equity matters and projects 
confidence to customers and partners.

Enterprise security: the other extreme of not co‑operating with customers on 
requests for information is to freely share confidential internal documents, 
vulnerabilities, and control weaknesses with all your customers. Many 
CISOs developed specific guiding principles or policies regarding what can 
be shared with customers. For example, it is okay to share redacted inter‑
nal policies or potentially do screen sharing of fragments of internal poli‑
cies. Sharing a summary of penetration or business continuity test results 
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is usually acceptable. Sharing the actual details of such documents can add 
unnecessary risk of exploitation of known vulnerabilities in your risk posture 
(Figure 20.1).

Options to Structure Internally to React  
to Customer Requests

Many medium and large enterprises have dedicated teams on both sides 
of chasing vendors and answering requests as a vendor. As a best practice 
there are typically two models that work well:

 • A dedicated centralized team that services all requests
 • Embedded responsibility for account management team, supported by 

various support groups, consistent tooling, and document repositories

In smaller companies, there is typically a designated person most familiar 
with handling customers’ due diligence requests. That person may be a 
CISO or his/her delegate.

Decision on which model to use is often driven by consistency in how 
product offerings fit into a unified control environment. For example, if 
every product and service is customized for each customer and has different 
controls, then the second option may be more appropriate. Alternatively, 
if all products are supported by the same set of controls, then a centralized 
team approach works well.

Figure 20.1 Reasons to Get It Right
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Some diagnostic questions may include:

 • Is your account management team aware of the process for routing 
customers’ audit requests or questionnaires?

 • Is there a robust set of internal resources to help the team to consist‑
ently answer questionnaires or respond to audit requests?

 • Is there an escalation process for your account management team for 
handling customer complaints associated with due diligence requests?

If the answer is “No” to any of these questions, then more work is required 
to get it right.

Commercial “Bullying”

You should feel empowered to push back on customer requests that are not 
reasonable, but you may face commercial pressures to still respond. That 
commercial pressure may come as an escalation from senior business lead‑
ers who are trying to close a hot deal or maintain a customer relationship. 
However, revenue often trumps everything, and business executives may 
not fully appreciate what you consider unreasonable.

It is important to provide clarity to the business team on key considera‑
tions and have a formal process to escalate your concerns. The likelihood of 
pressures is higher for new customers than periodic due diligence requests, 
as an overzealous business development executive may try harder to meet 
his/her sales target.

Large customers, especially banks, are notorious for demanding deep 
audits from their vendors. Smaller companies and FinTechs may not have 
enough resources or technical ability to satisfy such requests. Therefore, 
being prepared to handle these commercial pressures is critical for busi‑
ness success.

Shift from Reactive to Proactive

To tackle the snowball effect, here are the top ten best practices to consider.

1. Maximize usage of usage certifications that are most relevant to your customers: refer 
to prior chapters on discussion regarding common independent 
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attestation reports (such as SOC 2), certifications, domain‑specific 
standards, common questionnaire standards, and working with shared 
assessment utilities or approaches. Prioritize your adoption based on 
expected demand from your customers.

2.	 Create a library of redacted policies, procedures, and common evidence to be available on 
internal portal for those who are involved in customer due diligence requests: consider 
establishing governance and procedures of who and how one can share 
this information.

3.	 Establish robust tooling to answer questions: consider creating a customer‑facing 
portal that can share your vendor certification information, frequently 
asked questions, and questionnaires on a self‑service basis. Google 
Cloud is a good example of a self‑service customer‑facing portal.1 In 
some cases, vendors make a robust evidence inventory available to 
their customers, where access is only physically allowed onsite, forcing 
customers to take time and expense. There are multiple solutions that 
help with automation of customer due diligence responses. Some solu‑
tions include RiskQ, OneTrust, and S&P Global KY3P.

4.	 Standardize internal processes for answering questions and responding to vendor audits: 
including an operating model of how much of the process is central‑
ized vs decentralized based on considerations outlined in the earlier 
section of this chapter.

5.	 Exercise caution in managing audit rights: refer to Chapter 15 for details on 
terms to incorporate into legal contracts, RFx, specifically address‑
ing the right to audit. You should establish an internal control with 
your contracting team to seek special approvals before such rights are 
granted and request that customers pay a fee for an audit right or lever‑
age an industry assessment utility that you work with to conduct such 
audits. At a minimum, the audit right should be limited in frequency 
to avoid excessive requests.

6.	 Check if the customer is truly your customer: it may sound obvious, but under 
normal circumstances you should only honor vendor audit and ques‑
tionnaire requests from your actual contractual customers.

7.	 Control third‑party access: when a customer utilizes a third party to conduct 
an assessment on their behalf, evaluate Non‑Disclosure Agreement 
(NDA) and confidentiality provisions before proceeding.

8.	 Be clear on scope and services: even if your customer is truly your customer, 
your team still needs to confirm what services your customer con‑
sumes and if their request corresponds to these services.
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9. Answer questions ahead of time: for vendor audits answer any questionnaires 
and agree on agenda ahead of time to ensure availability of key person‑
nel and a ring‑fenced process.

10. Review draft findings: ensure that you have an opportunity to review draft 
findings before the customer finalizes their report for internal distribu‑
tion. That enables you to clear out any miscommunications and avoid 
unnecessary issues.

Note

1 “Compliance offerings”, Google Cloud, https://cloud.google.com/security/compliance/ 
offerings.

https://cloud.google.com/security/compliance/offerings
https://cloud.google.com/security/compliance/offerings
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The Way Forward

When we deliberate on the way forward1 for organizations in managing 
supply chain cyber risks,2 we need to consider the following3:

1. The current supply chain cyber risk environment
2. Upcoming threats from emerging technologies
3. The impact of new regulations, standards, and frameworks
4. Developing and adopting an approach to safeguard supply chains 

against cyber risks

Before we consider each of the above, we need to examine the key chal‑
lenges in managing supply chain cyber risks that many organizations are 
still grappling with:

1. Ensuring that cyber risk management within the organizations is 
well integrated across different levels of the organization. Absence of 
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collaboration across functions such as procurement, legal, IT, and other 
relevant departments pose a big challenge when it comes to addressing 
supply chain risks effectively.

2. Mapping out the supply chain, including sub‑tier suppliers, to identify 
vulnerabilities and assess risks both at hardware and software levels is 
essential for risk assessment. Understanding the organization’s entire 
supply chain is essential. Many organizations lack full visibility into 
their extended supply networks.

3. Identifying and managing critical components which are most 
important for an organization’s operations and ensuring focus of 
security mechanisms on the high‑impact components is a complex 
task. Maintaining software inventories (SBOMs) and identifying and 
addressing vulnerabilities across the supply chain is never easy.

4. Establishing close collaboration on cybersecurity with key suppliers 
is essential. Yet very often, organizations fail to classify their sup‑
plier based on their relative importance to meeting the organization’s 
objectives, with whom sensitive data is shared and privileged access 
to information is granted to ensure efficiency and speed of operation. 
The task of conducting ongoing risk assessments and implementing 
joint mitigation efforts can be critical in warding off supply chain 
attacks that can cause great disruption and impact. Further, regular 
communication helps address emerging threats and adapt to changing 
circumstances.4

5. Another key challenge is the task of continuously assessing and monitor‑
ing suppliers throughout the relationship is critical. Here again, many 
organizations struggle to conduct regular risk assessments, audits, and 
performance evaluations to help maintain security and resilience.

Hence, organizations continue to struggle in managing supply chain cyber 
risks.

The Current Supply Chain Cyber Risk Environment

Cybercriminals today fully recognize the fact that while organizations can 
devote resources and investments to build robust cybersecurity and resil‑
ience at the organizational level, when it comes to implementing security 
measures across the supply chain it is a different ball game. Hence, supply 
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chain attacks have become a favored tactic for cybercriminals. While senior 
executives across organizations often are aware that supply chain attacks 
offer cybercriminals a way to exploit interconnected systems, gain access to 
valuable resources, and evade detection, they fail to take appropriate action 
to protect against it. Supply chain cyber risk is still an underestimated risk 
and needs to be prioritized in order to proactively manage supply chain 
risks, safeguard their networks and data, as well as prepare to meet the 
forthcoming challenges.

A closer look at some of the significant supply chain cyber‑attacks that 
took place in 2023 will help us gain an understanding of the current meth‑
ods and actions deployed by cybercriminals.

After the SolarWinds cyber incident that impacted even government 
agencies and Fortune 500 firms, cybercriminals have recognized the fact 
that a compromised software component can flow unimpeded through a 
supply chain, affecting downstream systems.

CLOP, a Russian‑speaking cybercriminal organization known for its 
multilevel extortion techniques (it has extorted more than $500  mil‑
lion in ransom payments, targeting major organizations worldwide) 
made headlines by exploiting MOVEit (a commonly used file transfer 
utility) vulnerability in supply chains to launch attacks on high‑profile 
targets like the New York City Department of Education, UCLA, Siemens 
Energy, and Big Four accounting firms. The MOVEit breach is among the 
most devastating exploitation of a zero‑day vulnerability ever. The sheer 
magnitude of the attack is such that it is estimated to have impacted 
122 organizations and exposed the data of roughly 15 million people. 
Cybercriminals continue to identify vulnerabilities that can cause wide‑
spread damage by exploiting any attack vector that allows them to com‑
promise systems and demand ransoms.5 Microsoft too attributed attacks 
on PaperCut servers (a software application designed to help organiza‑
tions manage printing) to the CLOP and LockBit (another cybercriminal 
group ransomware operations, which exploited vulnerabilities to steal 
corporate data.6

Other tactics employed by cybercriminals include the exploitation of 
third‑party relationships and trusted connections to infiltrate organiza‑
tions. In April 2023, a North Korean hacking group conducted a major 
supply chain attack against a Voice over Internet Protocol (VoIP) commu‑
nication company.
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Phishing continues to be the foremost initial access vector. Threat actors 
have become adept at exploiting human vulnerabilities and lack of secu‑
rity awareness to bait users to reveal sensitive information or granting 
unauthorized access.7 Instances of email compromise continue to remain 
a common initial access point to infiltrate supply chains are on the rise. 
Cybercriminals are targeting organizations increasingly using deepfakes to 
enhance phishing and social engineering campaigns. These campaigns tar‑
get individuals within organizations and supply chain participants, trick‑
ing them into performing actions that compromise security. The use of 
deepfake videos or audio messages boosts the chances of deceiving employ‑
ees into revealing confidential credentials or transferring funds to accounts 
controlled by cybercriminals.

A new attack vector in the form of physical goods has emerged which 
could infiltrate computing supply chains causing devastating consequences. 
An example of this is the Supermicro case. Here, Chinese agents are alleged 
to have inserted a chip into motherboards used by computers deployed 
by banks and the US Department of Defense.8 This attack vector has the 
potential to infiltrate computing supply chains which can lead to devastat‑
ing consequences.

The supply chain cyber risk environment today is a supercharged one with 
hackers using various types of threats including ransomware, data breaches, 
password sniffing/cracking software, spoofing attacks, and direct hacking. 
These threats pose significant risks as they can impact suppliers, even dis‑
rupt the entire supply chain, and ultimately impact customer demands.

Upcoming Threats from Emerging Technologies

Emerging technologies are constantly shaping our world. The pace of tech‑
nological change has accelerated significantly over the years having a trans‑
formative impact on our world, but at the same time creating new security 
concerns. Let us examine the top five technologies that will have major 
security implications for supply chain risk management.

Artif icial Intelligence

Artificial intelligence (AI) covers a spectrum of technologies including 
learning, natural language processing, and neural networks. A new form 
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of AI known as Generative Artificial Intelligence holds promise in enhanc‑
ing supply chain resilience. While traditional AI is useful for analyzing 
data using algorithms and data to make autonomous decisions, learn from 
previous experiences, and adapt to new situations and perform specific 
tasks, Generative AI focuses on creating new content like text, images, and 
music.9 It also enables computers to execute tasks that typically require 
human intelligence.

Generative AI has rapidly emerged as a fundamental technology for a 
variety of applications. It empowers substantial progress in manufacturing 
and various enterprise applications by creating synthetic content, data, and 
images. Additionally, it optimizes operational models, designs, and process 
simulations, while extracting valuable insights from operational data.

As is the case, with the introduction of new technologies, there are new 
security concerns that need to be addressed. Generative AI models require 
the use of Large Language Models (LLMs) to create and generate human‑like 
text based on the data it has been trained on. The LLMs play an important 
role in advancing Generative AI, especially in natural language process‑
ing. These LLMs are essential for understanding and interpreting human 
language, enabling them to produce contextually appropriate responses. 
LLMs have the ability to comprehend the meaning and nuances within 
sentences, making them a key requirement for applications like chatbots, 
content creation, and machine translation. They also enable search engines 
and virtual assistants in answering questions and providing precise and 
insightful responses.

Generative AI applications usually provide a human‑like interface. This 
feature can be exploited by cybercriminals using tools such as WormGPT to 
launch phishing or business email compromise attacks.10 Supply chain pro‑
fessionals should be wary of AI‑generated content and verify the authentic‑
ity of communications before interacting with them.

Training of Generative AI models requires large volumes of data which 
includes sensitive information related to suppliers, customers, and internal 
processes. Ensuring data security and privacy of this data is crucial to pre‑
vent unauthorized access or data breaches. Creation of Generative AI mod‑
els using contaminated or synthetic data sets can lead to introduction of 
biases in decision‑making or infringement of privacy rights. Furthermore, 
Generative AI tools operate autonomously, with little or no human inter‑
vention leading to challenges in auditing and monitoring. Generative AI 
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has high dependence on input data quality. Often, the quality of data from 
supply chain partners may not be reliable and could lead to unexpected 
results.

Deepfake technology, a form of Generative AI has taken the world by 
storm and is rapidly becoming a major cybersecurity threat. Cybercriminals 
are leveraging AI and machine learning to create synthetic or manipulated 
digital content, including images, videos, audio, and text. Since these deep‑
fakes are remarkably like their real counterparts, by replicating or altering 
appearance, voice, mannerisms, or language, they have the ability to deceive 
humans and even autonomous systems into trusting that the content is 
authentic. Using deepfakes, threat actors can launch highly sophisticated 
social engineering campaigns that could help them infiltrate and penetrate 
supply chains.11 For example, deepfake videos or audio messages could more 
often than not deceive employees into disclosing confidential information 
credentials or transferring funds to accounts controlled by the threat actors.12 
Deepfakes pose an alarming threat to society as they are capable of spread‑
ing misinformation and manipulating information and creating false nar‑
ratives that can cause great harm to organizations and society. Considering 
the serious damage which deepfakes can cause, the World Economic Forum 
has recognized this as a major potential threat to businesses.

Organizations must stay vigilant and take proactive steps to defend 
against deepfake‑enhanced cyber‑attacks and scams. Educating employees 
about the risks of deepfakes, implementing robust authentication mech‑
anisms, and monitoring for suspicious activity are essential strategies to 
mitigate this emerging threat.

Generative AI is increasingly being leveraged by threat actors to cre‑
ate advanced forms of malware that can bypass traditional security sys‑
tems. These include polymorphic and adaptive malware strains which can 
dynamically change their code, making it difficult for signature‑based 
detection systems to identify and prevent them. Another way in which 
Generative AI can be used by malicious actors is to launch data poison‑
ing and model attacks. In the context of supply chain attacks, this could 
involve generating malicious content or biased recommendations, which 
can adversely impact supply chain decisions. CAPTCHA tools are used by 
websites to block bots from using their applications. These tools insist on 
users to complete tasks that are easy for humans, but difficult for automated 
systems, such as selecting objects in images or solving simple puzzles. 
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Advancements in Generative AI and machine learning enable bots to bypass 
CAPTCHA tools which can provide opportunities for gaining unauthorized 
access to sensitive data.13

Like any software, Generative AI models also can have bugs and other 
vulnerabilities which might cause privacy violations and wrong insights. 
Hence, regular security assessments of AI models must be undertaken, and 
appropriate security measures must be implemented to prevent any inad‑
vertent data exposure.

Finally, new technologies raise ethical concerns regarding their deploy‑
ment and usage. In the context of Generative AI, inappropriate content can 
be inadvertently created which might transcend ethical norms and legal 
boundaries. Organizations must establish guidelines for themselves as well 
as their supply chain partners for review of AI‑generated outputs to prevent 
unintended consequences.

While Generative AI offers significant benefits for supply chain man‑
agement, organizations must proactively address these security concerns. 
Robust risk assessment, mitigation strategies, strong governance, and col‑
laboration with supply chain partners are essential for preventing supply 
chain attacks launched using Generative AI.

Industry 5 .0 Technologies

Industry 5.0 is a transformative vision for industry that aims to create a 
harmonious balance between technological advancement, worker well‑
being, and environmental sustainability. In Industry 5.0, everything is 
interconnected, from smart grids to industrial factories. This vast network 
provides more entry points for cyber‑attacks.14 A cyber‑attack on an opera‑
tional environment in Industry 5.0 can bring production lines to a halt and 
endanger workers. From a technology advancement perspective, Industry 
5.0 covers a wide spectrum of technologies that ought to work in tandem 
with humans across industrial systems and supply chains. These technolo‑
gies and their related security concerns are detailed below:

a. Internet of Things (IoT) Devices and Robotic Automation
IoT devices and robots are revolutionizing the way we live and 

work. Fascination with these technologies and their rapid adop‑
tion in the form of smart houses, smart cars drones, and automated 
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manufacturing have often left security gaps and vulnerabilities like 
weak authentication, outdated firmware, and insecure communication 
protocols unaddressed. Data collected by IoT devices and robots could 
compromise user privacy if not adequately protected. Cyber‑attacks on 
robots and drones can lead to physical harm, especially in collaborative 
environments where humans work alongside robots. Smart Factories 
rely on interconnected systems. This calls for extra security measures 
such as network segmentation to prevent exposing critical equipment 
to cyber threats.

b. Intelligent Automation and Robotic Process Automation (RPA)
Intelligent Automation and RPA are important parts of modern sup‑

ply chains to enhance supply chain agility, accuracy, and responsive‑
ness. RPA encompasses using software robots (or “bots”) to automate 
repetitive, rule‑based tasks within business processes such as demand 
forecasting, order processing, supplier management, and process opti‑
mization. Hence, RPA bots interact with sensitive information such as 
customer data, financial records, and proprietary business information. 
If these bots are left unsupervised or not configured properly, they can 
put an organization’s data at risk of being intercepted by attackers with 
the objective to steal, manipulate, or destroy sensitive information. 
Other security challenges include data leakage, fraud, logging, audit‑
ing, and access control all of which can be exploited by threat actors to 
disrupt supply chain operations.

c. Drones, Unmanned Ariel Vehicles (UAVs), and other Autonomous 
Vehicles

Drones and UAVs depend on communication networks and software 
systems to operate effectively. These systems include wireless commu‑
nication systems, secure transmission protocols for telemetry data (e.g., 
altitude, speed, battery status), and software algorithms which together 
control aspects like navigation, surveillance, and payload delivery. If 
any of these systems are compromised, it could result in unauthorized 
control or data leakage.

Components for drones, UAVs, and other autonomous vehicles are 
sourced from a supply chain that involves various manufacturers and 
suppliers. Securing each of these components is challenging enough. 
In addition, there are counterfeit components or compromised soft‑
ware which can introduce vulnerabilities. Security concerns include 
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Global Positioning System (GPS) spoofing attacks which can cause 
drones, UAVs, and other autonomous vehicles such as driverless cars 
and trucks, robo‑taxis, and ships to go off course and land in unin‑
tended locations.

Companies like Aurora Innovation and their competitors are in the 
process of putting thousands of self‑driving trucks on America’s pub‑
lic freeways for partners like FedEx, Uber Freight, and Werner. These 
trucks are expected to run almost 24 × 7 hours without breaks, speed‑
ing up goods delivery, and potentially lowering costs. Among the key 
security concerns around autonomous vehicles related to sensor spoof‑
ing, LiDAR (Lidar sensors are a critical component in autonomous 
vehicles, which provides a high‑resolution 3D view of their surround‑
ings) attacks – where the sensors can be spoofed, or blinded impairing 
the ability to detect impacting objects, and attacks where cameras are 
manipulated to make wrong decisions.15

Threat actors can use Generative AI to manipulate navigation sen‑
sor data transmitted by ship systems. Moreover, Generative AI can also 
be used by them to create forged documents, such as cargo manifests, 
certificates of origin, or safety inspection reports.

Thus, by manipulating and tampering with sensor readings related 
to navigation, weather conditions, or cargo status, threat actors can 
deceive ship operators or automated systems to make incorrect deci‑
sions or unsafe navigation. The security of data is also at great risk as 
Generative AI could be used to create counterfeit digital signatures or 
certificates thereby compromising the authenticity of digital records, 
transactions, or communication.

All types of autonomous vehicles, whether on land, sea, air, or space, 
are assemblages of a large number of interconnected electronic compo‑
nents such as sensors and complex software stacks including machine 
learning algorithms, perception systems, and control logic sensors, 
applications, and communication networks. Together, these represent 
a large attack surface for threat actors to exploit. Ensuring the security 
of each component throughout the supply chain is challenging which 
is going to become more difficult as systems become more sophisti‑
cated and incorporate new technologies. Fixing bugs, coding errors or 
insecure software components, and managing over‑the‑air updates can 
provide entry points to threat actors if not securely handled. Machine 
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learning (ML) models are also vulnerable to being manipulated by 
providing adversarial inputs. Protecting ML models against adversarial 
attacks with robust security mechanisms is crucial for safety.

d. Artificial Intelligence (AI) and Big Data Analytics
Training AI and big data analytics models requires large data sets. 

Preventing algorithmic biases in AI models and protecting them from 
adversarial attacks is critical in order to prevent manipulation or unau‑
thorized access. Ensuring data privacy and compliance with regula‑
tions is essential.

e. Technologies Enhancing Human‑Machine Interaction
Wearable devices, augmented reality (AR), and virtual reality (VR) 

can be vulnerable to hacking which can lead to unauthorized access, 
privacy breaches, and data theft. From a safety perspective AR/VR 
system can distract users, potentially causing accidents in industrial 
settings.

f. Insider Threats
Insider threats are another key area of risk. Automated supply chains 

which are managed and operated through human monitoring and con‑
trolling activities are at different stages and can be susceptible to insider 
attacks which can impact the entire production process.

The introduction of new technologies leads to the development of new 
standards and regulations. Compliance with these could be mandatory to 
gain market access. An example of this is the ISO/Society of Automotive 
Engineers (SAE) 21434 which is a standard that outlines cybersecurity 
requirements throughout the vehicle life cycle. Implementation of new 
standards and regulations can be challenging, but necessary to prevent 
a high‑profile incident that can erode public trust in new technologies. 
Ensuring the right balance between safety measures and innovation is 
essential.16

5G Connectivity and Smart Cities

The backbone of smart cities is communication infrastructure that is driven 
by 5G technologies. Smart city systems are designed to collect and analyze 
massive volumes of data from multiple sources, including video security cam‑
eras, intelligent traffic lights, and other IoT devices, using high bandwidth, 
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faster data transfer rates, and low latency offered by 5G technology. 5G net‑
work slicing technology can help in optimizing network performance and 
effective data management. Furthermore, 5G technology can enable con‑
nectivity with millions of IoT gadgets and sensors in smart cities, enabling 
greater coverage and real‑time data processing. Hence, 5G technology is a 
key enabler of smart cities applications through quicker and more effec‑
tive data processing while contributing to user conveniences and enhancing 
urban sustainability. However, 5G technologies come with their own set 
of vulnerabilities which also impact the operations of supply chains. The 
basic features of 5G which include software‑defined networking, network 
function virtualization, mobile‑access edge computing, and network slicing 
bring forth a new class of vulnerabilities due to their complexity and inter‑
connectivity. In the context of supply chain operations, attack vectors such 
as tampering with embedded sensors and interception of real‑time informa‑
tion in transit can be used to induce privacy, safety, and disruption risks.

6G, the next generation of mobile communication, is rapidly emerging. 
The timeline for its development and standardization spans from 2025 to 
2029, with global release thereafter. Unlike its predecessors, 6G networks 
will be characterized by greater complexity, a concentration of connected 
devices, and heavy reliance on AI. However, this introduces new vulner‑
abilities, including potential attack vectors, AI‑related risks, and securing 
extensive IoT ecosystems.17

Blockchain and Web3 Technology

Blockchain and Web3 technologies are already in use in select applica‑
tion areas and are expected to extend to a larger number of applications 
and industry sectors. Key characteristics of blockchain technology include 
decentralized, secure ledger technology, while Web3 extends this con‑
cept to create decentralized applications and ecosystems. For organizations 
seeking to enhance supply chain security, blockchain offers unparalleled 
transparency, efficiency, secure transactions and reinforces trust in supply 
chain processes. For example, Distributed Finance (DeFI) which leverages 
blockchain technology can enable counter‑party risk to shift traditional 
credit risk to operational risk through the use of smart contracts. These 
programmable smart contracts automate execution and allow the creation 
of new financial instruments and digital assets.



NAVIGATING SUPPLY CHAIN C YBER RISK19 6

While deploying blockchain technology has great potential to enhance 
supply chain security, it also introduces specific cybersecurity challenges. 
In a decentralized blockchain network, guaranteeing consistent security 
practices across all participants can be hard. Each participant typically is at 
a different level of security awareness and implementation. Having incon‑
sistent security practices across a blockchain can weaken the overall secu‑
rity posture of the supply chain. Also, vulnerabilities in one participant’s 
system can affect the entire network.

Blockchains rely on trust among participants. Here the use of self‑ 
attestation (where participants provide assurance of their own security 
practices) can prove to be unreliable. Any false attestation of security meas‑
ures implemented could put the entire supply chain’s security at risk.

Transparency which is an intrinsic feature of blockchain also exposes 
transaction details to all participants. Hence, sensitive information regard‑
ing pricing, contracts, intellectual property needs to be safeguarded through 
specific security measures. Vulnerabilities in coding flaws in smart con‑
tracts while automating processes on the blockchain can also be exploited 
by malicious actors to cause disruption in supply chain operations.

Another basic feature of a proof‑of‑work blockchain is with regard to 
control of the network’s computing power and data integrity. Any single 
entity which controls more than 50% of the network’s computing power 
can manipulate transactions. A 51% attack could alter transaction history, 
compromise integrity, and undermine supply chain trust.

Addressing all these risks requires a holistic approach that comprises 
robust security practices, standardized guidelines, and continuous moni‑
toring. While blockchain can significantly enhance supply chain security, 
implementation challenges need to be overcome.

Quantum Computing

One of the most exciting and revolutionary technologies that is on the 
verge of making its presence felt is quantum computing (QC). While still 
in the laboratories, scientists and cybersecurity experts are watching its 
progress with bated breath. The QC sector is rapidly evolving, with new 
technologies, hardware, and software implementations emerging. Reports 
suggest that Google’s quantum computer is one hundred million times 
faster than a personal computer.18 This ability of quantum computers to 
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perform complex calculations exponentially faster than classical computers 
opens several new vistas in areas such as materials science, pharmaceutical 
research, subatomic physics, logistics, and more. Quantum computing is 
expected to have a profound effect on AI in the coming decades as well as 
has applications involving cryptography, optimization, and drug discovery.

From a security standpoint, a big area of concern is that widely used 
present‑day cryptography algorithms can be broken easily by the com‑
puting power of quantum computers. These algorithms include popular 
public‑key cryptosystems such as Rivest‑Shamir‑Adleman (RSA), Elliptic 
Curve Cryptography (ECC) which are the foundations data of protection 
and secure communication are not quantum safe or quantum resistant. 
NIST‑FIPS recommends encrypting your sensitive data with Advanced 
Encryption Standard (AES), a standard used by the US federal agencies to 
protect Secret and Top‑Secret information. While AES‑128 is being consid‑
ered as breakable, AES‑256 is still considered quantum resistant – at least 
until 2050.19

Supply chain systems are based on the continuous use of communica‑
tion systems that ensure data protection. There is a real threat looming 
on the horizon that quantum computers can disrupt supply chains and 
impact materials, components, sub‑assemblies, or QC‑related goods and 
services. Unauthorized quantum‑powered access to key raw materials 
information and manufacturing/assembly equipment can be a significant 
concern. Establishing a stable supply chain that can meet the new threats 
emerging from quantum computing requires specific assessment of risk 
scenarios by organizations that are based on a post‑quantum computing 
era. Organizations need to implement strong encryption, access controls, 
and data privacy measures that are quantum resistant.

The Impact of New Regulations, Standards,  
and Frameworks

Managing supply chain cyber risks is indeed a complex endeavor, and the 
introduction of new technologies can exacerbate the challenge by introduc‑
ing additional vulnerabilities. This emphasizes the fact that organizations 
must be proactive in safeguarding their supply chains against cyber threats. 
Important sources of guidance on managing supply chain risks are availa‑
ble from the National Institute of Standards and Technology (NIST), which 
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has recently updated its foundational Cybersecurity Supply Chain Risk 
Management (C‑SCRM) guidance.20 This guidance contains key practices 
for identifying, assessing, and responding to cybersecurity risks throughout 
the supply chain.21 It highlights the need to move focus from just the fin‑
ished product to its components and on tasks and activities in their journey 
to the destination. The updated publication, titled “Cybersecurity Supply 
Chain Risk Management Practices for Systems and Organizations,” was pre‑
pared in response to the White House Executive Order 14028, which aims 
to enhance the security of the software supply chain.

Likewise, the adoption of new FAR Rules on Cybersecurity and Supply 
Chains which contain new security‑related requirements for federal con‑
tractors such as protection of controlled unclassified information, report‑
ing of threats and incidents to government, prohibition of certain types of 
information and communication technology purchases as well as continu‑
ous monitoring requirements for cloud services is a useful way of building 
robust supply chain security.

The Department of Homeland Security (DHS) has also proposed regu‑
lations to improve supply chain resilience and cybersecurity. These reg‑
ulations encompass various cybersecurity measures, including account 
security, device security, network segmentation, data security, training, 
incident response planning, and drills and exercises.

It is true that by implementing these practices or drawing from them, 
organizations can enhance their capability to manage cybersecurity risks 
within and across their supply chains. However, complying with new 
standards and regulations can be challenging for organizations due to the 
following reasons:

1. In a constantly evolving technology landscape, regulations also contin‑
ually evolve to address changing threats and privacy concerns. Keeping 
up with these changes, evaluating their implications requires constant 
attention on the status and changes in standards and regulations.

2. Organizations need to identify all applicable laws and regulations that 
affect their business. There are a range of local, federal, state, and indus‑
try regulations that demand compliance. When an organization’s oper‑
ations are spread across multiple jurisdictions, involve industry‑specific 
requirements relating to their supply chain, the task becomes more 
complex.
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3. Small businesses often lack in‑house compliance expertise. With lim‑
ited resources at their disposal, it is difficult for them to understand 
and implement controls and procedures to comply with laws and regu‑
lations in time. Non‑compliance could lead to financial penalties and 
reputational damage.

Just like the supply chain cyber threat environment is continuously 
changing, the regulatory and standards environment is also dynamic. 
Organizations must navigate this complex landscape which could extend 
beyond their boundaries to their supply chain partners, allocate resources, 
and stay informed to avoid penalties and maintain trust of all stakeholders.

Developing and Adopting an Approach to Safeguard 
Supply Chains against Cyber Risks

In supply chain cyber risk management, organizations often do not know 
where to start. Effective supply chain cyber risk management involves sev‑
eral key practices. Here are ten essential tenets that can help in developing 
an approach and strategy for effectively managing supply chain cyber risks:

1. Integrate C‑SCRM practices into all aspects of your organization includ‑
ing procurement, vendor management, and operational processes.

2. Build a supply chain cyber risk management framework. Develop a 
structured program specifically focused on managing cyber risks within 
your supply chain including clear definition of roles, responsibilities, 
and processes.

3. Identify critical components and suppliers in your supply chain. 
Prioritize risk assessments and mitigation efforts for these key partners.

4. Develop a comprehensive understanding of your supply chain, includ‑
ing dependencies, interconnections, and potential vulnerabilities.

5. Ensure continuous visibility into the supply chain. Visibility is critical 
for tracking components, suppliers, and processes.

6. Implement threat management by identifying, assessing, and mitigating 
risks posed by potential threats to your supply chain. Conduct regular 
risk assessments to understand vulnerabilities. Implement security con‑
trols to prevent and detect threats. Put in place incident response plans 
to address threats promptly.



NAVIGATING SUPPLY CHAIN C YBER RISK20 0

7. Engage suppliers in cybersecurity training, resilience planning, 
addressing vulnerabilities to enhance overall supply chain security.

8. Ensure that critical suppliers are in sync with organization’s cyber risk 
management strategy and efforts on an ongoing basis.

9. Assess supplier security practices throughout the supplier relationship 
period and monitor their adherence to security requirements.

10. Follow and comply with standards and regulations for supply chain 
security. Regularly review and update compliance policies, monitor 
changes in regulations, and adjust practices accordingly.

Supply chain cyber risk management is an ongoing effort that requires col‑
laboration, adaptability, and a comprehensive approach. Setting up a robust 
governance mechanism to periodically review supply chain cyber risks, 
implementing required controls, and mitigating actions is key to improve 
resilience and ability of the supply chain in responding to threats. The 
effectiveness of such a governance mechanism can only be ensured by 
involving supply chain participants and maintaining close collaboration on 
an ongoing basis.
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Introduction: 2023 Interagency Guidance on  
Third‑Party Relationships

Risk Management was issued on June 6, 2023 by the Office of the 
Comptroller of the Currency (OCC), the Federal Reserve, and the Federal 
Deposit Insurance Corporation.1 The guidance applies to all banks with 
third‑party relationships, including Community Banks and supersedes pre‑
vious OCC bulletins.

Scope of Business Arrangements

Previously, there was some ambiguity if scope of third‑party management 
programs should be limited to only contractual vendor relationships. The 
new guidance clarifies that all business arrangements are potentially in 
scope of oversight and may include customers or arrangements without 
direct contractual obligations.2
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This guidance addresses any business arrangement between a banking 
organization and another entity, by contract or otherwise. A third‑party 
relationship may exist despite a lack of a contract or remuneration. 
Third‑party relationships can include, but are not limited to, outsourced 
services, use of independent consultants, referral arrangements, merchant 
payment processing services, services provided by affiliates and subsidiar‑
ies, and joint ventures.2

Implications of this clarification may significantly increase scope of 
third‑party risk perimeter that needs to be monitored by banks.

Considerations for Managing Foreign Third Parties

The agencies have included a footnote to address questions surrounding the 
term “foreign‑based third party” and included considerations for foreign‑ 
based third parties within relevant sections of the risk management life 
cycle.

In contracts with foreign‑based third parties, it is important to consider 
choice‑of‑law and jurisdictional provisions that provide dispute adjudica‑
tion under the laws of a single jurisdiction, whether in the United States or 
elsewhere. When engaging with foreign‑based third parties or where con‑
tracts include a choice‑of‑law provision that includes a jurisdiction other 
than the United States, it is important to understand that such contracts and 
covenants may be subject to the interpretation of foreign courts relying on 
laws in those jurisdictions. It may be warranted to seek legal advice on the 
enforceability of the proposed contract with a foreign‑based third party 
and other legal ramifications, including privacy laws and cross‑border flow 
of information.2

It provides an important intersection of how management of third par‑
ties intersects with data privacy and cross‑border programs.

Clarif ication for Managing “FinTechs”  
and Other Types of Vendors

The guidance specifically calls out that management of FinTechs or affili‑
ates should not follow alternative approaches or assume lower levels of risk.

It is important for a banking organization to understand how the arrange‑
ment with a third party, including a FinTech company, is structured so that 
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the banking organization may assess the types and levels of risks posed and 
determine how to manage those third‑party relationships accordingly.2

Agencies added specific considerations to highlight unique risks with 
these types of third parties.

Clarif ication on Usage of Industry Vendor Risk 
Assessment Utilities

Agencies clarified usage of assessment industry utilities and/or collabora‑
tive efforts we covered in a previous chapter.

With respect to commenters focused on steps to limit the burdens of due 
diligence, including collaboration with other banking organizations, and 
engaging with third parties that specialize in conducting due diligence, the 
agencies note that such collaborative efforts could be beneficial and reduce 
burden, especially for community banking organizations and have made 
certain clarifying revisions to the guidance in that regard. However, use 
of any collaborative efforts does not abrogate the responsibility of banking 
organizations to manage third‑party relationships in a safe and sound man‑
ner and consistent with applicable laws and regulations (including antitrust 
laws). It is important for the banking organization to evaluate the conclu‑
sions from such collaborative efforts.2

This guidance further confirmed that using a risk assessment utility is 
actually a business arrangement that needs to go through its own vendor 
due diligence cycle.

Clarif ication on Subcontracts Def initions and Oversight

Agencies provided important clarifications on usage of subcontractors and 
the need to assess whether additional risk is presented by the geographic 
location of a subcontractor or dependency on a single provider for multiple 
activities. That requires more sophistication for measuring concentration 
risk across the entire third‑ and fourth‑party portfolio.

Clarif ication of Management vs Board Responsibilities

The agencies have made changes to clarify and distinguish the board’s respon‑
sibilities from management’s responsibilities and to avoid the appearance of 
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a prescriptive approach to the board’s role in the risk management life cycle, 
while still emphasizing that the board has ultimate oversight responsibility 
to ensure that the banking organization operates in a safe and sound manner 
and in compliance with applicable laws and regulations.2

In practical terms, that aligns with an overall model for three Lines 
of Defense, ensuring that the board provides appropriate oversight and 
challenge.

Emphasis on Skills Requirement

Given the diverse nature of third‑party relationships, ensuring appropri‑
ate skills from both the banks and third parties is a critical success factor. 
Agencies highlighted that importance as part of this guidance.

Banks: It is important to involve staff with the requisite knowledge and 
skills in each stage of the risk management life cycle. A banking organi‑
zation may involve experts across disciplines, such as compliance, risk, 
or technology, as well as legal counsel and may engage external support 
when helpful to supplement the qualifications and technical expertise of 
in‑house staff.2

Thirty Parties: An evaluation of a third party’s: (1) depth of resources 
(including staffing); (2) previous experience in performing the activity; 
and (3) history of addressing customer complaints or litigation and subse‑
quent outcomes helps to inform a banking organization’s assessment of the 
third party’s ability to perform the activity effectively.2

Management of Information Systems

Agencies highlighted the importance of understanding a third party’s con‑
trol environment when technology is involved as part of a service. That 
technology can be used either directly or indirectly in service fulfillment.

When technology is a major component of the third‑party relationship, 
an effective practice is to review both the banking organization’s and the 
third party’s information systems to identify gaps in service‑level expecta‑
tions, business process and management, and interoperability issues. It is 
also important to review the third party’s processes for maintaining timely 
and accurate inventories of its technology and its contractor(s). A banking 
organization also benefits from understanding the third party’s measures 
for assessing the performance of its information systems.2
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Operational Resilience

There is an important overlap of third‑party risk with operational resilience 
and the agency integrated operational resilience considerations throughout 
their guidance.

Some considerations related to operational resilience include (1) depend‑
ency on a single provider for multiple activities and (2) interoperability 
or potential end‑of‑life issues with the software programming language, 
computer platform, or data storage technologies used by the third party.2

To help ensure maintenance of operations, contracts often require the 
third party to provide the banking organization with operating procedures 
to be carried out in the event business continuity plans are implemented, 
including specific recovery time and recovery point objectives. Contracts 
may also stipulate whether and how often the banking organization and 
the third party will jointly test business continuity plans. Another con‑
sideration is whether the contract provides for the transfer of the banking 
organization’s accounts, data, or activities to another third party without 
penalty in the event of the third party’s bankruptcy, business failure, or 
business interruption.2

Contract Negotiations Expectations

Agencies added a detailed section on contract negotiations expectations. 
This section aligns with Chapter 15 where we outline the top 10 contract 
considerations.

Specifically, agencies call out a need for the right to audit, remediation 
requirements, monitoring laws and regulations, cost clarifications, and 
ensuring that contracts do not include incentives that promote inappropri‑
ate risk‑taking.

Notes

1	 “OCC Bulletin 2023‑17 Third‑Party Relationships: Interagency Guidance on Risk 
Management”, OCC, June 6, 2023, https://www2.occ.gov/news-issuances/bulle‑
tins/2023/bulletin-2023-17.html.

2	 “Interagency Guidance on Third‑Party Relationships: Risk Management”, 
Federal Register National Archives, June 6, 2023, https://www.federalregis‑
ter.gov/documents/2023/06/09/2023‑12340/interagency‑guidance‑on‑third‑ 
party‑relationships‑risk‑management.

https://www2.occ.gov/news-issuances/bulletins/2023/bulletin-2023-17.html
https://www.federalregister.gov/documents/2023/06/09/2023-12340/interagency-guidance-on-third-party-relationships-risk-management
https://www2.occ.gov/news-issuances/bulletins/2023/bulletin-2023-17.html
https://www.federalregister.gov/documents/2023/06/09/2023-12340/interagency-guidance-on-third-party-relationships-risk-management
https://www.federalregister.gov/documents/2023/06/09/2023-12340/interagency-guidance-on-third-party-relationships-risk-management
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